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Maths et Poésie,
Pour les unes, tu trouves et ca commence,
Pour Uautre, tu trouves et ¢a finit.

— Marc Yor : “Les Unes et l'autre”



ABSTRACT

Machine Learning has received a lot of attention during the last two decades both from industry for
data-driven decision problems and from the scientific community in general. This recent attention is
certainly due to its ability to efficiently solve a wide class of high-dimensional problems with fast and easy-
to-implement algorithms. What is the type of problems machine learning tackles ? Generally speaking,
answering this question requires to divide it into two distinct topics: supervised and unsupervised learning.
The first one aims to infer relationships between a phenomenon one seeks to predict and “explanatory”
variables leveraging supervised information. On the contrary, the second one does not need any supervision
and aims at extracting some structure, information or significant features of the variables.

These two main directions find an echo in this thesis. On the one hand, the supervised learning
part theoretically studies the cornerstone of all optimization techniques for these problems: stochastic
gradient methods. For their versatility, they are the workhorses of the recent success of ML. However,
despite their simplicity, their efficiency is not yet fully understood. Establishing some properties of this
algorithm is one of the two important questions of this thesis. On the other hand, the part concerned with
unsupervised learning is more problem-specific: we design an algorithm to find reduced order models in
physically-based dynamics addressing an crucial question in computational statistical physics (also called
molecular dynamics).

Even if the two problems are of different nature, these two directions share an important feature:
they leverage the use of Reproducing Kernel Hilbert Spaces, which have two nice properties: (i) they
naturally adapt to this stochastic framework on a computational-friendly manner, (ii) they display a great
expressivity as a class of test functions.

More precisely, the first contribution of this thesis is to prove the exponential convergence of stochastic
gradient descent of the binary test loss in the case where the classification task is well specified. This
work establishes also fine theoretical bounds on stochastic gradient descent in reproducing kernel Hilbert
spaces that are a result on their own.

The second contribution focuses on optimality of stochastic gradient descent in the non-parametric
setting for regression problems. Remarkably, this work is the first to show that multiple passes over the
data allow to reach optimality in certain cases where the Bayes optimum is hard to approximate. This
work tries to reconcile theory and practice as common knowledge on stochastic gradient descent always
stated that one pass over the data is optimal.

In computational statistical physics as in Machine Learning, the question of finding low-dimensional
representations (main degrees of freedom) is crucial. This is the question tackled by the third contribution
of this thesis. We show, more precisely, how it is possible to estimate the Poincaré constant of a distribution
through samples of it. Then, we exploit this estimate to design an algorithm looking for reaction coordinates
which are the cornerstones of accelerating dynamics in the context of molecular dynamics.

Detailing, refining and improving this result is the forth contribution of this manuscript. This current
work is still not completely finished, but gives some deeper theoretical and empirical insights on the
diffusion operator estimation. It was therefore natural that it should be part of this thesis.

Keywords: stochastic approximation, supervised learning, non-parametric estimation, reproducing
kernel Hilbert spaces, dimensionality reduction, Langevin dynamics, Poincaré inequality.



RESUME

L’apprentissage automatique a re¢u beaucoup d’attention au cours des deux derniéres décennies, a la
fois de la part de 'industrie pour des problémes de décision basés sur des données et de la communauté
scientifique en général. Cette attention récente est certainement due a sa capacité a résoudre efficacement
une large classe de problémes en grande dimension grace a des algorithmes rapides et faciles a mettre en
oeuvre. Plus spécifiquement, quel est le type de problémes abordés par 'apprentissage automatique ? D’une
maniére générale, répondre a cette question nécessite de le diviser en deux thémes distincts: 'apprentissage
supervisé et Uapprentissage non supervisé. Le premier vise a déduire des relations entre un phénoméne que
I'on cherche a prédire et des variables “explicatives” exploitant des informations qui ont fait I'objet d’une
supervision. Au contraire, la seconde ne nécessite aucune supervision et son but principal est de parvenir a
extraire une structure, des informations ou des caractéristiques importantes relative aux données.

Ces deux axes principaux trouvent un écho dans cette thése. Dans un premier temps, la partie
concernant I’apprentissage supervisé étudie théoriquement la pierre angulaire de toutes les techniques
d’optimisation liées & ces problémes: les méthodes de gradient stochastique. Grace a leur polyvalence,
elles participent largement au récent succes de I’apprentissage. Cependant, malgré leur simplicité, leur
efficacité n’est pas encore pleinement comprise. L’étude de certaines propriétés de cet algorithme est I'une
des deux questions importantes de cette thése. Dand un second temps, la partie consacrée a ’apprentissage
non supervisé est liée a un probléme plus spécifique : nous concevons dans cette étude un algorithme
pour trouver des modeles réduits pour des dynamiques empruntées a la physique. Cette partie aborde une
question cruciale en physique statistique computationnelle (également appelée dynamique moléculaire).

Méme si les deux problémes sont de nature différente, ces deux directions partagent une caractéristique
commune : elles tirent parti de I'utilisation d’espaces a noyau reproduisant, qui possédent deux propriétés
essentielles : (i) ils s’adaptent naturellement au cadre stochastique tout en préservant une certaine efficacité
numérique, (ii) ils montrent une grande expressivité en tant que classe de fonctions de test.

La premiére contribution de cette these est de montrer la convergence exponentielle de la descente de
gradient stochastique pour la perte binaire dans le cas ou la thche de classification est “facile”. Ce travail
établit également des bornes théoriques fines sur la descente de gradient stochastique dans les espaces a
noyau reproduisant, ce qui peut étre considéré comme un résultat en lui-méme.

La deuxieme contribution se concentre sur I'optimalité de la descente de gradient stochastique dans le
cadre non paramétrique pour des problemes de régression. Plus précisément, ce travail est le premier a
montrer que de multiples passages sur les données permettent d’atteindre 'optimalité dans certains cas ou
l'optimum de Bayes est difficile a approcher. Ce travail tente de réconcilier la théorie et la pratique car les
travaux actuels sur la descente de gradient stochastique ont toujours montré qu’il suffisait d’un passage
sur les données.

En physique statistique computationnelle comme en apprentissage automatique, la question de trouver
des représentations de faible dimension (principaux degrés de liberté) est cruciale. Telle est la question
abordée par la troisieme contribution de cette thése. Nous montrons plus précisément comment il est
possible d’estimer la constante de Poincaré d’une distribution a travers des échantillons de celle-ci. Ensuite,
nous exploitons cette estimation pour concevoir un algorithme a la recherche de coordonnées de réaction
qui sont les pierres angulaires des techniques d’accélération dans le contexte de la dynamique moléculaire.

Détailler, affiner et améliorer ce résultat est la quatrieme contribution de ce manuscrit. Ce travail
actuel n’est pas encore completement terminé, mais il donne de la profondeur aux analyses théorique et
empirique de 'estimation des opérateurs de diffusion. 1l était donc naturel qu’il fasse partie de cette thése.

Mots-clés: approximation stochastique, apprentissage supervisé, estimation non-paramétrique, espaces
a noyau reproduisant, réduction de dimension, dynamique de Langevin, inégalité de Poincaré.
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CONTRIBUTIONS
AND THESIS OUTLINE

Part I. This manuscript is based on the publications that were accepted during this thesis. Hence, a
significant effort in the writing of this manuscript has been spent in this Part. It introduces the main ideas
and questions that we will address in the rest of the manuscript. This introduction has two main purposes.
First, this part sets the stage for the rest of the thesis by justifying its framework, the use of stochastic
gradient descent, RKHS and the study of Langevin dynamics. Secondly, and perhaps more importantly, it
gives a personal point of view on the topics under study and defines what are the main interests and foci
of future research.

Part II.  This Part gathers two results for the non-parametric stochastic gradient descent in two different
settings:

+ SGD for classification. Here, we consider binary classification problems with positive definite
kernels and square loss, and study the convergence rates of stochastic gradient methods. We
show that while the excess testing loss (squared loss) converges slowly to zero as the number of
observations (and thus iterations) goes to infinity, the testing error (classification error) converges
exponentially fast if low-noise conditions are assumed.

« SGD for the Least-squares problem. We consider stochastic gradient descent (SGD) for least-
squares regression with potentially several passes over the data. While several passes have been
widely reported to perform practically better in terms of predictive performance on unseen data,
the existing theoretical analysis of SGD suggests that a single pass is statistically optimal. While
this is true for low-dimensional easy problems, we show that for hard problems, multiple passes
lead to statistically optimal predictions while single pass does not; we also show that in these hard
models, the optimal number of passes over the data increases with sample size. In order to define the
notion of hardness and show that our predictive performances are optimal, we consider potentially
infinite-dimensional models and notions typically associated to kernel methods, namely, the decay
of eigenvalues of the covariance matrix of the features and the complexity of the optimal predictor
as measured through the covariance matrix. We illustrate our results on synthetic experiments with
non-linear kernel methods and on a classical benchmark with a linear model.

Part III. In this part we propose a way to estimate Laplacian operators through Poincaré inequalities.
Poincaré inequalities are ubiquitous in probability and analysis and have various applications in statistics
(concentration of measure, rate of convergence of Markov chains). The Poincaré constant, for which the
inequality is tight, is related to the typical convergence rate of diffusions to their equilibrium measure.
This part is divided in two blocks:



« Poincaré constant and reaction coordinates. We show both theoretically and experimentally
that, given sufficiently many samples of a measure, we can estimate its Poincaré constant. As a
by-product of the estimation of the Poincaré constant, we derive an algorithm that captures a low
dimensional representation of the data by finding directions which are difficult to sample. These
directions are of crucial importance for sampling or in fields like molecular dynamics, where they
are called reaction coordinates. Their knowledge can leverage, with a simple conditioning step,
computational bottlenecks by using importance sampling techniques.

« Laplacian Estimation and dimensionality reduction. Here, we extend the previous results on
Poincaré constant estimation by proving that the same procedure gives, without additional cost, all
the spectrum of the diffusion operator and not only the first eigenvalue. This work highlights the
fact that the use of positive definite kernels allows to estimate Laplacian operators with possibly
circumventing the curse of dimensionality unlike local methods —which are currently used.

PartIV. ThisPart concludes the thesis by summarizing our contributions and describing future directions.

Publications. Published articles related to this manuscript are listed below:

« Part I is based on two articles published during the thesis:

*x Exponential convergence of testing error for stochastic gradient methods, L. Pillaud-
Vivien, A. Rudi and F. Bach, published in the Conference On Learning Theory in 2018.

*x Statistical Optimality of Stochastic Gradient Descent on Hard Learning Problems
through Multiple Passes, L. Pillaud-Vivien, A. Rudi and F. Bach, published in the Advances
in Neural Information Processing Systems in 2018.

« Part IIl is based on a published article and a work in preparation:

*x Statistical Estimation of the Poincaré constant and Application to Sampling Multi-
modal Distributions, L. Pillaud-Vivien, F. Bach, T. Lelievre, A. Rudi, G. Stoltz, published in
the International Conference on Artificial Intelligence and Statistics in 2020.

*x Statistical estimation of Laplacian and application to dimensionality reduction,
L. Pillaud-Vivien and F. Bach, in preparation, 2020.



FOREWORDS
AND PRECAUTIONS

Before the reader dives into this manuscript, I would like to take the time to write a few words about how
I wanted it to be presented. Hopefully, these precautions could guide the reader throughout this work,
softening its judgment and luckily putting light on several of its important features.

First, let us begin by saying that this thesis gathers the articles published during the time of PhD. Hence,
as this will be the case in Part III of this thesis, several unsolved questions may be stated as assumptions in
one part and showed later. This approach is deliberate: the will behind this manuscript is to restore what
has been done in this thesis, both its questions and its evolution. This is the reason why we decided to
leave Part III, Section 2 as an unfinished contribution and preferred to explain the main ideas behind what
has to be finished rather than writing a self-contained complete project omitting important pieces of the
whole story. In this context, the only newly written contributions of this thesis are the introduction, the
conclusion and the discussion conducted in the final Section of the thesis (Part III, Section 2).

Second, let me comment briefly on how the introduction has been thought of. Besides, as tradition, recalling
the context of this thesis including the general ML framework in supervised learning or the presentation
of the less-known dynamics studied in statistical physics, we have tried to think of this introduction as a
natural story that has lead us to the studies involved in Part I and III. This is the reason why a particular
attention has been paid to motivate deeply the use of stochastic gradient descent or reproducing kernel
Hilbert spaces together with their possible pitfalls and future promises. The use of transitions under the
form of questions, remarks or developments concluding each subsection of the introduction is the unifying
thread of this way of thinking. The reader will certainly remark the following patterns:

MoOTIVATION / TRANSITION / CONCLUSION / GUIDELINE.

They are breathes in the thesis and their goals are to link, motivate and create a common story line to all
this introduction.

10
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Going further, I would like to stress that my personal background on partial differential equations and
probability (I had never seen a Machine Learning problem before the beginning of my thesis) drives me
naturally to theoretical and modelling questions and to try as much as possible to build bridges with other
fields of applied mathematics. This is a personal inclination that hopefully will enrich my future research
and be a pleasant guide when reading this thesis.

I would also like to put a particular emphasis on the fact that all what I could say during this introduction
or during further developments are personal point of views. Even though mathematical theorems are always
true by their logical nature, (at least my) way of tackling a problem is always subjective and personal. In
this thesis, I tried to motivate why certain questions have a particular relevance and why some directions
or ways to think could convince me more than others. Nonetheless, these ways of facing a problem are
only personal interpretations and do not, in any manner, claim to indisputable truth. As a matter of fact,
given my young age and inexperience, I am always thrilled to change, sharpen or refine my point of views
on many subjects when convinced by good arguments.

Finally, people have often warn me that the PhD was the last moment of the academic life where we
could take the time to explore ideas freely. I truly thank my PhD advisor Francis that let me take this
freedom. This thesis, and especially the introduction, is, in a way, the presentation of this other work that I
accomplished during my PhD: gathering, looking into new ideas and building my own personal sensibility.
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1. ML FRAMEWORK

In this part, we will try to introduce the main questions raised in the thesis and we will try to define and
motivate the natural setting of this manuscript. We will begin in Section 1.1 with standard definitions,
introducing the standard Machine Learning framework from the last or three two decades. Then, as this is
the main point of view of this thesis, we will show in Section 1.2 why and how optimization is of crucial
importance in common Machine Learning problems. We finally illustrate all these ideas in Section 1.3 in
the Least-squares setting.

1.1. GENERAL FRAMEWORK OF STATISTICAL LEARNING

1.1.1. What is Machine Learning ?

Due to its recent successes in the industry and the phantasms associated to it, Machine Learning (ML)
is nowadays often invoked every time data are concerned. However, ML is not the only field dealing
with data: other and perhaps older applied mathematics fields such as optimization, statistics or signal
processing have tackle numerous problems during the past decades. Obviously, ML is deeply linked to all
of them, but a more interesting question is how they are related and what are the main differences ? What
is ML proper focus ? Considering my youth in the field I cannot claim that I can sharply define ML, but I
will try to pinpoint what is my vision of it. The aim of this manuscript is to guide the reader throughout
all the questions I have ask myself during these three years and the answers I tried to give.

Let us begin with one definition: in my opinion, ML is an high-dimensional look at statistics that take
the current computational framework into account.

High-dimensionality. Because all along this thesis two important quantities related to the data will be
considered as huge:

o The size of the samples: d. Examples such that Natural Language Processing (words), vision (pixels)
or biological systems (genome) are often embedded in spaces of more that one million dimensions.

« The number of samples: n. To face the large dimensionality of the data, engineers have built huge
data bases, so that n can be also considered as large as million.

To handle well these two large numbers, we will try to focus on non-asymptotic results: this will have the
benefit to stress the dependence into these two important parameters of the problem. Indeed, asymptotic
results can sometimes hide large constants preventing from clear phenomenological explanations. Note
that another way to apprehend high-dimensionality may be to give results with respect to a certain
function of both n and d going to infinity (e.g. n/d). This is not the case in this thesis. We refer to the
introduction of [Wai19] for a remarkably clear presentation of the setting of non-asymptotic statistical
analysis.

Computational framework. We will also draw a particular attention to the computational complexity
of the algorithms analyzed or designed. In ML, as both n and d can be very large, we have to take
into account that easy mathematical expressions can be very expensive and thus very time-consuming
to compute. Operations such as matrix inversion or multiplication must be avoided as they could lead
to unpractical algorithms for real problems in such a high-dimensional setting. Let us add that even if
the algorithms designed and analyzed in this thesis carry no memory issue, this could be also a serious
computer-related limitation for other procedures.

This being said, we now describe mathematically what is the common setting of our different works.
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1.1.2. Supervised learning

Distinction between supervised and unsupervised learning. Learning, as its name states, is all
about learning from the data. One piece of information that we may want to retrieve from raw data could
be to understand its structure or extract representative and understandable features of it. In this case
we talk about unsupervised learning [STC04, HTF09]. Another task that we may want to do is to infer
the outcome of a system leveraging the access of some known input/output pairs of it. Because it often
requires the supervision of the system by a human being (labeling data for classification is one of the most
important example of this), we call this supervised learning [Vap13, SSBD14, HTF09]. Roughly speaking,
Part II analyzes the workhorse algorithm of supervised learning whereas Part III designs and analyzes an
algorithm for unsupervised learning tasks.

As the work of this thesis on unsupervised learning is very related to some particular task I refer to
Part III and to Section 4 for the description of the mathematical setting. I now describe the mathematical
framework behind supervised learning whose versatility and wide range apply in Part II.

Supervised learning. In supervised ML, the aim is to predict output Y € Y from input(s) X € X
given that we have access to n input/outputs pairs (z;,y;) € X X Y. The usual ML framework states that
there exists some distribution p on X x Y such that (z;,y;) are independent and identically distributed
according to p. Note that even if (z;, y;) are random variables, we will not use capital letters to denote
them, emphasizing on the fact that they are samples. We can here decompose the problem into two sources
of randomness:

« Randomness in the inputs. They are given according the some law px (marginal of p along X).
In this case the fixed design setting arises when px is a sum of diracs on the z;. Note also that
unsupervised learning techniques with respect to the samples given according to px can be used as
pre-processing on the dataset.

« Randomness in the outputs and noise model. A common modelling of the randomness in the
outputs is to write that there exists f. such that

V= fu(X) +e (1)

where ¢ is the noise of the model. Hence the randomness hypothesis on the output can be instead
cast into a random noise on the model. This can be caused by mistakes in the labeling or some errors
coming from experiments when collecting the data. Note that when we assume ¢ independent of X,
we often say that the model is well-specified.

Remark 1 (Support of px)

It is really important to note that p carries all the information of the problem and that we do not have
access to it. Even finding the support of px is a problem in itself and a very difficult task. To understand
this, let us take the example of face recognition on images with d ~ 10° pixels. The marginal px lives
naturally in the space of vectorized images R?. However only a few images are faces and the support
px would exactly be the sub-manifold of images constituted of faces. Sampling from this manifold is
actually a very hard task and a problem in itself.

Remark 2 (Hypothesis on p)

Making hypothesis on p changes dramatically the problem under study. One example already given is the
difference between the random and the fixed design settings. But we can also make hypothesis on the noise
through p. For example, what we can place ourselves in the interpolation regime € = 0, corresponding to
the case where the marginal along Y is a dirac in f.(X).

Considering Eq. (1), the problem of supervised learning is to learn the function f,. For this, quantifying
the precision of a predictor will be necessary: this is what we do in the following section.
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1.1.3. Losses and Generalization error

Let us define our predictor, f: this is simply is a measurable function from X to Y, we denote the set of
such functions M (X x Y) . Quantifying the accuracy of the output Y = f(X) is the first task that we
want to do to try solve our model. For this we define naturally a loss

C:((XxY),M(X xY)) = Ry, 2)
where we say that ¢ is a suited loss for the problem if
L((X,Y), f)issmall < f(X) isa good predictor of Y. (3)

Here, we also want our predictor to show some good performances not only on the n samples we have
access to but also on all the possible data coming from p. Hence, the good quantity to consider is the risk,
also called generalization error or test error:

R(f) == Ex,y)~p (X, Y), f)] - (4)

Rephrase mathematically, the aim of supervised learning is to find f such that R( f) is the smallest possible.
We will denote with the subscript “+” the fact that we reach the minimum value or the argument that
minimize this value. We define here the best predictor of our learning problem and the minimum risk
associated to it:

f« = argmin R(f) (5)
FEM(XxY)
R* = R(f.) (6)

The choice of the loss is determinant and has to be made thoroughly and according to the problem under
consideration. Besides the obvious requirement stated in (3), we will see later that other issues such as the
need of convexity or robustness will come into consideration. But first let us stress out two important
classes of problem and their commonly associated losses.

Regression. When Y is some interval of R, we call the problem regression. For this and throughout Part IT

1
the typical loss will be the square loss: (X,Y), f) = §(Y—f(X))2.

Classification. It arises when the output space is bi-
nary. To set ideas, we can take Y = {—1, +1}. Yes-
No decisions or the well-known cat and dog problems
are instances of this type of problem. To tackle this,
the more natural loss is the binary loss ¢((X,Y), f) =
Ly 4sign(r(x)) that penalized by 1 each time a wrong
prediction in made. However, as the binary loss
lacks some good mathematical property (convexity,
smoothness) we often use surrogates losses for the
problem: the logistic loss ¢((X,Y), f) = log(l +
exp(—Y f(X))) or the hinge loss used in support vector
machines ¢((X,Y), f) = max{0,1 — Y f(X)} [SC08]. Figure 1: Usual losses in ML
The classification problem is tackled in the Section 1 of

Part III.
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1.1.4. Choosing the space of functions: pros and cons

Bayes predictor. Now that Eq. (3) give us a good measure of how good our predictor is, we can try to
solve the problem Eq. (5). Mathematically speaking this is an infinite-dimensional optimization problem
over the space of measurable functions M(X x Y) which is obviously intractable as M(X x Y) is a very
hard space to apprehend. Yet, it is quite remarkable that in the case of the square loss, when X, Y are
square-integrable real random variables, we can compute exactly the optimum: f, is the orthogonal
projection from X to the linear subspace of Y-measurable functions:

f(X) =E[Y[X]. (7)

This function is called the Bayes predictor, and even if we have a closed form in this case, it remains to
approximate it properly. Recall here that we do not have access to the joint distribution p but only to samples
of it. Approximating directly the Bayes predictor is possible by local averaging techniques [Tsy08] but it is
very expensive in terms of samples even if moderate dimensions. Thus it is not the path we follow during
this thesis.

How to choose the space of function J{. Recall that one of the focus of this work is to be able to
compute numerically good predictors. When dealing directly with infinite dimensional spaces such as
M(X x Y) or even smaller like L?(X x Y), it seems impossible to design computational-friendly routines
to solve Eq. (5). Hence, a good idea is to parametrize the space of functions by some parameter ¢ living
in a finite dimensional space R® and that encodes a dictionary of functions on which we can solve the
problem Eq. (5). We call these parametric spaces H. One of the most basic yet powerful ideas is to define
I as the linear functions from R® to R: Hy = {f | f(z) = (0, ¢(z)), 8 € R*}, where ¢(x) is a vector
of R? containing features of z. However this parametrization comes at a cost: when restricting all the
possible predictors to a smaller class, we may be far away from the best predictor possible. Note that ¢
is not necessarily itself linear, and can be learned, for example using deep learning techniques [LBH15]
(that we will introduce in few lines). In fact, we need two ingredients to choose properly the space J of
possible predictors:

(i) I has to make the problem (5) solvable with a computer.

(if) I has to be large enough to approximate well the Bayes predictor. We often call this the expressivity
of the function space.

Other classes of function spaces satisfy (i) and (ii) without being parametric such as Reproducing Kernel
Hilbert Spaces (RKHS) [SS02, SC08]. As they are the core of this thesis, we decided to postpone a little bit
the description of RKHS in Section 3 of this introduction.

Another class of functions satisfying (i) and (ii) that I will only introduce are function spaces represented
by Neural Networks. Their construction is not new and date back to the 60s [IL67]: they are parametric
function spaces simply built as successive compositions of linear functions and non-linear activations (such
that the rectified linear activation z — max(0, z)). It is worthy to say that, from a very high-level point
of view, their ability to solve well ML problems comes from their expressivity and easy computational
framework (even if they still carry some mysteries).

Remark 3 (Splines)

An example of function spaces that are not well suited for our framework, and yet can solve very well the
problem (5) are splines [Wah90]. These are function spaces defined by piece-wise polynomials. On the one
hand, they show a great expressivity but are computationally demanding on the other hand (especially in
the high-dimensional setting).
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1.1.5. Solving the ML problem: statistical issues, overfitting and minimax rates

Empirical Risk Minimization (ERM). As we already said a few times before, we do not have access
to the distribution p and thus to the true risk defined in Eq. (4). As we only have access to n samples
from p a good idea is to substitute the risk defined by an expectation over p to an expectation over the

associated empirical measure of p: p,, = % > | 0. This defines the empirical risk:

o~

Ru() = Exr e B Y] = 3 G0, ). ®

Now we have all the tools to define the cornerstone of supervised learning, Empirical Risk Minimization,
which is simply reformulating the true problem (5) with respect to the empirical measure associated to the
samples:

o~

o = argmin =" t((ri ), ). ©)
i=1

fexH

Remark 4 (Statistical point of view on least-squares and logistic regression)

The ERM framework described above can be viewed as Maximum Likelihood Estimation (MLE) for (at
least two) statistical models on the distribution p.

« In the case of Gaussian linear regression, when we want to fit a Gaussian of mean (6, X') as the law
that generated Y, the maximum likelihood estimation is exactly the least-squares empirical risk
minimization.

« We can also cast a MLE setting to a classification problem with the logistic loss when considering a

statistical model on the joint distribution p such thatP(Y'|X,0) = B (%), where B(p) is

a Bernoulli law with parameter p.

Note that the main difference with our work is that we never specify a priori a statistical model on the
distribution and do not assume that the model is well-specified.

Overfitting and regularization. Solving directly and perfectly the ERM in Eq. (9) seems a good idea.
But, actually, there is no guarantee that solving the empirical problem will generalize well when we want
to solve the true one Eq. (5). In fact, solving perfectly without further considerations will lead to a bad
estimation of the true predictor. Indeed, if the space of test function is large enough one always can find a
predictor such that f(x;) = y; but generalized very poorly outside of the x;: you can picture yourself this
with degree n Lagrange polynomials on R that will interpolate perfectly inputs and outputs but behave
very badly outside of the interpolated points. This phenomenon is known as overfitting. One way to avoid
this is whether to regularize the problem by some penalty term forcing a certain regularity of the estimator
(see Figure 2 for an illustration), this is an old idea in statistics that occurs for example in smoothing
splines [Gu13]. Another way to do this is to restrict the space of function to a regular one to avoid chaotic
behavior outside the dataset. Note that both approaches are in fact equivalent [HTF09].

Approximation and estimation errors. As said above, regularizing to avoid overfitting is equivalent
to work in a smaller and smoother space. But the smaller the space of predictors we look for the less
expressive our model get and the more we fail to approximate the best achievable predictor f,. To formulate
this fact more formally let us call f4 the best estimator of our class of function 3 and ﬁL the estimator
based on the empirical risk. What we want to control is the excess risk, which is the best achievable risk
considering our model. It can be decomposed into two terms:

R(fa) = R(f) = R(fa) — R(fae) + R(fac) — R(f:) (10)

estimation error approximation error
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lambda =1 lambda = 0.001 lambda = 0.0000001

Figure 2: Showing the regularization to overfitting phases when decreasing the regularization parameter
in a regression task. These plots come from the slides of J.-P. Vert and J. Mairal lessons on Kernel methods.

The approximation error only depends on the class of function J{ chosen for our problem. This is a
deterministic term that gets smaller as H get bigger.

The estimation error comes from the fact that our estimator fn comes from the minimization of the
empirical risk and not of the true one. In fact, one can show that we can upper bound it by a certain
uniform distance between the two functions fJAQn (which is a random function) and R:

R(Fn) = R(f3c) = R(Fn) = Ru(Fn) + Ru(F) = R (f3¢) +Rn(f3c) — R(f¢)

<0

S R(fa) = Ru(fa) + R (f3c) — R(foc)

~

< 2sup |R(f) = R(f)|-
fexr

A little taste of empirical process theory. Bounding uniformly the deviation between R and its
corresponding average is the key point of empirical process theory [VDVW96, Tal94]. Let us now put
emphasis on the fact that this kind of development is not the point of view taken in this thesis as our
estimator will come from an optimization procedure and will benefit from implicit forms of regularization
(see next section for more details). However, let us try to summarize what are the main ideas and results
behind this. An important quantity is the Rademacher complexity associated to the loss and the function
space J{. It measures richness of a class of real-valued functions with respect to a probability distribution:

Radn - Ea’,p lSUP (:;, Zazé((%,yz); f))] )
i=1

feH

where o are i.i.d. Rademacher variables P(0; = £1) = 1/2. We can show from a symmetrization argument
that

E sup [Ra(f) = R(f)| < 2Rady.
fexH

Hence, controlling the Rademacher complexity allows to bound the excess error for a wide range of classes
of losses and H{. For examples, if the loss is L-Lipschitz, inputs are bounded by R and the functional
space in formed of k-bounded functions, one has Rad, < kRL/+/n [HTF09]. Note that these bounds
could be tighten with finer assumptions using localized version of Rademacher complexities [BBMO05].
But, as already stated, this is not the line of search of our work as our analysis relies on direct and straight
computations. However, I truly believe that knowing and summing up this beautiful and deeply rooted
theory of statistical learning was worth the detour and could at any point complement my point of view.

Minimax rates of convergence. Throughout the thesis, we will focus only on upper bounds of our
estimators like in the precedent paragraph. However each time we find such an upper bound we may
immediately ask the following questions: is the analysis tight ? Given the level of information I have on
the problem (number of samples n, a priori on p, level of noise...), can I build a different estimator will
generalize better ? In what way is my result or my estimator impossible to improve ?
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These questions raise the fundamental concept of optimality of the result (in the sense that it cannot be
improved). Minimax rates of convergence are exactly the good mathematical tool to embrace this concern:
they give the best possible level of precision we can reach considering the problem we have. More formally,
let © C L%(px) be a space (parametric or non-parametric at this stage) of function where a priori we
expect the target function, f,, to lie. Let M(©), be the associated classes of measure such that f, € ©.
The best we know is that p € M(©). Our goal is to have a lower bound on the best estimator over the set
of all the estimators E,, : z — f, where z stands for the data set.

Minimax,, (©) := %ﬁ sup E (Hfu — fz||%2(ux)) . (11)
n LEM(O)

Even if for some classical settings, such minimax bounds can be derived [Tsy08] (we refer also to Section 1.3

for least-squares and Part II, Section 2 in non-parametric settings), the reader can imagine how difficult

the problem of finding such a quantity can be: we need to construct monstrous functions that are the less

learnable ones over a class of distributions.

FROM STATISTICAL LEARNING TO OPTIMIZATION. All this theory seems satisfying to solve
supervised machine learning problems and gives guarantees for the estimators. But as stated in the
first subsection 1.1.1 our concern is end-to-end: we really want to be able to compute numerically
our estimators. And here is the big elephant in the room. For general problems

~

Fo = argmin = 3" e((z, 1), f)

n
fex Mo

is not computable in closed form. We will see that even when it is (e.g. for least-squares), numerical
computations can be an important limitation. This is why the point of view of this thesis is the
optimization one. We will try to give intuition and explanations behind its efficiency in the next
section.

1.2. WHY WE USE OPTIMIZATION IN ML

As we have seen in the previous section, finding a good estimator for supervised learning tasks is
naturally cast into the ERM optimization problem:

Find arfgg{in Rn(f) = % ; (i), f)- (12)

The questions addressed in this section is how to solve concretely such a problem and what are the main
safeguards and elements that we have to pay attention for.

1.2.1. Advantages of optimization: numerical cost, implicit regularization and
bias, and eventually a bit of magic

When it comes to numerically solve optimization problems like (12), the first idea that should come into
mind is one of the more versatile approach of applied mathematics: gradient descent [BBV04]. Besides its
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simplicity, it is actually the cornerstone of (almost) all the optimization techniques used to solve supervised
learning problems. Of course, one has to require some Hilbert structure of J{ and some smoothness and
convexity property to solve well this problem. However note that smoothness is not always necessary if
replacing gradients by sub-gradients [Boy04] and that escaping from the convexity imperative might be
the next important question —we will come back to this later on.

Numerical cost. Even when the problem (12) is well posed and has a solution, there exist only a few
cases for which we can explicitly build such an estimator. Worse, as we will show later, even for one
of the simplest setting that is least-squares regression (linear space of functions with square loss): to
compute the estimator (12) requires a matrix inversion which is not compatible with our high-dimensional
computationally-friendly framework. On the contrary, gradient descent methods are based on a certain
number of low cost iterations: even if there exist important variants of it as we will see in the next section,
basically the cost of one iteration only requires to compute one gradient.

Versatility. As said earlier, as long as there is some Hilbert structure on the space J{ and some very
mild assumption on the second variable of the loss ¢, gradient descent techniques can always be used.
Computationally speaking we may add at this point that the successes of Neural Networks is partly
due to the automatic differentiation [G", PGC"17] (at the heart of the back-propagation in Neural
Networks [HN92]): this is a very user-friendly framework for computing automatically derivatives and
thus implementing gradient descent.

Implicit regularization and implicit bias. As we have seen earlier with the overfitting phenomenon,
the space of function H may be too large and solving exactly (12) could lead to poor generalization.
However there are two widely studied effect that can prevent overfitting to occur:

« Implicit regularization by early stopping. The first ingredient that can prevent optimization to overfit
the data is the fact that it is not necessary to optimize (12) until the end. More importantly, we can
show that stopping the gradient descent before it has fully optimized the empirical risk is a way to
regularize the problem [YRCO07]. In practice, one can use the criterion that when test error (on the
validation set) is going up again overfitting is starting to appear and one should stop the gradient
descent.

« Implicit bias by norm minimization. The second ingredient is more subtle in a way. First let us
recall that we say that a problem is overparametrized when we have enough degrees of freedom in
our model to perfectly fit the data. Hence, the question becomes: if there are plenty of estimators
minimizing the training risk, then which one should I select to generalize well ? This is where
gradient descent comes into play: we can show in certain settings that gradient descent has the
property to select good estimator. Here are two examples showing the implicit bias of gradient
descent:

%% One can show that for least-squares regression, gradient descent converges to the interpolating
estimator that has to the minimum || - ||2 norm solution [SHN" 18].

*x Similarly, one of the success of SVMs classifiers in the case where the data is fully separable
is that gradient descent on the empirical risk problem for the logistic loss converges to the
maximum margin solution [SC08] (for the norm induced by the space of function H). Recently
and quite remarkably similar results have even been shown for Neural Networks in the case of
gradient flow [CB20].

Bit of magic. There have been quite some efforts spent to show how optimization procedures provide
good estimators in overparametrized and non-convex systems. Many works invoke the ability of such algo-
rithms to find wide and flat regions of the empirical risk that have the ability to generalize well [CCST19].
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Figure 3: (Left) Showing earling stopping strategy as a regularization procedure (Right) Showing max-
margin effect in classification with logistic loss (Wikipedia image).

Another line of work supports that such algorithms avoid naturally bad regions and escape from local
minima thanks to their momentum and/or their stochasticity. All those directions are very promising, yet,
it seems that none of these ideas have fully convinced enough people to establish a form of consensus.
We will conclude by saying that this is still an exciting line of research to discover what makes gradient
descent and all its variants perform so well in these tasks.

1.2.2. Gradient based algorithms: which one is the most suited for ML ?

There exists a large bestiary of gradient-based algorithms to solve optimization problems. The purpose
of this section is not to give a precise and exhaustive description of such techniques but rather to give an
intuition behind the use of certain algorithms. For a more mathematical perspective on such algorithms
(see [BBV04] for detail analysis), we refer to subsection 1.2.3 for gradient methods and for section 2 for
stochastic gradient methods.

Gradient descent algorithms. As already said all the algorithms that we will define are based on the
standard gradient descent algorithm.

« Gradient descent. You cannot be simpler than gradient descent principle: if you want to find the
minimum of a function, just follow the line of its steepest descent. More formally, and if we use
a notation that rings with risk minimization, to minimize R(6) over 6, the gradient descent is an
iterative process that chooses ; as step-size, ;—¢ = 0y at initial time and writes at times ¢ > 0:

O =011 — v VoR(0i—1). (13)

« Newton’s method. Newton method can be seen as a way to choose optimally the step-size 7. In fact,
if we perform a Taylor expansion of order 2 of the function and find the step-size that optimize
such a local parabola, then, the optimal step-size is remarkably the inverse of the Hessian VZR(6).
Sometimes called natural gradient in Bayesian learning, this algorithm has the nice idea to leverage
the local geometry of the function around the current iterate to speed-up the convergence.

0, = 6,1 — [V*R(6,_1)] " VoR(6i_1). (14)

Note that when R(6) is quadratic then Newton’s method converges in one iteration. Many algorithms
are inspired by this very efficient method of order two and try to approximate the inverse of the
Hessian (which is the bottleneck of the computation as we will see later).
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« Stochastic gradient descent and mini-batch Gradient descent. When R has a sum structure such as in
supervised learning problems, it is possible to leverage this structure by taking only a minibatch B
of the whole gradient.

1 1
VoR(0) = — Z VoRi(0) — Bl Z VoRi(0).
"in Bl ieB
A limit case that we will study throughout Part II of this thesis is the limit case where |B| = 1, we
can thus write with the above notation replacing R by R; in Eq. (15):

Or = 0r—1 — vt VoRe(0i—1). (15)

o Acceleration methods. There are different ways to accelerate such procedures and we will not dwell
into these techniques as they are not very relevant for this thesis. Up to my knowledge, almost every
acceleration methods boil down to adding some extra inertial term on top of the classical gradient
descent [Pol64, Nes83]. One personal remark about them: even though they can be widely used in
practice, it seems to me after many discussions with practitioners that for ML applications they
can be unstable and do not offer very different performances of a properly tuned basic stochastic
gradient descent algorithm. However, note that acceleration can perform well in certain settings:
it is the case for the randomized coordinate gradient descent as shown in [Nes12] where the only
source of noise is multiplicative (see Section 2 of the introduction for more details).

The Bottou-Bousquet lessons. In a celebrated article [BB08], Bottou and Bousquet analyzed the
relevance of the different algorithms presented above in the context of Machine Learning when the
function to minimize is the population risk (yet we have only access to the empirical risk). The two main
ideas given by the article have influenced largely the optimization framework for Machine Learning in the
past decade.

« First idea: we should really be concerned about minimizing the true risk and not the training one.
This naive idea has the following consequence: as the train risk is not exactly the true one (typical
distance is of order 1/+/n) it is useless optimize under a certain radius (of typical size 1/+/n).

o Second idea: for large-scale optimization, “bad” optimization algorithms can perform better. For the
large-scale optimization framework where we are in (large n and d), some operations are very costly
to perform as recalled earlier in this thesis. Note that computing the whole gradient of the empirical
risk cost O(nd) computing the Hessian costs the square of this price and inverting it is extremely
expensive and unstable ! Gradient descent and Newton methods need only a few iterations to
converge but each iteration costs a lot. This is the reason why, as far a the time cost is concerned,
stochastic gradient descent is preferable is such settings in comparison to full gradient descent.

1.2.3. General Optimization

The first thing that one has to know about gradient descent is that for smooth functions it always
converges to a critical point of the function to minimize. Convexity is then the good way to turn the set
of critical points to global minimizers of the function. In all this section, let us call f such a function for
simplicity. Note that, as deterministic optimization is not our particular concern, all the theorems stated
below will be stated in user-friendly settings. Note that all the hypothesis can be weakened. We refer to
[BBV04] for further details on the topic.

Some definitions. Let us suppose that the function to minimize is continuously differentiable: f €
CL(R9). We say that f is convex if it satisfies the following inequality for all z, y € R,

f@) = fy) + (VW —y), (16)
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which only traduces the fact that at any point z € R¢ the affine approximation of f is below it. We
will also need some smoothness of the gradient (L-Lipschitz) to ensure stability of the convergence with
respect to the step-size. We say that f is L-smooth if for all , y € R¢,

IVf(z) = Vil <Lz -yl (17)
Finally, we say that f is u-strongly convex if there exists a constant y > 0 such that for all z, y € RY,
@) 2 f) + (Ve =)+ Slla -yl (18)

which is a stronger statement than convexity. In fact if f is twice continuously derivable all of the above
properties turn into Hessian conditions: (i) Convexity (16) is equivalent to V2 f = 0, (ii) Smoothness (17)
is equivalent to V2f < L and (iii) Strong convexity (18) is equivalent to V2f 3= p. As already stated
before, the geometry of the function f is given by its Hessian so that it seems quite natural that such
hypothesis are the cornerstone of convergence guarantees.

Gradient descent. Consider the simple optimization problem over L-smooth and convex functions f
on R%:

Find Inin f(6). (19)
Let us call as usual 0, the unique minimizer of f (we suppose for clarity that f has a unique minimizer, note
that it is true when f is strongly convex and that it does not change the idea behind gradient descent to
suppose this). As said earlier gradient descent corresponds to making a step towards the steepest direction
for the || - ||2-norm. Note that changing the norm will change the direction, for example choosing the
I - ]l1-norm will lead to another descent algorithm called coordinate descent. Let us recall the iteration
scheme of gradient descent: it begins at 6y and for ¢ > 0,

0 =01 — v Vof(bi—1).

As Newton’s method shows, the choice of the step-size, also called learning rate in ML is of crucial
importance. For L-smooth functions, we can chose uniformly the step-size as 7, = % to make the
algorithm converge to the optimal solution f(f,), this is the meaning of the following proposition:

Proposition 1 (Convergence of gradient descent)

Let f be convex and L-smooth, let v, = % The sequence of gradient descent (0;):>0 initialized at 6
satisfies at timet > O the following inequality:

21|60 — 0.2

700 = £(0.) < =2

Moreover, if f is p-strongly convex, we have the following upper bound:

700~ 10 < (1= 2 (700) — 7(6.)).

Note that this choice of the step-size is fairly adaptive since without changing the step-size we have
acceleration from linear to exponential convergence when f is strongly convex.

Lower bound for first order algorithms. One natural question to ask is whether this algorithm
achieves the best possible rate. Is this possible to accelerate it only using gradients of the function ?
Actually the answer to this question is negative, and one step forward to understand this is the fact that
usual lower bounds are faster than the rates achieved in Proposition 1. More precisely, one can design
functions such that the convergence over all first order methods is lower bounded by 1/t2 for convex
function and ~ (1 — \/% )t for strongly convex ones. To tighten this lower bound, Nesterov remarkably
designed an eponymous acceleration [Nes83], this is the object of the next paragraph.
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Accelerated gradient descent. As said earlier for ML learning, numerous accelerated methods can be
seen as first order methods where we add some inertia to increase the speed of the procedure. This idea
dates back to the seminal work of Polyak [Pol64] with the heavy ball algorithm. Nesterov’s acceleration,
even if very similar, compute the gradient in a extrapolated step whereas Polyak’s heavy ball compute it
on the current point then apply some inertia. This little difference seems to stabilize the acceleration as
in some cases the heavy ball does not converge. More precisely, Nesterov adds an extra sequence 7, and
momentum J; following

O0r = me — eV f(e-1) gradient step (20)

e =0+ 0:(0r — 0;—1) momentum step. (21)
The following proposition shows that this procedure is in fact optimal for first-order methods.
Proposition 2 (Convergence of accelerated gradient descent)

Let f be convex and L-smooth, let v, = % and 6y = Z_—é The sequence of accelerated gradient descent

(0¢)¢>0 initialized at 8y satisfies at timet > 0 the following inequality:

2L||0 — 6.2

VI- Vi
VL+yn

00— 50 < EH (1= 1) oo - a2

Let us give two remarks about this acceleration. First, this acceleration keeps some algebraic mysteries: the
way the momentum is chosen and the resulting acceleration has received a large attention but there does
not seem to be a consensus to explain its miraculous behavior. Different interpretations have been given,
heavy-ball-like effect, coupling with mirror descent [AZO14], geometric reasons [BLS15], second-order
ODE [SBC16], but none of them seems to have convinced the entire community. Second, as we are
concerned by ML optimization and stochastic counterparts of gradient methods, it is notable to see that
accelerated methods are not very robust to noise and hence not much employed. In a word, when it comes
to accelerating stochastic algorithms, other ideas could be better than Nesterov’s acceleration.

Moreover, if f is p-strongly convex, change d; = we have the following upper bound:

Conclusion of optimization for ML. From this part we conclude two important things about
supervised learning. First, optimization algorithm are very well suited for solving the empirical
risk minimization associated to ML problems. Second, even if there are some variants built from it,
stochastic gradient descent (SGD), is the most adapted algorithm to solve these problems. We will
generously detail the performance of SGD later in Section 2. We try to illustrate all what we have
discussed above in the canonical example of supervised learning: the least-squares problem.
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1.3. SOLVING THE LEAST-SQUARES PROBLEM

1.3.1. Precise setting of the Least-squares problem

Let us illustrate all the above ideas by solving one of the most simple (yet rich) problem of supervised
learning. Let us consider

min R(f) = E, [(((X,Y), )]

And let parametrize the problem in the simplest way:
« H is space of linear functions of feature vectors ® of R?: Hy := {x — (0, ®(x)), § € R4}
« Take ¢ the square loss, /((X,Y), f) = 3(f(X) — V)%

The problems of risk minimization and its empirical counterpart given n i.i.d. samples (x;, y;) i<, Writes:

. . 1 2

Find min R(9) = 5 E,((8,2(X))-Y) (22)
. N7 P e N

Find min Rn(0) := o 4 (0, D(x;)) —wi)” - (23)

i=1

Letusnote X =E,, [®(X)®(X)"] the d x d covariance matrix. Let us describe the optimal predictor
0. It satisfies first order optimality condition: VyR(6.) = 0, i.e., E [(f., P(X)) — V)P (X)] = 0, which
is equivalent to:

20, = E(Y®(X)).

This means that if 3 is invertible there exists a unique minimizer §, = L 'E(Y®(X)). Using the
optimality condition of 4., we can now write in a closed form the excess risk:

R(G) — R(0.) = ((0 — 6,),0 — 6.) = H21/2(9 - 9*)H2

1.3.2. Review of the classical methods to solve the Least-squares problem

Here, we try to review the classical methods to solve this problem considering the high-dimensional
setting we are in. Like since the beginning of the thesis we will draw a particular attention to the possible
limitations in terms of computation. Keep in mind as Bottou and Bousquet recalled that the best solutions
for the empirical risk minimization problem are not the one we shall prefer in ML.

Ordinary least-squares and ridge regression estimators. We denote ® the n x d matrix of features
whose i-th row is the feature vector ®(x;) ", for i < n and Y the vector of R? containing all the 7;. The
empirical risk writes:

n

S (0, 0(w) — i) = 506 VI,

=1

~ 1
:Rn(e) = on

and the ordinary least-squares (OLS) estimator is o1 = (CDTCD) ~' ®TY. Note that this estimator can be
computed if and only if the n x n gram matrix ® " ® is invertible. In other cases it is always possible to add
some regularization term X that makes the matrix invertible: this is called the ridge regression estimator
(RR). The OLS estimator can be seen as the RR estimator when the regularization goes to 0. In the sequel,
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we assume that the gram matrix is invertible to avoid a deep (and certainly rich!) discussion on ridge
regression assuming that every thing behave the same in this case.

To go further, we can simplify the model without losing intuition on it by considering that the
features (¢(x;)); are deterministic: this is called the fixed design setting. In this case, the calculations are
straightforward: 6, = (¢T¢)_1 ®TE[Y], ¥ = L& T and denoting e = Y — E [Y] and considering that
®(dTd)~1dT is a projector, we have

1 1

Riba) = %(0.) = - (2(070) " 0Te (070) " 0Te) = J (o0 (0T0) MoTerc)

%tr (o(@70) "oTecT).

o?rank(®)
n

Let suppose a isotropic noise assumption E[ee " | = 021, then E R(yis) — R(6,) = , and more

generally, for uniformly bounded covariance noise, i.e., E[ee ] < 021, ER(6o1s) — R(0s) < %.

The last paragraph was to show the error bound O(%) for the OLS estimator in the fixed design setting.
Even in the random design setting where the (¢(x;)); are no longer deterministic, such a bound (involving
more calculations) is still valid and is in fact optimal for this problem!. We refer to [LM 16, VDVW96] for
more details. However, note that this closed form estimator requires large d, n matrix multiplications and
am X n matrix inversion which can be prohibitive for large scale problems. We will see in the two next
paragraph that gradient descent and stochastic gradient descent perform similarly but have the advantage
to do it at lower cost.

Gradient descent. First we can write the gradient descent iterations to solve the empirical risk mini-
mization problem. For ¢ > 0, we simply derive the empirical risk with respect to 6,

0 =0,y — % D ({001, Be)) — yi) ().

This recursion corresponds to gradient descent for a strongly convex function. The main problem is that
the strongly convex parameter controlling the exponential convergence is the smallest eigenvalue of
the empirical covariance matrix &, = LS #(2i)¢(z;) ", and in the large scale setting, it could be
extremely small. In other words, as the matrix is badly conditioned, the exponential convergence can
be arbitrarily slow. To bypass this, a classic idea could be to regularize by some parameter A: in this
case the function is A-strongly convex, but when applying gradient descent results with A\ ~ 1/n, these
approaches fail to give exploitable bounds. On the contrary, Yao and co-authors have shown [YRCO07] by
early stopping that the gradient descent performs optimally on the true risk at rate O(%).

As said earlier, the complexity per iteration of gradient descent is overpassed by the one of stochastic
gradient descent, which is at the core of this thesis.

Stochastic gradient descent. We recall here for the subsection to be self-contained what are stochastic
gradient descent iterations in this setting. Note however that this algorithm will be explained at length
in the next section and throughout Part II. SGD follows the same principle that GD but selects only one
sample to optimize instead of computing the whole sum over the dataset (that can be costly). For ¢ > 0,
the iterations read:

Op =01 — (<9t717 ¢($i(t))> - yi(t)) ¢($i(t))7

where i(t) ~U({1,...,n}) selects uniformly at random an input/output pair in the dataset. Note that
there are other types of sampling as the cycle sampling often used in practice that has the rule i(t) = ¢
mod n. Even if the complexity per iteration is very low, SGD achieves the same O(%) error bounds
after n step [BM11].
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Minimax rates for least-squares. Lower bounds in the case of uniformly bounded covariance of the
noise have been derived in the least-squares setting. In these works people have shown that the rate
% found for our three ways to solve Empirical risk minimization is in fact optimal! We will see other
minimax rates for non-parametric settings further in this thesis in Part II, Section 2.

INTRODUCING WHY SHOULD WE USE SGD. When it comes to inverting a matrix standard SVD
or QR are very efficient for medium-scaled problems d < 10%. However, in large-scaled settings like
in ML, gradient based algorithm are often preferred instead: indeed, solving Az = b is equivalent
to solving the optimization problem : min || Az — b||2. To solve this problem the conjugate gradient
algorithm is one of the most efficient algorithm as it is defined as the best momentum algorithm
built under gradient descent. Furthermore, in this setting, conjugate gradient descent has the same
complexity as gradient descent. How to be better than such an algorithm ? For deterministic
first-order method it is impossible, but why not try stochastic versions ? This is what Strohmer
and Vershynin have considered by designing the randomized Kaczmarz algorithm [SV09], which
is simply a version of importance sampling SGD for this problem. Hence, the important question:
which of conjugate gradient descent and randomized Kaczmarz algorithm is better ? The answer is
that it depends on the problem at stake, and I cannot explain this better that in the seminal paper:

"It is known that the CG method may converge faster when the singular values of A are clustered.
For instance, take a matrix whose singular values, all but one, are equal to one, while the remaining
singular value is very small, say 108. While this matrix is far from being well-conditioned, CGLS will
nevertheless converge in only two iterations, due to the clustering of the spectrum of A. In comparison,
the proposed Kaczmarz method will converge extremely slowly in this example by Theorem 3, since
k(A) ~ 10® [k is the condition number of A]. On the other hand, [the randomized Kaczmarz
algorithm] can outperform CG on problems for which CG is actually quite well suited, in particular
for random Gaussian matrices A..."

In a word, randomized gradient descent techniques can be very powerful to solve large and possibly
random optimization problems. They are at the core of this thesis and introduced in the next
section.
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2. STOCHASTIC GRADIENT DESCENT

In the previous section we have tried to motivate why Stochastic gradient descent is nowadays the
workhorse of every large-scale ML problems. However stochastic approximations have an older history
than ML. It has been studied at first by Robbins and Monroe in [RM51] to find the roots of a function that
we only have noisy measurements from. Stochastic gradient descent, in its most general definition, is
simply the application of the Robbins and Monroe’s procedure the roots a the gradient of a function f.
First in Section 2.1, we will describe the general setting of SGD and see that it can be exploited to analyze
many used algorithms. Then in Section 2.2 we will talk about two different points of view that help getting
intuition about the dynamics of SGD: see it as a Markov chain and consider a diffusion associated to it.
Finally, in Section 2.3, we will shortly review the known convergence results of SGD in different settings.

2.1. SETTING

2.1.1. Stochastic approximation

We have already written the stochastic gradient descent used to minimize the empirical risk. However,
let us see how SGD is defined in a more general setting. At each time ¢ € N of the procedure, let us
suppose that we only have access to an unbiased estimate of the gradient, V f;, of the function f we want
to minimize (it is sometimes called a first-order oracle). More formally the unbiased esimate means that
for a filtration (F;):cn such that 6; is F;-measurable: E [V f;(0;—1)|F:—1] = V f(6:—1). Then, the SGD

iterates with step-size (;)ien, and initialized at 8;—¢ = 6, writes
9t = 9,5_1 — ”ytVft(Gt_l). (24)

To put the emphasis on the noise induced by the noisy estimates of the true gradient, we prefer sometimes
to rephrase the recursion (24) in term of the zero-mean noise sequence ¢, = Vf — V f;.

O = 01 — %V f(Or—1) + veee(Or—1)-

Note that 7, := E6; verifies the classical deterministic gradient descent recursion and hence under
mild assumptions, 7; converges to the minimum argument of f (as described in section 1.2.3). However,
handling the variance of the recursion will necessitate two ingredients: (i) some assumptions on the noise,
typically of bounded variance: E [|¢[|?|F;_1] < o (ii) assumption on the step size as we will see later in
subsection 2.3.

2.1.2. The versatility of Stochastic gradient descent

The general recursion stated in Eq. (24) can be applied to many settings, but as we have already seen,
it fits particularly well in the supervised learning framework. We then briefly introduce other SGD-type
procedures particularly useful in the high-dimensional regime.

Supervised learning reformulation. We have already seen that SGD can be seen as taking only one
element in the sum in Empirical risk minimization. However, one of the real power of SGD, as described
above, is that it can be seen as a direct gradient method to optimize the true risk [BCN18]. Indeed, recall
that the true risk is R(0) = E, £((X,Y"), #). Now consider a input/output sample pair (z;, y;) drawn from
p. Now, £((x;,y;), 0) is an unbiased estimate of the true risk R(6) such that Vgl((x;,y;), 0) is an unbiased
estimate of the true gradient of the risk. Hence, if we denote F; = o((x;,y;), ¢ < t), then the stochastic
gradient descent optimizes the true risk R(#) as long as new points (z, y) are added in the data set.

O =01 — 7 Vol((7e,yt),0t-1),
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and 6, is F;-measurable. This reveals the real strength of SGD against other type of gradient descent
algorithm: as long as we consider ¢ < n iterations, SGD optimize directly the true risk although it is an a
priori unknown function. As a consequence, the SGD algorithm when ¢ < n cannot overfit the dataset
and does not need any regularization.

Finite sum. As, we have already seen SGD can be seen as a stochastic optimization method that
optimizes the empirical risk. In this case the function to minimize is ﬂA%n(H) =Ex,y)~p, L(X,Y),0)] =
LS (%, y;), 0), where p, is the empirical measure associated to the samples p,, = = 37" | 0(, 41)-
Once again, we can derive an unbiased estimate Vg/((2;(1), ¥it)), @) of the true gradient of the empirical
risk where (i(t)); is the sequence of uniformly sampled indices over {1,...,n}. For this, we define the
adapted filtration: F; = o ((2k, Yk ) k<n, 4(1)i<t). The recursion reads:

0r = 011 — 1 Veol((Tir) Yi(r))s Or—1)-

Note also that for this problem, a sequence of works, SAG [RSB12], SVRG [JZ13], SAGA [DBLJ14], have
shown explicit exponential convergence. However, these results, once applied to ML say nothing about
the loss on unseen data.

Randomized coordinate descent. Coordinate Descent (CD) [Wril5] is a popular algorithm based on
picking according to cycles one by one each coordinate of the gradient. Even if as standard SGD it reduces
the cost of computing the gradient in all the directions, some of them might be not useful to follow
and could represent a waste of time. This is why some randomized strategies (with possible importance
sampling techniques to accelerate them) have complemented the study of Coordinate Descent. Randomized
CD [Wril5, RT14] is another example of Stochastic gradient descent. Indeed, let us minimize the function
f over R9. Let F; = o(i(1);<;) be the adapted filtration of the problem where (i(t)); is the sequence of
uniformly sampled indices over {1, ..., d} (we could replace the uniform law with other laws to resort to
importance sampling techniques), the iterations write:

ez(t) — ez(—t)l — ’ytai(t)f(et—l)a

where Vi < d, ' is the i-th coordinate of the vector 6.

Randomized Kaczmarz algorithm. We already introduced earlier in this thesis the Randomized
Kaczmarz as being exactly a stochastic gradient method to solve largely overparametrized linear systems.
Quite remarkably, the Randomized Kaczmarz algorithm [SV09] can be seen as the dual of randomized
coordinate descent with proper importance sampling [Wril5, Section 1.4]. Let us simply recall it in two
lines with natural ML notations. To solve the system X6 = y, where X is a n X d matrix, 6 € R< and
y € R™, the idea is to solve the optimization problem: ming || X6 — y||* with stochastic gradient descent.
Let (z;); be the n row vectors containing X, the iterations write

1

0 =0 3 — ——
T a2

(i), Ose)) — viee)) ey

where i(t) = k € {1,...,n} with probability 'h””;d'f . The two main differences with the other algorithms

above are that the step-size 4 = m and the law of i(t) are chosen according to the problem to

perform optimally.
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A SYSTEMATIC ANALYSIS OF RANDOM ALGORITHMS. All of these stochastic algorithms come
from the same SGD framework described at the beginning of this section. Hence, whether we
are studying SGD to minimize the true or empirical risk, whether we use randomized coordinate
descent or Karczmarz algorithm, the same general results will apply. The only difference between
them is the way that we get the unbiased estimate: this can be seen mathematically in the filtration
used to define the noise in SGD. And this could lead a systematic statistical study of SGD. Indeed,
at first order all of these algorithm are the same as their first moment are the same: this is the SGD
definition,
E[VF(0;-1)|Fi-1] = VF(0i-1),

where we have put a particular emphasis on the fact that F is a random variable. Note that what
may control the speed of convergence in expectation at this point is hence the Hessian of the
problem: for example, it would be in the case of least-squares for the true risk E[X X "] and
n=t>°" @z for the finite sum problem. As they share the same expectation, properties like
rates, possible acceleration can be the same. But to go deeper and study their difference, in a very
first-principled way of thinking of a random problem, we can look at the second moment of the
random variable:
E [VF(0,—1)VF(0;—1) T|Fi—1] -

This is where the multiplicative noise of SGD come from and may differ from one setting to another.

2.2. SGD As A MARKOV CHAIN AND CONTINUOUS TIME LIMIT

In this section, let us go back to the general stochastic gradient descent algorithm. In mathematics
it is always useful to understand and cast problems into known and developed theory. Indeed, when
it comes to apprehend abstract objects, mental images and representations are often the key to really
understand them. We try to develop in this section two of these intuitions on SGD by giving a Markov
chain interpretation of it in subsection 2.2.1 and providing a high-level comprehension of how we can
model SGD by a continuous time diffusion in subsection 2.2.2.

2.2.1. Markov chain interpretation of SGD

The first key to understand the behavior of SGD is that when the step-size is constant, i.e. 7, = 7, the
iterates define an homogeneous Markov chain [MT12]. The case where the step-size is constant is widely
used in practice as it allows to forget initial conditions rapidly. Let us recall the SGD recursion to keep it
next to us.

Ht = 0,5_1 — 7Vf(9f_1) + ’yst(ﬁt_l).

When 7 is constant, we see that SGD is a time-homogeneous Markov chain as the distribution of 6;
depends only on the one of the previous iterate §; ;. What can we deduce from this point of view ? The
first thing is that under mild technical conditions, the distribution of the iterates (6;); converges to an
invariant distribution that depends on y and we call 7. From this fact, we can initiate two important
reflections.

(i) Closeness to 0... Note that our aim is to two show that (6;); is close to .. Rephrased in the Markov
chain language, this is to show that the distribution of 6,, call it 7., (¢) is not far from the target
distribution 4, . However, we know that 7 (¢) converges to 7. Hence the question:
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How far 7. is from dg, ?

Giving an answer to this question is not trivial, and more importantly, it depends heavily on the
noise £(#). We will try to give some intuition about this question in the ML setting in the next
subsection. For now, let us stick with some common modeling to study the recursion: make the
assumption that the noise does not depend on the current iterate . In this case, it has been shown
that the iterates of SGD oscillates around 6, on a ball of radius that scales like !/2 [Pf186]. From
this point of view, the smaller the gamma, the closer to 6, we get.

(ii) The need to average. In this case, ergodic theorems for Markov chains [MT12, Section 13] give
us an important insight: they often give a way for a time-mean to converge to a deterministic
quantities. As a matter of fact, under mild assumption, we can effectively show that the time-mean
0; = t—%l ZE:O 0; converges to 0., = [E [0]. Furthermore, some magic happens with the quadratic
case, as we can show that 6, = 0,: this justify the fact that throughout Part II, we will consider
the averaged SGD estimator as we have justified that almost surely ; — 6.,.. However, note that
Markov chains are not the point of view of our methods as we want to derive non-asymptotic rates
of convergence. We will prefer direct calculations instead. Note also that the same analysis can be
done in the non-quadratic case, indeed, in [DDB17] the authors showed that the order of magnitude
of the distance between 977 and 6, is of order /2. This discussion is illustrated in Figure 4 taken from
the well written thesis of A. Dieuleuveut [Diel7].

Figure 4: Stochastic Gradient Descent with constant learning rate. Dashed lines are the level lines of the
objective function f, green points correspond to the main recursion, and black to the averaged one. (Left)
Quadratic case, the limit is the optimal point 6,. (Right) General case, the limit is a different point 677 at
distance 2 form ..

2.2.2. Continuous time limit of SGD

Continuous time counterparts of (distrete) numerical optimization methods and Markov chain are
well-worn subject in applied mathematics.

Gradient flow. A simple example is the gradient-flow associated to the gradient descent method. Indeed,
one can see the gradient descent method as a discretized approximation (called Euler scheme) with time

step AT = . More precisely, if we define © some function of time ¢ such that it corresponds to
gradient descent at each multiple of time +: 0,, = O(nvy) and 0,, = 0,,_1 — YV f(0,,—1), then for t = n~,
@(t+'yv)7@(t) = 9"*1;9" = —Vf(O(t)) such thatasy — 0

d
790 =-Vf(O)) (25)
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The analysis of the gradient flow (25) is already rich to understand the gradient descent. The fact that there
are no step-sizes to take care of, the use of differential calculus and the centuries of applied mathematics
studying such models make the analysis often more straightforward and always give powerful insights on
its discretized counterpart.

Modelling stochastic gradient descent. Let us try to do the same with SGD. First recall the SGD
iterations with fixed step-size and i.i.d. noise. Let us suppose that the noise can be put under the form
£i(0;_1) = 0(0;_1)"/%G;, where G; is a standard Gaussian N(0, I;) and (;_1) encodes the covariance
of the noise. It writes,

0r = 0;—1 — YV f(0:—1) + v (0:—1)%Gs. (26)

Now, a little bit of knowledge of It6 calculus and SDE discretization [KP13] will show that the noise should
be of scale v!/2 to model well a diffusion. This shows two things: (i) that the first order approximation
of SGD is not a diffusion but the gradient flow itself (25) since the noise in SGD is too large; (ii) if we
want a second order approximation of Eq.(26), we should include '/ in the covariance matrix o (#). The
continuous time diffusion modelling SGD is thus:

40, = —V f(©,)dt + \/70(0,)"/2dB,, (27)

where B, is a standard Brownian motion. Note the presence of /2 in the covariance of the noise of the

diffusion (27). In fact, in [LT19] it is shown that the SGD sequence Eq. (26) is a first order approximation
with time-step -y of the SDE (27). Let us emphasize that two independent quantities are the same here: it is
of crucial importance that both the time-step and the noise in (27) depend on ~y. Even if the computation
is not very complicated, this continuous time version of SGD has not been largely studied. It could be
because diffusion experts that could enlighten us are far away from the ML community. It could also
be because the continuous time model is too difficult to study or too far from helping us building solid
intuition on SGD behavior. However I really wanted to write a paragraph discussing it because it seems to
me that this could be a interesting open line of research.

A toy continuous time example. To show how this continuous model can give insights about what
happen during SGD, let us illustrate this with a slight improvement of a nice example drawn from [ADT20].
Consider a very simple least-squares responseless 1-d setting where we want to solve the minimization
problem:

1 )
min SE,(X - 0)°,

Note that, in this case, obviously, #, = 0 and there is no noise at optimum. We say that the noise
is purely multiplicative. Assume that the moment of order 4 of X exists and denote V = E[X?] and

Vp = Var[X?]'/2, For samples x1, . . ., z,, distributed according to p, the SGD recursion writes
n n n
O = On_1 —v22 01 = [ (1 = y27) 60 < [ exp (—7a7) 0 = exp (—72%?) 0o ~ e V"0,
i=1 i=1 i=1

where we used that for large n, at the first order, Y-, 27 ~ Vn, by the law of large numbers. Obviously,
the sequence of estimators (6,,), converges to 0 exponentially fast at rate vV (at least in expectation
from which the approximation is exact). Now, let us see what gives the continuous time SGD (27). We
have £;(0) = Vf — Vf; = (V — 22)0 whose square root of (co)variance (matrix) is o(0;)'/? = V,0.
Following (27), the SGD-SDE writes:

dO; = —VO.dt 4 /¥V20.:dB;.

The acute reader will certainly recognize a geometric Brownian motion for which a close form solution
can be written along the whole trajectory. From this, we can infer the expectation E[©;] = ©pe~"* and
the variance Var[©,] = 936*2‘/‘5(6”"/2% — 1). Two conclusions can be drawn from this modelling:
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(i) Convergence in expectation. With the equivalence ¢ = yn we find the exact same rate of
convergence e~ "'* for the two models.

2V
V22 >
go to zero exponentially fast. And with a precise look of the fluctuations in the SGD iterates, we
can certainly write an expression similar to Var[0;] showing that at the fluctuation level the two
system match! Note the important fact that in this case, the law of SGD converges to a degenerate
distribution: g, —¢ and does not oscillate as predicted with the Markov chain model.

(ii) Fluctuations. Remarkably, we can go further: if v < the variance of the continuous model will

Note also here that the fact that the noise depends on O (through its covariance) is absolutely fundamental
to see the convergence to 6,. Indeed, if we model the noise without this #-dependence (additive noise
perspective), one gets the following diffusion:

A0, = —VO,dt + \/7V2dB,,

which is the well-known Ornstein-Uhlenbeck process: it converges to a Gaussian law of mean 0 and of
—Viy,2
variance v 2VV2 . Hence ©; will oscillate around zero on a typical ball of radius /7 like described in the

2
Vs
5y, seems to

precedent paragraph when we modeled SGD by a Markov chain! Note also that the quantity
govern, in any case, the behavior of the algorithm.

MODELLING SGD: A NOISE ISSUE. To conclude, we hope that we convinced the reader that the
SDE model is a very good approximation to SGD recursion and that for ML settings, the noise in
SGD can depend strongly on the iterates 6. This last fact changes dramatically the behavior of the
algorithm as illustrated in Figure 5.

24
1.0f —— Ornstein-Uhlenbeck
SGD o1
0.81 —— Geometric Brownian
1.8
0.6
1.5
0.4
1.2
0.2
0.9
0.0
0.6
-0.2
0.3
-0.4
— 0.0

Figure 5: Comparison of the different trajectories for the SGD diffusion models. In this case p is the uniform
distribution over the square [0, 1]2. The color map shows the value of the function to optimize.
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2.3. ANALYSIS OF SGD IN THE ML SETTING

2.3.1. Properties of SGD in the ML setting

Before stating the known results for the convergence of Stochastic Gradient Descent in different
settings let us briefly explore further certain properties of SGD in the ML setting. First, recall that the
general SGD recursion can be written under the following form

O =01 —v(Vf(Or—1) +ee(0i-1)),

where ¢;(0;_1) is a sequence of noise.

Decomposition of the noise. The noise can be decomposed as the sum of two very different noises,
that will have two different effects on the dynamics. More precisely, we can write

ee(0i—1) = ee(0r—1) —ee(0s) +  €(0s)
— S——
Multiplicative noise Additive noise
As illustrated in the previous section, one expect the multiplicative noise to eventually shrink to 0 (see
the geometric Brownian motion in Figure 5) as soon as it is smooth enough (say Lipschitz), whereas the
additive noise, totally independent of the iterates, is a residual noise that will eventually make the iterates

turn around the optimum 6., (see the Ornstein-Ulhenbeck process in Figure 5). Let us calculate it explicitly
in the quadratic case:

et(0r-1) = Vi f(0r-1) — Vf(0r-1)
= (<¢(30t)7 9t71> - Z/t>¢($t) —E [((qb(X), 9t71> - Y)¢(X)]
= ((¢(z)p(ze) T —E [¢(X)(X)T]) (-1 — 0.) + ((B(w4), ) — yi) B(2) -

Multiplicative noise Additive noise

The two noises here have a second modelling difference: the multiplicative noise quantifies how far the
covariance matrix is from picking only one sample of the inputs, whereas the additive noise can model the
amount of noise we have when collecting the input/output pairs.

Smoothness and strong convexity. If we want to apply directly the results of convex optimization,
we have to know what are the main properties of our test risk R or empirical risk Rn. As they can both be
expressed as an expectation of the same function, with distribution p and p,, respectively, the properties
detailed below will stand for both functions. In this paragraph, for the sake of clarity, let us assume a
parametric model for our risk : R(0) = E, [(((0, (X)), Y)].

(i) Convexity. Given that £ is convex is 6, then by integration R is convex.
(ii) Strong Convexity and smoothness. R will be as differentiable as ¢ is and
VER() = E, [V5E({8, 6(X)), Y)o(X)h(X) ] .
Hence, L-smoothness and p-strong convexity of ¢ will extend to R through the covariance matrix:
PAmin(2) Id < u¥ < VZR(0) < LY < L gax(2) Id

However, even if it is quite reasonable to assume that Ay, (2) is not to big, Apin(X) can be

e C 1. . . s _ E[ls(0)17]
arbitrarily small in high dimension as Ayin (X)) < =7 = ———

of regularizing the problem by a parameter .

. This is one of the main reasons
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2.3.2. Convergence of Stochastic Gradient Descent

General behavior. The convergence of stochastic gradient descent can almost always be decomposed
in two parts:

(i) The bias term. It corresponds to the forgetting of the initial conditions (this is really the gradient
descent part on the noiseless model). For this to append is common settings, the minimal assumption
on the step size sequence is that ) _,, 7+ = co. Note that it covers the constant step size and all
step sizes going slower that 1/¢ at infinity. Note also that the bigger the step-size the fastest the
convergence to zero.

(ii) The variance term. It corresponds to the robustness to the two types of noise seen in the previous
subsection. We have already seen that constant step-sizes is not a good idea to unsure convergence as
it could lead for general noises to iterates turning around the optimum on a scale v/2. More precisely,
in this case, handling the noise needs that the step-size sequence goes strictly faster to infinity than
1/4/n, as one needs: Y >1 y# < 00. Note also that, as already stated above, handling the variance

term can be made by averaging SGD and consider the average estimate [P]92]: §; = t—%l ZE:O 0;.

The need of Lyapounov function. Convergence of 6, to 6, is difficult to prove, instead, as it is
classical in the optimization community, we leverage the knowledge of a Lyapounov function that ends up
decreasing to zero and helps to quantify the convergence of SGD. In ML, the Lyapounov function is almost
always the true excess risk: R(6;) — R(6.). And under bounded noise assumption: E[||e;?|F;_1] < o
and with step-sizes as described above, we can show almost sure convergence of R(6;) to R(6.) [RM51].
As we are concerned with non-asymptotic results, let us review some of these.

Rates of convergence. Even if the difference is less striking than in deterministic optimization, the
rates are very different for convex and strongly-convex functions. Note also that whether we average
or not will lead to two different choices of step sizes: constant ones if we average and decreasing if we
consider the final iterate. Finally, because of the variance term related to the noise, convergence for the last
iterate was more difficult to show than convergence of the averages despite being more used in practice.

It has been proven in [NY83] that the optimal rate of convergence for SGD in the convex case is
O (1/+/t), whereas in the p-strongly convex case the optimal value is O (1/ut).

» Last iterate. When f in only convex, [Sha11] proved that with step-sizes of order 1/+/%, the expected

excess risk was of order O (l(\’/gzt), which is near the optimal rate in the convex case. Similarly, for

strongly convex functions, [Shal1] proved that with step-sizes of order 1/put, the expected excess

lib—gtt). With non-practical step sizes [J[NN19] show that they can remove the

log t to achieve optimal rates for the last iterate of SGD in both cases.

risk was of order O (

* Averaging. As shown in the previous section, averaging techniques enable to take larger step-sizes
and even constant step-sizes in the case of a quadratic cost. To show optimality of the convergence
rates, non-uniform averaging or tail-averaging have been proposed, but simple averages match
almost the same bounds and add only logarithmic terms. In [LJSB12, RSS12], it is proven that
respectively for 1/y/f and 1/(ut) step-sizes, (tail-)averaged SGD converges at optimal rates for
convex and strongly-convex respectively. Remarkably, for smooth strongly convex functions, in
[BM11], Bach and Moulines showed that for various step-sizes n~¢ with & € [1/2; 1], the averaged
sequence (and not the excess risk as previously) converges at rate 1/ut. Also, for a class of non-
strongly convex functions (self-concordant) including the logistic loss, Bach showed in [Bac14] that
with 1/v/t step-sizes, average SGD achieves the optimal rate 1/(ut) where y is the local strong
convexity at optimum. Note finally that for least-squares, for constant step-sizes, the convergence
achieves fast rates of O(1/t) with no prior knowledge about the strong convexity constant [BM13].
This enables the right to go derive fast-rates for non-parametric settings where there is a priori no
strong-convexity. This will be the case throughout Part II.
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CONCLUSION ON SGD AND THE NEED OF NON-PARAMETRIC MODELS. We have seen in this
section that SGD is a versatile algorithm and that, under different names, it is used for many
problems in high-dimension. Several questions can be raised by the noise model and it is crucial

matter to understand what is typically the behavior of the noise induced by SGD for ML problems.

In the previous part, we have always taken examples of SGD in parametric settings so that the class
of functions is pretty restrictive. In the next section we illustrate how non-parametric function
spaces can be built preserving the low-cost computational aspects of ML algorithms.
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3. REPRODUCING KERNEL HILBERT SPACES

When we want to choose appropriate classes of function for supervised and unsupervised tasks, the first
thinking goes to simple finite-dimensional parametric classes of functions equipped with natural scalar
products. Going further to infinite dimensional spaces (for larger spaces of test functions), it is quite natural
the require some structure to preserve the important properties needed for ML tasks. Hilbert spaces of
functions are perfectly suited for these as they are complete linear spaces equipped with a dot-product:
one can define the gradient for optimization, one can define projections... As in all this thesis, an important
requirement is to be computationally friendly: this is why Reproducing Kernel Hilbert Spaces (RKHS) are
so well adapted for numerical applied mathematics in general. Describing their use and properties is the
purpose of this part. In Section 3.1 we will define RKHS, derive their main properties and show how to
build such spaces, then we will see how they can be useful for many different problems (including ML)
in Section 3.2. Finally in Section 3.3, we explain some of the current limitations of RKHS but also some
future exciting possibilities to circumvent these limitations.

3.1. DEFINITION - CONSTRUCTION - EXAMPLES

3.1.1. Definition, construction and properties of RKHS

As we will see there are many ways to define Reproducing Kernel Hilbert spaces (RKHS), from concrete
computationally oriented to abstract functional analysis based ways [Aro50]. Following [SW06], we will
not adopt an abstract point of view for the construction of such spaces, focusing on the intuition behind
their use. We refer also to [SS00, SC08, Tsy08] for generous introductions to RKHS.

Kernels and feature maps. First, recall that kernels are one of the most important tools in modern
applied mathematics as they occur in harmonic analysis (with integral based transformations such as the
Fourier transform), partial differential equations, mathematical physics in general (to define fundamental
solutions) and signal processing (to deal with convolutions). Hence, the first thing we have to define is the
kernel itself which is in all its generality a function over X x X:

K:XxX—=R (28)

The kernel is the building block of RKHS and will be often used in ML as a measure of similarity between
two inputs z, 2’ € X. In certain situation where the space of inputs has some structure, say X = R<, one
can define explicitly the kernel, as the Gaussian kernel [SHS06], that the reader can always have in mind
throughout this part:

Ve, o' € RY, K(x,2') = exp(—|z —'||?). (29)

However, one of the strength of kernels is that X does not need to have so much structure to measure
correlations between its elements. One can define an application-dependent feature map, ¢ : X — F with
values in a feature Hilbert space . With this feature map ¢, one can define the kernel:

Va, o' € R, K(z,2') = (¢(x), d(a'))7 (30)

Note that these examples and the intuition behind the fact that K (x, z") represents a similarity between x
and z’ suggest the kernel to be symmetric, i.e., for all z and 2’ in X, K (z,2’) = K (2, ). Note also that
feature maps allow to apply linear technique in a structure space F = range(¢), while their domain is a
possibly non-structured space X (text, graphs, images) (see Figure 6).
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e

Figure 6: Representation of the feature that maps data in a non-structure space to a Hilbert space. This
representation is taken from the slides of J.-P. Vert and ]J. Mairal lessons on Kernel methods.

Space of trial functions. Kernels can also define spaces of functions by linearly composing a canonical
basis kernel functions K, := K(z, ) = {2/’ — K(z,2')} forz € X:

Ho := span {K,, for z € X}.

When define from features, this gives, for € X, linear combinations of ' — (¢(z), ¢(z')) 5. However,
even if Hj is a convenient space of function for computations, an important property fails short: it is
not complete. This is why we turn it to an Hilbert space via the following construction. We first define
symmetric positive (semi-) definite kernels (psd):

We say that a symmetric kernel is psd if, for all finite subsets (1, . ..,x,) of X, the symmetric
matrices with entries K;; := K (x;,x;) are psd.

We define also the following scalar product on Hy:
Vo, o' € X, (K., Kp)o, := K(z,2"). (31)

This define a numerically accessible norm from which we can construct the RKHS by closing 3y with the
norm defined in Eq.(31):

H := closure (Hy) = span { K, for x € X}. (32)

Note that we can show that the RKHS is uniquely defined and much larger than H;. It can be hard to
deduce from the kernel function K the space of functions H. For example, Sobolev spaces H = W3 (R9),
with s > d/2 (we will come back to this s > d/2 after), are RKHS with kernel: K(z,2') = ||z —
y||§7d/QBs,d/2(Hw —4y|2), where B, is the Bessel function of third kind. Is is hard to see why this defines
a psd kernel, and even harder to see that Sobolev spaces are linked with these kernels (we will come back to
this later). Hence, even if the kernel alone encodes constructively the RKHS, it is somehow difficult to infer
H from K. Finally note that, from this construction, we can always define the feature map ¢(x) = K,
that satisfies ' = J{. However, even if this precise choice of feature map gives the right space J{, note
that there can be several features maps that will lead to the same RKHS with & # K.

Reproduction property and abstract definitions of RKHS. As it is clear from our construction,
RKHS have a nice reproduction property:

VfeH, Ve eH, f(z)=(f Ki)x- (33)

This reproduction property gives all the strength of RKHS: we can think of it as an analogous to the fact
that the dirac is the reproducing function of L?: (f,8,)72> = f(z). But on the contrary of diracs that do
not belong the L2, the “dirac” of RKHS, K, belongs to the native space! Actually, one can define abstractly
RKHS from this important property:



3.1. Definition - Construction - Examples 40

Let K be a symmetric psd kernel. Let H, (-, -)9¢ be a Hilbert space containing all the (K ), s.t. the
reproducing property f(x) = (f, K.)g¢ holds. Then, H is the unique RKHS associated with K.

Even more abstractly, one can define RKHS without explicitly define the kernel K. In fact, with Riesz’s
representation theorem, the reproducing property states that the evaluation functional L, in a continuous
linear form on } (or equivalently bounded): || L || < [ Kz ||s¢. With this point of view, one can define
RKHS as Hilbert spaces of functions such that for all z € X, L, in continuous [Aro50]. This point of view
enlightens clearly why of all Sobolev spaces, W;*(R%), the only ones that are RKHS are necessarily: (i)
[ = 2 to have an Hilbert structure and (ii) s > d/2 so that the Sobolev space is injected in the space of
continuous functions.

Finally, as already said, note that the reproducing property (33) gives automatically the feature map
¢(x) = K, which implies that the kernel K is psd as K (x,2") = K, (2') = (K, K,/ )5 So that for any
collection of points (z;)i<n:

2

>0 (34)

n
E aiajKij =

ij=1

n
E a‘iKLEi
i=1

3.1.2. Classical examples of RKHS

Let us begin by saying that if X carries some additional structure, then it may be possible to construct
kernels respecting this structure by being invariant under some geometric transformations. With a slight
abuse of notation, classical cases are of the form:

« Translation-invariant kernels: if X is an abelian group then we can have: K (z,y) = K(z — y).

« Zonal kernels: they only depend on the scalar product in X: K (x,y) = K((z,y)x)-

« Radial kernels: they only depend on the norm of the difference: K(x,y) = K(||z — y||).
Translation-invariant and radial kernels. They are a special class of kernels for which Fourier
analysis can give us insights and practical tools to deal with team. In this case, as K (z,y) = K(z — y),
we can define the Fourier transform K (§) of the kernel. The fact that K is psd is then equivalent to

having a non-negative Fourier transform (which is very different to be itself non-negative as required
for standard kernels in non-parametric estimation [Tsy08]). Furthermore, we can calculate explicitly the

norm of f € H as
o [ f(©)?
I = [ e

Note also that in this case, we see that the space H is composed of function that show a regularity related

to K: if K is very regular, then K will decrease fast and for f to have a bounded norm in H will require
that it decreases fast to. Note also that the rescaling of K by a factor ¢ will have important impact on the
norm of the functions || f||3¢ belonging to the RKHS as the norm will be multiplied by o¢. Hence, choosing
well the scale of radial kernel is a crucial task. We will come back to this fact later in this section.

A few concrete examples. When it comes to using kernels in practical settings, it is very important to
use or design adapted kernels. However, to give some concrete examples here are three classical kernels.

(i) Linear and polynomial kernels. They are respectively defined as K (z,2') = (z,2')¢ and K (z,2') =
(z,2") gy for some m € N*. They lead to finite dimensional RKHS.

(ii) Gaussian kernel. This is one of the most typical radial kernel: K (z, ) = exp(||z — 2'||3/0?). Non-
trivially, it can be shown that the associated space I is the space of analytical functions [SHS06]. As
said before, the space-norm and all the properties of such a kernel depend heavily on the bandwidth
parameter o.
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(iii) Laplace or exponential kernel. This is another radial kernel K (z,z’) = exp(||z — 2'|| /o). It looks
like the Gaussian kernel but it is in fact very different as it produces a bigger and less smooth space
of functions which can be consider as an equivalent of the Sobolev space W (R?). Note that its
Fourier transform is the psd Cauchy kernel (1 + (z — 2')?/o?)~ 1.

3.1.3. Constructing new kernels

Expressivity and adaptivity to the problem are keys in the difficult task of kernel-engineering. Un-
derstanding well how to adapt the kernel for a specified ML problem is an active research field (see for
example [MKHS14]) and may be the next important task in this community. To do this, let us give some
classical ways to create new kernels.

New kernels from old. There are plenty of ways of constructing new kernels from old ones but the
most basics are sum, products and compositions of kernels. Indeed, when K3 and K5 are kernels on X,
every positive sum and product between these are kernels for which the RKHS can be described. Finally, if
A is a mapping from X to X/, then K (A(x), A(z")) is also a kernel on X'. These tools are the main ideas
behind Multiple Kernel Learning [BLJ04] and hierarchical kernels [STS16] that we will discuss later in
Section 3.3.

Kernels based on feature maps. If we construct kernels directly from feature maps as in the in-
troduction of this part: K(z,2') = (¢(x), ¢(x’))5, then we know that K will automatically be a psd
kernel.

(i) Mercer kernels. Let (1;);cn+ be a sequence of function of X associated to weights (w;);en+. Take

() = {vi(x) }ien~ and assume that 1;(x) € l3(w), then

K(z,a') =" wihi(z)i(2) (35)

i€N*

defines a kernel. Such kernels are often called Mercer kernels due to their connection with Mercer
theorem for integral compact operators. In this case (w;, 1;); would be the eigenelements of such
a compact operator. Note however that we can define kernels as above for general settings: they
only require a basis of functions to show some expressivity (sin and cos or spherical harmonics for
example). An interesting class of expansion-type kernel (35) are multiscale kernels [Opf06] where
the functions (1)); are scaled shifts of compactly supported refinable functions from wavelet theory.
Adapting this to a computer-friendly ML setting is something I really would like to further dig in
the future.

(ii) Convolutional kernels. We can of course generalize (35) to convolution type kernels:

K(z,2') := /wi(x7t)wi(x’7t)w(t)dt = Ermw|i(z, T)i(2', T)). (36)

Note that the integral structure of the kernel gave birth to random features in ML [RR08] (see
Section 3.3 for more details).

Compactly supported kernels. When the kernels have full support, the gram matrix associated to
the dataset is dense, hence for efficient numerical analysis it could be convenient to define compactly
supported kernels. This is the case of Wendland kernels [Wen95] that are radial kernels define from a
basis of polynomial on the unitary ball and produce RKHS that are equivalent to Sobolev spaces. Once
again, despite their use in other fields of applied mathematics, their use in ML suffer from the fact that it
can be numerically slow to compute them in high-dimensions.
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USER-FRIENDLY RKHS AND THE ART OF KERNEL ENGINEERING. We have defined con-
structively RKHS from kernels by putting a real emphasis on their easy usability nature, leaving
abstract aspects as comments. Being either used as test or trial functions, RKHS are today widely
used in almost all applied mathematics communities. One the main important aspects is to know
how to construct kernels adapted to the specified problem. This crucial art of kernel engineering is
too often put aside in the ML community and we will try to discuss a bit if this later.

3.2. THE VERSATILITY OF RKHS

In this section, we go further in subsection 3.2.1 to one of the most straightforward application of
kernel methods for ML: kernel ridge regression. We then explore briefly other problems for which kernels
methods are efficiently used (subsection 3.2.2).

3.2.1. Empirical risk minimization

Dimensionless bounds. Let us first rephrase the problem of supervised learning with a RKHS as space
of test function. We will see that, except from working in an infinite dimensional space, all the previous
results of empirical risk minimization will stand. This represents the strength of kernel methods: once the
features are correctly defined, everything is as if we perform linear regression in an infinite dimensional
space. The only concern is then to derive dimensionless bounds that can be adapted to this setting.

Kernel Ridge regression. Recall that we want to minimize the generalization error R(f). Throughout
this part we will adopt the functional notation f and not 6 to put emphasis on the non-parametric nature
of the RKHS H. As in RKHS we have the reproducing property f(x) = (f, K. )4, the problems writes:

Pind juf R() = 38, (. Kx)ac = V)7 (37)

To solve this, as stated before, we solve the empirical counterpart of the above function and regularize
to avoid overfitting. One of the main difference is that one of the most natural way to regularize is to
penalize the problem by the induced norm in J{. This is also called Tikhonov regularization in inverse
problems [Bis95]. Knowing that the norm in the RKHS, as seen before, encodes the regularity of the
function, we have here a way to really address the possible a priori that we can have on the Bayes optimum
by penalizing the empirical risk with an appropriate norm! The Kernel ridge regression is then:

~ 1 & 9 A
Find inf R,(f) = — Koo —yi)” + = f1I5- 38
o R() = 5 D2 Ko+ 3118 (39
It can be easily seen that if the function f is in the orthogonal of span{K,,,1 < i < n}, the value of
the empirical risk will only increase. Hence, f can be looked for as a sum of the basis functions K,,:

this is the representer theorem. The problem can be rewritten as finding the coefficients o = («;)i<p, of
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f= Z?:l aiKmi:
Find inf — f: IKa—Y|? + 2a"Ka (39)
a€EXH 2n — 2 ’
And =) aK,, (40)
1=1

where K is the usual kernel gram matrix. Note that the problem above has a unique solution given by
ferm = Y1 @} K, where o* = (K +nAI)~!

Analysis of KRR. Let us give a taste of the classical analysis when the (x;); are fixed. First, note that
in non-parametric regression, the approximation error is zero as soon as the space J{ is dense in L2 (for
the L2 . -norm). Hence, noting f, the optimal Bayes risk f,(x) = E[Y'|X = z], the excess risk is only

RUFa) = RUp) = o = Sl - (@)

In the case of the fixed design setting (px =+ — > 0z,), a straightforward calculation gives that:
R(fn) = R(fp) = ||K (K +nA)~'Y —E[Y]|]

E[R(F) - R(f,)] = n>\2 (K + nAD) BV + %E 1K (K +nAD)~Te|)”

BT K Al 2BV + R 47010,

where C'is the covariance matrix of the noise ¢ = Y — E[Y]. This is the classical bias-variance tradeoff:
the first term is the bias term that increases with A and the second term depends on the noise. Note
that a central quantity describes the rate of convergence: the eigenelements of the matrix K. Indeed, for
the bias term, the way E[Y] is going to decompose on the eigenvectors of K is primordial, and for the
variance term, the quantity that controls the convergence is a function of the eigenvalues of K. Those two
quantities: (i) how the Bayes optimum decomposes into the spectrum of the covariance matrix and (ii)
how fast the eigenvalues of the covariance matrix decreases are central in kernel regression. Introducing
them is the purpose of the main paragraph.

Mercer theorem, source and capacity conditions. In the random design analysis, even if the calcu-
lations are more involving, the exact same decomposition occurs and the bias-variance tradeoff can be
analyzed when quantifying both (i) and (ii). However, the operator that arises in such an analysis is no
longer a finite matrix but an integral operator from 3 to J{ instead:

nf = / (@) Kodp(2). (42)

Note that is can be seen as the restriction on J{ to the well known kernel integral of Lix:

/f K (z,')dp(z'). (43)

Leveraging this fact, we can apply the same analysis thanks to Mercer theorem [Aro50]. It tells us that since
¥ is a compact self-adjoint operator, it admits an orthonormal basis of functions of 3, (¢;);, associated to
vanishing eigenvalues (u;); such that

= pid(x)d(a') (44)

i>0

H=Lf= Z%@ such that Z — < 0 (45)

=0 z>0
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In Section 2 of Part II, we will introduce such parameters to control the bias and variance of non-parametric
regression in RKHS [CDV07, SHS09, RCR17, LR17].

(i) Source condition. This first quantity controlling the bias, will quantify the difficulty of the learning
problem through ||S1/277 £, ||3¢, for r € [0, 1]. Indeed, the source condition is an assumption on the
bigger r € [0, 1] such that

ISY277 £y ll3c < +o00 (46)

It represents how far in the closure of H the Bayes optimum stands. Note that r = 0 is always true
since f, always belong to L/2)x'

(ii) Capacity condition. This second quantity controls the variance and will characterize the decay of
eigenvalues of ¥ through the quantity tr¥'/®. Indeed, the capacity condition is an assumption on

the bigger a@ € [0, 1] such that
trel/* < 400 (47)
This is related to the a-decay of the intrinsic dimension tr [(E + )\I)flﬁ].

In the finite-dimensional case, these quantities can always be defined, are finite, but may be very large
compared to sample size. Note that they both depend on the law p and on the choice of the kernel K.
As it is shown in Section 2 of Part II, an example one can have in mind is the following. When the
distribution px is uniform over a compact set, the kernel is of Sobolev type of order s and the Bayes
predictor is in a Sobolev of order s, we have o = % andr = 2% Note also that there is a hidden curse of
dimensionality here: the Bayes optimum need to be O(d)-times differentiable to recover rates independent
of the dimension. Those two quantities represent assumptions on the learning problem and allow to derive
dimensionless bounds on it.

To conclude this part, one can show that generally speaking (it will be addressed more precisely in
Section 2 of Part II), the kernel ridge estimator achieves the minimax rate for this class of problem which

is of order n~ ZariT (for rates of KRR and minimax rates in this setting, see [CDV07]).

3.2.2. Other uses

As it is our concern in Part II of this manuscript, we have detailed how RKHS are good spaces to
perform regression in supervised ML settings. We will now present more succinctly ideas of application
that one can have in mind when considering kernel methods in statistics and computational applied
mathematics in general.

Going non-linear. In the supervised setting, we have seen that RKHS provide rich trial functions spaces
that allow for computations. Parametric spaces of functions, for which we can have theoretical guarantees
are often much poorer or necessitate some very good a priori on the problem. In a word, RKHS allows
without much pain to go beyond linear models. And supervised learning is not the only case where RKHS
are interesting. In unsupervised learning many problems can benefit from the non-linearity of RKHS
spaces. This is why there has been a huge interest in developing the analogous of Principal Component
Analysis (PCA), Canonical Correlation Analysis (CCA) and Independent Component Analysis (ICA) in the
RKHS framework giving birth to kernelized versions of it: kernel-PCA, kernel-CCA, kernel-ICA. We will
see in Part III Section 2 that this kernelization trick will be used to derive another dimensionality reduction
algorithm. All of these leverage the fact that once the data is put (in a non-linear way) in the feature space,
then, every thing goes as if it were linear. See Figure 7 for an example in the case of polynomial RKHS.
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Figure 7: Representation of the feature that maps in the case of order 2 polynomial RKHS in 2-d. We see
that in the feature space the data points are linearly separated. Once again, this representation is taken
from the slides of J.-P. Vert and J. Mairal lessons on Kernel methods.

Inducing a metric. Kernels also allow to construct some metric in some a priori non-structured set X.
In fact we can always define a proper metric associated to X which is

d2(z,2') = | K, — K2 = K(2,2) + K(2,2) — 2K (z,2').

This allows to compare elements in unstructured sets by comparing their associated canonical features in
an Hilbert space .

Kernel mean embedding. The theory of kernel mean embedding [SGSS07, MESS17] cannot be summed
up in such a short paragraph but let us try to explain in a few words what it is and why it can be useful. The
first thing to understand is that probability measures can be embedded in the RKHS: this is the analogous
of the reproduction property for the probability measures. Indeed, one can show that

E,(f(X)) = (ps fh3e with gz, := E,[Kx].

[p is the kernel mean embedding of the distribution p and for characteristic kernels, 11, encodes uniquely
the distribution p. This embedding allows to quantify differences between distribution by the natural
distance in H: this is the Maximum Mean Discrepancy (MMD) distance:

MMDyc(p, p') := H fs”up<1 (Ep [f(X] =Ep [f(X)]) = ll1tp — p1pr 3¢ -

This computationally tractable distance is the cornerstone of many algorithms that use measure compari-
son [GBR12].

Meshless methods and approximation theory. Finally note that kernels methods have received a
huge interest in the approximation literature for their rich, yet tractable computation properties. Another
very interesting application in this point of view is that RKHS have the ability to reproduce derivatives of
functions and thus have been widely used in the context of PDE approximation. These are often called
adaptive or meshless methods in this literature [SW06].
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THE IDEALIZED PICTURE OF KERNELS. In this section we have seen two important aspects
of Kernel methods. First they manage somehow to leverage the regularity of functions to avoid
the curse of dimensionality inherent to local methods. Note that this is often the idealized picture
given by kernels but there is a catch with this: one need the function to lie in the RKHS to have
dimensionless bound which is pretty restrictive if we do not know how efficiently build large an
problem-adapted RKHS. Second, they allow to go for non-linear space of test functions, argument
which we will mitigate in the next section.

3.3. PROMISE AND PITFALLS OF KERNELS IN ML

Previous sections have shown how kernels address well problems in ML or in numerical applied
mathematics in general. In this section, beyond the well-established literature of kernels, we will try to
comment on, in a first step, the limitations of such techniques and secondly explain how these limitations
can be overcome. In this section, we will not dwell into a rigorous mathematical development but rather
focus on key concepts and practical limitations that one has to have in mind when considering kernels
methods.

3.3.1. Limitation in the high-dimensional setting

It is important to recall here the high-dimensional setting we are into: both the dimension of the inputs
d and the sample size n can be millions.

The price of computations. The first limitation that people have in mind when thinking about kernel
techniques in the computational limitation of these. Indeed, in almost all procedures involving kernel
methods, a central object is the Gram matrix, K, associated to the data (z1,...,z,).

VZ,] < n, Kij = K(J}“.’I}])

The computation of this matrix is very consuming both on the memory aspect and on the time performance.
Indeed, this is a n x n matrix and each element of this matrix often requires a scalar product in R? to
compute. When both n and d are very large, this can be prohibitive. Worse, once this matrix has been
computed, people often want to do some classical mathematical operations with it: in ridge regression one
want to invert the matrix, then to multiply it with some vector, and in kernel-PCA (for example) one want
to compute eigenvalues on this matrix. All these operations scale very poorly with n (typically O(n?) for
inversion O(n?) for eigenelements) and are often not very stable if the matrix is ill-conditioned.

Are kernels really non-linear? We saw in the previous section 3.2.2 that one of the main success
of kernel methods in ML during the first decade of this century is that it allows to look for non-linear
functions when solving our problem. But is this really the case? This question has been answered by El
Karaoui in [EK " 10] and is quite surprising. Roughly speaking, it says that when d and n are of equivalent
magnitude, and if the kernel as a zonal or radial structure, then the kernels methods over R? are in fact
instances of linear methods. More precisely, the result sates that for kernel K?°"!(z, ') = K ({z,2')5) or
Kradial(z 2') = K(||z — 2'||2) then the associated Gram matrices that rules the behavior of the algorithms
K ((x;,2)2) or K™¥2!(||z; — x;||2) behave essentially like linear Gram matrices! An intuition behind
this fact is that when d ~ n, n vectors are almost certainly orthogonal to each other thus their similarity
behave almost linearly.
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From this we can draw at least one guideline: in high-dimensional settings, radial or zonal kernels
have to be avoided in one want a better result that the one given by linear spaces. Or in other words
anisotropy is very important in high dimension. This is certainly one of the superiority of neural networks
over (at least radial and zonal) kernels in high-dimension.

3.3.2. Choosing the right kernel

Throughout this thesis, we took the point of view of deriving bounds for general kernels leaving the role
played by the RKHS in modelling assumptions such that capacity and source conditions (see section 3.2.1).
However, we would like to put emphasis on the fact that for real applications kernel engineering is a very
important task. To put this into perspective, learning the representative features of the problem all along
the optimization path is perhaps one of the most important successes of neural networks. Playing the
same role as the architecture in neural networks, choosing the kernel has to be a problem-adapted task for
the kernel method to perform well. There are two ways to deal with such this problem:

(i) Find a priori the right kernel adapted to the problem.

(ii) Learn the kernel similarly to what happens in Neural Networks.

Problem with radial kernels. People have a tendency to think that kernel learning is a very mature
field and that in comparison to neural networks almost everything is almost known is this literature.
However, I would argue that even some of the most basic and fundamental questions on kernel learning
are still unsolved. Without tackling the problem of selecting a full data-driven kernel for a regression
task, we may first ask whether there are guidelines to tune hyper-parameters of kernels to best learn from
the data. For example, in the simplest setting of kernel ridge regression with regularizer A and Gaussian
kernel with bandwidth o, both A and ¢ play a smoothing role but there are no precise guidelines on how
to tune them to get the best accuracy. However, the role played by the bandwidth in the Gaussian kernel
is huge as shows the fact that the norm of the induced space is multiplied by ¢ when changing the scale
of the bandwidth. To cut a long story short: learning or adapting the bandwidth of a radial kernel to the
problem seems to be an unsolved challenging theoretical and practical question.

Multiscale and hierarchical kernels. Many problems in ML have a natural multiscale structure like
vision, text, signal processing, chemistry... One way to adapt to this structure can be to build a RKHS
that will take it into consideration. Those multiscale methods have shown good performances in signal
processing and in vision with wavelets theory [Dau92] and the aim is to reproduce this in RKHS. One
way to construct such a RKHS is to sum RKHS induced by radial kernels with different scales. More
concretely, consider ¢ a compactly supported function of [—1,1] and a sequence of decreasing scales
d1 = 02 = ... > 0,, then we can define K;(z,z’) = (5j_d¢(||x — 2'||/d;) and j-scale approximation
spaces }(; induced by K ;. Then the resulting multiscale RKHS would be:

Huuttiscate :== H1 + ... + Hy,.

Another line of work concerning the will to adapt the kernel architecture to the problem has been tackled
by so-called hierarchical kernels. One observation is that (isotropic) kernels often do not adapt well to
the underlying structure of the data as they treat all features as equal. This is why in [STS16], Steinwart
and al. have constructed a hierarchical kernel based on composition of Gaussian kernels (activation) and
weighted sums of linear kernels (layers). They also show that it was possible to find a convex optimization
procedure able to learn the weights of the corresponding linear kernels. Even if this line of research did
not yield yet a performance comparable to the ones of neural networks, building kernel that mimic the
behavior of neural nets with preserving kernels guarantees is very promising.
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Learning the kernel. Hierarchical kernels was an attempt to find adapted kernel to the problem. In
this direction, let us simply mention two other attempts. The first one is the multiple kernel learning
algorithm [BLJ04], which, in a nutshell, replaces a single kernel by a weighted sum of kernels. The
advantage of this approach is that finding these weights can again be formulated as a convex objective,
while the disadvantage is the limited gain in expressive power unless the used dictionary of kernels is
really huge. In the same spirit, Dutchi and al. show that it was possible to learn the best random probability
that lead to a random feature model [SD16].

3.3.3. Fast numerical computations

One of the major problem with kernel learning is recalled in the first paragraph of the section: storing
and computing the Gram matrix of a kernel problem can be very expensive. In this subsection, we will see
how techniques from (random) linear algebra and computer science can improve drastically the numerical
performance of such algorithms.

Subsampling and features approximations. Fortunately, to avoid the problem of calculating the
whole Gram matrix (which costs O(n?d)), we simply need low-cost approximations of the kernel ma-
trix [SS02, Sec. 10.2]. More surprisingly, these approximations can improve generalization performances
as they induce a form of implicit regularization. Let us state here two important techniques related to this,
for more details see Chapter 19 of [MT20].

(i) Subsampling methods. One way is to select uniformly at random p rows among the n of the kernel
matrix and perform some Nystrom approximation. There exist other techniques for the rows selection
but in practice, it is often said that uniform selection is already efficient. Note that p,, ~ \/n are
necessary to recover the performance of plain kernel learning [RCR15].

(ii) Random features. Another popular way to approximate the kernel matrix is to leverage the convolu-
tion structure of certain kernels [RR08]. Indeed, for convolutional kernels as in Eq. (36)

K(z,2') = /w(x,t)w(x’,t)w(t)dt,

the integral representation gives immediately a feature map 1(z, ) to L?(w). Hence, drawing a
sample ¢; from the probability measure w(t)dt gives z; = (¢(z1,t;),...,0¥(Tn,t;)) " where z;2]
is an unbiased estimate of the kernel matrix K. If we repeat this procedure with  i.d.d. samples,
this will give an approximation of the matrix K at Monte-Carlo rate (independent of dimension):

I~ 7
K~ K, ::;z:lzjzj.
j=

This procedures has only a computational cost of O(rnd), and one can obtain substantial improve-
ments of performance in the case where r is small in comparison to n. Note that with this technique,
we have also a direct access to the derivatives of the kernel with respect to z, 2’ without additional
numerical complexity. This will be leveraged in Part III of this thesis.

Fast numerical routines. To conclude this part, let us add that there have been huge efforts spent to
speed up the computations relative to kernel methods. The first one is due to the work of Feydy and
co-authors that developed efficient C'++ routines to fasten kernel computation (of z — Kz) of several
order of magnitude [CFG ' 20]. Building on this, efficient Nystrém approximations and efficient method to
invert ill-conditioned matrices, Rudi and al. developed a tool box in [MCRR20] that allow kernels to handle
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billions of data points efficiently. Progressed in these directions could really unlock severe limitations of
kernels and allow to re-discover techniques that were forgotten due to their slowness in the past.

KERNEL HOPES AND THE NEED TO DIG DEEPER. [hope that I convinced the reader that, even
if today kernels are not as used as neural networks, there are hopes for the future of kernels that
we manage in circumventing their natural limitations. Furthermore, let us add two characteristics
that make them worth studying:

(i) They still give rich insights. In the recent literature there have been two examples of
kernels giving insight on ML phenomenons. First, [MM19] explains that random features
could show a double descent behavior that has received a huge interest lately. Second, [JGH18]
states that the behavior of the dynamics of neural networks is very similar to the one with
an explicit kernel called the neural tangent kernel.

(ii) They give guarantees. Proving convergence guarantees for neural networks (even in
simple setting) is still ongoing research. One may want solid statistical guarantees for
industrial problems, in this case neural networks could be disregarded and kernels preferred.
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4. LANGEVIN DYNAMICS

Langevin dynamics is at the core of Part III of this thesis. This a physically anchored dynamics that is
strongly related to sampling techniques and has been “re-discovered” lately in the Machine Learning
community. In Section 4.1, we define precisely what is the Langevin dynamics and how it relates to ML
problems. Then, we explain in Section 4.2 how this dynamics can be used to sample efficiently distributions
in high-dimension if we manage to deal with the metastability problem described in Section 4.3. Note that
several paragraphs of this part are extracted from a post-doc proposal of research that I wrote to explain
my interests. As it will be clear for the reader, this part presents also my future intention of working on
the interplay between Molecular Dynamics and Machine Learning.

4.1. WHAT 1s LANGEVIN DYNAMICS ?

4.1.1. Definition and link with Molecular Dynamics

Langevin Dynamics. Langevin dynamics comes from statistical physics and is a system of dynamical
equations that governs the speed and positions of particles (typically atoms). To fix notations, let us
suppose that IV particles composed the system: typically the magnitude of N is the number of Avogadro
Navo ~ 1023, thus positions ¢ and momenta p are both vectors of R3V. A simple, yet rich model is to
divide the total energy of the microscopic system in a kinetic and a potential energy.

1+
H(g,p) = ngM 'p+V(q),

where M is the diagonal matrix of the masses of the particles. Roughly speaking, the particles follow an
Hamiltonian dynamic in a thermal bath of fixed temperature 7" with friction ~ that cause fluctuations of

order /31 where 3 = (kgT) ™. This leads to the celebrated Langevin dynamics:

dgg = M~ 'pydt
dp, = =VV(q)dt —yM~'pdt + /3 dW,
As discussed in [SRL10, Section 2.2.4], a simpler reversible equation can be obtained as a limit case of

Langevin dynamics by taking the large friction limit v — 400, small mass m — 0 and rescaling time as
~t, this gives the Overdamped Langevin dynamics:

(48)

dgy = —VV (q)dt + \/gth (49)

While the Langevin dynamics is a finer modelling adding some kinetic term to the equations, we will
focus on the Overdamped Langevin dynamics for simplicity, as it leads already to complex and unsolved
problems. Note here that studying quantitatively how the add of the kinetic term in Eq.(48) changes the
dynamics is an open and exciting route for future research (see subsection 4.2.2 for more details). Let us
simply mention here that one of the difficulties to study the kinetic Langevin is the lack of ellipticity of
the dynamics [Vil09] (ruled by a degenerate dissipative operator).

Molecular dynamics and sampling. MD, the computational workhorse of statistical physics, is an
interdisciplinary field between computer science, applied mathematics and chemistry whose main objective
is to infer macroscopic properties of matter from atomistic models via averages with respect to probability
measures dictated by the principles of statistical physics [SRL10, FS01]. In a nutshell, the aim is to be able
to derive averages with respect to the canonical Boltzmann-Gibbs distribution,

wu(dg dp) = Z;lefﬁH(q’p)dq dp, Z, = /efﬁH. (50)
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Note that the real difficulty is to sample according to ¢. Indeed momenta and positions are independent and
the marginal associated to the momenta follows a Gaussian distribution. The aim of molecular dynamics
is to calculate macroscopic quantities like the pressure of the system that can be express as averages with
respect to the canonical measure:

Eu (o) =/¢(q,p)u(dq dp). (51)

What is the link with Langevin dynamics? Under certain conditions, we can show that the law of
the processes define by the Langevin dynamics converge to the Gibbs distribution p(dg dp). The same
result holds for the overdamped Langevin dynamics when considering only p(dg) = e~V (9, Note that
from this point of view, the Langevin dynamics (48) and (49) are only used as sampling devices to compute
averages. Other dynamics without physical contents could be studied too, as long as they have p(dg dp)
as invariant measure!

4.1.2. Parallel MD - ML

Two motivating examples: Bayesian inference and non-convex optimization. Accurately sam-
pling a certain measure 7w (q)dg in high dimensions is a difficult task that arises in Bayesian machine
learning. If we take V = —3~! log 7, sampling in the Bayesian framework can be directly cast into the
same problem of Molecular Dynamics.

Furthermore, note that when decreasing the temperature to 0, i.e., setting 5 — +oc the Gibbs measure
p(dg) = e _1V(q)dq will concentrate around the global minima of V. Hence, performing sampling at
low temperature can be a way to solve non-convex problems: this formally describes the intuition behind
the celebrated simulated annealing algorithm [VLAS7].

Links between Molecular Dynamics (MD) and Machine Learning (ML). Besides sharing common
goals, let us remark that the function f to be minimized in ML and the potential V' in MD share three
important features:

+ The high-dimensionality of the underlying measure or cost-function: this is due to the number
of atoms in MD and the high-dimensionality of inputs in ML. In terms of notations, the dimension d
of the inputs in ML is equal to three times the number N of particles in MD (three parameters to
encode positions).

« The metastability phenomenon [Lel13] due to the multimodality of the target measure in MD,
which corresponds to the non-convexity of the loss function in ML. Indeed, as we said earlier, in
MD the target measure can be written 1 = e~V where V' can be interpreted in optimization as
the loss function to minimize, hence casting sampling problems in MD to a tempered version of
the minimization of V. The metastability comes from the fact that the dynamics can be trapped
for long times in certain regions (modes) preventing it from efficient space exploration or finding
the global minimum of a non-convex function. This phenomenon is often responsible for the slow
convergence of the algorithms. We will come back to this important point in section 4.3.

+ In MD and ML, the question of finding low-dimensional representations (main degrees of free-
dom) is crucial. Standard techniques include for example Principal Component Analysis and variants,
manifold learning methods such as diffusion map. Recently, ML techniques have proven to be very
useful to perform such tasks, thanks to its ability to handle and extract the main features of high
dimensional data.
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POSSIBLE FUTURE DIRECTIONS AND PART III’s POINT OF VIEW. The main point of view of
this part of the thesis is that both fields can benefit from the knowledge and know-how of the
other one: MD seems to be a more mature and theoretically-anchored field of study than ML but
the recent successes of the latter may be leveraged to solve long-standing problems of MD. More
specifically, we would like on the one hand to investigate if the sampling methods developed in
MD could help to improve the learning algorithms in ML, and on the other hand to rely on recent
ML techniques to build reduced order models in MD.

Questions. The connections highlighted above raise two symmetrical questions:

+ How can techniques and principles from MD enlighten theory and practice behind ML
algorithms?

« How can the efficiency of recent ML techniques help solving MD problems?

4.2. SAMPLING WITH LANGEVIN DYNAMICS

Besides Molecular dynamics, we have seen above that Langevin dynamics could be useful to sample
the posterior distribution in the Bayesian framework or getting near minima of non-convex functions in
the low-temperature regime. We review in this section non-asymptotic results obtained during the last
decade, following the work of Dalalyan in [Dal17].

4.2.1. Discrete time dynamics and convergence results

Convergence of continuous time dynamics. The convergence of the continuous time dynamics is a
rather well-studied problem [BGL14]. Let us recall here, with usual optimization notations, the overdamped
Langevin dynamics we are focused on (take 8 = 1 for simplicity):

db, = =V f(0,)dt + V2dW;.

As (6;); is a random process, define its law p,. We can show that y; converges to the Gibbs distribution
p = e~4 under certain conditions. Remarkably, this rate of convergence depends only on the invariant
law . As in optimization with Lyapounov functions, we also need to select a convergence norm to show
convergence. One of the most common way is to show convergence in the L?(p) metric, in this case the
rate of convergence is described by the Poincaré inequality [BGL14, Section 4].

Definition 1 (Poincaré inequality)

We say that the probability measure dy satisfies a Poincaré inequality if for all f € H'(u),

Var, (f(X)) < PuE, [[IVFXO)?]. (52)

Poincaré inequalities are the cornerstone of the Part III of this thesis and we refer to longer discussions in
Section 1.2.2 of this Part for details. The rate of convergence to equilibrium is encoded by the Poincaré
constant associated to ;1 as we have the following equivalence:

(i) p satisfies a Poincaré inequality with constant P;

(i) For all f smooth and compactly supported, Var, (P;(f)) < e~2/P«Var,(f) forall t > 0.
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Further comments are given in Section 1.2.2, but let us stress that in the case where f is p-strongly convex,
we can show that P, < 1/p. In a way, the Poincaré constant is the analogous of strong convexity in
optimization when it comes to sampling. Note that f need not be convex functions for u to satisfy a
Poincaré inequality.

Discrete time dynamics. First if we want to perform sampling we need to discretize the overdamped
Langevin dynamics (49). As we will see, they are as much ways to perform this discretization as methods
in optimization to minimize a function. And, as in optimization, a given hypothesis on the measure to
sample from will lead to an adapted discretization scheme. This is why entering into this literature can
be difficult, time-consuming and puzzling at first sight. Hence, without seeking exhaustiveness, we will
try to focus on the main ideas behind the different settings. From now on, let us change the notation
of the potential in Gibbs measure from V to f: u(6) = e~/(?)df to adopt the classical notation of the
optimization literature. And keep in mind the hand-waving rule:

If a deterministic optimization algorithm performs well on a function f, then there is great chance that its
noisy counterpart will behave almost the same to sample the probability measure e=7.

Having taken this precautions, let us write -only- the most natural discretization of (49) called explicit
Euler-Maruyama :

Oi11 = 0r — YV f(0r) + /272, (53)

where v > 0 is the step-size and (2;); ~ N(0, )" is a sequence of i.i.d. Gaussian random variable in
R?. This algorithm is often called the Unajusted Langevin Algorithm. As already said, there exist other
discretizations schemes, e.g. implicit Euler leads to the Proximal Langevin Algorithm and is more stable at
the cost of more expensive per-iteration complexity [Wib19].

Convergence of discrete time dynamics. As we have seen, in continuous time Poincaré inequality is
sufficient for fast sampling as it leads to exponential convergence of the overdamped Langevin dynamics.
However, in discrete time, analyzing convergence is more challenging. Indeed, to control the discretization
error, some smoothness assumptions are required on f. Worse, the discretization error leads to an
asymptotic bias: the law of the discretized dynamics converges to the wrong distribution. To correct
this bias, it is possible to apply some Metropolis filter that gives the convergence in total variation
norm [BRH13] but cannot give convergence in smoother norms as the Metropolis filter can make the
distribution singular. This is why, in an approach pioneered by Dalalyan in [Dal17], all the current analysis
make step-size small enough to be as close as wanted to the Gibbs measure p. This said, there exist as
much results as possible settings: convergence in different probability norms, for different discretizations
and under different assumptions (some weaker, some stronger than Poincaré inequality). For example,
typical number of steps to be e-close to the Gibbs distribution is of order O(ﬂ)idg/ 2¢71) in the case of a
Poincaré inequality assumption [Wib19].

4.2.2. What can we do with MD knowledge ?

Analysis of stochastic algorithms. One of the main difference between MD and ML preventing from
direct knowledge transfer is that the main foci of the two disciplines are different. Indeed, in MD, people are
interested in sampling according to a given target measure, whereas in ML, the focus in on the minimization
of some objective function. Note that those two questions coincide in the zero temperature limit. Hence, it
seems possible to transfer technical tools to analyze algorithms in computational statistical physics to try
to improve non-asymptotic bounds for Langevin-type discretizations algorithms which are often the main
focus of ML works [RRT17, DM19].
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Accelerating the dynamics. More importantly, one active field of study in MD and ML is to try to
accelerate the stochastic dynamics at hand. These techniques rely on changing it without affecting
the invariant measure while accelerating the convergence to equilibrium. We could (i) study Kinetic
versions of Langevin dynamics [MCC ™ 19], (ii) add some drift term or (iii) some non-reversibility through
birth-and-death processes [LLN19].

UNDERSTANDING CONTINUOUS-TIME SGD. The Langevin dynamics seems very related to
stochastic gradient descent with additive noise as we have seen in Section 2 of this introduction.
In this same direction, while the ML community has solid knowledge of discrete-time dynamics,
understanding continuous versions of the algorithms often leads to a deeper comprehension of the
behavior of the systems. Such a paradigm is often used in MD where mathematical tools were
designed to tackle such problems. This could lead to the study of the continuous counterpart of
the stochastic gradient descent algorithm [LT19]. Knowing how the noise and potentials behave
in SGD will be the key to apply the ideas from MD and the study the possible metastability of the
dynamics.

4.3. THE METASTABILITY PROBLEM

4.3.1. What is metastability ?

The metastability problem of Langevin dynamics comes from the two scales involved in the physical
problem. Indeed, particles behave very differently at the microscopic level and at a macroscopic one where
interesting properties emerge from collective behavior. This discrepancy between those two scales is
related to the fact that the system remains trapped for long time in restricted regions of the space of
configuration. And it may take a large characteristic time to “jump” into another metastable state. In fact
at a coarse grained level, people have modeled the behavior of the particle system by a jump process at
certain rate from one region to another [Lel13].

Computationally-wise, metastability is an important problem because it prevents from efficient space
exploration and implies that the convergence to the stationary distribution can be very slow. One can
easily picture two wells separated by some barrier such that it is a rare event to see the particle going from
a well to another one. This is a well-known evidence of metastability (arising because of non-convexity)
and large deviation theory [FW98] showed that the typical time scale to go from one well to the other
grows exponentially with the inverse of temperature. This is what we call an energetic barrier and is
represented in Figure 8 (a-b). Another type of metastability can occur: entropic barriers are due to the fact
that the path to go from one region of configuration space to the other may be hard to fine. This is the
case with the tiny corridor represented in Figure 8 (c-d).

A quantitative measure of metastability: Poincaré inequality. A natural question then is how to
quantify the metastability of the process. Metastability summarizes qualitatively the fact that the dynamic
is very slow due to non-convex effect of the landscape or narrow transitions between separated regions
of space. We have seen that the Poincaré constant is itself a measure of non-convexity of the potential
and we can show that it degrades also linearly with temperature in the presence of entropic barriers.
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Figure 8: (a,c) Level sets of the two-dimensional potentials in the cases of (a) energetic barrier (c) entropic
barrier. (b, d) Evolution along the z-axis of the overdamped Langevin diffusion in these potentials. This
figure is extracted from [LS16].

Actually, Poincaré constant or other quantification of convergence (logarithmic Sobolev inequality are the
one detailed in [Lel13]) are very well suited to quantify such a phenomenon. Throughout this thesis and
especially in Part I1I, we will keep in mind the following idea:

The larger the Poincaré constant, the more metastable the process is.

Note here that the dependence in the number of step as the square of the Poincaré constant in the discrete
time analysis of Langevin dynamics can make the estimation of the invariant measure computationally
intractable as soon as it is too big.

4.3.2. Avoiding metastability

Reaction coordinates. Obtaining a good collective variable (i.e. reduced models with fewer degrees of
freedom) is a crucial problem in computational statistical physics. It allows to grasp physical behaviors
of the systems at a coarse-grained level. This low-dimensional representation, a.k.a. reaction coordinates,
should index properly transitions between the modes of the probability measure and is the cornerstone in
MD to tackle the issue of metastability and accelerate the dynamics.

To illustrate this, let us consider the two examples described in Figure 8. In the two examples, (b) and
(d) show cases where the particle stay during long times in restricted regions of the space: in (b) x ~ +1
and in (d) z ~ +2. Hence, in both cases, there are two metastable states and the transition between the
two states can be described by the x-coordinate. This z-coordinate is thus a slow variable of the system
compared to the y-coordinate and typical time of changes are much longer than the classical diffusion in
the metastable region.

More generally speaking a reaction coordinate is a function

¢:RT5RP,  p<d. (54)

such that (£(g:)): is a metastable process. £ should encode the transition path between the metastable
states. Coming from molecular chemistry, we can understand this denomination as it represents the
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coordinate (or path) is configurational space along which chemical reactions occur. It is a reduced order
model, hence, the smaller the p the more practical and intuitive the reaction coordinate is. In examples
coming from MD, it could be the angle of a protein characterizing the conformation of a molecule, or the
position of a material defect.

Finding a good Reaction Coordinate (RC) is of great important both for chemists and computer scientists
of the domain. However, today, practitioners need some a priori knowledge or deep physical intuition
on the system to find RC. One of the aim of the Part III of this manuscript is to automatically find good
RC during the sampling procedure leveraging statistical methods. In this context, we proposed in Part III,
Section 2 a general algorithm to find reaction coordinates by estimating the spectral gap of the overdamped
Langevin dynamics for a given target probability, using samples of this measure.

Using reaction coordinates to accelerate the dynamics. Reaction coordinates are very useful for
chemists to understand better the properties of the system. In the eyes of computer scientists, RC are
used to accelerate the dynamics by applying free energy biasing methods such that the free energy biased
dynamics reaches equilibrium much faster than the original unbiased dynamics [LRS08]. The process is
very well described in [LS16, Section 4] and we will only sketch the main principle here. Note also that
these techniques have also been studied in the high-dimensional Bayesian framework to accelerate the
sampling dynamics in the case of a Gaussian mixture model [CLS12].

Circumventing the difficulty caused by metastability by leveraging the knowledge of reaction coordinate
rests upon two ideas:

(i) Using importance sampling strategies by changing the original potential V to V' — F'(£(+)) where
F is the free energy associated with the RC £. Roughly speaking, F is the potential associated with
= E#p the image of the measure p by €.

(ii) Since pp = &£#u, F' is not available in practice. The second idea is to use a current estimate F; that
will be better and better along the dynamics. This adaptive feature explains why method of this
type are called free energy adaptive biasing techniques.

The intuition behind the idea of changing the potential with the free energy is that by doing so, the
metastable features of the original potential along £ will be removed. Indeed, we can show that along £
the biased measure with potential V' — F'((+)) is uniform: this allows for fast sampling!

CONCLUSION OF THE INTRODUCTION. Throughout this introduction we have tried to show
how naturally what were the main questions of this thesis. Here are the main messages to take
home. In the first section 1, we tried to put a particular emphasis on the fact that optimization was
absolutely unavoidable in the high-dimensional ML setting. Going further in Section 2, we tried to
convince the reader that stochastic versions of classical first order methods are the cornerstone
of these optimization techniques by the low-cost but also their ability to give good estimators.
After this, we took a detour in Section 3 to the non-parametric world of RKHS demonstrating that
there were still many unsolved questions in this field that may lead them to properly compete
with neural networks. We finally show in Section 4 that analyzing high-dimensional algorithms
through the lens of their continuous-time counterpart could enlighten their properties, allow to
focus on MD-related question such as metastability and accelerate them.

I have now introduced my personal way of thinking in ML and my personal questions, interests
and foci. I hope it will enlighten the reading of what consists in the core of this thesis: Part Il and
I
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PArT II

NON-PARAMETRIC
STOCHASTIC GRADIENT DESCENT

We divide this part into our two contributions for non-parametric Stochastic gradient descent.

The Section 1 together with its Appendix A shows the exponential convergence of Stochastic gradient
descent of the binary test loss in the case where the classification is easy: we talk about a hard margin
condition. Side results in this work could be of their own interest: among them are derived high probability
bounds in || - ||s norm for non-parametric SGD resting on concentration and fast rates under low-noise
conditions d la Mammen and Tsybakov are derived. This section is based on our work, Exponential
convergence of testing error for stochastic gradient methods, L. Pillaud-Vivien, A. Rudi and F. Bach,
published in the Conference On Learning Theory in 2018.

The Section 2 and its Appendix B are focus on optimality of SGD in the non-parametric setting. More
precisely, this work is the first to show that multiple passes over the data allow to reach optimality in certain
cases where the Bayes optimum is hard to approximate. This work tries to reconcile theory and practice
as common knowledge on SGD always stated that one pass over the data is optimal. This section is based
on our work, Statistical Optimality of Stochastic Gradient Descent on Hard Learning Problems
through Multiple Passes, L. Pillaud-Vivien, A. Rudi and F. Bach, published in the Advances in Neural
Information Processing Systems in 2018.
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1. EXPONENTIAL CONVERGENCE OF TESTING
ERROR FOR STOCHASTIC GRADIENT METH-
ODS

1.1. INTRODUCTION

Stochastic gradient methods are now ubiquitous in machine learning, both from the practical side,
as a simple algorithm that can learn from a single or a few passes over the data [BLC05], and from the
theoretical side, as it leads to optimal rates for estimation problems in a variety of situations [NY83, PJ92].

They follow a simple principle [RM51]: to find a minimizer of a function F' defined on a vector space
from noisy gradients, simply follow the negative stochastic gradient and the algorithm will converge to a
stationary point, local minimum or global minimum of F' (depending on the properties of the function
F), with a rate of convergence that decays with the number of gradient steps n typically as O(1/y/n),
or O(1/n) depending on the assumptions which are made on the problem [P]92, NV08, NJLS09, SSSS07,
Xial0, BM11, BM13, DFB17].

On the one hand, these rates are optimal for the estimation of the minimizer of a function given access
to noisy gradients [NY83], which is essentially the usual machine learning set-up where the function F' is
the expected loss, e.g., logistic or hinge for classification, or least-squares for regression, and the noisy
gradients are obtained from sampling a single pair of observations.

On the other hand, although these rates as O(1/+/n) or O(1/n) are optimal, there are a variety of
extra assumptions that allow for faster rates, even exponential rates.

First, for stochastic gradient from a finite pool, that is for F' = % Zle F;, a sequence of works starting
from SAG [RSB12], SVRG [JZ13], SAGA [DBL]14], have shown explicit exponential convergence. However,
these results, once applied to machine learning where the function Fj is the loss function associated with
the i-th observation of a finite training data set of size k, say nothing about the loss on unseen data (test
loss). The rates we present in this paper are on unseen data.

Second, assuming that at the optimum all stochastic gradients are equal to zero, then for strongly-
convex problems (e.g., linear predictions with low-correlated features), linear convergence rates can be
obtained for test losses [S0198, SL13]. However, for supervised machine learning, this has limited relevance
as having zero gradients for all stochastic gradients at the optimum essentially implies prediction problems
with no uncertainty (that is, the output is a deterministic function of the input). Moreover, we can only get
an exponential rate for strongly-convex problems and thus this imposes a parametric noiseless problem,
which limits the applicability (even if the problem was noiseless, this can only reasonably be in a non-
parametric way with neural networks or positive definite kernels). Our rates are on noisy problems and
on infinite-dimensional problems where we can hope that we approach the optimal prediction function
with large numbers of observations. For prediction functions described by a reproducing kernel Hilbert
space, and for the square loss, the excess testing loss (equal to testing loss minus the minimal testing loss
over all measurable prediction functions) is known to converge to zero at a subexponential rate typically
greater than O(1/n) [DB16, DFB17], these rates being optimal for the estimation of testing losses.

Going back to the origins of supervised machine learning with binary labels, we will not consider
getting to the optimal testing loss (using a convex surrogate such as logistic, hinge or least-squares) but
the testing error (number of mistakes in predictions), also referred to as the 0-1 loss.

It is known that the excess testing error (testing error minus the minimal testing error over all
measurable prediction functions) is upper bounded by a function of the excess testing loss [Zha04, BJM06],
but always with a loss in the convergence rate (e.g., no difference or taking square roots). Thus a slow rate
in O(1/n) or O(1/+/n) on the excess loss leads to a slow(er) rate on the excess testing error.

Such general relationships between excess loss and excess error have been refined with the use of
margin conditions, which characterize how hard the prediction problems are [MT99]. Simplest input points
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are points where the label is deterministic (i.e., conditional probabilities of the label are equal to zero
or one), while hardest points are the ones where the conditional probabilities are equal to 1/2. Margin
conditions quantify the mass of input points which are hardest to predict, and lead to improved transfer
functions from testing losses to testing errors, but still no exponential convergence rates [BJMO06].

In this paper, we consider the strongest margin condition, that is conditional probabilities are bounded
away from 1/2, but not necessarily equal to 0 or 1. This assumption on the learning problem has been used
in the past to show that regularized empirical (convex) risk minimization leads to exponential convergence
rates [AT07, KB05]. Our main contribution is to show that stochastic gradient descent also achieves
similar rates (see an empirical illustration in Figure 10 in the Appendix A.1). This requires several side
contributions that are interesting on their own, that is, a new and simple formalization of the learning
problem that allows exponential rates of estimation (regardless of the algorithms used to find the estimator)
and a new concentration result for averaged stochastic gradient descent (SGD) applied to least-squares,
which is finer than existing work [BM13].

The paper is organized as follows: in Section 1.2, we present the learning set-up, namely binary
classification with positive definite kernels, with a particular focus on the relationship between errors and
losses. Our main results rely on a generic condition for which we give concrete examples in Section 1.3. In
Section 1.4, we present our version of stochastic gradient descent, with the use of tail averaging [JKK ™ 16],
and provide new deviation inequalities, which we apply in Section 1.5 to our learning problem, leading
to exponential convergence rates for the testing errors. We conclude in Section 1.6 by providing several
avenues for future work. Finally, synthetic experiments illustrating our results can be found in Section A.1
of the Appendix.

Main contributions of the paper. We would like to underline that our main contributions are in the two
following results; (a) we show in Theorem 4 the exponential convergence of stochastic gradient descent on
the testing error, and (b) this result strongly rests on a new deviation inequality stated in Corollary 1 for
stochastic gradient descent for least-squares problems. This last result is interesting on its own and gives
an improved high-probability result which does not depend on the dimension of the problem and has a
tighter dependence on the strongly convex parameter —through the effective dimension of the problem,
see [CDV07, DB16].

1.2. PROBLEM SET-UP

In this section, we present the general machine learning set-up, from generic assumptions to more
specific assumptions.

1.2.1. Generic assumptions

We consider a measurable set X and a probability distribution p on data (z,y) € X x {—1,1}; we
denote by py the marginal probability on z, and by p(+1|x) the conditional probability that y = +1 given
x. We have E(y|x) = p(1|z) — p(—1|z). Our main margin condition is the following (and independent of
the learning framework):

(A1) |E(y|x)| = ¢ almost surely for some § € (0, 1].

This margin condition (often referred to as a low-noise condition) is commonly used in the theoretical study
of binary classification [MT99, AT07, KB05], and usually takes the following form: Vo > 0, P(|E(y|z)| <
§) = 0(6%) for @ > 0. Here, however, § is a fixed constant. Our stronger margin condition (A1) is
necessary to show exponential convergence rates but we give also explicit rates in the case of the latter
low-noise condition. This extension is derived in Appendix A.10 and more precisely in Corollary 4. Note
that the smaller the o, the larger the mass of inputs with hard-to-predict labels. Our condition corresponds
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to a = 400, and simply states that for all inputs, the problem is never totally ambiguous, and the degree
of non-ambiguity is bounded from below by §. When § = 1, then the label y € {—1,1} is a deterministic
function of z, but our results apply for all § € (0, 1] and thus to noisy problems (with low noise). Note
that problems like image classification or object recognition are well characterized by (A1). Indeed, the
noise in classifying an image between two disparate classes (cars/pedestrians, bikes/airplanes) is usually
way smaller that 1/2.

We will consider learning functions in a reproducing kernel Hilbert space (RKHS) J with kernel
function K : X x X — R and dot-product (-, -}5¢. We make the following standard assumptions on H:

(A2) K is a separable Hilbert space and there exists R > 0, such that for allx € X, K (z,7) < R%

For x € X, we consider the function K, : X — R defined as K (z') = K(z,2’). We have the
classical reproducing property for g € H, g(z) = (g, K;)3¢ [STC04, SS02]. We will consider other
norms, beyond the RKHS norm ||g||4¢, that is the Lo-norm (always with respect to py), defined as
lgllZ, = [y g(x)*dpx(x), as well as the Lo-norm || - || on the support of px. A key property is that
(A2) implies [|g]| .. < Rllgllsc.

Finally, we will consider observations with standard assumptions:

(A3)  The observations (X, yn) € X X {—1,1},n € N* are independent and identically distributed with
respect to the distribution p.

1.2.2. Ridge regression

In this paper, we focus primarily on least-squares estimation to obtain estimators. We define g.. as the
minimizer over Lo of
Bly— 9@ = [ (- g@) dp(an).
Xx{-1,1}
We always have g, (z) = E(y|x) = p(1]z) — p(—1|x), but we do not require g, € H. We also consider the
ridge regression problem [CDV07] and denote by g the unique (when A > 0) minimizer in H of

E(y — g(x))* + Allgll3.

The function g always exists for A > 0 and is always an element of J{. When J{ is dense in Ly our results
depend on the Lo,-error ||gan — g«||co, Which is weaker than ||gx — g.||5¢ which itself only exists when
g« € H (which we do not assume). When K is not dense we simply define g, as the orthonormal projector
for the Lo norm on H of g, = E(y|x) so that our bound will the depend on ||gx — g« ||oo. Note that g, is
the minimizer of E(y — g(x))? with respect to g in the closure of 3 in L.

Moreover our main technical assumption is:

N S

(A4)  There exists A > 0 such that almost surely, sign(E(y|x))gx(x) >

In the assumption above, we could replace §/2 by any multiplicative constants in (0, 1) times 0 (instead
of 1/2). Note that with (A4), A depends on § and on the probability measure p, which are both fixed
(respectively by (A1) and the problem), so that A is fixed too. It implies that for any estimator § such that
llgr — gllL.. < &/2, the predictions from § (obtained by taking the sign of §(z) for any ), are the same as
the sign of the optimal prediction sign(E(y|x)). Note that a sufficient condition is ||gx — §||5c < §/(2R)
(which does not assume that g, € H), see next subsection.

Note that more generally, for all problems for which (A1) is true and ridge regression (in the population
case) is so that ||gx — g« || ... tends to zero as A tends to zero then (A4) is satisfied, since ||gx — g ||, < /2
for X\ small enough, together with (A1) then implies (A4).

In Section 1.3, we provide concrete examples where (A4) is satisfied and we then present the SGD
algorithm and our convergence results. Before we relate excess testing losses to excess testing errors.
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1.2.3. From testing losses to testing error

Here we provide some results that will be useful to prove exponential rates for classification with
squared loss and stochastic gradient descent. First we define the 0-1 loss defining the classification error:

R(g) = p({(x,y) : sign(g(z)) # y}),

where signu = +1 for v > 0 and —1 for u < 0. In particular denote by R* the so-called Bayes risk
R* = R(E[y|x]) which is the minimum achievable classification error [DGL13].

A well known approach to bound the testing errors by testing losses is via transfer functions. In
particular we recall the following result [DGL13, BJM06], let g.(z) be equal to E[y|z] a.e., then

R(g) = R < d(llg — g:l172), Vg € L*(dpx),

with ¢(u) = v/u (or ¢p(u) = u”, with 8 € [1/2,1], depending on some properties of p [BJ]M06]. While
this result does not require (A1) or (A4), it does not readily lead to exponential rates since the squared
loss excess risk has minimax lower bounds that are polynomial in n [CDV07].

Here we follow a different approach, requiring via (A4) the existence of g, having the same sign as g,
and with absolute value uniformly bounded from below. Then we can bound the 0-1 error with respect to
the distance in H of the estimator g from g, as shown in the next lemma (proof in Appendix A.3). This
will lead to exponential rates when the distribution satisfies a margin condition (A1) as we prove in the
next section and in Section 1.5. Note also that for the sake of completeness we recalled in Appendix A.4
that exponential rates could be achieved for kernel ridge regression.

Lemma 1 (From approximately correct sign to 0-1 error)

Letq € (0,1). Under (A1), (A2), (A4), g € H a random function such that ||g — gx||4 < %, with
probability at least 1 — q. Then

R(g) = R*, with probability at least 1 — q, and in particular ER(g) — R* < q.

In the next section we provide sufficient conditions and explicit settings naturally satisfying (A4).

1.3. CONCRETE ExaMPLES AND RELATED WORK

In this section we illustrate specific settings that naturally satisfy (A4). We start by the following
simple result showing that the existence of g, € H such that g.(xz) = E[y|z] a.e. on the support of px, is
sufficient to have (A4) (proof in Appendix A.5.1).

Proposition 3

Under (A1), assume that there exists g, € H such that g.(x) := Ely|x] on the support of px, then for
1)

any ¢, there exists \ > 0 satisfying (A4), that is, sign(E(y|z))gx(z) = 7

We are going to use the proposition above to derive more specific settings. In particular we consider
the case where the positive and negative classes are separated by a margin that is strictly positive. Let
X C R? and denote by § the support of the probability px and by 8, = {z € X : g.(z) > 0} the
part associated to the positive class, and by 8_ the one associated with the negative class. Consider the
following assumption:

(A5)  There exists ju > 0 such that mingcs, wes_ ||z — 2’| > p.

Denote by W2 the Sobolev space of order s defined with respect to the L2 norm, on R? (see [AF03] and
Appendix A.5.2). We also introduce the following assumption:
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(A6) X C R? and the kernel is such that W*2 C H, with s > d/2.

An example of kernel such that H = W52, with s > d/2 is the Abel kernel K (z,2') = e~ = l==='ll for
o > 0. In the following proposition we show that if there exist two functions in H, one matching F[y|x]
on 8 and the second matching F[y|z] on S_ and if the kernel satisfies (A6), then (A4) is satisfied.

Proposition 4

Under (A1), (A5), (A6), if there exist two functions g% , g* € W*? such that g% (z) = Ely|z] on 8 and
g* () = Ely|z] on 8_, then (A4) is satisfied.

Finally we are able to introduce another setting where (A4) is naturally satisfied (the proof of the proposition
above and the example below are given in Appendix A.5.2).

Example 1 (Independent noise on the labels)

Let px be a probability distribution on X C R and let $.,8_ C X be a partition of the support of px
satisfying px(S+), px(S—) > 0 and (A5). Letn € N*. For 1 < i < n, x; independently sampled from
px and the label y; defined by the law

L Q ifI’iES_A,_
e —( ifr; €S-,

with {; independently distributed as (; = —1 with probability p € [0,1/2) and {; = 1 with probability
1 — p. Then (A1) is satisfied with § = 1 — 2p and (A4) is satisfied as soon as (A2) and (A6) are, that is,
the kernel is bounded and 3{ is rich enough (see an example in Appendix A.5 Figure 12).

Finally note that the results of this section can be easily generalized from X = R to any Polish space,
by using a separating kernel [DVRT14, RCDVR14] instead of (A6).

1.4. STOCHASTIC GRADIENT DESCENT

We now consider the stochastic gradient algorithm to solve the ridge regression problem with a
fixed strictly positive regularization parameter \. We consider solving the regularized problem with
regularization ||g — go || %, through stochastic approximation starting from a function gy € H (typically 0).!
Denote by F' : H{ — R, the functional

F(g) =E(Y — g(X))* =E(Y - (Kx,9))?,

where the last identity is due to the reproducing property of the RKHS J{. Note that F' has the following
gradient VF(g) = —2E[(Y — (Kx,g))Kx]. We consider also F\ = F + || - —go||%, for which
VFEx(g) = VF(g) + 2X\(g — go), and we have for each pair of observation (x,,y,) that F\(g9) =
E[Fux(9)] = E({g, Ku,) = yn)* + Alg — goll5¢, with F, 1 (9) = ({9, Ku) — ya)® + Allg — goll5¢-

Denoting ¥ = E[K,, ® K,, | the covariance operator defined as a linear operator from 3 to 3 (see
[FBJ04] and references therein), we have the optimality conditions for g, and g.:

Zg)\ -E (ynKxn) + )\(g)\ - gO) = 07 E [(yn - g*(xn)) Kxn] = 07

see [CDV07] or Appendix A.6.1 for the proof of the last identity. Let (7,,),,>1 be a positive sequence; we
consider the stochastic gradient recursion” in J started at go:

In = gn—1 — %VFn,X(gn—l) =0n—1—"Tn [(<Kmnvgn—1> - yn)KTW + )\(gn—l - 90)} . (55)

!Note that gg is the initialization of the recursion, and is not the limit of g when X tends to zero (this limit being g).
2The complexity of n steps of the recursion is O(n?) if using kernel functions or O(7n) when using explicit feature representa-
tions, with 7 the complexity of computing dot-products and adding feature vectors.
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We are going to consider Polyak-Ruppert averaging [P]92], that is g, = %_H oo gis as well as the
tail-averaging estimate g = m S In/2] Yis studied by [JKK"16]. For the sake of clarity, all the
results in the main text are for the tail averaged estimate but note that all of them have been also proved
for the full average in Appendix A.9.

As explained earlier (see Lemma 1), we need to show the convergence of g, to gy in H-norm. We are
going to consider two cases: (1) for the non-averaged recursion (7, ) is a decreasing sequence, with the
important particular case 7, = v/n%, for a € [0, 1]; (2) for the averaged or tail-averaged functions (7y,) is
a constant sequence equal to . For all the proofs of this section see Appendix A.7. In the next subsection
we reformulate the recursion in Eq. (55) as a least-squares recursion converging to g.

1.4.1. Reformulation as noisy recursion

We can first reformulate the SGD recursion equation in Eq. (55) as a regular least-squares SGD recursion
with noise, with the notation &, = y,, — g« (), which satisfies E [{nKxn] = 0. This is the object of the
following lemma (for the proof see Appendix A.6.2.):

Lemma 2

The SGD recursion can be rewritten as follows:
gn = 9x = [I = Y (Ko, @ Ko + M)](9n-1 = 92) + Mmén, (56)
with the noise term ey, = { Ky, + (G (k) — gx (1)) Kz, — E[(Gx(2k) — gx(28)) Kz, ] € H.

We are thus in presence of a least-squares problem in the Hilbert space J(, to estimate a function gy € H
with a specific noise ¢,, in the gradient and feature vector K. In the next section, we will consider
the generic recursion above, which will require some bounds on the noise. In our setting, we have the
following almost sure bounds and the noise (see Lemma 9 of Appendix A.7):

lenlloe < R(1+2(1g« — grllr.)
Elen ®en] <2 (143 — arl%) =,

where ¥ = E [Kmn ® K. xn} is the covariance operator.

1.4.2. SGD for general Least-Square problems

We now consider results on (averaged) SGD for least-squares that are interesting on their own. As
said before, we show results in two different settings depending on the step-size sequence. First, we
consider (7,,) as a decreasing sequence, second we take (,,) constant but prove the convergence of the
(tail-)averaged iterates.

Since the results we need could be of interest (even for finite-dimensional models), in this section, we
study the following general recursion:

TIn = (I - VHn)nn—l + Ynén, (57)
We make the following assumptions:
(H1) We start at some g € H.

(H2) (Hp,en)n>1 areiid. and H,, is a positive self-adjoint operator so that almost surely H,, = A\, and
H =EH,.

(H3) Noise: Ee,, = 0, |len]|5c < c/? almost surely and E(s,, ® en) = C, with C commuting with H.
Note that one consequence of this assumption is E|je,,||2, < trC.
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(H4) Foralln>1,E H,LC'Hle,,} < ’yo_lC and vy < vp.

(H5) A is a positive self-adjoint operator which commutes with H.

Note that we will later apply the results of this sectionto H,, = K, @ K, + A[LH=X+\X,C =X
and A € {I,X}. We first consider the non-averaged SGD recursion, then the (tail-)averaged recursion.
The key difference with existing bounds is the need for precise probabilistic deviation results.

For least-squares, one can always separate the impact of the initial condition 7y and of the noise
terms €y, namely 7,, = nbias 4 prariance where nbias s the recursion with no noise (g5 = 0), and 7ya7ane js
the recursion started at g = 0. The final performance will be bounded by the sum of the two separate
performances (see, e.g.,[DB15]). Hence all of our bounds will depend on these two. See more details in

Appendix A.7.

1.4.3. Non-averaged SGD

In this section, we prove results for the recursion defined by Eq. (57) in the case where for « € [0, 1],
n = 7/n". These results extend the ones of [BM11] by providing deviation inequalities, but are limited
to least-squares. For general loss functions and in the strongly-convex case, see also [KT09].

Theorem 1 (SGD, decreasing step size: v, = v/n®)

Assume (H1), (H2), (H3), v, = v/n%, YA < 1 and denote by n,, € 3 the n-th iterate of the recursion in
Eq. (57). We have fort > 0,n > 1 and a € (0,1),

A —«
9o = allc < exp (=22 (040" = 1)) oo = gl + Vo

, t?
almost surely for n large enough®, withP (V,, > t) < 2exp (— S7teC A £ 7l - na> .

We can make the following observations:

« The proof technique (see Appendix A.7.1 for the detailed proof) relies on the following scheme: we
notice that 7,, can be decomposed in two terms, (a) the bias: obtained from a product of n contractant
operators, and (b) the variance: a sum of increments of a martingale. We treat separately the two
terms. For the second one, we prove almost sure bounds on the increments and on the variance that
lead to a Bernstein-type concentration result on the tail P(V,, > t). Following this proof technique,
the coefficient in the latter exponential is composed of the variance bound plus the almost sure
bound of the increments of martingale times ¢.

- Note that we only presented in Theorem 1 the case where « € (0, 1). Indeed, we only focused on the
case where we had exponential convergence (see the whole result in the Appendix: Proposition 8).
Actually, that there are three different regimes. For & = 0 (constant step-size), the algorithm is not
converging, as the tail probability bound on P (V}, > t) is not dependent on n. For @ = 1, confirming
results from [BM11], there is no exponential forgetting of initial conditions. And for « € (0, 1),
the forgetting of initial conditions and the tail probability are converging to zero exponentially
fast, respectively, as exp(—Cn!~%) and exp(—Cn®), for a constant C, hence the natural choice of
« = 1/2 in our experiments.

1.4.4. Averaged and Tail-averaged SGD with constant step-size

In the subsection, we take: Vn > 1, ~,, = . We first start with a result on the variance term, whose
proof extends the work of [DFB17] to deviation inequalities which are sharper than the ones from [BM13].
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Theorem 2 (Convergence of the variance term in averaged SGD)

Assume (H1), (H2), (H3), (H4), (H5) and consider the average of the n. + 1 first iterates of the sequence
defined in Eq. (57): T, = n%rl St i Assumeng = 0. We have fort > 0,n > 1:

1 2
P (472, > ¢) < 2o |- HHE] )

where E; is defined with respect to the constants introduced in the assumptions:

2242y

E, = 4tr(AH 2
t tI‘( O)+ 3)\

(59)

The work that remains to be done is to bound the bias term of the recursion 2. We have done it
for the full averaged sequence (see Appendix A.9.1 Theorem 6) but as it is quite technical and could
lower a bit the clarity of the reasoning, we have decided to leave it in the Appendix. We present here

another approach and consider the tail-averaged recursion, 7' = /] /2 T S iny2) i (as proposed by

[JKK 16, Sha11]). For this, we use the simple almost sure bound ||75#||5¢ < (1 — Ay)?||70]|s¢, such that
(|72 bas| |5 < (1 — Ay)™2||no|5¢. For the variance term, we can simply use the result above for n and
n/2 as nta‘ = 20, — Nn/2- This leads to:

Corollary 1 (Convergence of tail-averaged SGD)

Assume (H1) (H2), (H3), (H4), (H5) and consider the tail-average of the sequence defined in Eq. (57):
il = Ln/2J S /2 Mi- We have fort > 0,n > 1:

HAI/ZﬁZIil ; (1= N2 AY?|| om0l + L, with (60)

<
P(L, >1t) < dexp(—(n+1)t*/(4E)), (61)

where L,, is defined in the proof (see Appendix A.7.3) and is the variance term of the tail-averaged recursion.

We can make the following observations on the two previous results:

+ The proof technique (see Appendix A.7.2 and A.7.3 for the detailed proofs) relies on concentration
inequality of Bernstein type. Indeed, we notice that (in the setting of Theorem 2) 7, is a sum of
increments of a martingale. We prove almost sure bounds on the increments and on the variance
(following the proof technique of [DFB17]) that lead to a Bernstein type concentration result on the
tail P(V,, > t). Following the proof technique summed-up before, we see that E; is composed of
the variance bound plus the almost sure bound times .

+ Remark that classically, A and C' are proportional to H for excess risk predictions. In the finite
d-dimensional setting this leads us to the usual variance bound proportional to the dimension d:
tr(AH~2C) = tr] = d. The result is general in the sense that we can apply it for all matrices A
commuting with H (this can be used to prove results in Lo or in ).

« Finally, note that we improved the variance bound with respect to the strong convexity parameter
A which is usually of the order 1/)? (see [Sha11]), and is here tr(AH ~2C'). Indeed, in our setting,
we will apply it for A = C' = ¥ and H = X + A1, so that tr(AH ~2C) is upper bounded by the
effective dimension tr(3(X + AI)~!) which can be way smaller than 1/\? (see [CDV07, DB16]).

« The complete proof for the full average is written in Appendix A.9.1 and more precisely in Theorem
6. In this case the initial conditions are not forgotten exponentially fast though.
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1.5. EXPONENTIALLY CONVERGENT SGD FOR CLASSIFICATION
ERROR

In this section we want to show our main results, on the error made (on unseen data) by the n-th
iterate of the regularized SGD algorithm. Hence, we go back to the original SGD recursion defined in
Eq. (56). Let us recall it:

In — g = [I =Kz, ® Ky, + AI)} (9n-1— 9x) + Ynén,

with the noise term e, = £ K, + (9« (2x) — 95 (21)) Kz, — E[(G (zx) — gr(2k)) Ky, | € H. Like in the
previous section we are going to state two results in two different settings, the first one for SGD with
decreasing step-size (v, = v/n®) and the second one for tail averaged SGD with constant step-size. For
all the proofs of this section see the Appendix (section A.8).

1.5.1. SGD with decreasing step-size

In this section, we focus on decreasing step-sizes v,, = v/n® for a € (0, 1), which lead to exponential
convergence rates. Results for « = 1 and a@ = 0 can be derived in a similar way (but do not lead to
exponential rates).

Theorem 3
] Assume (A1), (A2), (A3), (A4) and v, = v/n%, a € (0,1) for any n and yA < 1. Let g, be the
n-th iterate of the recursion defined in Eq. (56), as soon as n satisfies exp (—% ((n + 1)t — 1)) <
3/(5Rllg0 — gall3c), then
52
R(gn) = R*, with probability at least 1 — 2 exp <_CR . na> ,

with Cr = 2° Ty R*trS (14 |3« — gall%) /A + 8YR?6(1 + 2(|g — gallo)/3. and in particular

2
ER(gn) — R* < 2exp < ~na) .

Note that Theorem 3 shows that with probability at least 1 — 2 exp (_(% . na>, the predictions of g,, are

perfect. We can also make the following observations:

+ The idea of the proof (see Appendix A.8.1 for the detailed proof) is the following: we know that as
soon as || gn, — gxllsc < 0/(2R), the predictions of g,, are perfect (Lemma 1). We just have to apply
Theorem 1 for to the original SGD recursion and make sure to bound each term by §/(4R). Similar
results for non-averaged SGD could be derived beyond least-squares (e.g., hinge or logistic loss)
using results from [KT09].

« Also note that the larger the «, the smaller the bound. However, it is only valid for n larger that a
certain quantity depending of A\vy. A good trade-off is &« = 1/2, for which we get an excess error
of 2exp (—g—;nl/Q), which is valid as soon as n > log(10R||go — gx||3¢/9)/(4A2~?). Notice also

that we should go for large v\ to increase the factor in the exponential and make the condition
happen as soon as possible.

« If we want to emphasize the dependence of the bound on the important parameters, we can write

that: ER(g,,) — R* < 2exp (—A\6*n®/R?) .
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« When the condition on 7 is not met, then we still have the usual bound obtained by taking directly
the excess loss [BJM06] but we lose exponential convergence.

1.5.2. Tail averaged SGD with constant step-size

We now consider the tail-averaged recursion’, with the following result:
Theorem 4
Assume (A1), (A2), (A3), (A4) and ~y,, = ~ forany n, YA < landy < 70 = (R%? + 2)\)7L. Let
gn be the n-th iterate of the recursion defined in Eq. (56), and g'*! = ﬁ > \n/2) Yi» As soon as
n = 2/(yA) n(5R| g0 — gall3¢/0), then

R(g'h) = R*, with probability at least 1 — 4 exp (=0°Kr(n+1)),

n

with K = 2°R? (1 + [|x — gal|%) tr(2(S + AI)72) + 326R2(1 + 2(|gs — gallec)/(3N), and in
particular
ER(gi") — R* < dexp (—6*Kgr(n+1)).

Theorem 4 shows that with probability at least 1 — 4 exp (—52K r(n+ 1)) the predictions of g&! are
perfect. We can also make the following observations:

+ The idea of the proof (see Appendix A.8.2 for the detailed proof) is the following: we know that
~tail ~tail

as soon as ||gi" — ga|lsc < §/(2R), the predictions of gi2" are perfect (Lemma 1). We just have to
apply Corollary 1 to the original SGD recursion, and make sure to bound each term by 6/(4R).

« If we want to emphasize the dependence of the bound on the important parameters, we can write
that: ER(g,) — R* < 2exp (—A%6%n/R*) . Note that the A? could be made much smaller with
assumptions on the decrease of eigenvalues of X (it has been shown [CDV07] that if the decay
happens at speed 1/n%: tr2 (X + M) 72 < A2 (X + M)~ < R2/AH/6),

« We want to take v\ as big as possible to satisfy quickly the condition. In comparison to the
convergence rate in the case of decreasing step-sizes, the dependence on n is improved as the
convergence is really an exponential of n (and not of some power of n as in the previous result).

« Finally, the complete proof for the full average is contained in Appendix A.9.2 and more precisely in
Theorem 7.

1.6. CONCLUSION

In this paper, we have shown that stochastic gradient could be exponentially convergent, once some
margin conditions are assumed; and even if a weaker margin condition is assumed, fast rates can be
achieved (see Appendix A.10). This is obtained by running averaged stochastic gradient on a least-squares
problem, and proving new deviation inequalities.

Our work could be extended in several natural ways: (a) our work relies on new concentration results
for the least-mean-squares algorithm (i.e., SGD for square loss), it is natural to extend it to other losses,
such as the logistic or hinge loss; (b) going beyond binary classification is also natural with the square
loss [CRR16, OBLJ17] or without [TCKGO05]; (c) in our experiments, we use regularization, but we have
experimented with unregularized recursions, which do exhibit fast convergence, but for which proofs

“The full averaging result corresponding to Theorem 4 is proved in Appendix A.9.2, Theorem 7.
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are usually harder [DB16]; finally, (d) in order to avoid the O(n?) complexity, extending the results
of [RCR17, RR17] would lead to a subquadratic complexity.



A. APPENDIX OF EXPONENTIAL CONVERGENCE
OF TESTING ERROR FOR STOCHASTIC GRA-
DIENT DESCENT

A.1. Experiments
where the experiments and their settings are explained.

A.2. Probabilistic lemmas
where concentration inequalities in Hilbert spaces used in section A.7 are recalled.

A.3. From H to 0-1 loss
where, from high probability bound for || - ||5¢, we derived bound for the 0-1 error.

A.4. Proofs of Exponential rates for Kernel Ridge Regression
where exponential rates for Kernel Ridge Regression are proven (Theorem 5).

A.5. Proofs and additional results about concrete examples
where additional results and croncrete examples to satisfy (A4) are given.

A.6. Preliminaries for Stochastic Gradient Descent
where the SGD recursion is derived.

A.7. Proof of stochastic gradient descent results
where high probability bounds for the general SGD recursion are shown (Theorems 1 and 2).

A.8. Exponentially convergent SGD for classification error
where exponential convergence of test error are shown (Theorems 3 and 4).

A.9. Extension for the full averaged case
where previous results are extended for full averaged SGD (instead of tail-averaged).

A.10. Convergence under weaker margin assumption
where previous results are extended in the case of a weaker margin assumption.

A.1. EXPERIMENTS

To illustrate our results, we consider one-dimensional synthetic examples (X = [0, 1]) for which our
assumptions are easily satisfied. Indeed, we consider the following set-up that fulfils our assumptions:

« (A1), (A3) We consider here X ~ U ([0, (1 —¢€)/2]U[(1 +¢€)/2,1]) and with the notations of
Example 1, we take 84 = [0, (1 —¢)/2] and S_ = [(1 +¢€)/2,1]. For 1 < i < n, x; independently
sampled from py we definey; = 1ifx; € 8y andy;, = —1ifz; € S_.

+ (A2) We take the kernel to be the exponential kernel K (z,2’) = exp(—|x — 2’|) for which the
RKHS is a Sobolev space H = W2 with s > d/2, which is dense in Lo [AF03].

+ (A4) With this setting we could find a closed form for gy and checked that it verified (A4). Indeed
we could solve the optimality equation satisfied by gy :

Ve 1] [ K@ 2o @dpx(@) ) = [ K. 2)gy(a)dpx ()

71
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the solution being a linear combination of exponentials in each set: [0, (1—¢)/2], [(1—¢)/2, (1+¢€)/2]
and [(1 +¢)/2,1].

st T 9 ]
- Px
’ Ely|a]

n n n
0.0 0.2 0.4 0.6 0.8 1.0

Figure 9: Representing the px density (uniform with e-margin), the best estimator, i.e., E(z|y) and g used
for the simulations (A = 0.01).

In the case of SGD with decreasing step size, we computed only the test error E(R(g,,) — R*)). For
tail averaged SGD with constant step size, we computed the test error as well as the training error, the test
loss (which corresponds to the L5 loss : fol (gn(x) — ga(z))?dp(x)) and the training loss. In all cases we
computed the errors of the n-th iterate with respect to the calculated g, taking gy = 0. For any n > 1,

In = Gn—-1 — Tn [(gnfl(xn) - yn)K:L’n + Agnfl] .

We can use representants to find the recursion on the coefficients. Indeed, if g, = > .- | a? K, then

the following recursion for the (al') reads :

fori<n-—-1,a = (1- ’yn)\)az"_l
n—1
—1
a, = *'771(2 ai K(xn, 2;) = yn).
i=1
From (al), we can also compute the coefficients of g, and g'2! that we note al* and é?’taﬂ respectively:
k .
ap = Y j_; niy and amtl = ﬁ > k=|n/2) @ - To show our theoretical results we have decided to

present the following figures:

« For the exponential convergence of the averaged and tail averaged cases, we plotted the error
log,o E(R(gn) — R*)) as a function of n. With this scale and following our results it goes as a line
after a certain n (Figures 10 and 11 right).

« We recover the results of [DFB17] that show convergence at speed 1/n for the loss (Figure 10 left).
We adapted the scale to compare with the error plot.

« For Figure 11 left, we plotted — log(— log(E(R(g,) — R*))) of the excess error with respect to the
log of n to show a line of slope —1/2. It meets our theoretical bound of the form exp(—K+/n),

Note that for the plots where we plotted the expected excess errors, i.e., E(R(g,,) — R*), we plotted
the mean of the errors over 1000 replications until n = 200, whereas for the plots where we plotted the
losses, i.e., a function of || g, — g«||2, we plotted the mean of the loss over 100 replications until n = 2000.

We can make the following observations:

First remark that between plots of losses and errors (Figure 10 left and right resp.), there is a factor 10
between the numbers of samples (200 for errors and 2000 for losses) and another factor 10 between errors
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Figure 10: Showing linear convergence for the L°! errors in the case of margin of width ¢. Left figure corresponds
to the test and training loss in the averaged case whereas the right one corresponds to the error in the same setting.
Note that the y-axis is the same while the x-axis is different of a factor 10. The fact that the error plot is a line after a
certain n matches our theoretical results. We took the following parameters : ¢ = 0.05, v = 0.25, A = 0.01.
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Figure 11: Left plot shows the error in the non-averaged case for v, = 7/+/n and right compares the test error
between averaged and tail averaged case. We took the following parameters : ¢ = 0.05, v = 0.25, A = 0.01.

and losses (10~ for errors and 1073 for losses). That underlines well our theoretical result which is the
difference between exponential rates of convergence of the excess error and 1/n rate of convergence of
the loss.

Moreover, we see that even if the excess error with tail averaging seems a bit faster, we have linear
rates too for the convergence of the excess error in the averaged case. Finally, we remark that the error on
the train set is always below the one for a unknown test set (of what seems to be close to a factor 2).

A.2. PROBABILISTIC LEMMAS

In this section we recall two fundamental results for concentration inequalities in Hilbert spaces shown
in [Pin94].

Proposition 5

Let (Xk)ren be a sequence of vectors of H adapted to a non decreasing sequence of o-fields () such
that B [Xp|Fr—1] = 0, suppc,, | Xill < an and Y7 E[[| Xe|?|Fe-1] < b2 for some sequences
(an), (by) € (Rj)N. Then, forallt > 0,n > 1,

2
]P’( >t><26xp<t—<t+bg)ln<1+mn>). (62)
an, an a2 bn,

n

S

k=1




A.3. From H to 0-1 loss

Proof: AsE[X;|Fy_1] = 0, the F;-adapted sequence (f;) defined by f; = 37 _, X} is a martingale and so is

the stopped-martingale (fjan). By applying Theorem 3.4 of [Pin94] to the martingale ( f;rn), we have the
result.

Corollary 2

Let (Xk)ren be a sequence of vectors of H adapted to a non decreasing sequence of o-fields (Fy,) such

(an), (bn) € (Rj_)N. Then, forallt > 0,n > 1

P< >t>
Proof: We apply 5 and simply notice that
t t b tan b2 nt nt ant
() m(e ) = -G (05 m (%) - %)
o b% ant
= —aol )

n

S

k=1

N

t2
20D (me) | (63)

2

where ¢(u) = (1 + ) In(1 + u) — u for u > 0. Moreover ¢(u) > m, so that:
2 2 22 2
(Y (gt ¢ b (@) ! .
an an  a? bn a2 2 (14 ant/3b3) 2 (b2 + ant/3)

A.3. From H 1O 0-1 LOSS

In this section we prove Lemma 1. Note that (A4) requires the existence of g, having the same sign of
g+« almost everywhere on the support of px and with absolute value uniformly bounded from below. In

Lemma 1 we prove that we can bound the 0-1 error with respect to the distance in H of the estimator g
form g,.

Proof of Lemma 1: Denote by IV the event such that H§ — gx HH < 0/(2R). Note that for any f € H,

F@) = (f K)o < (| Kol ]l < BRI llses
for any z € X. So for g € W, we have

[9(x) — gx(z)| < R||g — g)\H% <40/2 VreX.

Let z be in the support of px. By (A4) |gr(z)| > 6/2 ae.. Let g € W and z € X such that g, (z) > 0,
we have
g(x

9 (@) = (9a(z) —g(2)) = ga(z) — [ga(z) —g(z)| > 0,

) =
so sign(g(x)) = sign(ga(z)) = +1. Similarly let g € W and = € X such that gx(x) < 0, we have
) = gx(2) + (g(2) — gr(2)) < gr(2) + |gr(2) —g(2)] <0,

sosign(g(z)) = sign(ga(z)) = —1. Finally note that for any g € H, by (A4), either gx(z) > 0 or ga(z) < 0
a.e., so sign(g(x)) = sign(gx(x)) ae.

Now note that by (A1), (A4) we have that sign(g.(z)) = sign(gx(z)) a.e., where g.(x) := E[y|z]. So
when g € W, we have that sign(g(z)) = sign(gx(z)) = sign(g«(x)) a.e., so

R(@G) = p({(z,y) : sign(g(x)) # y}) = p({(z,y) : sign(g(2)) # y}) = R

g(x

that B [Xp|Fr—1] = 0, supyc,, | Xkl < an and Y2 E[[| Xi|?|Fr-1] < b2 for some sequences
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Finally note that
ER(g) = ER(9)1w + ER(g)1we,

where 1y is 1 on the set W and 0 outside, W€ is the complement set of WW. So, when g € W, we have
ER(9)1w = R*'Elw < R*,

while
E:R(g)lwc S Elwe S q. [}

A.4. EXPONENTIAL RATES FOR KERNEL RIDGE REGRESSION

A.4.1. Results

In this section, we first specialize some results already known in literature about the consistency
of kernel ridge least-squares regression (KRLS) in JH{-norm [CDV07] and then we derive exponential
classification learning rates. Let (x;,y;)"_; be n examples independently and identically distributed

according to p, that is Assumption (A3). Denote by >, S the linear operators on H defined by
~ 1
YX==-) K,,®@K,,, XY= K, ® K,)d ,
nE i & K, /x( ® Ky)dpx(x)

referred to as the covariance and empirical (non-centered) covariance operators (see [FBJ04] and references
therein). We recall that the KRLS estimator gy € H, which minimizes the regularized empirical risk, is

defined as follows in terms of i,

~ 1 &
h=E+xD)"| = K, |
9= (E+AD) (n ; y )
Moreover we recall that the population regularized estimator g is characterized by see ((CDV07])
g = (E+ )T (EyK,).

The following lemma bounds the empirical regularized estimator with respect to the population one in
terms of A\, n and is essentially contained in the work of [CDV07]; here we rederive it in a subcase (see
below for the proof).

Lemma 3

Under assumption (A2), (A3) forany A > 0, noteu,, = ||+ """ | y; K, —EyK, ||sc andv,, = HE—EA]HUP,
we have:

1G5 — gallac < 2n 4 Bt
g g’\}f_)\ VI

By using deviation inequalities for u,,, v, in Lemma 3 and then applying Lemma 1, we obtain the following

exponential bound for kernel ridge regression (see complete proof below):

Theorem 5
Under (A1), (A2), (A3), (A4) we have that for anyn € N,

~ x . 0 Co\162
R(gx) — R* = 0 with probability at least 1 — dexp | — "

Moreover, ER(g)) — R* < dexp (—CoA*6°n/R®) , with Cy ' = 72(1 + AR?)2.
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The result above is a refinement of Thm. 2.6 from [YRC07]. We improved the dependency in n and
removed the requirements that g* € H or g* = X"w for aw € L?(dpy) and r > 1/2. Similar results
exist for losses that are usually considered more suitable for classification, like the hinge or logistic loss
and more generally losses that are non-decreasing [KB05]. With respect to this latter work, our analysis
uses the explicit characterization of the kernel ridge regression estimator in terms of linear operators on J{
[CDV07]. This, together with (A4), allows us to use analytic tools specific to reproducing kernel Hilbert
spaces, leading to proofs that are comparatively simpler, with explicit constants and a clearer problem
setting (consisting essentially in (A1), (A4) and no assumptions on E[y|x]).

Finally note that the exponent of A could be reduced by using a refined analysis under additional
regularity assumption of px and E[y|x] (as source condition and intrinsic dimension from [CDV07]), but it
is beyond the scope of this paper.

A.4.2. Proofs

Here we prove that Kernel Ridge Regression achieves exponential classification rates under assump-
tions (A1), (A4). In particular by Lemma 3 we bound H@) — gx H 4¢ in high probability and then we use

Lemma 1 that gives exponential classfication rates when ||§,\ —gx H 4¢ is small enough in high probability.

Proof of Lemma 3: Denote by $ix the operator ¥ + A and with 3, the operator X + A\I. We have
_ a1 (1 -
G —gn =531 (n ZyiK%i) - 23 (ByK.)
i=1
S—1 1 - -1 -1
— Koy —EyKy Yy -2y )EyK,.
(n;y i Y > + (5 x JEy

For the first term, since H i;l Hop < 271, we have

~_ 1 <
o5t (22w Eym)uﬁsuzﬁuwunzyszwzu%
=1

1
<3 I* Zyz o~ By Kol

For the second term, since ||S} '|jop < A7 " and ||Ey K || < E|lyK.|| < R, we have

[E5" = Sy HEy KL ||, = |3 1(2 - )5 By K|,

R ~
SelL !l

< ES Mgl = Bl 1257 o B B[l < 551 >’ .

Proof of Theorem 5: Let 7 > 0. By Lemma 2 we know that

Un | Ru,
- <
95 = gxllsc < = + =5

with un = |2 37 (yiKa, — EyK,)|lsc and v, = || — iHop. For u,, we can apply Pinelis inequality
(Thm. 3.5, [Pin94]), since (x;,¥;)j—1 are sampled independently according to the probability p and that
yi Ko, — EyK, is zero mean. Since

1 2R
I, (i K, = ByKo)| < =
a.e. and H is a Hilbert space, then we apply Pinelis inequality with b? = % and D = 1, obtaining

S8R2T
u"L S b
n
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with probability at least 1 — 2e™". Now, denote by H H HS the Hilbert-Schmidt norm and recall that H H <

H . H rg- To bound v, we apply again the Pinelis inequality [RBV10] considering that the space of Hilbert-

Schmidt operators is again a Hilbert space and that S= % > Ka; ® Ko, that ()72 are independently
sampled from px and that EK,, ® K,, = . In particular we apply it with D = 1 and b2 = %, so
8R4t

on =2 =S <2 =S5 < /=

with probability 1 —2e™ 7. Finally we take the intersection bound of the two events obtaining, with probability

atleast 1 — 4e™ 7,
15 — gallsc < |8R2T n /8RS T
Ir T 9=\ zy Mn

2 —~ . .. -
By selecting 7 = %, we obtain |[ga — gallsc < 5%, with probability 1 — 4e™". Now we
9R2( iRn + iRn )2
can apply Lemma 1 to have the exponential bound for the classification error. |

A.5. PROOFS AND ADDITIONAL RESULTS ABOUT CONCRETE
EXAMPLES

In the next subsection we prove that g, € H is sufficient to satisfy (A4), while in subsection A.5.2 we
prove that specific settings naturally satisfy (A4).

A.5.1. From g, € H to (A4)

Here we assume that there exists g, € H such that g.(z) = E[y|z] a.e. on the support of px. First
we introduce A(\), that is a quantity related to the approximation error of g) with respect to g, and we
study its behavior when A — 0. Then we express H gxr — g« || 4¢ in terms of A(A). Finally we prove that for
any ¢ given by (A1), there exists A such that (A4) is satisfied.

Let (0¢, u¢)¢en be an eigenbasis of ¥ with 0y > 09 > --- > 0, and let a; = (g, u;) we introduce the

following quantity
AN = ) af.
t:0 <A
Lemma 4
Under (A2), A(X) is decreasing for any A > 0 and

lim A()\) = 0.
A—0

Proof: Under (A2) and the linearity of trace, we have that
> o= tu(®) = [t (K. @ K dpxla) = [ (o Koy dpale) = [ Ko o)dpx(o) < B
JEN
Denote by ¢y € N, the number min{¢t € N | o, < A}. Since the (0;),en is a non-decreasing summable
sequence, then it converges to 0, then
lim ¢\ = oo.
A—=0
Finally, since (a?) jen is a summable sequence we have that

(oo}

. T 2 2 _ 2 =
i AQ) = fimy D af = fim ) of = lim 5 aj =0.

tiop <A J=tx Jj=t
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|
Here we express Hg)\ — g*H}C in terms of ||g* ||9{ and of A(V/X).
Lemma 5
Under (A2), for any A > 0 we have
2
9 = 92 loe < V/VAl9e 12, + AN,
Proof: Denote by X the operator 3 + AI. Note that since g. € I, then
then g\ = E;lEme = 2;129*. So we have
llox = g ll5c = =572 = gullye = 12375 = D [lye = M 23 gl
Moreover
A E+AD " gu |, < VAIE +AD T2 VA + AN 20.], < VA +AD 20, .-
Now we express VA||(Z + )12, ”}c in terms of A(\). We have that
- 2 _ _
AE+AD g5 = A {ge, (B+A) gy = A <g*, > o+ X uy @ uy g*>
JEN
-3
fen it A
Now divide the series in two parts
/\oﬁ a? a?
=51(A) + S2(A), Si(A) = I Sa(N) = 1.
2 1(A) +52(A),  Si(A) ZUjJr)\» 2(A) 20j+)\
JEN j:on\/X j:aj<ﬁ
For each term in S, since j is selected such that o; > /A we have that \(o; + A) ! < AVA+ M) 7! <
MVA <V, s0
SN<VA Y a2 <VAY a? = Vi’
j:o'jZ\/X JEN
For Sa, we have that A(o; +A) ™! < 1, s0
S:(N) < > af =AWN).
Jioj <V u
Proof of Proposition 3: By Lemma 5 we have that
2
lox = g-lloc < VA9 3 + AN,
Now note that the r.h.s. is non-decreasing in A, and is 0 when A — 0, due to Lemma 4. Then there exists A
such that ng — 9*”% < %.
Since | f(z)| < RH f H 4 for any f € 3 when the kernel satisfies (A2) and moreover (A1) holds, we have
that for any « € X such that g.(z) > 0 we have
9 (@) = g« (x) = (g+(2) — g2 () > ge (@) — g+ (x) — gr ()| > 6 — Rl[gn — g+|| = 6/2,
so sign(g«(x)) = sign(gx(z)) = +1 and sign(g.(z))gx(z) > 0/2. Analogously for any = € X such that
g« (z) < 0 we have
9r(2) = g4 (2) + (95 (%) = gu(2)) < gu(@) + [ga (@) — ga(2)| < =0 + Rl|gx — .|| < —0/2,
so sign(g«(x)) = sign(ga(x)) = —1 and sign(g«(z))gx(z) > §/2. Note finally that g.(z) = 0 on a zero
measure set by (A4). |
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A.5.2. Examples

In this subsection we first introduce some notation and basic results about Sobolev spaces, then we
prove Prop. 4 and Example 1.

In what follows denote by A, the ¢-fattening of a set A C R, thatis A; = |J, . p Bi(z) where B, ()
is the open ball of ray ¢ centered in . We denote by W *2(R?) the Sobolev space endowed with norm

[l = {f € L1 (RY) N L2(RY)

[ SR+ el e < oo
Rd
Finally we define the function ¢, ; : X — R, that will be used in the proofs as follows

¢s,t($) = Qa4 t=¢ 1{0}t(x) (1- Hx/tH2)S_d/2,

with ¢g s = 7~¥2T(1 + s)/T(1 + s —d/2) and t > 0,s > d/2. Note that ¢, () is supported on {0},

satisfies
/ Psi(y)dy =1
Rd

and it is continuous and belongs to W*2(R%).
Proposition 6

Let P, N two compact subsets of R% with Hausdorff distance at least ¢ > 0. There exists gp y € W*?2
such that
gpn(x)=1, Vax e P, gpn(z) =0, Yoz e N.

In particular gp n = 113‘/2 * ¢s,e/2-

Proof: Denote by v, s the function (1 — ||2z/¢||?)*~%/2. We have

g (@) = an(e/D " [ 1r(o =) T, 0) ven(w) dy
R

qus(e/2) / 1, (@ — ) Vs (9) dy
{0}e/2

= qaa(e/2) / 15,0 (4) ves(y — 2) dy

{x}e/2
Now when x € P, then {x}./2 C P2, s0
gen(e) = (@D [ 1) vy = o) dy
{z}e/2

= qas(e/2)7°

—

Ves(y — x)dy = Qd,se_d/ Ve,s (y)dy
{z}e)2 {0

— /D" [ Vo )dy = [ buepiy = 1

R4 R

Conversely, when z € N, then {x}./2 N P,/ =0, so
grn(e) = an(e/D” [l L) vy -0 dy = 0.
{x}e/Q

Now we prove that gp,y € W*?. First note that P, /2 is compact whenever P is compact. This implies that
lp,,, isin L?(R%). Since g5 is the convolution of an L?(R%) function and a W*2, then it belongs to W*2, W
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Figure 12: Pictorial representation of a model in 1D satisfying Example 1, (p = 0.15). Blue: px, green:
E[y|z], red: ga.

Proof of Proposition 4: Since we are under (A5), we can apply Prop. 6 that prove the existence two functions
ds.,s_s4s_,s, € W*2 with the property to be respectively equalto 1 on 84,00on8_,and 1 on S_, 0 on
8. Since W*? is a Banach algebra [AF03], then gh € W*2 for any g, h € W*?2. So in particular

g = giqs, s — 9 4s_sy,
belongs to W2 (and so to 3() and is equal to E[y|z] a.e. on the support of px by definition. Finally, (A4) is
satisfied, by Prop. 3. ]

Proof of Example 1: By definition of y, we have that
Efylz] = (1 - 2p)g(z), g(z)=1s, —1s_.

In particular note that (A1) is satisfied with § = 1 — 2p > 0 since p € [0, 1/2). Moreover note that E[y|z] is
constant § on 84 and —& on $_. Note now that there exists two functions in W2 C H (due to (A6)) that
are, respectively 6 on 81 and —¢ on 8_. They are exactly g} := dqs_,s_ and gt = —0qs_ s, , from Prop. 6.
So we can apply Prop. 4, that given g7, g* guarantees that (A4) is satisfied. See an example in Figure 12. W

A.6. PRELIMINARIES FOR STOCHASTIC GRADIENT DESCENT
In this section we show two preliminary results on stochastic gradient descent.

A.6.1. Proof of the optimality condition on g,

In this subsection we prove the optimality condition on g,:

E[(yn — g«(20)) K¢, ] = 0.

Let us recall that as I is not necessarily dense in Ly, we have defined g, as the orthonormal projector for
the Lo norm on H of g, = E(y|x) which is the minimizer over all g € Ly of E(y — g(x))?. Let F be the

linear space H(*? equipped with the L; norm, remark that g, verifies §, = argmin||g — ¢.||?_ and that
geTF
9x = Gu = Paci(g.) € FH.
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E[(yn — 9+(zn)) Kz,] = E[(yn — E(yn|zn) + E(ynlzn) — G+ (20)) Ko,
= E[(yn — E(ynlzn)) Kz, ] + E (g4 (2n) = gu(2n)) Ko, ]
= E [Py (g2)(n) Ko, ]
=0,
where the last equality is true because we have < P41 (g.), K (-, 2) >1,= 0 and,
2

I [Pycs (gx) (@n) Ka, ] 15 = ‘ /Tw (g+)(2) Kzdp(z)

H

- / Pycs (9.)(2) / Pacs (9.) (@)K (2, 2)dp(z) | dp(z) = 0.

=0

A.6.2. Proof of Lemma 2: reformulation of SGD as noisy recursion

Letn > 1 and gg € H, we start form the SGD recursion defined by (55):
9n = In-1—Yn|(Kapns Gn-1) — Yn) Ko, + A(gn-1 — 90)]
=gn-1— " |Kae, ® Kz, gn-1 — ynKaz, + Mgn-1 — 90)]
= Gn1 = Vo [Ka, @ Koy g1 = 32 (@0) Ko,y — €K, + Mgn—1 — 90)],
leading to (using the optimality conditions for ¢ and g.):
Gn =9 = gn—1 = 9x — Y0 K, @ Ky (9n-1—92) + A(gn-1 — 90)
+ (Kp, @ K, )gx = 30 (0) Ko, | + 1én Ko,
=9n—1—9Gx —In [Kxn ® Kz, (gn-1—9x) + A(gn-1 — 90)
+ (Kz, ® Ko, — 2)gx 4 391 — §u(#0) Ko, | + 1Ko,
= 0n-1—9r — M| Kz, @ Kz, (gn-1— 9x) + Agn—1 + (Ko, @ Ky, — X)ga
—Agx + E[Gu(20) Ky, ] — e (mn)Kzn] + MménKa,
=gn-1—9x — T |(Ka,, ® Kap, + M) (gn-1 — gx) + (Ku, @ Ky, — X)ga
+ E[gs(20) Ke, ] — Gs (xn)Kwn] + M&nKe,
= [I = yn(Ke, @ K,y + A (gn-1—92)
+ Y [6n Kz, + (5 — Ko, @ Ko, )gx + 9 (20) Ko,y — E[gu(2n) Ky, ]
= [I — YKz, @ Kp,, + /\I)} (gn—1—9»)
+ Vo [§n Kz, — (Ko, @ Ka, )gx + G (20) Ko, + Ega — E[Gs(20) Ko, ]]
= [I =y (Ka, @ Ky, + M) (g1 — 92)
+Yn [6n Kz, + (Gx(Tn) — gr(2n)) Kz, — E[(gx(zn) — 9r(22)) K, ]]-

A.7. PROOF OF STOCHASTIC GRADIENT DESCENT RESULTS

Let us recall for the Appendix the SGD recursion defined in Eq. (57):
M = (I - ’YHn)nn—l + YnEn,
for which we assume (H1), (H2), (H3), (H4), (H5).
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Notations. We define the following notations, which will be useful during all the proofs of the section:
« the following contractant operators: for ¢ > k,

M@, k)=(I—~H;)--- (I —vHy), and M (i,i + 1) =1,

« the following sequences Z, = M (n,k + 1)e and W, = > 1| Vi Zp.

then,
M = M(n7 n)’f]n,1 + Yn€n (64)
Mn = M(n, Do+ > M (n,k + ey, (65)
k=1
Note that in all this section, when there is no ambiguity, we will use || - || instead of || - ||5¢

A.7.1. Non-averaged SGD - Proof of Theorem 1

In this section, we define the three following sequences: «;, = H(l — YA, Bn = Z 2 H (1-—
i=1 k=1 i=k+1
%iA)?
and ¢, = sup v H 1—%A).
k<n imkt1
We can decompose 7,, in two terms:
M = M(TL, 1)770 + Wy ) (66)
— ~

Biais term Noise term

+ The biais term represents the speed at which we forget initial conditions. It is the product of n
contracting operators

n
1M (n, Dymoll < TT(X =M ol = cvallmoll-
i=1

+ The noise term W,, which is a martingale. We are going to show by using a concentration inequality
that the probability of the event {||W,,|| > t} goes to zero exponentially fast.

General result for all (v,). As W, = Y., 7 Zk, we want to apply Corollary 2 of section A.2 to
(Y& Zk ) ken that is why we need the following lemma:

Lemma 6

We have the following bounds:

sup [|[veZk|| < cl/QCn, and (67)
k<n

> E [IZil*1Fr-1] < trCBa, (68)
k=1

where ¢ and C' are defined by (H3).
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: an
Proof: First, ||y Zk[l = i [|M(n, k + Dexll < i [[M(n b+ Dllgy llewll < v~ llewll < Gne/2.

Second,
- 2 - an o 2
D> E [l Zel?Faa] < —5 Vi Ellexll

(e

k=1 k=1 K

n_ 2

< a—g vi trC.
k=1 Kk
Hence,
D B[ Zel?Fu-1] < v [] @=wN?eC
k=1 k=1 i=k+1
= trCpBn.
|
Proposition 7
We have the following inequality: fort > 0,n > 1,
Il < anlinoll + Vo, with (69)
t2

P(V,>2t) < 2exp|-— . 70
( n = ) ~ p( Q(trCBn—l—clant/?))) ( )
Proof: We just need to apply Lemma 6 and Corollary 2 to the martingale W, and V;, = ||W,,|| for all n. |

Result for v, = v/n®. We now derive estimates of a,,,, 3, and (,, to have explicit bound for the previous

result in the case where ,, = la for « € [0, 1]. Some of the estimations are taken from [BM11].
n

Lemma 7

. . ) v
In the interesting particular case where vy, = o fora e [0,1]:

o fora=1,ievy, = 1, thenC, = %an, and we have the following estimations foryA < 1/2:
n -7
, 1 2(1 =) 4 v
(i) o < m, (ii) Bn < mwr (iii) Cn < m

o fora =0, i.e vy, =, then (,, = v, and we have the following:
(i) an = (1= 9N)" (i) B < 5. (D) Gu =1

« fora€10,1[, ¢, = max {%u 17)\0471}, and we have the following estimations:
-

(41— ),

(ii) Denoting L., = %ZI_Q (1 — (%) 1_a), we distinguish three cases:

YA
11—«

(i) o <exp <

-a>1/2, B, < ~2 2261 exp (—Lanl_“) + 2%y

Ane?

- a=1/2, B, <~+*In(3n)exp (—Lanl_“) 42y

n
- a<1/2, By < exp (—Lan! ™) + 2.




A.7. Proof of stochastic gradient descent results 84

(iii) ¢n < max{ﬁ exp (—% (n+1)t->— 1)> ) nlﬂ}

Note that in this case for n large enough we have the following estimations:

. A 1) g 20ty gl
(i) an < exp <_210‘(1—a)n ); (i) Bn < Ry (iii) Cn < o
Proof: First we show for a € [0, 1] the equality for (. Denote ar = v [[;_; (1 —7i\), we want to find

Cn = SUpPy,, ak. We show for v, = nla that (ax)r>1 decreases then increases so that ¢, = max{a1,an}.
Letk<n-—1,

Akt1 Ykt 1
a Yo (1 =7k41A)
1
T
TYk4+1 ,yk)\
Hence, LI Y YA — 1. Take v € ]0, 1], in this case where v, = l,
k41 Ye+1 ne

ah —1:(1+1> RLY

AR41 k B ko
, : 1N A o , .
A rapid study of the function fo(z) = {1+ =) — — — 1in R} shows that it decreases until
T e
1
Zx = (yA)@=D — 1 then increases. This concludes the proof for & € ]0, 1[. By a direct calculation for
1—9A
a=1, U 1= il > 0 thus ay, is non increasing and ¢, = a1 = Lan. Similarly, for « = 0,
Ak+1 k 1-—- 'y)\
225

— 1 =7\ < 0thus ay is increasing and (, = an = Yn.
A+1

We show now the different estimations we have for a.,, 8y, and (,, for the three cases above.

e fora=1,
= A "1
na, = Zln(lf%)éf'yx\zggfw\lnn
i=1 i=1
1
anp < m
Then,
- 5 n 1 n ’}/)\ 2
R (B
k=1 i=k+1
n n
1 1
B < A 2 P (—27)\ )
k=1 z:k+12
"1 n+1
< Y = —29A1
73 e (2 (7))
o 2N L (Rt o
s 7 k:1k2 n+1
rane 1R
< 4 ﬁ(a
k=1
YA 2 N
S
n k=1
1 & _ 1 2(1 —
Moreoverfor’y)\<§,2k‘27’\ 2<1—2w\_1: 1(_211),hence,

k=1



A.7. Proof of stochastic gradient descent results 85

2(1 — yA) 47242

B < 1—29X n2
Finally,
¢ 0 v 1
T l— 1—yAn7
o fora =0,
an=[[A=)=1-m)
=1
Then,
B =7 L= =7"> 1=y M <
; z:lgrl k=1 I (e S
Finally,
n = Yn = 7.
. for o €]0, 1],
" A "1 (n+1)>—-1
= _ )<= Bl GV W S B
In oy, ;ln( 2‘“)\ WA;ia\ YA -

Qn

N

exp G% (n+ 1) - 1)) .

To have an estimation on f3,,, we are going to split it into two sums. Let m € [1,n],

n n m

Bo=> i [] A= Z% H Q=N+ D> o [ =)

k=1 i=kt1 =1 i=k+1 k=mt1  i=k+1
Bn < Z% exp <2/\ Z ’Yz) TN H (1 =72 My
k=1 i=m+1 k=m+1i=k+
<3 e <—zx > %>
k=1 i=m+1
e300 [T = TT 00
k=m+1 Li=k+1 i=k+1
n n ,y n n n
2 m 2 2
SZ%eXp<—2>\ > %>+>\ {H (=) —H(l—%A)]
k=1 i=m+1 k=m+1 Li=k-+1 1=k
S 2 S Tm - 2
<3 e (zx 5 %‘) o P Ry )
k=1 1=m-+1 1=m+1
<Y qiexp <—2A w) + 77’”
k=1 i=m+1
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By taking v, = la and m = ng, we get:
n

<9 oo -
o S 3 )
i= \_ j-&-l
A l—a (T - 2%y
< — _ 2 I (f 1)
3 g e (- (o (500) 7)) R
"1 20y - N 11\ 2%y
< 2 - _ a 1 - _ - -
'ygkmexp( 1-a" <(+n) 2+n +/\n°‘
"1 20 1cag- 3\ 2%y
< Y = agtme 1 (2 )
7 ;kw eXp( 1-a < (4) * e
Calling S5 = >, kza and noting that: for o« > 1/2, S5y < 2221, a=1/2, Sy <In(3n) and
a<1/2, Sy < % we have the expected result.
Finally,
Y YA 1-a v
Cngmax{l_’w\exp(fm((rﬂrl) 71))’7170‘}' -

With this estimations we can easily show the Theorem 1. In the following we recall the main result of
this Theorem and give an extension for @ = 0 and o = 1 that cannot be found in the main text.

Proposition 8 (SGD, decreasing step size: v, = v /n%)

Assume (H1), (H2), (H3), v, = v/n%, YA < 1 and denote by n,, € 3 the n-th iterate of the recursion in
Eq. (57). We have fort > 0,n > 1

||90 —g,\H}c

Y + Vi, almost surely, with
n

o forao=1andyA <1/2, ||gn — grll5c <
t2

P(V, >1t) <2 - )
5> <209 (e s T )

o fora=0, |lgn — gallsc < (1 =~N)"|lgo — grllsc + Vn, almost surely, with

t2
P(Va 21) < 2exp (‘ 27 (trC A 1 LA/ /3)) ;

« fora € (0,1), |lgn — grllec < exp (— 22 (n+1) 1)) llgo — gallsc + Vi, almost surely
forn large enough 3, with

t2
P(V,>1t) <2 - n® ).
( ) eXP( y(20+2trC )\ + 2¢1/2t/3) " )

Proof of Theorem 1: We apply Proposition 7, and the bound found on «,, 8, and (, in Lemma 7 to get the
results. |

A.7.2. Averaged SGD for the variance term (1) = 0) - Proof of Theorem 2

We consider the same recursion but with ,, = :

= (I - ’)’Hn)nnfl + YEn,
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started at 9 = 0 and with assumptions (H1), (H2), (H3),(H4), (H5).
However, in this section, we consider the averaged:

_ 1 o
nn:n+1;nz

Thus, we get
Nn = ! Y ’75:M(Zak+l)gk:L Y (zn:M(ka"_l))gk: i 3 Zk'
n+ 1 =0 k=1 n+1 k=1 i=k n+ ! k=1

Our the goal is to bound PP (||7,,|| = t) using Propostion 5 that is going to lead us to some Bernstein
n

concentration inquality. Calling, as above, 7, = Z M(i,k + 1)ek, and as E [Zk\ffk,l] = 0 we just
i=k

need to bound, supy.¢,, [ Zx| and Y_;._; E [[| Z¢||?|Fk—1]. For a more general result, we consider in the

following lemma (A'/2Z},);.

Lemma 8
Assuming (H1), (H2), (H3),(H4), (H5), we have the following bounds for Z, = Z M(i, k+ 1)eg:
i=k
B /21 A 1/2
sup | AY2Z,|| < <l Allop” (71)
k<n YA
- 1/27 112 1 1 -2
Y E [||A ZiP|Fpn| S n—g————tr (AH2-C). (72)
— 7 1=7/2%

Proof: First |AY/2Z;| < ||A\|(1,I/,2||Zk\| and we have, almost surely, |[ex|| < c'/? and H,, 3= M, thus for all k,
as YA < 1, T — vHy < (1 — M) Hence, || M (i, k + 1)|lop < (1 —A)* " and,

n 1/2

_ ~ . i c
1Zill < llerll D IM Gk + Dllop < /2> (1= 0)"7F < Y
i=k imk

Second, we need an upper bound on E [HAl/QZk 12 \?k_l] , we are going to find it in two steps:

« Step 1: we first show that the upper bound depends of the trace of some operator involving H ~*.

E[IA2 242 1F01] < 23t (AGH) T BIMG,k+ )OM(i,k+1)7]),
i=k

« Step 2: we then upperbound this sum to a telescopic one involving H ~2 to finally show:

1 1

E[I4ZP1Ten] < Sr—r
[ k[l Fre—1 2 T=~/27

tr (AH2C).

Step 1: We write,
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88

E[\|A1/22k||2|:fk,l] - E[ 3 <A1/2M(i,k+1)ak,A1/2M(j,kz+1)5k>|3”k1]
-

We have E [e, ® 1] < C so that as every operators are positive semi-definite,
B[IA2Z5] < Y e (EMGk+1) AM(,k+1)] - C).
k<i,j<n

We now bound the last expression by dividing it into two terms, noting M (i, k) = Mj. for more compact
notations (only until the end of the proof),

S (M A, €)= S (B My AMi] )
i=k

k<i,j<n

+2 ) tr(E[M,i+1*AMg+1].c).

k<i<j<n
Moreover,
> (B [Min AM,] - C)
k<i<j<n
- tr (IE [M;+1*A (I —H) ™ M,z'+1] : c)
k<i<j<n
_ 3 tr <1E [M;iH*A zn: (I—'yH)jiM,iH] .C>
i=k G=it+1
= S (B[ A=) (1 (b)) (1) M - ©)
i=k
< zn:tr (E [Mk+1 A(yH) " =1 M,z;l} c)
i=k
< itr (JE [MM A(vH) 1M,§+1] .c) 7itr (IE [M,iJrl*AM,’;H] C)
i=k i=k

Hence,
k<i,j<n
- Zn:tr (IE [M,QH*AM,iH] -C) +2 3w (E [M;H*AMgH] -C)
i=k k<i<j<n
<23t (B [Mi AGH) M) - €) = Yt (B [Miy AN - ©)
i=k i=k

< 2itr (B [ A Mi] - ©)
1=k

< 22”:’51" (A (vH)'E [M£+1CM12+1*D
ik
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This concludes step 1.

Step 2: Let us now try to bound Zn: tr (A (vyH) 'E [M,iH CM;éH*] ) We will do so by bounding it
by a telescopic sum. Indeed, =
E [Mléﬁc (’YH)_I Miill*] =K [Mliﬂ (I —vHit1) C(’YH)_l (I —vHit1) Mli+1*]
—E [M,iHIE [C(yH) ™' = CH 'Hipr — Hip1CH ' + yHip i CH ™ Hiy] M,iﬂ*}
=E [Mli+lc(7H)_l Mli+1*] —2E [MliJrlCMliJrl*] +E [Mli+1E [Hi1CH ™ "Hiy1] M/iﬂ*] ,
such that, by multiplying the previous equality by A (vH) ™" and taking the trace we have,
o (Ao B [0 M) = x (4 o1y B [ ) 0]
—2tr (A (YH)'E [MliJrlCMliJrl*:D
+tr (A (YH)'E [MliJrl]E [Hi1CH ™ Hiy] MliJrl*]) ;
And as E [HkCH_lHk} < 70*10 we have,
~tr (A (vH) 'E [M,iHE [Hiy1CH ™ Higs] M,iH*D < y/7otr (A (yH)'E [M,iHC’M;iH*D ,
thus,
tr (AGH) T E[MC(H) T MEY]) <t (AGH) TE [MinC (0E) T M)
- 2tr (A (YH)'E [MliJrlCMliJrl*])

4 /ot (A (vH) 'E [M;i.HCMIi-Fl*})

tr (A (yH) 'E [M,§+IC’M£+1*D

(tr (AGH) 7 E [MiyC (0H) " Miga"]) = e (AGH) T E M B T ).

So_
Yo

If we take all the calculations from the beginning,

E [‘|A1/22k||2|§k71] < >t (E [MliH*AM/ZH] 'C>
k<i,j<n

< 22X u (A (vH) 'E [M,iHCM,iH*D

i=k

2 = _ i — io*
< m;“ (A(WH) 'E [Mk+1c(’YH) ' Myt D
—tr (AGH) T E (MO (i) M)

< ﬁtr (AGH) " E [ME0 (H) T ML)

1 1 _
S Tt A0,

which concludes the proof if we sum this inequality from 1 to n. |

We can now prove Theorem 2:
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Proof of Theorem 2: We apply Corollary 2 to the sequence (TLLHAU 2Zk> thanks to Lemma 8. We

k<n
have:
1/2)] 41/2
Y 1/2 c HA H
sup || ——A"*Z <
kgEHn-i-l el (n+1)A
. 5 1 1
E||l——AY2Z %] < ———  tr(AH?2.C
; [Hnﬂ o2 |F - T ),
so that,
P ([|l4"2m]| > ¢) - Z T Az | > 1) <2exp | - &
n+1 9 tr(AH—2.C) c1/2]|AL/2||¢
G TD(A—/2v0) T~ 3a(m+D)
2
2 S )< _ (n+1)t
P (|| 4" > t) < 2exp T (AH2.C)  ayat/aeie
(1=~/2v0) 3 ||

A.7.3. Tail-averaged SGD - Proof of Corollary 1

We now prove the result for tail-averaging that allow us to relax the assumption that 17y = 0. The
proof relies on the fact that the bias term can easily be bounded as ||72 %255 < (1 — Ay)™/2||no]|s¢. For
the variance term, we can simply use the Theorem 2 for n and n/2, as 74! = 27,, — 7, /2

Proof Proof of Corollary 1: Letn > 1 and n an even number for the sake of clarity (the case where n is an
odd number can be solved similarly),

ail 1 .
AVt = /3 > AV,
k=n/2
1 n
= — > AME )+ — Z AW,
n/2 k=n/2 /2k n/2
R — —
= a2 > AVEM(k, )no + 24V PW,, — AVEW, .
k=n/2

Hence,

HA1/2772i1

I~ 12 1275 1275
< =5 3 AV Mk, 1 ZHA WnH HA W,
2 2 (k, Dmo|| + + /2

o+ 2.+ [,

n/2 Z HAUZM (k, 1) op

Let Ln =2 HAl/QW'rLH + HA1/2WTL/2. 5

ail 1 <
|42 < s S0 1A lop(1 = AN o + L
n/2
k=n/2
|42 < =214 o im0l + En,
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And finally for ¢ > 0,

P(Ly, > t) P(2 HAl/"’WnH + HAI/QWTL/QH >t)

N

P (o) 42 (7w, )
5 {exp (_ (n+ 1)(t/2)2> 4 exp (_ (n/2+ 1)t2)} .

Et/2 Eq

N

Let us remark that I, /, < E¢. Hence,

P(Ln>t) < 2 {exp (*%) +exp (*%H

(n+ 1)t2> .

< 4dexp (7 1B
t

A.8. EXPONENTIALLY CONVERGENT SGD FOR CLASSIFICATION
ERROR

In this section we prove the results for the error in the case of SGD. Let us recall the recursion:
In — g = [I - rYn(K»Ln ® K.Ln + AI)} (gn—l - gk) + Yn€n;

with the noise term ¢, = § Ky, + (G« (21) — gx(2k)) Kz, — E[(Gx(xr) — ga(zk)) Ky, | € H. This is the
same recursion as in Eq (57):

N = (I = YHp)Nn—1+ YnEn,

with H,, = K, ® K., + Al and 7, = g, — gx. First we begin by showing that for this recursion and
assuming (A2), (A3), we can show (H1), (H2), (H3),(H4).

Lemma 9 (Showing (H1), (H2), (H3),(H4) for SGD recursion.)
Let us assume (A2), (A3),

o (H1) We start at some gg — gx € H.

« (H2) (H,,¢&,) iid. and H, is a positive self-adjoint operator so that almost surely H,, = \I, with
H=FEH, =X+ Al

« (H3) We have the two following bounds on the noise:
lenll < R+ 2013« — gallz.) = ¢/?
<

Een ® €n 2(1+ (g« —gnll2) = =C
Elle,]|? 2 (1+ |3« — gall%) trE = trC.

N

« (H4) We have:

E[H.CHT | < (B +2))C=75'C.
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Proof: (H1), (H2) are obviously satisfied.
Let us show (H3):

lenll = 116n Ko, + (gx(2n) — gr(2n)) Kz, — E[(Gx(2n) — gr(2n)) Kz, ] |
< (€l 1+ (zn) = ga(@n) DKz, (| + B [1Gx(2n) — g2 (@n) [ Kz, ]
< (119« —galloo) R+ |G — gl R

R(142(|g« — gxlloo)
We have :
en @en < 260 Koy, @ EnKay +2((9x(2n) — 9r(2n)) Kapy — E[(G4(2n) — ga(2n)) Ke,])
® ((g«(2n) = 9r(2n)) Ko, = E[(G(2n) — gr(20)) Kz, ])
Moreover, E[¢, Ky, ® énKy, ] = B[(2K,, ® Kz, ] < 2, And,
E[((g(zn) = gr(2n)) Ko, — E[(G(2n) = 92(20) K, ])
® (g« (xn) — gr(@n)) Koy = E[(G(2n) — gr(2n)) Kz, ])]

= E [(§e(zn) — gr(@n))* (@n) Kz, ® Ko, ] = E[(§s(2n) — ga(2n)) Ka,]
QE[(g=(zn) — gr(2n)) Ko,

A

E [(§«(zn) — gr(zn))* (2n) Ke,, ®@ Ko, |
< 11g — gall%S

So that,
Een ®en <2 (1+ )| — aal%) =
Finally Een, ® £ < 2 (1 + [|G« — g]|2) . we have trEe, ® e < 2 (1 + [|G« — ga]|%) trE, thus

trEe, ® en = Etren, ® e = Ellen||® <2 (141G« — gall%) trX.
To conclude the proof of this lemma, let us show (H4). We have:
E [(sz ® Kap + A)S(E + X)) (Kay, ® Ky + ,\I)] =E [sz ® Ko S(S+ M) 'Ky, @ sz]
FARE(E 4+ AT

Moreover, \SX(Z + A" = AS(S + A - A (S+ A7 = AT - A2E(Z 4 M)~ < AX, and similarly,
E[Koy © Ko S(S+A) " Koy @ Koy | = E[(Kay, © Ko, )?| = AE[ Koy, @ Koy (S4A) Ky, ©Ko | <
R’Y

Finally we obtain ]E[(ka ® Kap + ADD(E + AD " Ky, ® Kap + ,\[)] < RS 4 AN 4 AY =
(R% +2))X. [ |

A.8.1. SGD with decreasing step-size: proof of Theorem 3

Proof of Theorem 3: Let us apply Theorem 1 to g, — gx. We assume (A2), (A3) and A = I, such that (A2),
(A3), we can show that (H1), (H2), (H3),(H4), (H5) are verified (Lemma 9). Let ¢ correspond to the one of
(A4). We have fort = §/(4R),n > 1:

A —a .
|\gnfgx||a{<exp<fl7 ((n+1)! ))\|gom|\a+|\wn||a{,a.s,wnh

P (||Wall3c = 6/(4R)) < 2exp (——n > (2°TCR*trC /X + 8Rc/25/3).
®We use the following inequality: for alla and b € K, (a + b a+b) X 2a®a+ 2b®b. Indeed, for all z € ¥,
(z,(a+b) ® (a+b)z) = ({a+b,2))? = ((a,z) + (b)) 2( a, )2 +2(b,2)* = 2(z, (a ® a)z) + 2(z, (b @ b)).
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)
Then if n is such that -2 (g1 ) ——
en if n is such tha exp( o ((n ) )) 5890 — galloe

)

2
lgn — grllye < R + %, with probability 1 — 2 exp <72—Rn&> ,

1) 52
lgn —grllye < 3R’ with probability 1 — 2 exp (—C—Rna) .

Now assume (A1), (A4), we simply apply Lemma 1 to g, with ¢ = 2exp (—g—in“) And

Cr = v(2°T°R%*txC /X + 8Rc'/?5/3)
2°TTR*S (1+ (1§ — gall20)  8R26(1 + 2||Gx — galloo
CR__7< (L+19- —oal%) | 8R*6(1 +2]3. — gall=) |

A 3 |
A.8.2. Tail averaged SGD with constant step-size: proof of Theorem 4
Proof of Theorem 4: Let us apply Corollary 1 to g, — gx. We assume (A2), (A3) and A = I, such that
(H1), (H2), (H3),(H4), (H5) are verified (Lemma 9). Let § correspond to the one of (A4). We have for
t=46/(4R),n > 1:
gt =g, < @="lg0 = gallsc + Lo, with
P(L, >t) < dexp(—(n+1)t*/(4E)).
1)
Then as soon as (1 — yA L . —
0=V 5 Rlge — ol
gfi‘“ - g)\H% < % + %, with probability 1 — 4 exp (—(n + 1)52/(64R2E5/(4R>)) ,
gt — gAH < %7 with probability 1 — 4 exp (—(n + 1)62/(64R2E5/(4R))) .
H
Now assume (A1), (A4), we simply apply Lemma 1 to g with ¢ = 4 exp (—(n + 1)52/KR)). And
212§
Kr = 64R*E = 64R? ( 4tr(H > .
r = 64R 5/(4R) 64R (tr( C)-‘r X 4R>
. _ 326R*(1 4 2(|gx — galloo
=512R% (1+ |G+ — gal1%) tr((Z 4+ AI)7?%) + ( 3!9 9allee) .

A.9. EXTENSION OF COROLLARY 1 AND THEOREM 4 FOR THE FULL
AVERAGED CASE.

A.9.1. Extension of Corollary 1 for the full averaged case.

Let us recall the SGD abstract recursion defined in Eq. (57) that we are going to further apply with
M = gn — g, Hy :Kfﬂn ®Kmﬂ +Mand H = X + \I:

T = (I - ,YH”)T]”—l + Yn€n,
Mo = M(n, Dno+ > wM(n,k+ 1)ex .
—

s k=1

77va\riance



A.9. Extension of Corollary 1 and Theorem 4 for the full averaged case. 94

variance

Notations. The second term, 1) , is treated by Theorem 2 of the article. Now consider that 79 # 0
and let us bound the initial condition term i.e., n? = M (n, 1)no. Let us define also an auxiliary sequence
(uy,) that follows the same recursion as 72 but with H:

o = (I — vHy,)nh™,
Unp = (I - ’YH)unfla Uup = Ugias =To-

We define w,, = 72 — u,, and as always we consider the first n average of each of these sequences that

we are going to denote 10, 7% and 1,, respectively.

Note &,, = (H — Hn)vﬁ’faj1 and H,, = H, then w,, follows the recursion : wy = 0, and

Thus, w,, follows the same recursion as Eq.(57) with (H,,, ,,). We thus have the following corollary:
Corollary 3
Assume that the sequence (wy,) defined in Eq. (73) verifies (H1), (H2), (H3), (H4) and (H5) with (ﬁ[n, €n),
then fort > 0,n > 1:

2

P (HAl/anH > t) < 2exp [—W} ,
% E,

where E, is defined with respect to the constants introduced in the assumptions (with a tilde):

251/2”141/2”0;; ;

E, = 4tr(AH20) + o

Proof: Apply Theorem 2 to the sequence (wy) defined in Eq. (73). |

Now, we can decompose 7,, in three terms: 7, = 1B 4 pyariance — o 4 4, + praiance We can thus
state the following general result:
Theorem 6
Assume (H1), (H2), (H3), (H4), (H5) for both (H,,,<,) and (H,,&,), and consider the average of the
sequence defined in Eq. (57). We have fort > 0,n > 1:

[ A2 llmolls¢
(n 4+ 1)yA

(n+1)t?

max(Et,E‘t)> .

HAl/zﬁnHH < + L, , with (74)

P(L,>t) < 4exp (— (75)

Proof of Theorem 6: As 7, = ﬁi’f“ + Frariance — . Gy, 4 720 e are going to bound @, then the sum

- —variance
Wy, + Ny, .
n

1 < 1 k [0l
< < 1—9A < )
= kE:OHUkH ——T k:O( YA im0l -+ 1)7A

First, ||, || =

1 n
n—i—lz:ulC

k=0

Thus, we have:

4172 ol

A1/27nH < B 007
H K (n+ 1)\

+ HA1/2wnH + HAl/Qﬁzariance
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Let L, = HAI/anH + HA1/2ﬁjrrlariance fort >0,
P(Ln 2 t) = P(HA1/2wnH + HA1/277\7/Lariance 2 t)
< P (HAl/Qu—)nH > t) +P (HAI/ZﬁZLariance > t)
< 2e ———| te _ .
oxp [ 22 -]

Hence,

2
P(L, >t) < d4exp (,M)
max(E, Et)

A.9.2. Extension of Theorem 4 for the full averaged case.

Same situation here, we want to apply full averaged SGD instead of the tail-averaged technique.
Theorem 7

Assume (A1), (A2), (A3), (A4) and v,, = v for any n, YA < 1 andy < 7o = (R? + \)~L. Let g,, be the
5R|[go — gallac

average of the first n iterate of the SGD recursion defined in Eq. (56), as soon as: n > 3 ,
2

then

R(gi"y = R*, with probability at least 1 — dexp (—6°Kr(n + 1)),

and in particular A
ER(gi!) — R* < dexp (—0°Kp(n+1)),

with

8R2(1 +2[|g: — gallsc)

128R? (14 |3« — gallZ,) tr((Z + AI) %) +

16R*| g0 — gallac
3\ '

Kgl = max
64R*||go — gallactr((X + A1) 7*%) +

Proof of Theorem 7: We want to apply Theorem 6 to the SGD recursion. We thus want to check that
assumptions (H1), (H2), (H3), (H4), (H5) are verified for both (H,,¢,) and (Hy,&,). For the recur-
sion involving (Hpn,€er), this corresponds to Lemma 9. For the recursion involving (H, = H,&, =
(H — Hp)M(n—1,1)(go — g»), this corresponds to the following lemma:

Lemma 10 (Showing (H1), (H2), (H3), (H4) for the auxiliary recursion.)

Let us assume (A2), (A3),

« (H1) We start at some go — gx € H.

+ (H2) (lfln7 &n) iid. and H, is a positive self-adjoint operator so that almost surely H, = M\, with H =
EH, =X+ Al

« (H3) We have the two following bounds on the noise:

l€nll < 2R%|lgo — gallac = &/
Eé ®&n < RPllgo— gl =C
Elé]? < R%llgo — gallactr® = txC.

« (H4) We have:

E[ﬁkéH_lgk] < (RQ—I—)\)C’:’YO_lC.
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Proof: (H1), (H2) are obviously satisfied.
Let us show (H3): For the first one:

énll = [[(H — Ha)M(n — 1,1)(go — g) |l
< (2 = Kz, @ Ko, [[IM (0 =1, 1) [lgo — gal
< 2R?(|go — gallax.

énll = [[(H — Ha)M(n —1,1)(go — g) ||
< (2 = Kz, @ KoM (=1, 1) [lgo — gal
< 2R%|lgo — gallax.

And for the second inquality:
E[en ® nlTam] =E (£ = Kay © Kz )1 @00 (8 = Koy, @ Kz, [T
= I @ NS — 250, @y S + E [Kx,, ® Koo @ i Ka, ® Kxn]
= -Sm* @M S+E [(Kwn,nﬁ‘”fon ® Ka:n]
< R?[lgo — gallsc®
Finally, we have for (H4) :
E[f.CH ] = HO = R’lgo = gallac(Z* +22) < Bllgo = gallsc(IZ]lop + 2T
< (RP+NC=+""C. .

Let us apply now Theorem 6 to gn — gx. We assume (A2), (A3) and A = [, such that (H1), (H2), (H3),
(H4), (H5) are verified for both problems ((Hr, &) and (Hy, £,)) (Lemma 9,10). Let § correspond to the one
of Assumption (A4). We have for t = §/(4R),n > 1:

_ llg0 — g lls .
Hg g)\Hﬂ{ (n+ 1)7)\ + w1

(n+ 1)t ) .

P(L, >t) < 4dexp (f =
max(E}, Et)

)
< ,
(n+ DMy = 5R[lgo — galls

Then as soon as

(n+1)82 )

) 1)
Gn — < ——= + —, with probability 1 —4exp | — _
||g g>\||}( 5R AR P Yy p ( 16R2 max(E6/4R7E5/4R)

2
Gn — grllse < i, with probability 1 — 4exp | — (n+1)0 = .
2R 16 R2 maX(E5/4R,E5/4R)
Now assume (A1), (A4), we now only have to apply Lemma 1 to the estimator g, with the probability
(n+1)8?

- . And,
16 R2 max(Es/4r, Es/ar)

q=4exp| —

Ky' = 16R? maX(E6/4RaE6/4R)
8R*(1+2/|g« — gall)

128R (14 [|g- — gall%) tr((Z + A1) 7°%) +
16R%lgo — gallsc
3\ '

= Imax
64R"|go — gallsctr((X + A1) 7*E) +
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A.10. CONVERGENCE RATE UNDER WEAKER MARGIN ASSUMPTION

We make the following assumptions:

(A7) V>0, P(|g.| <26) <6“.
(A8)  Thereexists " v > 0 such that VA > 0, ||g« — galloo < A7.

(A9)  The eigenvalues of . decrease as 1/n” for 3 > 1.

Note that (A7) is weaker than (A1) and to balance this we need a stronger condition on g, than (A4)
which is (A8). (A9) is just a technical assumption needed to give explicit rate. The following Corollary
corresponds to Theorem 4 with the new assumptions. Note that it could also be shown for the full average
sequence g,.

Corollary 4 (Explicit onvergence rate under weaker margin condition)

Assume (A2), (A3), (A7), (A8) and (A9). Let~y,, = 7y for any n,yA < 1 and vy < = (R +2))7!
Let §i% be the n-th iterate of the recursion defined in Eq. (56), and g'*! = Ln}2J —|n/2) Yi» as soon as

2 . 5R|go — gallsc
> —In(————————
n > n( 3 )

, then

Cagp

n« 9.8 ’

E [R(gtazl) R*] <

Proof: The proof technique follows the one of [AT07].
Let §, A > 0, such that ||g« — gx]lcc < 0. Remark that Vj € N,
P (sign(g- (X))gx(X) < 278) < P (|92 (X)] < 276) < P (g (X)| < 27+16) < 2957,
Note Ag = {x € X| sign(g.)gr < d}andforj > 1, A; = {x € X| 27716 < sign(g)gx < 276}. Then,

2 ) ) = S () )1

JEN
—E[(RE" - R*) 1ugn(g*>gx<a] + > E[(RE - B7) 14,
iz
P (sign(g«(X))gx )+ ZE [( g) R*) 12j—15<sign(g*(X))gA(X)gzja}
i>1

et —tail *
< 0% + Z]EX ]Eily-»-yin (R(g; ) - R ) 12j*16<sign(g*(X))g>\(X) |£U1, sy Tn

izl

Theorem 4
Liign(g. (X))gx (X)<276]

<6 44> P (sign(g*(X))g)\ (X) < 2]’5) exp (7(2]'5)21(3(5) (n+ 1))

jz1

<6 453 2% exp (—(2j6)2KR(5)(n n 1)) :

jz1

320 R*(1 + 2||G« — galloo)

and Kr(0)™' = 2°R? (1+1g« — gA||io) tr(S(2 + A7) + . Let us now

choose § as a function of n to cancel the dependence on n in the exponential term. In the following, as we

7This assumption is verified for the following source condition 3g € H, 7 > 0s.t. P3¢ (g) = X" g«. If the additionnal assumption

(A9) is verified then (A8) is verified with v = 22111//26 [CDVO07].
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assumed (A8), we chose A = 6'/7 such that [|g. — g||ec < A7 = 4. Second, (A9) implies (see [CDV07]) that

tr(Z(Z 4 M) 7?) < . For § small enough, we have:

[CEEE

Z1 _ 510 BR? (v=1)/~ p2
Kr(8)™' <2 Sy +32007YR
(B-1)5"7
2
Kr(8)™' <2V (ff“l) LBy

Hence, if we take §25(F+t1)/67 — 1/n,ie,d = n =/ GrH1+1/8) e have:

1+ Z]‘21 207+ exp (_4j (B - 1)/(2115]%2))
noy/(2y+141/8) ’

E[R(@g" - R'] <

As the sum converges, we have proved the result.
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2. StATISTICAL OPTIMALITY OF SGD ON HARD
LEARNING PROBLEMS THROUGH MULTIPLE
PASSES

2.1. INTRODUCTION

Stochastic gradient descent (SGD) and its multiple variants —averaged [P]92], accelerated [Lan12],
variance-reduced [RSB12, JZ13, DBL]J14]— are the workhorses of large-scale machine learning, because (a)
these methods looks at only a few observations before updating the corresponding model, and (b) they are
known in theory and in practice to generalize well to unseen data [BCN18].

Beyond the choice of step-size (often referred to as the learning rate), the number of passes to make on
the data remains an important practical and theoretical issue. In the context of finite-dimensional models
(least-squares regression or logistic regression), the theoretical answer has been known for many years: a
single passes suffices for the optimal statistical performance [P]92, NY83]. Worse, most of the theoretical
work only apply to single pass algorithms, with some exceptions leading to analyses of multiple passes
when the step-size is taken smaller than the best known setting [HRS16, LR17].

However, in practice, multiple passes are always performed as they empirically lead to better general-
ization (e.g., loss on unseen test data) [BCN18]. But no analysis so far has been able to show that, given
the appropriate step-size, multiple pass SGD was theoretically better than single pass SGD.

The main contribution of this paper is to show that for least-squares regression, while single pass
averaged SGD is optimal for a certain class of “easy” problems, multiple passes are needed to reach optimal
prediction performance on another class of “hard” problems.

In order to define and characterize these classes of problems, we need to use tools from infinite-
dimensional models which are common in the analysis of kernel methods. De facto, our analysis will be
done in infinite-dimensional feature spaces, and for finite-dimensional problems where the dimension
far exceeds the number of samples, using these tools are the only way to obtain non-vacuous dimension-
independent bounds. Thus, overall, our analysis applies both to finite-dimensional models with explicit
features (parametric estimation), and to kernel methods (non-parametric estimation).

The two important quantities in the analysis are:

(a) The decay of eigenvalues of the covariance matrix X of the input features, so that the ordered
eigenvalues \,,, decay as O(m~%); the parameter v > 1 characterizes the size of the feature space,
a = 1 corresponding to the largest feature spaces and o = +oc0 to finite-dimensional spaces. The
decay will be measured through trx/® = Yom AL, which is small when the decay of eigenvalues
is faster than O(m™=°).

(b) The complexity of the optimal predictor 6, as measured through the covariance matrix ¥, that
is with coefficients (e,,, f.) in the eigenbasis (e, )., of the covariance matrix that decay so that
(0.,%17270,) is small. The parameter r > 0 characterizes the difficulty of the learning problem:
r = 1/2 corresponds to characterizing the complexity of the predictor through the squared norm
|61/, and thus 7 close to zero corresponds to the hardest problems while 7 larger, and in particular
r > 1/2, corresponds to simpler problems.

Dealing with non-parametric estimation provides a simple way to evaluate the optimality of learning
procedures. Indeed, given problems with parameters r and «, the best prediction performance (averaged

square loss on unseen data) is well known [FS17] and decay as O(n TratT ), with @ = 400 leading to the

usual parametric rate O(n~!). For easy problems, that is for which r > "2—;1, then it is known that most

iterative algorithms achieve this optimal rate of convergence (but with various running-time complexities),
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such as exact regularized risk minimization [CDV07], gradient descent on the empirical risk [YRCO07], or
averaged stochastic gradient descent [DB16].

We show that for hard problems, that is for which r < az—;l (see Example 2 for a typical hard problem),
then multiple passes are superior to a single pass. More precisely, under additional assumptions detailed

in Section 2.2 that will lead to a subset of the hard problems, with ©(n(®~1=2r®)/(14+2ra)y passes, we

achieve the optimal statistical performance O(n%rf1 ), while for all other hard problems, a single pass
only achieves O(n=2"). This is illustrated in Figure 13.

We thus get a number of passes that grows with the number of observations n and depends precisely
on the quantities r and «. In synthetic experiments with kernel methods where « and r are known, these
scalings are precisely observed. In experiments on parametric models with large dimensions, we also
exhibit an increasing number of required passes when the number of observations increases.

1.0 1.0
0.81 0.81 Optimal rates with one pass
Easy Problems
] —a-1 ] —a-1
0.6 r= “T 0.6 r= “2‘!
[ e U T [ e e
0.4 \ 0.4 \
Optimal rates with multiple passes
0.21 Hard Problems 0.21
Improved rates
with multiple passes
0.0 T T T T T T T T 0.0 T T T T T T T T
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
a a

Figure 13: (Left) easy and hard problems in the («, r)-plane. (Right) different regions for which multiple
passes improved known previous bounds (green region) or reaches optimality (red region).

2.2. LEAST-SQUARES REGRESSION IN FINITE DIMENSION

We consider a joint distribution p on pairs of input/output (x,y) € X x R, where X is any input space,
and we consider a feature map ¢ from the input space X to a feature space H, which we assume Euclidean
in this section, so that all quantities are well-defined. In Section 2.4, we will extend all the notions to
Hilbert spaces.

2.2.1. Main assumptions

We are considering predicting y as a linear function fp(z) = (6, ®(x))5¢ of ®(z), that is estimating
0 € 3 such that F(0) = JE(y — (0, ®(x))sc)? is as small as possible. Estimators will depend on n
observations, with standard sampling assumptions:

(A6)  Then observations (x;,y;) € X x R, =1,...,n, are independent and identically distributed from
the distribution p.

Since X is finite-dimensional, I’ always has a (potentially non-unique) minimizer in H which we
denote ... We make the following standard boundedness assumptions:

(A7)  ||®(z)|| < R almost surely,
bounded by M.

y — (0., D(x))g¢| is almost surely bounded by o and |y| is almost surely
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In order to obtain improved rates with multiple passes, and motivated by the equivalent previously
used condition in reproducing kernel Hilbert spaces presented in Section 2.4, we make the following extra
assumption (we denote by ¥ = E[®(x) ®g¢ ()] the (non-centered) covariance matrix).

(A8)  Forp € [0,1], there exists £, > 0 such that, almost surely, ®(x) @5 ®(x) <9¢ #;, R**X'#. Note
that it can also be written as || S*/271/2®(z) || 9¢ < K, R™.

Assumption (A8) is always satisfied with any p € [0, 1], and has particular values for p = 1, with
k1 = 1, and p = 0, where k¢ has to be larger than the dimension of the space H.

We will also introduce a parameter « that characterizes the decay of eigenvalues of ¥ through the
quantity tr¥/¢, as well as the difficulty of the learning problem through ||£'/2-76,|4¢, for r € [0, 1]. In
the finite-dimensional case, these quantities can always be defined and most often finite, but may be very
large compared to sample size. In the following assumptions the quantities are assumed to be finite and
small compared to n.

(A9)  There exists o > 1 such that tr 21/ < oo.

Assumption (A9) is often called the “capacity condition”. First note that this assumption implies
that the decreasing sequence of the eigenvalues of ¥, (A,)m>1, satisfies A\, = 0(1/m®). Note that
traf < mi R?" and thus often we have p > 1 /@, and in the most favorable cases in Section 2.4, this bound
will be achieved. We also assume:

(A10)  There exists r > 0, such that | £'/2770,|s¢ < oco.

Assumption (A10) is often called the “source condition”. Note also that for = 1/2, this simply says
that the optimal predictor has a small norm.

In the subsequent sections, we essentially assume that v, ¢ and r are chosen (by the theoretical analysis,
not by the algorithm) so that all quantities R,,, $1/2770, |5 and tr$'/* are finite and small. As recalled
in the introduction, these parameters are often used in the non-parametric literature to quantify the
hardness of the learning problem (Figure 13).

We will use result with O(-) and ©(+) notations, which will all be independent of n and ¢ (number
of observations and number of iterations) but can depend on other finite constants. Explicit dependence
on all parameters of the problem is given in proofs. More precisely, we will use the usual O(-) and O(+)
notations for sequences b,,; and a,,; that can depend on n and ¢, as a,,; = O(by,;) if and only if, there exists
M > 0 such that for all n, ¢, a,s < Mbyy, and a,; = ©(by:) if and only if, there exist M, M’ > 0 such
that for all n, t, M'b,; < ant < Mby;.

2.2.2. Related work

Given our assumptions above, several algorithms have been developed for obtaining low values of the
expected excess risk E[F(0)] — F(6..).

Regularized empirical risk minimization. Forming the empirical risk F'(6), it minimizes F'(0) +
A||6]13¢. for appropriate values of A. It is known that for easy problems where r > %=1, it achieves the
optimal rate of convergence O(n%) [CDV07]. However, algorithmically, this requires to solve a linear
system of size n times the dimension of J{. One could also use fast variance-reduced stochastic gradient
algorithms such as SAG [RSB12], SVRG [JZ13] or SAGA [DBL]14], with a complexity proportional to the
dimension of H times n + R?/\.

Early-stopped gradient descent on the empirical risk. Instead of solving the linear system directly,
one can use gradient descent with early stopping [YRC07, LRRC18]. Similarly to the regularized empirical

. e . . __2ra |, . _ .
risk minimization case, a rate of O(n~ 2r«+1) is achieved for the easy problems, where r > QQ—O} Different
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iterative regularization techniques beyond batch gradient descent with early stopping have been considered,
with computational complexities ranging from O(n' T 2+1) to O(n'"77a¥2 ) times the dimension of 3
(or n in the kernel case in Section 2.4) for optimal predictions [YRC07, GRO™T08, RV15, BK16, LRRC18].

Stochastic gradient. The usual stochastic gradient recursion is iterating from ¢ = 1 to n,
0; =0;_1+ v(yz- — (01, cb(xi»ﬂ{)q)(xi);

with the averaged iterate 0,, = % >, 6;. Starting from 6, = 0, [BM13] shows that the expected excess

performance E[F(0,,)] — F(6.) decomposes into a variance term that depends on the noise o in the

prediction problem, and a bias term, that depends on the deviation 8, — 6y = 6, between the initialization
o?dim () + 116115

and the optimal predictor. Their bound is, up to universal constants, ~
Further, [DB16] considered the quantities o and r above to get the bound, up to constant factors:

02tr21/a(7n)1/a ”21/27”9*”2
+ 270,21 !
n y<'n

We recover the finite-dimensional bound for & = 400 and r = 1/2. The bounds above are valid for all
a > landallr € [0, 1], and the step-size + is such that yR? < 1/4, and thus we see a natural trade-off

appearing for the step-size -y, between bias and variance.
When r > =1 then the optimal step-size minimizing the bound above is v o< n~ 2emin{r1}+1 " 'and

the obtained rathais optimal. Thus a single pass is optimal. However, when r < 0‘2—;1, the best step-size
does not depend on n, and one can only achieve O(n=2").

Finally, in the same multiple pass set-up as ours, [LR17] has shown that for easy problems where
r > 0‘2—;1 (and single-pass averaged SGD is already optimal) that multiple-pass non-averaged SGD is
becoming optimal after a correct number of passes (while single-pass is not). Our proof principle of
comparing to batch gradient is taken from [LR17], but we apply it to harder problems where r < "2—;1
Moreover we consider the multi-pass averaged-SGD algorithm, instead of non-averaged SGD, and take

explicitly into account the effect of Assumption (AS8).

2.3. AVERAGED SGD WITH MULTIPLE PASSES

We consider the following algorithm, which is stochastic gradient descent with sampling with replace-
ment with multiple passes over the data (we experiment in Section B.5 of the Appendix with cycling over
the data, with or without reshuffling between each pass).

« Initialization: 6, = 6, = 0, ¢ = maximal number of iterations, y=1/ (4R2) = step-size

« Iteration: for u = 1 to ¢, sample i(u) uniformly from {1, ...,n} and make the step
O = Ou—1 + ¥ (Vi) — (O1—1, P(zi(w)))30) ®(@i(uy) and 6, = (1 — 2)0,_1 + 16,.

In this paper, following [BM13, DB16], but as opposed to [DFB17], we consider unregularized recursions.
This removes a unnecessary regularization parameter (at the expense of harder proofs).

Convergence rate and optimal number of passes. Our main result is the following (see full proof
in Appendix):
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Theorem 8

Letn € N* and t > n, under Assumptions (A6), (A7), (A8), (A9), (A10), (A11), withy = 1/(4R?).

e Forpa < 2ra+1 < a, if we take t = ©(n®/(27o+1) we obtain the following rate:

EF(6,) — F(6,) = O(n=2re/@ra+1)),

« Forpa > 2ra + 1, if we taket = ©(n'/* (log n)i), we obtain the following rate:

EF(0,) — F(0,) < O(n=2"/m).

Sketch of proof. The main difficulty in extending proofs from the single pass case [BM13, DB16] is
that as soon as an observation is processed twice, then statistical dependences are introduced and the
proof does not go through. In a similar context, some authors have considered stability results [HRS16],
but the large step-sizes that we consider do not allow this technique. Rather, we follow [RV15, LR17]
and compare our multi-pass stochastic recursion 6, to the batch gradient descent iterate 7, defined as
Ne=1m—1+ 2 S (yl — (ne-1, @(wl)ﬁ()@(ml) with its averaged iterate 7;. We thus need to study the
predictive performance of 7; and the deviation 6, — 7j;. It turns out that, given the data, the deviation
0; — n; satisfies an SGD recursion (with the respect to the randomness of the sampling with replacement).
For a more detailed summary of the proof technique see Section B.2.

The novelty compared to [RV15, LR17] is (a) to use refined results on averaged SGD for least-squares,
in particular convergence in various norms for the deviation #; — 7j; (see Section B.1), that can use our
new Assumption (A8). Moreover, (b) we need to extend the convergence results for the batch gradient
descent recursion from [LRRC18], also to take into account the new assumption (see Section B.4). These
two results are interesting on their own.

Improved rates with multiple passes. We can draw the following conclusions:

« If 2ar +1 > «, that is, easy problems, it has been shown by [DB16] that a single pass with a smaller
step-size than the one we propose here is optimal, and our result does not apply.

« If pa < 2ra + 1 < a, then our proposed number of iterations is t = ©(n®/(2¢7+1)) which is now

—2ra
greater than n; the convergence rate is then O(n?7=+1), and, as we will see in Section 2.4.2, the
predictive performance is then optimal when p < 2r.

« If pa > 2ra + 1, then with a number of iterations is ¢t = ©(n'/#), which is greater than n (thus
several passes), with a convergence rate equal to O(n~2"/#), which improves upon the best known
rates of O(n~2"). As we will see in Section 2.4.2, this is not optimal.

Note that these rates are theoretically only bounds on the optimal number of passes over the data, and
one should be cautious when drawing conclusions; however our simulations on synthetic data, see Figure
14 in Section 2.5, confirm that our proposed scalings for the number of passes is observed in practice.

2.4. APPLICATION TO KERNEL METHODS

In the section above, we have assumed that 3 was finite-dimensional, so that the optimal predictor 6, €
H was always defined. Note however, that our bounds that depends on o, r and s are independent of the
dimension, and hence, intuitively, following [DFB17], should apply immediately to infinite-dimensional
spaces.
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We now first show in Section 2.4.1 how this intuition can be formalized and how using kernel methods
provides a particularly interesting example. Moreover, this interpretation allows to characterize the
statistical optimality of our results in Section 2.4.2.

2.4.1. Extension to Hilbert spaces, kernel methods and non-parametric esti-
mation

Our main result in Theorem 8 extends directly to the case where I is an infinite-dimensional Hilbert
space. In particular, given a feature map ® : X — I, any vector § € H is naturally associated to a
function defined as fy(x) = (0, ®(z))g¢. Algorithms can then be run with infinite-dimensional objects if
the kernel K (¢, z) = (®(z’), ®(x)) 3¢ can be computed efficiently. This identification of elements 6 of I
with functions fy endows the various quantities we have introduced in the previous sections, with natural
interpretations in terms of functions. The stochastic gradient descent described in Section 2.3 adapts
instantly to this new framework as the iterates (6, ), are linear combinations of feature vectors ®(z;),
it =1,...,n, and the algorithms can classically be “kernelized” [YP08, DB16], with an overall running
time complexity of O(nt).

First note that Assumption (A8) is equivalent to, forallz € X and 6 € 3, | fo(z)|? < KiRQ” (fo, X1 H fo)ae,
thatis, ||g]|3 _ < k%2R2||SY/271/2g|2 for any g € H and also implies® ||g||L.. < n#R’*HgH“}CHgH;“,
which are common assumptions in the context of kernel methods [SHS09], essentially controlling in a more
refined way the regularity of the whole space of functions associated to J, with respect to the L°°-norm,
compared to the too crude inequality ||g|| L~ = sup,, | (®(x), 9) 4, | < sup, [|®(x)||5||g]|3c < R||g]|.

The natural relation with functions allows to analyze effects that are crucial in the context of learning,
but difficult to grasp in the finite-dimensional setting. Consider the following prototypical example of a
hard learning problem,

Example 2 (Prototypical hard problem on simple Sobolev space)

Let XX = [0, 1], with x sampled uniformly on X and
y=sign(z —1/2) +¢, ®(x) = {|k| 1> ™} 1ez-.
This corresponds to the kernel K (z,y) = ;7. k|~2e2#7(==¥) which is well defined (and lead to

the simplest Sobolev space). Note that for any 6 € J{, which is here identified as the space of square-
summable sequences (?(Z), we have fo(z) = (0, ®(2))e2(z) = Y pez- %62”“”. This means that for

any estimator 6 given by the algorithm, fp is at least once continuously differentiable, while the target
function sign(- — 1/2) is not even continuous. Hence, we are in a situation where 6., the minimizer of the
excess risk, does not belong to . Indeed let represent sign(- — 1/2) in K, for almost all = € [0, 1], by its
Fourier series sign(z — 1/2) = Y, ., ae?™*™® with |oy| ~ 1/k, an informal reasoning would lead to
(0.)k = ag|k| ~ 1, which is not square-summable and thus 0, ¢ H. For more details, see [AF03, Wah90].

This setting generalizes important properties that are valid for Sobolev spaces, as shown in the following
example, where o, 7, i1 are characterized in terms of the smoothness of the functions in JH, the smoothness
of f* and the dimensionality of the input space X.

_ _ _ 1— 1—
8Indeed, for any g € I, ||ZV/27#/2g||qc = | S—H/%g||L, < || 1/2gH‘LLQHg||L2” = HgH‘;CHgHLZ“,where we used that for
any g € H, any bounded operator 4, s € [0,1]: [|A®gll, < [|4gll7, ||g||1L;S (see [RR17]).
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Example 3 (Sobolev Spaces [ Wen04, SHS09, Bac17, FS17])

Let X C R%, d € N, with px supported on X, absolutely continous with the uniform distribution and
such that px(z) = a > 0 almost everywhere, for a given a. Assume that f*(x) = Ely|z] is s-times
differentiable, with s > 0. Choose a kernel, inducing Sobolev spaces of smoothness m withm > d/2, as
the Matérn kernel

K(a',z) = |l — 2|2 Kgjpm (|2’ = 2])),

where K a_p, is the modified Bessel function of the second kind. Then the assumptions are satisfied for

cmye>0,withoz:27’”7 uzﬁ—&—e, T= g

In the following subsection we compare the rates obtained in Thm. 8, with known lower bounds under the
same assumptions.

2.4.2. Minimax lower bounds

In this section we recall known lower bounds on the rates for classes of learning problems satisfying
the conditions in Sect. 2.2.1. Interestingly, the comparison below shows that our results in Theorem 8
are optimal in the setting 2r > p. While the optimality of SGD was known for the regime {2ra +1 >
a N 2r > p}, here we extend the optimality to the new regime o > 2ra + 1 > pa, covering essentially
all the region 27 > p, as it is possible to observe in Figure 13, where for clarity we plotted the best possible
value for p that is p = 1/« [FS17] (which is true for Sobolev spaces).

When r € (0, 1] is fixed, but there are no assumptions on « or p, then the optimal minimax rate of
convergence is O(n~2"/(2r1)) ‘attained by regularized empirical risk minimization [CDV07] and other
spectral filters on the empirical covariance operator [BM17].

When r € (0,1] and a > 1 are fixed (but there are no constraints on y), the optimal minimax rate
of convergence O(n%r-:l) is attained when r > 0‘2—;1, with empirical risk minimization [LRRC18] or
stochastic gradient descent [DB16].

When r > 0‘2—;1, the rate of convergence O(n{ri%) is known to be a lower bound on the optimal
minimax rate, but the best upper-bound so far is O(n~2") and is achieved by empirical risk minimiza-
tion [LRRC18] or stochastic gradient descent [DB16], and the optimal rate is not known.

— max{p,2rta

When r € (0,1], @ > 1 and p € [1/«, 1] are fixed, then the rate of convergence O(nZmax{n.2r}a+1) jg
known to be a lower bound on the optimal minimax rate [FS17]. This is attained by regularized empirical
risk minimization when 2r > p [FS17], and now by SGD with multiple passes, and it is thus the optimal
rate in this situation. When 27 < y, the only known upper bound is O(n =27/ (#2+1)) "and the optimal
rate is not known.

2.5. EXPERIMENTS

In our experiments, the main goal is to show that with more that one pass over the data, we can
improve the accuracy of SGD when the problem is hard. We also want to highlight our dependence of the
optimal number of passes (that is ¢ /n) with respect to the number of observations n.

Synthetic experiments. Our main experiments are performed on artificial data following the setting
in [RR17]. For this purpose, we take kernels K corresponding to splines of order ¢ (see [Wah90]) that
fulfill Assumptions (A6) (A7) (A8) (A9) (A10) (A11). Indeed, let us consider the following function

62i7rk(mfz)

Ag(z,2) = Z TRT

kEZ
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defined almost everywhere on [0, 1], with ¢ € R, and for which we have the interesting relationship:
(Ag(,-), Mg (2,)) La(dpx) = Ngrq (2, 2) for any ¢, ¢" € R. Our setting is the following:

« Input distribution: X = [0, 1] and px is the uniform distribution.
« Kernel: V(z,z2) € [0,1], K(z,2) = Ay(z, 2).
+ Target function: Vz € [0,1], 6. = A, 1(2,0).

« Output distribution : p(y|r) is a Gaussian with variance o2 and mean 0,.

For this setting we can show that the learning problem satisfies Assumptions (A6) (A7) (A8) (A9) (A10)
(A11) with r, «, andy = 1/c. We take different values of these parameters to encounter all the different
regimes of the problems shown in Figure 13.

For each n from 100 to 1000, we found the optimal number of steps ¢, (n) that minimizes the test error
F(0;) — F(0.). Note that because of overfitting the test error increases for ¢ > t,(n). In Figure 14, we
show ¢, (n) with respect to n in log scale. As expected, for the easy problems (where r > 0‘2—;1, see top left
and right plots), the slope of the plot is 1 as one pass over the data is enough: ¢, (n) = ©(n). But we see
that for hard problems (where r < ‘XQ—;I, see bottom left and right plots), we need more than one pass to
achieve optimality as the optimal number of iterations is very close to t.(n) = © (n%gﬁ) That matches
the theoretical predictions of Theorem 8. We also notice in the plots that, the bigger 5577 the harder the
problem is and the bigger the number of epochs we have to take. Note, that to reduce the noise on the
estimation of ¢, (n), plots show an average over 100 replications.
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Figure 14: The four plots represent each a different configuration on the («, r) plan represented in Figure 13, for
r = 1/(2a). Top left (¢ = 1.5) and right (o« = 2) are two easy problems (Top right is the limiting case where
r = 0‘2—;1) for which one pass over the data is optimal. Bottom left (o« = 2.5) and right (o« = 3) are two hard
problems for which an increasing number of passes is required. The blue dotted line are the slopes predicted by the
theoretical result in Theorem 8.

To conclude, the experiments presented in the section correspond exactly to the theoretical setting of
the article (sampling with replacement), however we present in Figures 16 and 17 of Section B.5 of the
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Appendix results on the same datasets for two different ways of sampling the data: (a)without replacement:
for which we select randomly the data points but never use twice the same point in one epoch, (b) cycles:
for which we pick successively the data points in the same order. The obtained scalings relating number
of iterations or passes to number of observations are the same.

Linear model. To illustrate our result with some real data, we show how the optimal number of passes
over the data increases with the number of samples. In Figure 15, we simply performed linear least-squares
regression on the MNIST dataset and plotted the optimal number of passes over the data that leads to the
smallest error on the test set. Evaluating a and r from Assumptions (A9) and (A10), we found oo = 1.7
andr =0.18. Asr =0.18 < %—;1 ~ 0.2, Theorem 8 indicates that this corresponds to a situation where
only one pass on the data is not enough, confirming the behavior of Figure 15. This suggests that learning
MNIST with linear regression is a hard problem.

B w o
o o o
L L

Optimal number of passes
w
o

1000 2000 3000 4000 5000 6000 7000 8000
Number of samples

Figure 15: For the MNIST data set, we show the optimal number of passes over the data with respect to the number
of samples in the case of the linear regression.

2.6. CONCLUSION

In this paper, we have shown that for least-squares regression, in hard problems where single-pass
SGD is not statistically optimal (r < "‘2—;1) then multiple passes lead to statistical optimality with a number
of passes that somewhat surprisingly needs to grow with sample size, with a convergence rate which is
superior to previous analyses of stochastic gradient. Using a non-parametric estimation, we show that
under certain conditions (2r > p), we attain statistical optimality.

Our work could be extended in several ways: (a) our experiments suggest that cycling over the data and
cycling with random reshuffling perform similarly to sampling with replacement, it would be interesting to
combine our theoretical analysis with work aiming at analyzing other sampling schemes [Shal6, GOP15].
(b) Mini-batches could be also considered with a potentially interesting effects compared to the streaming
setting. Also, (c) our analysis focuses on least-squares regression, an extension to all smooth loss functions
would widen its applicability. Moreover, (d) providing optimal efficient algorithms for the situation 27 < p
is a clear open problem (for which the optimal rate is not known, even for non-efficient algorithms).
Additionally, (e) in the context of classification, we could combine our analysis with [PVRB18] to study the
potential discrepancies between training and testing losses and errors when considering high-dimensional
models [ZBH " 16]. More generally, (f) we could explore the effect of our analysis for methods based on the
least-squares estimator in the context of structured prediction [CRR16, OBLJ17, CBR18] and (non-linear)
multitask learning [CRRP17]. Finally, (g) to reduce the computational complexity of the algorithm, while
retaining the (optimal) statistical guarantees, we could combine multi-pass stochastic gradient descent,
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with approximation techniques like random features [RR08], extending the analysis of [CRR18] to the
more general setting considered in this paper.
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B. APPENDIXOF STATISTICAL OPTIMALITY OF
SGD oN HARD LEARNING PROBLEMS THROUGH
MUuULTIPLE PASSES

The appendix in constructed as follows:

« We first present in Section B.1 a new result for stochastic gradient recursions which generalizes the
work of [BM13] and [DB16] to more general norms. This result could be used in other contexts.

« The proof technique for Theorem 8 is presented in Section B.2.

In Section B.3 we give a proof of the various lemmas needed in the first part of the proof of Theorem 8
(deviation between SGD and batch gradient descent).

In Section B.4 we provide new results for the analysis of batch gradient descent, which are adapted
to our new (A8), and instrumental in proving Theorem 8 in Section B.2.

« Finally, in Section B.5 we present experiments for different sampling techniques.

B.1. A GENERAL RESULT FOR THE SGD VARIANCE TERM

Independently of the problem studied in this paper, we consider i.i.d. observations (z,&;) € H x H a
Hilbert space, and the recursion started from o = 0.

pe = (1 =72 @ z¢) pre—1 + 761 (76)
(this will applied with z; = ®(x;(;))). This corresponds to the variance term of SGD. We denote by fi; the
averaged iterate ji; = 1 22:1 Lhi.
The goal of the proposition below is to provide a bound on E [HH“/Qﬂt Hz} for u € [0, é + 1], where
H = E [z ® 2] is such that tr H'/® is finite. Existing results only cover the case u = 1.

Proposition 9 (A general result for the SGD variance term)

Let us consider the recursion in (76) started at g = 0. Denote E [z; ® z;] = H, assume that trHY* is
finite, E[&] = 0,E [(2 ® 2)%] < R?H,E[& ® &) < 0*H and yR?* < 1/4, then foru € [0, 1 +1]:

. ,Yl/atrHl/a

tu—1/a (77)

B.1.1. Proof principle

We follow closely the proof technique of [BM13], and prove Proposition 9 by showing it first for a
“semi-stochastic” recursion, where z; ® z; is replaced by its expectation (see Lemma 11). We will then
compare our general recursion to the semi-stochastic one.

110
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B.1.2. Semi-stochastic recursion

Lemma 11 (Semi-stochastic SGD)

Let us consider the following recursion py = (I —vH) py—1 + & started at pg = 0. Assume that
trH/ is finite, E[¢&] = 0, E[¢, @ & < 02 H and vH < I, then foru € [0, L4

|:HHu/2 H :| <0_ 'Y ’yl/atI‘Hl/atl/a_u. (78)

Proof: Fort > 1andu € |0, i + 1], using an explicit formula for p; and fi; (see [BM13] for details), we get:

t
pe = (I =yH) pe—1 + 7€ = (I —yH) o+ > _ (I —yH)' " &
k=1
t
_ 1 yu
it =g D = ”ZZI yH)" "¢ ZH (1- =)~ &
u=1 u=1k=1

E [HH“/Qﬁt 2} _ lmitr {(1 (- vH)t’k“)Q H" %6, ® gk]

<% Ztr {( (I —~H) ) H"’l} using E ¢, ® &] < o H.

Now, let (\;);en+ be the non-increasing sequence of eigenvalues of the operator H. We obtain:

} tgzz( (=0f) A,

We can now use a simple result’ that forany p € [0,1],k > landu € [0, 2 +1], we have: (1—(1— p)F)?
(k’p)lf’““/“, applied to p = y\;. We get, by comparing sums to integrals:

e ] < 5 S5 (1)
k=1 i=1

t oo

k=11i=1

2 t
0 1—u+tl/a 1/« 1-u+tl/a
27 trH kil k

e[|

/A

/A

N

ivl—uﬁ-l/atrHl/a ty1—1L+1/ady

/A

12 1
2 2—utl/a
_ t
< 1—u 1/04t Hl/a
e T 2—u+1/a
< 0_2717u Wl/atrHl/atl/a7u7
which shows the desired result. |

%Indeed, adapting a similar result from [BM13], on the one hand, 1 — (1 — p)* < 1 implying that (1 — (1 — p)*)1—1/etu <1,
On the other hand, 1 — (1 — yz)¥ < vk« implying that (1 — (1 — p)*)1+1/a—u ¢ (kp)l+1/a—u Thys by multiplying the two
we get (1 — (1 — p)k)2 < (kp)tutt/e
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B.1.3. Relating the semi-stochastic recursion to the main recursion

Then, to relate the semi-stochastic recursion with the true one, we use an expansion in the powers of
~ using recursively the perturbation idea from [AMPO00].
For r > 0, we define the sequence (u} )sen, for ¢t > 1,

(H — 2 @ z)puy 1 ifr > 1

=0 =g 79)

py = (I —yH)pi_q + =7, with Zf = {

We will show that p1; ~ >"°°  pu¢. To do so, notice that for r > 0, s — > _._ pi follows the recursion:

peo—y =1 —2®z) (Mt 1*2% 1) +98; T, (80)
=0

1=0

so that by bounding the covariance operator we can apply a classical SGD result. This is the purpose of
the following lemma.

Lemma 12 (Bound on covariance operator)

For anyr > 0, we have the following inequalities:

E[E ® 2] < Y"R*0*H and E[u} @ u}] < v T R*o*I. (81)

Proof: We propose a proof by induction on r. Forr = 0,and ¢t > 0, E [E? ® E?] =E&®&] < oc’H by
assumption. Moreover,

-

t—1 t—1

E[pf @pul] =4"> (I —yH)' "E[E @E7] (I —vH)' ™ 346> (I —vH)*" "M H 5 70’1

k=1 k=1
Then, forr > 1
EET @] S E[(H — 2 ®z)pi_1 @ pi 1 (H — 20 ® 2t)]

=E[(H — 2t ® 20)E[p;—1 ® pi—1](H — 2t @ 24)]
7T+1R2r Z]E[( — % ® Zt)z]

N e
And,
t—1
E [ r+1 ® MT+1:| _ 72 Z(I _ fyH)tfk]E [E;'+1 ® :7+1] (I _ ,_yH)tfk
k=1
t—1
< AR5 Z (I —~H) 2(t W < ATFERI2,2T
k=1
which thus shows the lemma by induction. |

To bound p1s — Y., (i, we prove a very loose result for the average iterate, that will be sufficient for our
purpose.

Lemma 13 (Bounding SGD recursion)

Let us consider the following recursion pi; = (I — vz ® 2¢) pe—1 + ¥&; starting at po = 0. Assume that
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]E[Zt X Zt] = H, E [ft] = 0,

|2 < RZLE[¢ ® &) < 0*H and yR? < I, then foru € [0, 1 + 1]:

2
E {HHH/Q‘_”H ] < o242 R%“rH t. (82)

Proof: Let us define the operators for j < i : M]Z = (I —vzi(s) ® zi(ay) - - (I — v2i(j) ® 2ijy) and Mi, =1
Since o = 0, note that we have we have, u; = vy 22:1 M,i_Hék. Hence, for ¢ > 1,

E HHH/2/1M

2 . .
=~’E Z<M;+1£j7 H"* My 418k)
—

)

A
=B (Mip1&e, H' Miy1&)

k=1

= ’yQtr (E |:Z M;i+1*HuMzi+1€k ® &k
k=1

> < 024°E [Z tr (M,iH*H“M};HH)}
k=1
< o*y*R%i trH,
because tr (M,iJrl*H”M,iJrlH) < R“trH. Then,
E|m2g,| = L SO 2, HY )
Nt - t2 :ul, l’(‘J

0]

N

2 t
1 u/2 2 2 2pu
> gZ;EHH “H < o*V2R“rH ¢,

t
1 u/2
pt <Z |
=1

which finishes the proof of Lemma 13. |

B.1.4. Final steps of the proof

We have now all the material to conclude. Indeed by the triangular inequality:

1/2
1/2 /
2
2

o\ 1/2 r 4
() <X | B
i=1 | —_——

Lemma 11

+|E

H"/? <Mt - ZM%)
i=1

Lemma 13

With Lemma 12, we have all the bounds on the covariance of the noise, so that:
2\ 1/2 r o 1/2 1/2
(E HHu/2:D’tH ) < Z (71R2202’}/1_u ’Yl/atI'Hl/atl/a_u) + (’}/T+2R2T+utI‘H t)
i=1

< (0,2,Ylfu ,Yl/atrHl/atl/afu)l/2Z (’}/R2)1/2 + (7T+2R2T+utI‘H t)1/2 )

i=1

Now we make r go to infinity and we obtain:

1

1—\/R?

1/2
<]E HHu/QMtHQ) < (0,2,71—u ,yl/atrHl/atl/a—u)l/Z + <7r+2R27'+utrH t)1/2

— 0

T— 00
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Hence with yR? < 1/4,
2
E HHu/2ﬁtH < 40_2717u ,Yl/atrHl/atl/ozfu7
which finishes to prove Proposition 9.
B.2. PROOF SKETCH FOR THEOREM 8

We consider the batch gradient descent recursion, started from 7y = 0, with the same step-size:

3=

e =Me—1 + Z (yi — (=1, @ () 3¢) P (4),

as well as its averaged version 7, = % ZE:O 7;. We obtain a recursion for 6, — n;, with the initialization
0o — no = 0, as follows:

O — e = [I — D(i(w) @3¢ P(i(w))] (Or—1 — me—1) + V& + 747

with & = i P(@iw) — 5 Limy ¥i® (@) and & = [P(2i()) @3¢ P(wiw) — 5 2imy Pli) ®sc
<I>(:17,)] 7t—1. We decompose the performance F'(6;) in two parts, one analyzing the performance of batch
gradient descent, one analyzing the deviation 6; — 7, using

EF(0,) — F(6.) < 2E[|S"2(6 — ) [B] + 2[EF @) — F(6.)].
We denote by 3, = L5 ®(x;) ® ®(z;) the empirical second-order moment.

Deviation 6; — ;. Denoting by G the o-field generated by the data and by F; the o-field generated by
i(1),...,i(t), then, we have E(£}(G, ;1) = E(£2|G, F1—1) = 0, thus we can apply results for averaged
SGD (see Proposition 9 of the Appendix) to get the following lemma.

Lemma 14

Foranyt > 1,ifE[(§467)®9c(614+€7)19] < 725, and4yR? = 1, under Assumptions (A6), (A7), (A9),

8r2yl/ gy fl,l/a

E[I5/%(0: — m)lI3c|S) < — =74

(83)

In order to obtain the bound, we need to bound 72 (which is dependent on §) and go from a bound with
the empirical covariance matrix 3,, to bounds with the population covariance matrix 3.
We have

E[&) ®s¢ £19] <o¢ B[4y @ (@itw) @3¢ (iG] <S¢ [yl13%En <3¢ (0 + sup (6., ®(z))5¢)*En
e
E[& @ &719] <o¢ E[(ni—1, ®(@i(u))) @ (Tiu)) @3¢ (iu))|G] <3¢ sup  sup (i, B(2))3¢) S,
tef{0,..., T—1} zeX
Therefore 72 = 2M? + 2 SUD¢e(o,...,7—1} SUPzex (Mt ®(x))2. or using Assumption (A8) 72 = 2M?% +
2supseqo,.... -1} RQ”“ZHZI/Q_“/QWH%O R
In the proof, we rely on an event (that depend on §) where %, is close to 3. This leads to the the

following Lemma that bounds the deviation 6; — 7;.
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Lemma 15

Foranyt > 1, 4’yR2 = 1, under Assumptions (A6), (A7), (A9),

_ 1 /41 n
E[|=Y2(6; — i)lI3] < 1672 | R/ pl/gl/e (t + ( Og”) ) +1

(84)
nwon

We make the following remark on the bound.

Remark 5

Note that as defined in the proof 7o, may diverge in some cases as

o(1) when p < 2r,
2 =< 0(nt?) when 2r < p < 2r+1/a,
O(nt=2r/m) when > 2r + 1/,

with O(-) are defined explicitly in the proof.

Convergence of batch gradient descent. The main result is summed up in the following lemma, with
t=0(mY*)andt > n.

Lemma 16

Lett > 1, under Assumptions (A6), (A7), (A8), (A9), (A10), (A11), when, with 4yR? = 1,

O(no/(ra+l)) 2ra+ 1> po
t = ) 1 (85)
O(n'/* (logn)®) 2ra+1 < ua.
then,
O(n=2re/Cret1)y 9ra 4+ 1 > pa
EF () - F0.) <{ O 0 ) g (50
O(n=2"/#) 2ra+1 < pa

with O(-) are defined explicitly in the proof.

Remark 6

In all cases, we can notice that the speed of convergence of Lemma 16 are slower that the ones in Lemma
15, hence, the convergence of the gradient descent controls the rates of convergence of the algorithm.

B.3. BOUNDING THE DEVIATION BETWEEN SGD AND BATCH
GRADIENT DESCENT

In this section, following the proof sketch from Section B.2, we provide a bound on the deviation

0; — ;. In all the following let us denote p; = 6; — 1, that deviation between the stochastic gradient
descent recursion and the batch gradient descent recursion.



B.3. Bounding the deviation between SGD and batch gradient descent 116

B.3.1. Proof of Lemma 15

We need to (a) go from 3, to ¥ in the result of Lemma 14 and (b) to have a bound on 7. To prove this
result we are going to need the two following lemmas:

Lemma 17

Let A > 0,6 € (0,1]. Under Assumption (A8), whenn > 11(1 + £2 R*~y#t#) log %, the following
holds with probability 1 — 6,

~ 2
H(E+>\I)1/2(Zn+)\l)‘1/2H <2. (87)

Proof: This Lemma is proven and stated lately in Lemma 24 in Section B.4.3. We recalled it here for the sake of
clarity. |

Lemma 18
Let A > 0,9 € (0,1]. Under Assumption (A8), fort = O (ﬁ) then the following holds with probability
1-9,
O(1), when pu < 2r,

<12 and 12 =X0 (n”_2r) , when 2r
O

n1_27'/”) when 4

pw<2r+1/a, (88)

<
>2r+1/a,

where the O(-)-notation depend only on the parameters of the problem (and is independent of n and t).

Proof: This Lemma is a direct implication of Corollary 6 in Section B.4.3. We recalled it here for the sake of
clarity. |

n 1/N
Note that we can take \? = (lm%) so that Lemma 17 result holds. Now we are ready to prove Lemma
15.

Proof of Lemma 15: Let As, be the set for which inequality (87) holds and let B, be the set for which inequality
(88) holds. Note that P(A§ ) = d, and P(Bj,) = dy. We use the following decomposition:

JEne

2 2 2 2
<E [Hzl/z’at 1A5amB5b:| +E [Hzlﬂﬂt 1Aga} +E {Hzlmﬁt ].ng:| .

First, let us bound roughly || fi:]|>.

. . 2 _

First, for i > 1, [|ual|? < ~* (3o, 11611+ 1€71]) 7 < 16R?y?72¢2, so that ||| < + 71, [lwll® <
16 R?~*7%t%. We can bound similarly 72 < 4M?y*R*?, so that ||fi||*> < 64R*>M?~*t*. Thus, for the
second term:

e[|

2
Lac } < 64R° Myt Ela: < 64R°M>4't"5,,

and for the third term:

2
E {szﬁt 13«%] < GLRS My ' Bl < 64R* M5,
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And on for the first term,

2 [l

2 2 R 9
1A5amB5b} <E {HZ”Z(E + Ail)*WH H(Z + D)5, + Ai])’l/ZH

S+ X002

2
1a;,nBs, | 9]
N 2
<EM@wMﬁWﬁ#\ﬂ

=2E {Hf}i/%

: |9} +2E [? | 9]

YR [tr fﬁ/a}

2
< 1675 -1/

+ 8\ 72 AR [tr f),l/o‘] /e,
using Proposition 9 twice with u = 1 for the left term and u = 1 for the right one.

1/

Asx — 27/ is a concave function, we can apply Jensen’s inequality to have :

E [tr(f],ll/a)] < trxt/e,
so that:

9 ,yl/atr El/a

2
1a,, mséb} < 1675 T i/a + 8N T2y A gy gt/

=
1
< 1672y o gr B/ gt/ (¥ + Ai) .

177 and this concludes the proof of Lemma 15, with the bound:

2
— - T
Now, we take §, = dp = IMZREy

2

2 2 1
< 167_3071/(,“ s1/a1/a (1 n (2—|—210gM—|—410g('yR )+4logt) /M) .

t n

B.4. CONVERGENCE OF BATCH GRADIENT DESCENT

In this section we prove the convergence of averaged batch gradient descent to the target function. In
particular, since the proof technique is valid for the wider class of algorithms known as spectral filters
[GROT08, LRRC18], we will do the proof for a generic spectral filter (in Lemma 19, Sect. B.4.1 we prove
that averaged batch gradient descent is a spectral filter).

In Section B.4.1 we provide the required notation and additional definitions. In Section B.4.2, in
particular in Theorem B.4.2 we perform an analytical decomposition of the excess risk of the averaged
batch gradient descent, in terms of basic quantities that will be controlled in expectation (or probability)
in the next sections. In Section B.4.3 the various quantites obtained by the analytical decomposition
are controlled, in particular, Corollary 6 controls the L norm of the averaged batch gradient descent
algorithm. Finally in Section B.4.4, the main result, Theorem 10 controlling in expectation of the excess
risk of the averaged batch gradient descent estimator is provided. In Corollary 7, a version of the result of
Theorem 10 is given, with explicit rates for the regularization parameters and of the excess risk.

B.4.1. Notations

In this subsection, we study the convergence of batch gradient descent. For the sake of clarity
we consider the RKHS framework (which includes the finite-dimensional case). We will thus consider
elements of H that are naturally embedded in Lo (dpy) by the operator S from H to La(dpx) and such
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that: (Sg)(z) = (g, K;), where we have ®(z) = K, = K(-,z) where K : X — X — R is the kernel.
We recall the recursion for 7, in the case of an RKHS feature space with kernel K:

_ TN
M =Me—1 + . ; (yi — (=1, Kz,)5¢) K, »

Let us begin with some notations. In the following we will often use the letter g to denote vectors of I,
hence, S¢ will denote functions of Ls(dpx). We also define the following operators (we may also use
their adjoints, denoted with a x):

+ The operator S, from H to R, S,,g = ﬁ(g(xl), cog(zp)).

« The operators from H to H, ¥ and in defined respectivelyas ¥ = E [K, ® K, | = fx K, ®K,dpx
and 3, = % > Ku, ® K,,. Note that ¥ is the covariance operator.

« The operator £ : La(dpx) — La(dpx) is defined by
()@ = [ Kle. 2 dpe(o). ¥ € Ladpe).

Moreover denote by N(\) the so called effective dimension of the learning problem, that is defined as
N =tr(L(L+ M),

for A > 0. Recall that by Assumption (A9), there exists o > 1 and () > 0 such that
NA) <AV vA>0.

We can take Q = trx'/e.

« P: Ly(dpx) — La2(dpx) projection operator on I for the Lo (dpyx ) norm s.t. ranP = ransS.

Denote by f, the function so that f,(z) = E[y|z] € La(dpx) the minimizer of the expected risk, defined
by F(f) = [ xx(f(x) = y)?dp(z,y).

Remark 7 (On Assumption (A10))

With the notation above, we express assumption (A10), more formally, w.r.t. Hilbert spaces with infinite
dimensions, as follows. There exists € [0,1] and ¢ € La(dpx), such that

Pf,=L"¢.

(A11) Letq € [1,00] be such that || f, — P fpl| 124 (x,pre) < 00

The assumption above is always true for ¢ = 1, moreover when the kernel is universal it is true
even for ¢ = co. Moreover if > 1/2 then it is true for ¢ = co. Note that we make the calculation in
this Appendix for a general ¢ € [1, 0c], but we presented the results for ¢ = co in the main paper. The
following proposition relates the excess risk to a certain norm.

Proposition 10

Wheng € H,

F(@) = inf F(9) =157 =PIl apu
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We introduce the following function g, € J{ that will be useful in the rest of the paper g\ =
(S+A)7LS*f,.
We introduce the estimators of the form, for A > 0,

g)\ - q)\(in)gnya

where ¢ : Ry — R is a function called filter, that essentially approximates ! with the approximation
controlled by A. Denote moreover with 7, the function r)(z) = 1 — zg)(x). The following definition
precises the form of the filters we want to analyze. We then prove in Lemma 19 that our estimator
corresponds to such a filter.

Definition 2 (Spectral filters)

Let gy : Ry — Ry be a function parametrized by A > 0. qy is called a filter when there exists ¢, > 0 for
which

A () < ¢g, Talx)z® < gAY, Y >0,A>0,ue(0,1].

We now justify that we study estimators of the form gy = q>\( )S* y with the following lemma. Indeed,
we show that the average of batch gradient descent can be represented as a filter estimator, g, for

A=1/(1).

Lemma 19

Fort > 1, A = 1/(~t), s = g, with respect to the filter, ¢" (x) = (1 — %ﬁ) 1

Proof: Indeed, for¢ > 1,

Nt = Ne—1 + — Z (Me—1, Ko )9{)

leading to
Z i = q" ( ) § Y-

Now, we prove that ¢ has the properties of a filter. First, for ¢t > 1, iq’7 (x) = (1 - lf(i%z)t) 7% isa

decreasing function so that %q"( z) < itq (0) < 1. Second for u € [0,1], (1 — zq" (x)) = lfg%’“)tx“
As used in Section B.1.2, 1 — (1 — yz)* < (ytz)' ™%, so that, 77 (z)z" < W:Zz 2" = {5y this concludes
the proof that ¢" is indeed a filter. |

B.4.2. Analytical decomposition

Lemma 20

Let A > 0 and s € (0,1/2]. Under Assumption (A10) (see Rem. 7), the following holds
16728 = 9)zataon) < 227 B7qlIS3"* (555 = Sngnllsc + 286 1] a(apm) N

where 3 := ||El/2 _1/2||
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Proof: By Prop. 10, we can characterize the excess risk of g in terms of the L2 (dpx) squared norm of Sgx — P f,.
In this paper, simplifying the analysis of [LRRC18], we perform the following decomposition

L7S(@Gx — gr) = £7°SG — £7°Sq(Zn) Enga
+ L SSqA(E ) ngx — _sSg,\.

Upper bound for the first term. By using the definition of g and multiplying and dividing by Zi/ % we
have that

-~

LT8Gy — L7800 (Z0)80gr = LS00 (50) (557 — Sngn)
= LS (En) 2V 22507 — Sagn),

from which
[1£75S@x — ar(En)Eng3) | Latdpr) < 1€7°Sar(En)ZY 1 1S5 2 (S — Snga)loc.

Upper bound for the second term. By definition of 75 (z) = 1 — zqx(z) and g = £ ' S* f,,

~

L7800 (50)Sngs — L7580y = L7°S(ga(E0) 50 — Do

_ —L_SST)\(in) E;(l/Q—r) E;l/2—rS*L'r ¢7
where in the last step we used the fact that S* f, = S*Pf, = S*L" ¢, by Asm. (A10) (see Rem. 7). Then
1678 (@r(En)En = D)2ty < 17 SPAEIIER*NER 277" L7 16 12 a0
<AL S S 8l (o)

where the last step is due to the fact that HE;(U%r> | < A™(/277) and that $*£?"S = §*(S5*)*"S =
(8*5)278*S = £ from which

||E;1/2—TS*LT‘H2 _ ||2;1/2_TS*L2TSZ;1/2_TH — ||Z;1/2—r21+27‘2;1/2—r“ < 1. (89)
Additional decomp0s1t10ns We further bound || £~ SSU( n)| and || £~ SSqA( 1/2|| For the first, by
the identity £° 57 (3,) = £ SSZ 1/2 j/fm(z ), we have

s —s 21181/2., (S
1™ SrA ()| = 177 SE 3SR En)ll,
where R
€2 (E) = sup (0 +X)?ra(0) < sup(o +X)?ra(0) < 2e,02.

o€ (En) o20
Similarly, by using the identity
LTS (5,)8)? = L7585 2 S22 (8,2 512wl /2)
we have
—s - 1 2 s —1 2 1/2 S 1 2 —1/2w1/2
1678 an (En) =Y = 167 SEL 21 IE R o En) S0 18,3723

Finally note that
eSS 20 < e SR RIS NIEY 2552,

and HLfsSE;UQ“H 1, |25 °]] € A™*, and moreover

ISR G = swp (o4 X)ar(0) < sup(o + Naa(o) < 2eq,
oEa(in) 020

s0, in conclusion
I£7°SrA(Sn) ]| < 26,2758, 1£7°Sqa(E0) 52| < 26,0757,

The final result is obtained by gathering the upper bounds for the three terms above and the additional terms
of this last section. |



B.4. Convergence of batch gradient descent 121

Lemma 21
Let A > 0 and s € (0, min(r, 1/2)]. Under Assumption (A10) (see Rem. 7), the following holds

HL_S(SZ]\)\ - pr)||L2(dPDC) < /\T_s||¢HL2(dPDC)'

Proof: Since S¥,'S* = £LL' =1 — AL}, we have
L7%(Sgx— Pf,) = L7°(SE'8" fo — Pf,) = L7°(SEX'S*Pf, — Pfy)
= LSS ST — )Pf, = L7°(SE ST — L ¢
_ _)\L—SLXILr(b — _\"8 Al—r+s£;(1—r+s) L;(T—S)LT‘—S ¢7

from which

— r—s —r+s p—(1—7r+s —(r—s r—2
1£7°(Sgx = Pfo)llacaps) AT AT e e g

19122 (apx)

<A
< AT_SH¢HL2(CZPJC)‘

Theorem 9

Let A > 0 and s € (0, min(r, 1/2)]. Under Assumption (A10) (see Rem. 7), the following holds

—s/an —s —1/2/Cx~ & r—s
1£75(SGx — Pfo)llLaapr) < 22 °B%cq|ISy S 7= Sngn)llsc + (1+ B2¢q| 1l La (dpr)) A

where 3 := ”Z}\/QE;;/QH'

Proof: By Prop. 10, we can characterize the excess risk of g in terms of the L2 (dpx) squared norm of Sg — P f,.
In this paper, simplifying the analysis of [LRRC18], we perform the following decomposition

LiS(SZ]\A — Pf,) = L7°8g\ — L7°Sgx
+ L7°(Sgx — Pfp).

The first term is bounded by Lemma 20, the second is bounded by Lemma 21. ]

B.4.3. Probabilistic bounds

In this section denote by N (), the quantity

Noo () = s 1S3 K2,
e

where S C X is the support of the probability measure px.
Lemma 22
Under Asm. (A8), we have that for any g € H
sup [g(a)] < wu RYSY2OTPgllac =k RPILTH2Sg] 1y ap)-

zEsupp(px )

Proof: Note that, Asm. (A8) is equivalent to

HE—1/2(1—#)K$H < kuR",
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122
for all x in the support of px. Then we have, for any x in the support of py,
lg(x)| = (g, Ku)gr = <21/2(1_H)g7Z_I/Q(I_H)Kx>9c
<2 gllgd |2 TVEETI K| < mu RS2 gl
Now note that, since 21 7# = S*£7#S, we have
$1/20-w) 12 — ’Elﬁu _ <L*H/QS ’L*M/QS > .
| gl = (g g>}( g g La(dpyx) |
Lemma 23
Under Assumption (A8), we have
Noo(A) < KZR#ATH,
Proof': First denote with fy ., € I the function E;l/Zu for any u € H and A > 0. Note that
-1/2 —1/2 _
I rulloc = 125 2ulloc < 1252 lullsc < A™fulloc.
Moreover, since for any g € H the identity ||g| L, (dp,) = ||S9]|3¢, we have
1/2 1/2
1 fxullzaaon) = 1S53 ulloc < STl < flullsc
Now denote with B(J) the unit ball in 3, by applying Asm. (A8) to fx,, we have that
o —1/2 2 —1/2 2
Neo(A) =sup | Z) ""Kz||” = sup u, 2, K,
zeS zeS,u€B(H) H
= sup  (frwKa)z= sup sup|fru(z)®
zeS,u€B(H) uEB(H) z€S
2 2 2-2
SRLR s Il
u€B(H
SRLRPA™! sup  |ullfe < KL RPATH.
u€B(H) |

Lemma 24

Let A > 0,9 € (0,1] andn € N. Under Assumption (A8), we have that, when

8R?

11(1 + K}, RPA™H) log — i

then the following holds with probability 1 — §,

1/2&8-1/2
1= 2S0%)12 < 2.

Proof: This result is a refinement of the one in [RCR13] and is based on non-commutative Bernstein inequalities
for random matrices [Tro12a]. By Prop. 8 in [RR17], we have that

ISVEELA PP < (-0 =802 - S5 .

When 0 < A < ||X||, by Prop. 6 of [RR17] (see also [RCR17] Lemma 9 for more refined constants), we have

that the following holds with probability at least 1 — 4,

2n(1 +Noo(N)) n 27Noo (N)
3n n ’

with n = log 8;\_‘;2. Finally, by selecting n > 11(1 + &, R**X™#*)n, we have that ¢ < 1/2 and so
ISV 12|12 < (1 — )~ < 2, with probability 1 — 4.
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To conclude note that when A > ||X||, we have

125172 S —1p o B+ A =1
[P35 I S IE+MIEn +AD 7 < SR -
Lemma 25
Under Assumption (A8), (A9), (A10) (see Rem. 7), (A11) we have
1. Let A > 0, n € N, the following holds
22 R2A-(=2r) 42 R2BAQA eta

1/2 8% ~ :

B3 (557 — Sugn) 3 < 1617 @ A"+ ——— + - :

where A := || f, — pr“izf/a(cq:xl))

2. Let 0 € (0, 1], under the same assumptions, the following holds with probability at least 1 — ¢

4(01)\_% + co A7 H) log %
n

_ gtpo
N \/16/{2]%2”()\—(“—2’“) +24AQ\ it ) log 2
n

1552550 — Snga)llsc < oM™ +

with co = [|0[| Lo (dpy ) 1 = KuR*M + K2 R*(2R)*"H(|8|| Ly (dpn)» €2 = Ko RP#B]| Ly (dpn)

Proof: First denote with (; the random variable
G = (s — ga(@:) 25 K,

In particular note that, by using the definitions of S, yand S, we have
S0~ Saga) = 213 ZK i — KZI®K ZQ

I So, by noting that (; are independent and identically distributed, we have

n

E[[S5 2 (Sh7 — Sngn)l3] = H*ZCZIIH ZEK@,@H}

3,j=1

E[Gi3] + [Ga]ll5e-

Now note that
E[Gi] = B3 ?(E[Ka, 1] — E[Ka, ® Ku,lgx) = £ /(S f, — Sgn).

In particular, by the fact that S* f, = Pf,, Pf, = L"¢ and Xgx = EE;ls*fp and 22;1 =I- )‘E;1> we
have
E;I/Q(S*fp - Egk) _ AE;3/2S*fp -\ Al_TE;<17T) 2;1/277‘S*Lr (,b

So, since ||E;1/277'S*LT|| < 1, as proven in Eq. 89, then
1- —1/2—
B[ lse < ATIN TSI 2SIl gy < ATl 2ty = Z-
Morever

E[|¢1]3] = B Kay 13 (1 — 92 (21))?] = Eay By, oy (153 Koy 3 (1 — g (21))?]
= Eo, [ Kay |3 (fo (1) — gal21))?).
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Moreover we have

E[lIG:13] = E<[II=5"* Kell5(fo(2) — 9(2))?]
= B[ =3 Ko 5 ((f (2) = (P ) (@) + (Pf) (@) — 9a()))*]
< 2B [IZ5 K5 (fol@) — (P£) ()] + 2B (|53 Kall3e(Pfo) (2) — 9(2))°].

Now since E[AB] < (esssup A)E[B], for any two random variables A, B, we have

Eo[|| X Ko 5(P£p) (@) = 92(2))°] € Noo(VEo[(Pf,)(2) = 9 (2))’]

=NeoWIIPf5 — SarllTa(apr)

< HiRZMA*(#*ZT)’
where in the last step we bounded Noo (\) via Lemma 23 and || P f, — Sga H2L2(dpx)’ via Lemma. 21 applied
with s = 0. Finally, denoting by a(z) = ||E;1/2Kz||§{ and b(z) = (f,(x) — (Pf,)(z))? and noting that by
Markov inequality we have B, [1{p(2)>¢3] = pax({b(x) > t}) = px ({b(z)? > t}) < Eo[b(x)?]t™ ¢, for any
t > 0. Then for any ¢ > 0 the following holds

Ez[a(2)b(z)] = Ex[a(2)b()1 (p(2)<e3] + Ex[a()b() 1 1o()> 1]
< (@)] + Noo N Ez [b(2) 1 ((x)>1)]
) + Noo (N)Es [b(x)]t™ 1.

< tEz[a
<EN(A
By minimizing the quantity above in ¢, we obtain

1

_ —4 _a_ 1
B (552 Ka |5 (fo () = (P£o)(2))%) < 20 fo = Proll faix puy NO) T Nog () 75T
< 262 R AQA dnta

So finally
E 2 2 H2py —(u—2r) 2 H2p —gtpa g
(¢35 < 260 R\ AR R AQA wota = W2

To conclude the proof, let us obtain the bound in high probability. We need to bound the higher moments
of (1. First note that

Elli¢r — EG]15] < Elli¢ = Gal5] < 27 B¢ + lIG2115:] < 2PE[lI¢al5e)-

Moreover, denoting by S C X the support of px and recalling that y is bounded in [— M, M], the following
bound holds almost surely

1G]l < sup |23 K| (M + |ga(2)]) < (sup IS5 "> Ko ||) (M + sup [ga(z)])
z€S €S €S
< Kp RPN (M + K, RP([2Y2071 gy l0).

where in the last step we applied Lemma 23 and Lemma 22. In particular, by definition of g, the fact that
S*f, = S*Pf,, that Pf, = £"¢ and that || */**™ 5*£"|| < 1 as proven in Eq. 89, we have

220 gyllse = B2 8118 L7 pllac
< |2t/ m 20 D02 syt G L 16 1y (e
<=2l o) -
Finally note that if » < 11/2 then ||E§_“/2H < ATW/27) if > /2 then
IS572) = (el + 2™ < @Il < (2R .

So in particular
HZ:\*#DH < (QR)ZT—AL + A~ (m/2=m)
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Then the following holds almost surely
161l < (RuR* M + K R (2R) 116 Laapn))A ™% + KL B9 a(apn) A ™" = V.

So finally
|
E[l[¢: — E[Gl15] < 2"E[l|Cll5] < %(QV)p_2(4W2)~

By applying Pinelis inequality, the following holds with probability 1 — §

1< 4V log 2 8W log 2
- i —E|G < g 2.
Hn ;Zl(c [€iD) I T\

So with the same probability

1< 1< 4V log 2 8W log 2
- ) < ||= . — ; < .
IIn ;:1 Gillae < IIn E (G = E[GDIlsc + 1E[G ]l < Z + — t - =

i=1

Lemma 26
Let A\ > 0,n € Nands € (0,1/2]. Let§ € (0,1]. Under Assumption (A8), (A9), (A10) (see Rem. 7), (A11),
when

16 R?
Ao

n>11(1+ ﬁiRz“)\_“) log
then the following holds with probability 1 — 6,

(cl)\’%’s + A" H %) log %
n

[£7°S(@Gx = 9\l La(dpr) < 0N +

_gtpa
n

withco = Teq|| || Ly (dpy)s €1 = 16Cq(KMR”M—H{,%RZ“(QR)QT_“H¢||L2(dpx)),(32 = 160qmiR2“||¢||L2(dpx),
c3 = 64/£be2”63, Ccy = 128miR2”Ach.

Proof: Let 7 = §/2, the result is obtained by combining Lemma 20, with Lemma 25 with probability 7, and
Lemma 24, with probability 7 and then taking the intersection bound of the two events. ]

Corollary 5
Let A > 0,n € Nands € (0,1/2]. Let 6 € (0,1]. Under the assumptions of Lemma 26, when

16 R?
PY

n>11(1+ /ﬁiRz“)\_“) log

then the following holds with probability 1 — 6,

(c1IA™275 4 coA" 1% log 3
n

_atpo o
n

1£7°5G\ 1 a(dpn) < B2+ (14N ™° +

+

with the same constants cg, . . . ,c4 as in Lemma 26.

Proof: First note that

1£7°SGx Lo (dpr) < NLT7S@x — 93 )| Lo (dpr) + 1£7 S Lo dpy)-
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The first term on the right hand side is controlled by Lemma 26, for the second, by using the definition of gx
and Asm. (A10) (see Rem. 7), we have

_s — —1/2 —(s— —1/2—7r o*
1£7°Sgx | s (apr) < LTSS 2SI NS 2778 L7 M6 Lo (o)
<

123 Ml 2o (o)

where ||E;1/2_TS*LT|| < 1 by Eq. 89 and analogously HLfSSZ;l/%SH < 1. Note that if s > r then
575 < A7 If s < 7, we have

1570 = (ISl + )7 < O™ + A7~ < B2 4 X

So finally ||X57°|| < R¥r=2s 4 \r—s. |
Corollary 6
Let A > 0,n € Nands € (0,1/2]. Let§ € (0,1]. Under Assumption (A3), (A9), (A10) (see Rem. 7), (A11),
when
16R?
2 P2y —
n > 11(1 + &, R A7) log 3
then the following holds with probability 1 — §,
~ CIATH 4 N3/ 21) Jog 4
sup [gx ()| < K, RFR + k,R*(1+ co)NTH? 4 K,MR'LL( ! 2 J1og 3
zeX n
caA—(2u=27) 4 o Rue A" data M) log 4
+ /{MR‘”\/( 3 ’ 4 ) 85 .
n
with the same constants cg, . . . ,c4 in Lemma 26.
Proof: The proof is obtained by applying Lemma 22 on g5 and then Corollary 5. |
B.4.4. Main Result
Theorem 10
Let A\ > 0,n € Nands € (0,min(r, 1/2)]. Under Assumption (A8), (A9), (A10) (see Rem. 7), (A11),
when ‘o
n 2 11(1 + HiRzNA_M) log m,
then »
N A~ (p+2s—2r) )\fgujzfle o
E[1£7°(Sx = Pfo)l1Zapx)) < 1 - te—- + e\,
wheremy = M*, ¢y = 32R4*4Sm4+32R8’8T’85||¢H‘i2(dpx),01 = 16c2k2 R, ¢y = 32¢2k2 R*AQ,
Cc3 = 3+ 863”¢| %2(dpx)'

Proof: Denote by R(gx), the expected risk R(gx) = E(gx) — infgyesc E(g). First, note that by Prop. 10, we have
Rs(32) = [I£7(S9x = P o)1 (o) -
Denote by E the event such that 8 as defined in Thm. 9, satisfies 5 < 2. Then we have

E[Rs(92)] = E[Rs(92)1£] + E[R(gr)15-].
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For the first term, by Thm. 9 and Lemma 25, we have
E[R:(@)1e] < E[(22 81252 n5 — Sugn) I
+2 (14 82261602 (ap0)) A7) 1]

S DGR ngnnﬁd+2(1+4c3||¢||12(dpx>)AHS

160(1/@ R2p)\—wt2r=2s 320qnuR2“AQ)\ e
n n

+ (24 8210117 5 (ap)) AT

For the second term, since fl:fq)\(fln)ii/f =S () < SUP,+0(0 + A)gr(0) < ¢q by definition of
filters, and that P f, = L" ¢, we have

RS(EA)I/Q X ||L Sgk”Lg(dpx) =+ H’C SPfPHL2<dP.‘)C)
—s 1/2 1/2 S 1 2 1/2¢ ~ —s pr
<L SIS 2 NER o ) Z IS ZSallF] + 1277160 2 o)
<SRNV 4 BP0 apn)
< A71/2(R1/275(n71 Zyz) + R1+2T72S||¢||L2(dpx>)’
=1

where the last step is due to the fact that 1 < A™/2||£||*/? since A satisfies 0 < A < ||Z|| = ||£]| < R?
Denote with § the quantity § = A>T477%¢ /¢,. Since E[1%;] corresponds to the probability of the event E°,

and, by Lemma 24, we have that £ holds with probability at most § since n > 11(1 + x, R**A™*)log b 52 ,
then we have that

E[R(G3)15¢) < ElIS5 30 apn1oe) < \/ENISGAIL, )|V ElLo7]

\/432 tsp=2( | Ely2y?)) + AR5 5|4
>\2

(dpx) NG

<

\ )\ \/4R2 4sm4 + 4R4 8r— SSHQSHLZ(dpx)
dco/(8R?) 2r—2s
—a SA ' [
Corollary 7
Let A > 0 andn € N and s = 0. Under Assumption (A8), (A9), (A10) (see Rem. 7), (A11), when

N p=o/@ra+1+825) 9, +1+ “0‘71 > o (%)
= 90
R (log Bgn)i 2ra+ 1+ “O‘ 1 < pa.
then,
727‘a/(2ro¢+1+&71) po—1

. . n a+1 2raa+ 1+ > uo
EE(G) — inf €(9) < Bsq q;ll s (91)

g€ n=4r/H 27"04—1—1—1—“ < pa

where By = 3V (32R%my,) 5 By " and By defined explicitly in the proof.

Proof: The proof of this corollary is a direct application of Thm. 10. In the rest of the proof we find the constants
to guarantee that the condition relating n, A in the theorem is always satisfied. Indeed to guarantee the

applicability of Thm. 10, we need to be sure that n > 11(1 + &, 2 R A7) log di?w 4. This is satisfied when

both the following conditions hold n > 22 log 3§§’+ﬂ4 andn > QRuRQ“)\ Hlog 33\}332;4 . To study the last

two conditions, we recall that for A, B, s,q > 0 we have that An~° log(Bn?) satisfy

qABs/q log B*/1p® < qABS/q

An" log(Bn’) = s Bs/aps T es

)
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for any n > 0, since l"% < L forany # > 0. Now we define explicitly By, let 7 = a/ <2ra +1+ ”;511),
we have
1
22(3+4 e \ K
By = <7( +4r) (32R6m4)3+u4") "y (92)
e
. ) 1/r—p\ "
(72]\/[(5'&4” (32R(’m4)f‘”‘b> 2ra+ 1+ 2= > pa
e(1/7—n) q+1
1 . (93)
2M (3+4r) | 1 a—1
( 2 ) Zra+ 1+ F55 < po

For the first condition, we use the fact that )\ is always larger than B, n~1/ k_ so we have

32R%my <
A\3+4r

6 (3+4r)/p 29 4 2RS w/(3+4r)
n n By enB]

For the second inequality, when 2ra. + 1 + “qa+_11

> pa, we have A = Bin™ 7, so

2k2 R 32R%my _ 2KLR*M 32ROmn BT

og
3+4 = Hpl— 3+4
XFHT S BEplopr BT

A log

22 R?(3 + )7 (32RSmy) Tt
e(l— pr) Bll/‘r

< 1.

Finally, when 2ra+ 1+ “;+_11 > pa, we have A = Blnfl/“(log Bgn)l/“. So since log(Ban) > 1, we have

32RSmyn (T4 /1 (32RO m )1/ (B+4r),
2R 32Rma _ 2R g TR 2klR@B4+anle T )
%8 TNawar S B! log(B2an) - uBY log(B2n) e
So by selecting A as in Eq. 90, we guarantee that the condition required by Thm. 10 is satisfied.
Finally the constant B3 is obtained by
, _gtpo
Bs = ¢1 max(1, w)f(“+2572r) + co max(1, w) data—2s + c3 max(1, 11))%7237
with w = Bilog(1 + Bs) and c1, ¢, ¢3 as in Thm. 10. |

B.5. EXPERIMENTS WITH DIFFERENT SAMPLING

We present here the results for two different types of sampling, which seem to be more stable, perform
better and are widely used in practice :
Without replacement (Figure 16): for which we select randomly the data points but never use two
times over the same point in one epoch.
Cycles (Figure 17): for which we pick successively the data points in the same order.



B.5. Experiments with different

sampling 129
4.0 4.0
= = |ine of slope 1 = = line of slope 1
3.59 3.51
* * N |
+~ + wse
23.01 oty 2 3.0 »*
[@)] "' [@)] ° «”
o o 50" o 2% " o
2.51 e iad 251 o€"%
° ‘_.d’) adbd
b e J"'
’f
2.0 T T T T 2.0 T T : :
2.0 2.2 2.4 2.6 2.8 3.0 2.0 2.2 2.4 2.6 2.8 3.0
logion logion
4.0 4.0 L P
== line of slope 1.25 ) = = line of slope 1.5 .'V
X2 .;r’
3.5 oo 3.5 e
* ° P * A9
+~ ',fo 4~ V”
23.01 o2 23.0] el
(@)] (@)] o0
= ))"r(( L2 ',"‘
p
2547 25+
2.0 T T T T 2.0 T T T T
2.0 2.2 2.4 2.6 2.8 3.0 2.0 2.2 2.4 2.6 2.8 3.0
logion logion

Figure 16: The sampling is performed by cycling over the data The four plots represent each a different configuration
on the (a, r) plan represented in Figure 13, for r = 1/(2c). Top left (& = 1.5) and right (¢ = 2) are two easy

problems (Top right is the limiting case where r =

a—1

2a1) for which one pass over the data is optimal. Bottom left

(a = 2.5) and right (o = 3) are two hard problems for which an increasing number of passes is recquired. The blue
dotted line are the slopes predicted by the theoretical result in Theorem 8.
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Figure 17: The sampling is performed without replacement. The four plots represent each a different configuration
on the (a, r) plan represented in Figure 13, for r = 1/(2c). Top left (& = 1.5) and right (¢ = 2) are two easy

problems (Top right is the limiting case where r = %—;l) for which one pass over the data is optimal. Bottom left

(a = 2.5) and right (o = 3) are two hard problems for which an increasing number of passes is recquired. The blue
dotted line are the slopes predicted by the theoretical result in Theorem 8.
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PArT III

STATISTICAL ESTIMATION OF
LAPLACIAN

We divide this part into two contributions for the statistical estimation of Laplacian.

The Section 1 together with its Appendix 1.6 shows how it is possible to estimate the Poincaré constant
of a distribution through samples of it. Then, we explain how to use this estimation to design an algorithm
looking for reaction coordinates associated to the overdamped Langevin dynamics associated with the mea-
sure. As explain in the introduction these reaction coordinates are the cornerstone of accelerating dynamics
in this context. This section is based on our work, Statistical Estimation of the Poincaré constant
and Application to Sampling Multimodal Distributions, L. Pillaud-Vivien, F. Bach, T. Lelievre, A.
Rudi, G. Stoltz, published in the International Conference on Artificial Intelligence and Statistics in 2020.

The following Section 2 is the natural continuation of the work presented in the previous Section 1.
However, besides being more mature, the focus of this work is quite different from the previous one: while
previously we leveraged the estimation of the first eigenvalue to find reduced order models in physical
systems, we will focus in this work on the estimation of the whole spectrum of the diffusion operator and
try to be more precise on its convergence properties. Finally, note that even if the story behind it is almost
complete, this work is still unfinished. An explicit discussion at the end, in subsection 2.4.3, details where
exactly it stands.
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1. STATISTICAL ESTIMATION OF THE POINCARE
CONSTANT AND APPLICATION TO SAMPLING
MULTIMODAL DISTRIBUTIONS

1.1. INTRODUCTION

Sampling is a cornerstone of probabilistic modelling, in particular in the Bayesian framework where
statistical inference is rephrased as the estimation of the posterior distribution given the data [Rob07,
Mur12]: the representation of this distribution through samples is both flexible, as most interesting
quantities can be computed from them (e.g., various moments or quantiles), and practical, as there are
many sampling algorithms available depending on the various structural assumptions made on the model.
Beyond one-dimensional distributions, a large class of these algorithms are iterative and update samples
with a Markov chain which eventually converges to the desired distribution, such as Gibbs sampling or
Metropolis-Hastings (or more general Markov chain Monte-Carlo algorithms [GL06, GRS95, DM17]) which
are adapted to most situations, or Langevin’s algorithm [DM17, RRT17, WT11, MHB17, LS16, BGL14],
which is adapted to sampling from densities in R<.

While these sampling algorithms are provably converging in general settings when the number of
iterations tends to infinity, obtaining good explicit convergence rates has been a central focus of study,
and is often related to the mixing time of the underlying Markov chain [MT12]. In particular, for sampling
from positive densities in R?, the Markov chain used in Langevin’s algorithm can classically be related to
a diffusion process, thus allowing links with other communities such as molecular dynamics [LS16]. The
main objective of molecular dynamics is to infer macroscopic properties of matter from atomistic models
via averages with respect to probability measures dictated by the principles of statistical physics. Hence, it
relies on high dimensional and highly multimodal probabilistic models.

When the density is log-concave, sampling can be done in polynomial time with respect to the
dimension [MCJ 18, DRVZ17, DM17]. However, in general, sampling with generic algorithms does not
scale well with respect to the dimension. Furthermore, the multimodality of the objective measure can
trap the iterates of the algorithm in some regions for long durations: this phenomenon is known as
metastability. To accelerate the sampling procedure, a common technique in molecular dynamics is to
resort to importance sampling strategies where the target probability measure is biased using the image
law of the process for some low-dimensional function, known as “reaction coordinate” or “collective
variable”. Biasing by this low-dimensional probability measure can improve the convergence rate of the
algorithms by several orders of magnitude [LRS08, Lel13]. Usually, in molecular dynamics, the choice of a
good reaction coordinate is based on physical intuition on the model but this approach has limitations,
particularly in the Bayesian context [CLS12]. There have been efforts to numerically find these reaction
coordinates [Gke19]. Computations of spectral gaps by approximating directly the diffusion operator work
well in low-dimensional settings but scale poorly with the dimension. One popular method is based on
diffusion maps [CL06, CBLK06, RZMC11], for which reaction coordinates are built by approximating the
entire infinite-dimensional diffusion operator and selecting its first eigenvectors.

In order to assess or find a reaction coordinate, it is necessary to understand the convergence rate of
diffusion processes. We first introduce in Section 1.2 Poincaré inequalities and Poincaré constants that
control the convergence rate of diffusions to their equilibrium. We then derive in Section 1.3 a kernel
method to estimate it and optimize over it to find good low dimensional representation of the data for
sampling in Section 1.4. Finally we present in Section 1.5 synthetic examples for which our procedure is
able to find good reaction coordinates.
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Contributions. In this paper, we make the following contributions:

« We show both theoretically and experimentally that, given sufficiently many samples of a measure,
we can estimate its Poincaré constant and thus quantify the rate of convergence of Langevin
dynamics.

« By finding projections whose marginal laws have the largest Poincaré constant, we derive an
algorithm that captures a low dimensional representation of the data. This knowledge of “difficult
to sample directions” can be then used to accelerate dynamics to their equilibrium measure.

1.2. POINCARE INEQUALITIES

1.2.1. Definition

We introduce in this part the main object of this paper which is the Poincaré inequality [BGL14]. Let
us consider a probability measure du on R? which has a density with respect to the Lebesgue measure.
Consider H'!(y) the space of functions in L?(p) (i.e., Which are square integrable) that also have all their
first order derivatives in L?, that is, H' (1) = {f € L*(1), [ga [2dp+ [pa IV f[?dp < oo}

Definition 3 (Poincaré inequality and Poincaré constant)

The Poincaré constant of the probability measure dy is the smallest constant P,, such that forall f € H'(p)
the following Poincaré inequality (PI) holds:

[ swranter ([ s <2, [ 195w Pt o9

In Definition 3 we took the largest possible and the most natural functional space H*(u) for which all
terms make sense, but Poincaré inequalities can be equivalently defined for subspaces of test functions
which are dense in H*(p). This will be the case when we derive the estimator of the Poincaré constant in
Section 1.3.

Remark 8 (A probabilistic formulation of the Poincaré inequality.)

Let X be a random variable distributed according to the probability measure dyi. (PI) can be reformulated
as: forall f € H (),

Var, (£(X)) < P E, [[VFCOIP]. (95)

Poincaré inequalities are hence a way to bound the variance from above by the so-called Dirichlet energy
E [|[V£(X)[[2] (see [BGL14]).

1.2.2. Consequences of (PI): convergence rate of diffusions

Poincaré inequalities are ubiquitous in various domains such as probability, statistics or partial differen-
tial equations (PDEs). For example, in PDEs they play a crucial role for showing the existence of solutions
of Poisson equations or Sobolev embeddings [GT01], and they lead in statistics to concentration of measure
results [Goz10]. In this paper, the property that we are the most interested in is the convergence rate of
diffusions to their stationary measure du. In this section, we consider a very general class of measures:
du(x) = e~V (@) dx (called Gibbs measures with potential V), which allows for a clearer explanation. Note
that all measures admitting a positive density can be written like this and are typical in Bayesian machine
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learning [Rob07] or molecular dynamics [LS16]. Yet, the formalism of this section can be extended to more
general cases [BGL14].

Let us consider the overdamped Langevin diffusion in R, that is the solution of the following stochastic
differential equation (SDE):

dX; = —VV(X,)dt +V2dB;, (96)

where (B;);>0 is a d-dimensional Brownian motion. It is well-known [BGL14] that the law of (X¢):>0
converges to the Gibbs measure dy and that the Poincaré constant controls the rate of convergence to
equilibrium in L?(1). Let us denote by P;(f) the Markovian semi-group associated with the Langevin
diffusion (X;);>0. It is defined in the following way: P,(f)(x) = E[f(X})|Xo = z]. This semi-group

satisfies the dynamics
d

SR = LR (f),

where Lo = ALy — VV - V¢ is a differential operator called the infinitesimal generator of the Langevin
diffusion (96) (AL denotes the standard Laplacian on R%). Note that by integration by parts, the semi-group
(P;)i>0 is reversible with respect to dy, thatis: — [ f(Lg)du = [V f-Vgdu = — [(Lf)gdp. Let us
now state a standard convergence theorem (see e.g. [BGL14, Theorem 2.4.5] ), which proves that P, is the
characteristic time of the exponential convergence of the diffusion to equilibrium in L?(1).

Theorem 11 (Poincaré and convergence to equilibrium)

With the notation above, the following statements are equivalent:
(i) p satisfies a Poincaré inequality with constant P ,;

(i7) Forall f smooth and compactly supported, Var, (P;(f)) < e~ 2/PuVar,,(f) forallt > 0.

Proof: The proof is standard. Note that upon replacing f by f — [ fdp, one can assume that [ fdu = 0. Then,
forallt > 0,

V(P = 5 [ =2 [ P@rdn= -2 [ IR )

Let us assume (). With equation (x), we have

%Varu(Pt(f)) - —z/nvpt(f)u?du < 29! /(Pt(f))Qdu = 297 Var, (P.(f)).

The proof is then completed by using Grénwall’s inequality.

Let us assume (7). We write, for ¢ > 0,
— 7 (Varu(Pi(f)) = Varu(f)) > =t~ (77 — 1) Var,.(f).

By letting ¢ go to 0 and using equation (),

2P, 'Var, (f) < %VarH(Pz(f))t:O =2 / IV £I*dp,

which shows the converse implication. |

Remark 9
Let f be a centered eigenvector of —L with eigenvalue A\ # 0. By the Poincaré inequality,

[ au<, [190Pau=2, [ s-£nan=2. [ an

from which we deduce that every non-zero eigenvalue of —£ is larger that 1/P,,. The best Poincaré
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constant is thus the inverse of the smallest non zero eigenvalue of —L. The finiteness of the Poincaré
constant is therefore equivalent to a spectral gap property of — L. Similarly, a discrete space Markov chain
with transition matrix P converges at a rate determined by the spectral gap of I — P.

There have been efforts in the past to estimate spectral gaps of Markov chains [HKS15, LP16, QHK " 19,
WK19, CT19] but these have been done with samples from trajectories of the dynamics. The main difference
here is that the estimation will only rely on samples from the stationary measure.

Poincaré constant and sampling. Inhigh dimensional settings (in Bayesian machine learning [Rob07])
or molecular dynamics [L.516] where d can be large - from 100 to 107), one of the standard techniques to
sample du(x) = e~V (#)dx is to build a Markov chain by discretizing in time the overdamped Langevin
diffusion (96) whose law converges to du. According to Theorem 11, the typical time to wait to reach
equilibrium is P,,. Hence, the larger the Poincaré constant of a probability measure dy is, the more difficult
the sampling of dy is. Note also that V' need not be convex for the Markov chain to converge.

1.2.3. Examples

Gaussian distribution. For du(z) = (QTr%d/Q e~ l121*/2 2. the Gaussian measure on R? of mean 0 and

variance 1, it holds for all f smooth and compactly supported,

Var, (1) < [ IV £IPdn

and one can show that P, = 1 is the optimal Poincaré constant (see [Che81]). More generally, for a
Gaussian measure with covariance matrix ¥, the Poincaré constant is the spectral radius of X.

Other examples of analytically known Poincaré constant are 1/d for the uniform measure on the unit
sphere in dimension d [Led14] and 4 for the exponential measure on the real line [BGL14]. There also exist
various criteria to ensure the existence of (PI). We will not give an exhaustive list as our aim is rather to
emphasize the link between sampling and optimization. Let us however finish this part with particularly
important results.

A measure of non-convexity. Let du(z) = e~V (*)dz. It has been shown in the past decades that
the “more convex” V is, the smaller the Poincaré constant is. Indeed, if V' is p-strongly convex, then the
Bakry-Emery criterion [BGL14] tells us that P, < 1/p. If V is only convex, it has been shown that dpu
satisfies also a (PI) (with a possibly very large Poincaré constant) [RLM95, Bob99]. Finally, the case where
V is non-convex is explored in detail in a one-dimensional setting and it is shown that for potentials
V with an energy barrier of height h between two wells, the Poincaré constant explodes exponentially
with respect the height h [MS14]. In that spirit, the Poincaré constant of du(x) = e~V (®)dx can be
a quantitative way to quantify how multimodal the distribution dy is and hence how non-convex the
potential V' is [JK17, RRT17].

1.3. STATISTICAL ESTIMATION OF THE POINCARE CONSTANT

The aim of this section is to provide an estimator of the Poincaré constant of a measure ;1 when we
only have access to n samples of it, and to study its convergence properties. More precisely, given n
independent and identically distributed (i.i.d.) samples (21, ..., 2, ) of the probability measure dyu, our
goal is to estimate P,,. We will denote this estimator (function of (x1, ..., x,)) by the standard notation

P,..



1.3. Statistical Estimation of the Poincaré Constant 138

1.3.1. Reformulation of the problem in a reproducing kernel Hilbert Space

Definition and first properties. Let us suppose here that the space of test functions of the (PI), (, is
a reproducing kernel Hilbert space (RKHS) associated with a kernel K on R? [SS02, STC04]. This has two
important consequences:

1. X is the linear function space 3 = span{K (-, x), € R%}, and in particular, for all # € R, the
function y — K (y, x) is an element of JH that we will denote by K.

2. The reproducing property: Vf € H and Vo € RY, f(z) = (f, K(-,2))3c. In other words, function
evaluations are equal to dot products with canonical elements of the RKHS.
We make the following mild assumptions on the RKHS:
Assumption 1

The RKHS H is dense in H'(11).

Note that this is the case for most of the usual kernels: Gaussian, exponential [MXZ06]. As (PI) involves
derivatives of test functions, we will also need some regularity properties of the RKHS. Indeed, to represent
V f in our RKHS we need a partial derivative reproducing property of the kernel space.

Assumption 2

K is a Mercer kernel such that K € C?(R? x R9).

Let us denote by 0; = 0, the partial derivative operator with respect to the i-th component of . It has been
shown [Zho08] that under assumption 2, Vi € [1,d], 0; K, € 3 and that a partial derivative reproducing
property holds true: Vf € 3 and Vo € R%, 9; f(x) = (9; K., f)3c. Hence, thanks to assumption 2, V f is
easily represented in the RKHS. We also need some boundedness properties of the kernel.
Assumption 3

K is a kernel such that Vo € R% K(z,z) < K and” |[VK,|* < K4, where |[VE,|* =
Zle (0i Ky, 0, Ky) = Zle 8237521 (z, ) (see calculations below), x and y standing respectively for the
first and the second variables of (x,y) — K(z,vy).

The equality mentioned in the expression of || VK ||? arises from the following computation: 9; K, (z) =
(0;Ky, K,) = 9,:K(z,y) and we can write that for all 2,y € R% (0;K,,0;K,) = 0, (0;Ky(z)) =
0y 0yi K (2, ). Note that, for example, the Gaussian kernel satisfies 1, 2, 3.

A spectral point of view. Let us define the following operators from H to H:
Y =E[K,® K,], L=E[VK, ® VK,],

and their empirical counterparts,

5, -

SRS

where ® is the standard tensor product: Vf,g,h € H, (f @ g)(h) = (g, h),. f and ®, is defined as follows:
Vf.g € Il and h € 3 (f ®a 9)(h) = X1y (9is h) o fi

Proposition 11 (Spectral characterization of the Poincaré constant)

Suppose that assumptions 1, 2, 3 hold true. Then the Poincaré constant P, is the maximum of the following
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Rayleigh ratio:

i O -

with || - || the operator norm on H and C' = ¥ —m ®@ m wherem = [, K dp(x) € H is the covariance
operator, considering A~ as the inverse of A restricted to (Ker(A))™.

Note that C' and L are symmetric positive semi-definite trace-class operators (see Appendix C.3.2).
Note also that Ker(A) is the set of constant functions, which suggests introducing H := (Ker(A))* =
HNLE(p), where LE(11) is the space of L?(p) functions with mean zero with respect to y. Finally note that
Ker(A) C Ker(C) (see Section C.1 of the Appendix). With the characterization provided by Proposition
11, we can easily define an estimator of the Poincaré constant @u, following standard regularization
techniques from kernel methods [SS02, STC04, FBGO07].

Definition 4
The estimator §Z)‘ of the Poincaré constant is the following:
fj)n,)\ _ <f7 Cf>

e sup —f HL 1/2CL 1/2

(98)
feFH\Ker(A) <f (L + )\I)

with C = X,, — m @ m and where im = %L 2?21 K,,. C is the empirical covariance operator and Ly =

L+ isa regularized empirical version of the operator L restricted to (Ker(A))J' as in Proposition 11.

Note that regularization is necessary as the nullspace of Ais no longer included in the nullspace of C so
that the Poincaré constant estimates blows up when A — 0. The problem in Equation (98) has a natural
interpretation in terms of Poincaré inequality as it corresponds to a regularized (PI) for the empirical
measure i, = % >, 8z, associated with the ii.d. samples 21, . .., 2, from dp. To alleviate the notation,

we will simply denote the estimator by i)u until the end of the paper.

1.3.2. Statistical consistency of the estimator

We show that, under some assumptions and by choosing carefully A as a function of n, the estimator JAD#
is statistically consistent, i.e., almost surely:

:’]\) n—00

M :Pll .

As we regularized our problem, we prove the convergence in two steps: first, the convergence of § to the
regularized problem fP = SUP fea0\ {0} (L+{I>)f = ||L_1/QC’L_1/2
the statistical error associated with the estimator iPM (variance); second, the convergence of CPH to P, as A

goes to zero which corresponds to the bias associated with the estimator ﬁsu. The next result states the
statistical consistency of the estimator when A is a sequence going to zero as n goes to infinity (typically
as an inverse power of n).

Theorem 12 (Statistical consistency)

Assume that 1, 2, 3 hold true and that the operator A='/2C A=1/2 is compact on H. Let (A, )nen be a
sequence of positive numbers such that A, — 0 and \,\/n — +00. Then, almost surely,

o n—oo
P, 122 p,.
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As already mentioned, the proof is divided into two steps: the analysis of the statistical error for
which we have an explicit rate of convergence in probability (see Proposition 12 below) and which
requires n~'/2/),, — 0, and the analysis of the bias for which we need \,, — 0 and the compactness
condition (see Proposition 13). Notice that the compactness assumption in Proposition 13 and Theorem 12
is stronger than (PI). Indeed, it can be shown that satisfying (PI) is equivalent to having the operator
A~Y2C A=1/2 bounded whereas to have convergence of the bias we need compactness. Note also that
An = n~ %/ matches the two conditions stated in Theorem 12 and is the optimal balance between the rate
of convergence of the statistical error (of order ﬁ see Proposition 12) and of the bias we obtain in some
cases (of order ), see Section C.2 of the Appendix). Note that the rates of convergence do not depend on
the dimension d of the problem which is a usual strength of kernel methods and differ from local methods
like diffusion maps [CL06, HALO7].

For the statistical error term, it is possible to quantify the rate of convergence of the estimator to the
regularized Poincaré constant as shown below.

Proposition 12 (Analysis of the statistical error)
Suppose that 1, 2, 3 hold true. For any § € (0,1/3), and A > 0 such that A\ < ||A|| and any integer

n > 15% log 4;{;", with probability at least 1 — 30,

8K
N

<

P, — P

log(2/6) + o <,\\1/5) . (99)

Note that in Proposition 12 we are only interested in the regime where A/n is large. Lemmas 31 and
32 of the Appendix give explicit and sharper bounds under refined hypotheses on the spectra of C' and
A. Recall also that under assumption 3, C' and A are trace-class operators (as proved in the Appendix,
Section C.3.2) so that ||A|| and tr(A) are indeed finite. Finally, remark that (99) implies the almost sure
convergence of the statistical error by applying the Borel-Cantelli lemma.

Proposition 13 (Analysis of the bias)

Assume that 1, 2, 3 hold true, and that the bounded operator AY20A1/2 g compact on J. Then,

lim P, = P.
A—0

As said above the compactness condition (similar to the one used for convergence proofs of kernel
Canonical Correlation Analysis [FBGO07]) is stronger than satisfying (PI). The compactness condition adds
conditions on the spectrum of A~*/2C'A~1/2: it is discrete and accumulates at 0. We give more details
on this condition in Section C.2 of the Appendix and derive explicit rates of convergence under general
conditions. We derive also a rate of convergence for more specific structures (Gaussian case or under an
assumption on the support of 1) in Sections C.2 and C.4 of the Appendix.

1.4. LEARNING A REACTION COORDINATE

If the measure p is multimodal, the Langevin dynamics (96) is trapped for long times in certain regions
(modes) preventing it from efficient space exploration. This phenomenon is called metastability and is
responsible for the slow convergence of the diffusion to its equilibrium [Lel13, LRS08]. Some efforts in
the past decade [Lel15] have focused on understanding this multimodality by capturing the behavior
of the dynamics at a coarse-grained level, which often have a low-dimensional nature. The aim of this
section is to take advantage of the estimation of the Poincaré constant to give a procedure to unravel these
dynamically meaningful slow variables called reaction coordinate.
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1.4.1. Good Reaction Coordinate

From a numerical viewpoint, a good reaction coordinate can be defined as a low dimensional function
£ : R - RP (p < d) such that the family of conditional measures (yu(:|{(z) = 7)), g, are “less
multimodal” than the measure dy. This can be fully formalized in particular in the context of free energy
techniques such as the adaptive biasing force method, see for example [LRS08]. For more details on
mathematical formalizations of metastability, we also refer to [Lel13]. The point of view we will follow in
this work is to choose ¢ in order to maximize the Poincaré constant of the pushforward distribution £ * p.
The idea is to capture in £ * u the essential multimodality of the original measure, in the spirit of the two
scale decomposition of Poincaré or logarithmic Sobolev constant inequalities [Lel09, MS14, OR07].

1.4.2. Learning a Reaction Coordinate

Optimization problem. Let us assume in this subsection that the reaction coordinate is an orthogonal
projection onto a linear subspace of dimension p. Hence & can be represented by Vz € RY, £(z) = Ax
with A € 8P4 where 8% = {4 € RP*4 5. t. AAT = I,,} is the Stiefel manifold [EAS98]. As discussed
in Section 1.4.1, to find a good reaction coordinate we look for £ for which the Poincaré constant of the
pushforward measure ¢ * y is the largest. Given n samples, let us define the matrix X = (z1,...,2,)" €
R"*4, We denote by P the estimator of the Poincaré constant using the samples (x1, ..., x,). Hence
P ax T defines an estimator of the Poincaré constant of the pushforward measure £ * y. Our aim is to find

argmax P xT.
Aesp.d

Random features. One computational issue with the estimation of the Poincaré constant is that building
C and A requires respectively constructing n x n and nd x nd matrices. Random features [RR08] avoid
this problem by building explicitly features that approximate a translation invariant kernel K(z,z’) =
K (z — 2’). More precisely, let M be the number of random features, (wy, )1<m<a be random variables
independently and identically distributed according to P(dw) = [ e~iw O (0)dd dw and (b, )1<m< M
be independently and identically distributed according to the uniform law on [0, 2], then the feature vector
oM (z) = \/% (cos(wy z +b1),...,cos(wy,x + bM))T € RM satisfies K (z,2") ~ ¢M(x)T oM (2).

Therefore, random features allow to approximate C and A by M x M matrices CM and LM respectively.
Finally, when these matrices are constructed using the projected samples, i.e. (cos(w;,';A:Ci + bm))

1<m<M
. ~ i<i<n
, we denote them by C'4! and L2 respectively. Hence, the problem reads
. 3 vTaﬁ‘{[v
Find argmax P4xt = argmax max F(A,v), where F(Av):=———>——. (100)
Aegpd Aesgp.d vERM\{0} v (LA + A

Algorithm. To solve the non-concave optimization problem (100), our procedure is to do one step of
non-Euclidean gradient descent to update A (gradient descent in the Stiefel manifold) and one step by
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solving the generalized eigenvalue problem to update v. More precisely, the algorithm reads:

Result: Best linear Reaction Coordinate: A, € §%P

A( random matrix in $%?, 1y > 0 step-size;

fort=0,...,T—1do

« Solve generalized largest eigenvalue problem with matrices C’% and L% to get v*(Ay):

TAM
v*(A4;) = argmax EC—AU.
verM\{o} v (LA 4+ A\ )v

« Do one gradient ascent step: A1 = Ay + 1 grad 4 F(A, v*(A)).

end
Algorithm 1: Algorithm to find best linear Reaction Coordinate.

1.5. NUMERICAL EXPERIMENTS

We divide our experiments into two parts: the first one illustrates the convergence of the estimated
Poincaré constant as given by Theorem 12 (see Section 1.5.1), and the second one demonstrates the interest
of the reaction coordinates learning procedure described in Section 1.4.2 (see Section 1.5.2).

1.5.1. Estimation of the Poincaré constant

In our experiments we choose the Gaussian Kernel K (z,2') = exp (—||z — 2'[|?)? This induces

a RKHS satisfying 1, 2, 3. Estimating @L from n samples (z;);<n is equivalent to finding the largest
eigenvalue for an operator from H to H. Indeed, we have

1
n )

7~ |
K

(ZZn + AI)"2 8 (1 - nnT) Sn (ZZp + N) "2

where Z,, = Z?Zl 7' and Z! is the operator from H to R™: Vg € H, Zi (g) = ﬁ (g, BiK$j>)1<j<n

and S, is the operator from H to R": Vg € K, Sn(g) = ﬁ ({9, Kxj>)1<j<n. By the Woodbury
operator identity, (Al + 2;2,1)—1 =1 (I — Z’;()\I + ZLZ;)_12”>, and the fact that for any operator

[T = ([T,

P, =|(Z:Zy +A)"2 8

2

1 H (I - 111]1T> (§n§;; — 8,75 (ZnZF + NI) T A,ﬁ;;) (I - 1]111T>
A n n

I
N

)

2

which is now the largest eigenvalue of a n x n matrix built as the product of matrices involving the kernel

K and its derivatives. Note for the above calculation that we used that (I — %]UIT)Z =(I- %llllT).
We illustrate in Figure 18 the rate of convergence of the estimated Poincaré constant to 1 for the

Gaussian N(0, 1) as the number of samples n grows. Recall that in this case the Poincaré constant is equal
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Figure 18: (Left) Comparison of the convergences of the kernel-based method described in this paper
and diffusion maps in the case of a Gaussian of variance 1 (for each n we took the mean over 50 runs).
The dotted lines correspond to standard deviations of the estimator. (Right) Exponential growth of the
Poincaré constant for a mixture of two Gaussians N(+%, 0%) as a function of the distance a between the
two Gaussians (o = 0.1 and n = 500).

to 1 (see Subsection 1.2.3). We compare our prediction to the one given by diffusion maps techniques
[CLO6]. For our method, in all the experiments we set \,, = % which is smaller than what is given by
Theorem 12, and optimize the constant C'\ with a grid search. Following [HAL07], to find the correct
bandwidth €,, of the kernel involved in diffusion maps, we performed a similar grid search on the constant
C for the Diffusion maps with the scaling ¢,, = % Additionally to a faster convergence when n become
large, the kernel-based method is more robust with respect to the choice of itss hyperparameter, which is
of crucial importance for the quality of diffusion maps. Note also that we derive an explicit convergence
rate for the bias in the Gaussian case in Section C.4 of the Appendix. In Figure 18, we also show the growth
of the Poincaré constant for a mixture of Gaussians of variances 1 as a function of the distance between
the two means of the Gaussians. This is a situation for which the estimation provides an estimate when,
up to our knowledge, no precise Poincaré constant is known (even if lower and upper bounds are known

[CM10]).

1.5.2. Learning a reaction coordinate

We next illustrate the algorithm described in Section 1.4 to learn a reaction coordinate which, we recall,
encodes directions which are difficult to sample. To perform the gradient step over the Stiefel manifold we
used Pymanopt [TKW16], a Python library for manifold optimization derived from Manopt [BMAS14]
(Matlab). We show here a synthetic two-dimensional example example. We first preprocessed the samples
with “whitening”, i.e., making it of variance 1 in all directions to avoid scaling artifacts. In both examples,
we took M = 200 for the number of random features and n = 200 for the number of samples.

We show (Figure 19) one synthetic example for which our algorithm found a good reaction coordinate.
The samples are taken from a mixture of three Gaussians of means (0, 0), (1, 1) and (2, 2) and covariance
Y = 0% where o = 0.1. The three means are aligned along a line which makes an angle § = 7/4 with
respect to the z-axis: one expects the algorithm to identify this direction as the most difficult one to sample
(see left and center plots of Figure 19). With a few restarts, our algorithm indeed finds the largest Poincaré
constant for a projection onto the line parametrized by § = 7/4.
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Figure 19: (Top Left) Samples of mixture of three Gaussians. (Top right) Whiten samples of Gaussian
mixture on the left. (Bottom) Plot of the Poincaré constant of the projected samples on a line of angle 6.

1.6. CONCLUSION AND PERSPECTIVES

In this paper, we have presented an efficient method to estimate the Poincaré constant of a distribution
from independent samples, paving the way to learn low-dimensional marginals that are hard to sample
(corresponding to the image measure of so-called reaction coordinates). While we have focused on linear
projections, learning non-linear projections is important in molecular dynamics and it can readily be done
with a well-defined parametrization of the non-linear function and then applied to real data sets, where
this would lead to accelerated sampling [Lel15]. Finally, it would be interesting to apply our framework to
Bayesian inference [CLS12] and leverage the knowledge of reaction coordinates to accelerate sampling
methods.



C. APPENDIX OF STATISTICAL ESTIMATION OF
THE POINCARE CONSTANT AND APPLICATION
TO SAMPLING MULTIMODAL DISTRIBUTIONS

The Appendix is organized as follows. In Section C.1 we prove Propositions 11 and 12. Section C.2
is devoted to the analysis of the bias. We study spectral properties of the diffusion operator L to give
sufficient and general conditions for the compactness assumption from Theorem 12 and Proposition 13 to
hold. Section C.3 provides concentration inequalities for the operators involved in Proposition 12. We
conclude by Section C.4 that gives explicit rates of convergence for the bias when p is a 1-D Gaussian
(this result could be easily extended to higher dimensional Gaussians).

C.1. PRroOFSs OoF PROPOSITION 11 AND 12

Recall that L3 () is the subspace of L% (1) of zero mean functions: L3 (u) := {f € L%(u), [ f(z)du(z) =
0} and that we similarly defined o := 3 N LZ(12). Let us also denote by R1 , the set of constant functions.

Proof Proof of Proposition 11: The proof is simply the following reformulation of Equation (94). Under
assumption 1:

Ja F@)2dp(@) — (fa f(2)dp(z))

T =
"7 pemgna fRd IV f(2)lI?dp(x)
- Jia F@)2dp(@) = (fa f(@)du(2))?
~ sesm fRd IIVf )|2du(=)
. fRd f(a:) (fRd (x )
~ fertorio) fRd nw )[2du(z) ‘

We then simply note that

< 9y f(:r)d,u(m)>2 = (<f7 R.d deu(:c)>%>2 = (f,m)2% = {f, (m @ m)f)s.

Similarly,

@ du(@) = (£, 2f)s and / IV I@)IPdu(e) = (f, L)

Note here that Ker(A) C Ker(C). Indeed, if f € Ker(A), then (f, Af)sc = 0. Hence, y-almost everywhere,
V f = 0 so that f is constant and C'f = 0. Note also the previous reasoning shows that Ker(A) is the subset
of H{ made of constant functions, and (Ker(A))* = 3 N LE(1) = Ho.

Thus we can write,

<f7(2_m®m)f>

P, = sup AR HLfl/zCLflﬂH7
P rest\Ker(a) (f,Lf)x
where we consider A™! as the inverse of A restricted to (Ker(A))™" and thus get Proposition 11. |

Proof Proof of Proposition 12: We refer to Lemmas 31 and 32 in Section C.3 for the explicit bounds. We have
the following inequalities:

145
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P =] = |5 = e

T—-1/2 A7-1/2
<[Jeren] -

trvcty |+ s et ] - s |

< HE;UQ(G _ C)E;UZ

+lerr e -

01/2L;101/2H‘

< HE;W(G — o)L

+ HCI/Z(E;\I _ L;l)CI/Q

Consider an event where the estimates of Lemmas 31, 32 and 33 hold for a given value of § > 0. A simple
computation shows that this event has a probability 1 — 34 at least. We study the two terms above separately.
First, provided that n > 15F o (X) log 5t and A € (0, || A||] in order to use Lemmas 32 and 33,

HE;I/Q(G—C’)E;U2

_ HE;l/QLiNL;l/Q(a _ C)L;1/2Li/2E;1/2

2

< HE;1/2L1/2

L2(E - o

Lemma 33 Lemma 31
< 2 (Lemma 31).
For the second term,
HC1/2(E;1 B L;1)C1/2H _ H01/2E;1(L B E)L;1C1/2H

_ HCl/ZL;UQLi/QL;lLi/2L;1/2(L . L)L;l/2L;1/201/2H

N 2 2 —~
<HL;1/2L§/2 HCI/QL;UQ HL;I/Q(L—L)L;UQ

Lemma 33 'yl); Lemma 32
A Y
<27, - (Lemma 32).

2K 4 log(4trL/A§)
An

1/2
The leading order term in the estimate of Lemma 32 is of order ( ) whereas the leading

one in Lemma 31 is of order %\/g/&). Hence, the latter is the dominant term in the final estimation. |

C.2. ANALYSIS OF THE BIAS: CONVERGENCE OF THE
REGULARIZED POINCARE CONSTANT TO THE TRUE ONE

We begin this section by proving Proposition 13. We then investigate the compactness condition
required in the assumptions of Proposition 13 by studying the spectral properties of the diffusion operator
L. In Proposition 16, we derive, under some general assumption on the RKHS and usual growth conditions
on V, some convergence rate for the bias term.

C.2.1. General condition for consistency: proof of Proposition 13

To prove Proposition 13, we first need a general result on operator norm convergence.

Lemma 27

Let H be a Hilbert space and suppose that (A,,)n>0 is a family of bounded operators such that¥n € N,

n—0o0

|AL|l < 1andVf € H, A,f —— Af. Suppose also that B is a compact operator. Then, in operator
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norm,

A,BA* 2% ABA*.

Proof: Lete > 0. As B is compact, it can be approximated by a finite rank operator B, _ = > <, bi(fi, ) gi,
where (f;); and (g;); are orthonormal bases, and (b;); is a sequence of nonnegative numbers with limit zero
(singular values of the operator). More precisely, n. is chosen so that

5]
B-B < -
IB-B,.I<5

Moreover, ¢ being fixed, AnB,_A;, = >0 bi(Anfi, )Angi — D15 bi(Afi,-)Agi = AB,_A" in
operator norm, so that, for n > Ne, with Ne > n. sufficiently large, ||An B, A}, — AB,_A”|| < §. Finally,
as ||A|| < 1, it holds, forn > N.

|AnB, A, — ABA™|| < |AnB, A; — AB, A”| + |A(B,, — B)A||
< |[|AnB, A, — AB, _A"||+ B, - B| <e.
This proves the convergence in operator norm of A, BA;, to ABA™ when n goes to infinity. |

We can now prove Proposition 13.
Proof Proof of Proposition 13: Let A > 0, we want to show that

Py = [AT2OAT | o IATPOAT Y = 9,

Actually, with Lemma 27, we will show a stronger result which is the norm convergence of the operator
A;l/QCA;UZ to A™Y2C A2, Indeed, denoting by B = A~Y2CA~Y? and by A, = A;I/ZAUQ
both defined on Ho, we have A;l/QCA;1/2 = A\BAj with B compact and || A, || < 1. Furthermore, let
(¢i)ien be an orthonormal family of eigenvectors of the compact operator L associated to eigenvalues (;)ien.
Then we can write, for any f € Ho,

_ > 1243
Axf = AA1/2A1/2f :; /mm@)}( o8 Q)f.

Hence by applying Lemma 27, we have the convergence in operator norm of A, ! /QCA; V20 AT20N12,
hence in particular the convergence of the norms of the operators. |

C.2.2. Introduction of the operator L

In all this section we focus on a distribution dy of the form du(z) = e~V (®)dz.
Let us give first a characterization of the function that allows to recover the Poincaré constant, i.e.,

2
the function in H' () that minimizes Jaa IVF (@) dis(=) z. We call f, this function. We recall
Jra f(@)2dp(@)=(fra f(2)du())
d 0%f;

that we denote by A the standard Laplacian in R%: Vf € H'(u), AL f =370 | 572+ Let us define the
operator Vf € H'(u), Lf = —ALf 4+ (VV, V), which is the opposite of the infinitesimal generator of
the dynamics (96). We can verify that it is symmetric in L?(1). Indeed by integrations by parts for any




C.2. Analysis of the bias: convergence of the regularized Poincaré constant to the true one 148

Vg€,
(L1920 = [ (LD @g(a)dulz)
_ —/ALf(x)g(x)er(z)der/<vv(x),vf(x»g(x)efv(z)dx
:/<Vf(x)7v(g(x)e_v(””))>dx+/(VV(xLVf(x)>g(x)e—‘/(:v)dx
:/(vf($)7V9($)>e_V(I)dw—/(Vf(x),VV(m)>g(x)e_V(I)d;y
+ [V, V@) s
- [(V1@), Vg@)du(o)

The last equality being totally symmetricin f and g, we have the symmetry of the operator L: (L f, g) 12(,) =
J{(VF,Vg)ydu=f, Lg) 12y (for the self-adjointness we refer to [BGL14]). Remark that the same calcu-
lation shows that V* = —div + VV -, hence L = V* -V = —ALl' + (VV, V.), where V* is the adjoint of
Vin L2(u).

Let us call 7 the orthogonal projector of L?(p1) on constant functions: 7f : z € R% — [ fdu. The
problem (97) then rewrites:

L
Pp-1— in Lj‘z(“)g’ (101)
fe@ (WL (w\(0} [[(Tp2wy — ™) £l

Until the end of this part, to alleviate the notation we omit to mention that the scalar product is the
canonical one on L?(p). In the same way, we also denote 1 = Iz

Case where dy has infinite support. The minimizer of Eq. (101) is not unique but all the minimizer
satisfy a eigenvalue property if the potential V' goes fast enough at infinity.

Proposition 14 (Properties of the minimizer)

If lim § IVV[* - $ ALV = +o0, the problem (101) admits a minimizer in H' (1) and every minimizer

|z|—o00

f is an eigenvector of L associated with the eigenvalue P~':

Lf=P"1f. (102)

To prove the existence of a minimizer in H'(u), we need the following lemmas.

Lemma 28 (Criterion for compact embedding of H' (u) in L2(p))

The injection H'(p) < L*(p) is compact if and only if the Schrédinger operator — A + 1 VV|)? —
%ALV has compact resolvent.

Proof: See [Gan10, Proposition 1.3] or [RS12, Lemma XIIL65]. |

Lemma 29 (A sufficient condition)

If ® € C™ and ®(x)— + oo when |z| — oo, the Schrodinger operator —AL + ® on R has compact
resolvent.

Proof: See [HINO05, Section 3] or [RS12, Lemma XIIL67]. |
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Now we can prove Proposition 14.

Proof Proof of Proposition 14: We first prove that (101) admits a minimizer in H' (y). Indeed, we have,

L b L 2
Pt = inf 7< f f>L2(l; = inf J(f), where J(f):= va! .
fetnrnfoy [[(L —m)fII2  reminr2)\{o} LAl

Let (f1)n>0 be a sequence of functions in H (1) equipped with the natural H'-norm such that (J(f))n>0
converges to P~ 1. As the problem in invariant by rescaling of f, we can assume that Vn > 0, || fa]|22 w =1L

Hence J(fn) = ||an||2L2(M) converges (to P™1). In particular vanHi?(#) is bounded in L?(u), hence
(fa)n>0 is bounded in H" (). Since by Lemma 28 and 29 we have a compact injection of H* (1) in L*(p), it
holds, upon extracting a subsequence, that there exists f € H'(u) such that

fn = F strongly in L? (1)
fn—f weakly in H* ().

Thanks to the strong L*(p) convergence, || f||* = lim || f»||> = 1. By the Cauchy-Schwarz inequality and

then taking the limit n — +o0,

V412 = tim (V £, V) < lim [V AV full = [ V72"

Therefore, ||V f|| < P~/ which implies that J(f) < P, and so J(f) = P~'. This shows that f is a
minimizer of J.
Let us next prove the PDE characterization of minimizers.

A necessary condition on a minimizer f, of the problem inf rc g1, {IIV fll 2 () Il£1I? = 1} is to satisfy
the following Euler-Lagrange equation: there exists § € R such that:
Lf.+pBf«=0.
Plugging this into (101), we have: P! = (L f«, f«) = —B{f«, f«) = —B||f«||3 = —p3. Finally, the equation
satisfied by f is:
Lf=-A"f.+(VV.Vf) =P f.,

which concludes the proof. n

Case where dj has compact support We suppose in this section that du has a compact support
included in 2. Without loss of generality we can take a set {2 with a C'> smooth boundary 0f2. In this
case, without changing the result of the variational problem, we can restrict ourselves to functions that
vanish at the boundary, namely the Sobolev space H,(R%, du) = {f € H' (1) s.t. flao = 0}. Note that,
as V is smooth, H'(u) D H'(R? d)) the usual "flat" space equipped with d), the Lebesgue measure.
Note also that only in this section the domain of the operator L is H> N H},.

Proposition 15 (Properties of the minimizer in the compact support case)

The problem (101) admits a minimizer in H}, and every minimizer f satisfies the partial differential
equation:

Lf=971f. (103)

Proof: The proof is exactly the same than the one of Proposition 14 since H, can be compactly injected in L?
without any additional assumption on V. |

Let us take in this section H = H%(R?, d\), which is the RKHS associated to the kernel k(z, z") =

e lle=='ll, As f+ satisfies (103), from regularity properties of elliptic PDEs, we infer that f, is C>(€).
By the Whitney extension theorem [Whi34], we can extend f, defined on € to a smooth and compactly
supported function in Q' O Q of RY. Hence f, € C°(R?) C K.
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Proposition 16

Consider a minimizer f, of (101). Then

2
PP P 4 AM. (104)
1l 720

Proof: First note that f. has mean zero with respect to dy. Indeed, [ fdu = Pt J Lfdu = 0, by the fact that
dy is the stationary distribution of the dynamics.

For A > 0,
Pl <1 _ g Jpa IV f(@)[Pdu(x) + N[ f1I5¢
X A 2
FEIORL [y f(2)2dp(x) — (fpa f(z)du(z))
o Jpa IV (@)1 Pdp(e) + M| f |13

X

:r\‘P—l+A H.f*”gf

Joe f-(@2du(z) 1elZacy’
which provides the result. |

C.3. TECHNICAL INEQUALITIES

C.3.1. Concentration inequalities

We first begin by recalling some concentration inequalities for sums of random vectors and operators.

Proposition 17 (Bernstein’s inequality for sums of random vectors)

Let 21, . ..,z be a sequence of independent identically and distributed random elements of a separable
Hilbert space H. Assume that E||z1|| < 400 and note yp = Ez;. Let o, L > 0 such that,

1
Vp =2,  Elz —plf < §p!02L”*2~

Then, for any § € (0,1],

1 « 2L 1log(2/§ 202 1og(2/0
LESUR AT CT I T ) 09
n 4 n n
1=1 I
with probability at least 1 — §.
Proof: This is a restatement of Theorem 3.3.4 of [Yur95]. |

Proposition 18 (Bernstein’s inequality for sums of random operators)

Let I be a separable Hilbert space and let X1, ..., X, be a sequence of independent and identically
distributed self-adjoint random operators on H. Assume that E(X;) = 0 and that there exist T > 0 and
S a positive trace-class operator such that | X;|| < T almost surely and EX? < S foranyi € {1,...,n}.
Then, for any § € (0, 1], the following inequality holds:

1 n
w2

with probability at least 1 — § and where 5 = log ﬁgﬂ%

2r5 21818

< +\—, (106)
3n n
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Proof: The theorem is a restatement of Theorem 7.3.1 of [Tro12b] generalized to the separable Hilbert space
case by means of the technique in Section 4 of [Stal7]. |

C.3.2. Operator bounds

Lemma 30

Under assumptions 2 and 3, ¥, C and A are trace-class operators.

Proof: We only prove the result for A, the proof for 3 and C being similar. Consider an orthonormal basis
(¢i)ien of H. Then, as A is a positive self adjoint operator,

Z<8J’Kw»¢i>2:| =E, |:§:

j=1 i=1j

oo

tr A= (Adi,¢s) =Y E,
=1

1= i=1
d

=E, [Z |5sz||2} < Ka.
=1

Hence, A is a trace-class operator. ||

<8JK7J> ¢l>2:|

1

The following quantities are useful for the estimates in this section:

2
Noo(N) =  sup ‘L;l/QVKw ;

zEsupp(p)

2
,and Foo(A) = sup
3

zEsupp(p)

‘L;I/QKT

Note that under assumption 3, Noo (A) < % and Foo (A) < % Note also that under refined assumptions

on the spectrum of A, we could have a better dependence of the latter bounds with respect to \. Let
us now state three useful lemmas to bound the norms of the operators that appear during the proof of

Proposition 12.

Lemma 31

Forany A > 0 and any ¢ € (0, 1],

1/2

Noo (M) log 3;5—&25 . 2 P} Noo(A) log 3}%\%

4
L—1/2 A L—1/2H <
H A (-0 A 3n n

log(3) N log(3)

+ 8N (M) - -

log (2 log(2
416N (V) og(5) , [t )
n n

with probability at least 1 — 4.

Proof Proof of Lemma 31: We apply some concentration inequality to the operator L;l/ ’C L;l/ ? whose mean
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is exactly L;1/2C L;” ?. The calculation is the following:
72 @ - o2 = e - e |
< HL;1/2§L;1/2 _ L;1/2EL;1/2H
+ @ e AL = Lo mL ||

SR © (2K - 1
n
=1

+ ) @ (L2 m) - (15 m) @ (L 2|

We estimate the two terms separately.

Bound on the first term: we use Proposition 18. To do this, we bound for ¢ € [1,n] :

2 —1/2 —1/2
bt 5

37K @ (2K = 2502 < 2 e,

and, for the second order moment,

2
E((Ly?Ke) ® (LK) — L2510 ?)

efhen,

2
R 0 (15K | s
< Neo (ML ?5L 2

. S 2Tr(SL "
We conclude this first part of the proof by some estimation of the constant 8 = log Hrl /Q(EL 25 /)2 Hé.
A A

Using

TrEL;1 < AT, it holds B < log ?,;Hf(; Therefore,
o

SR © (2K - 1
n
i=1

e 1/2
_ ANoo(A) log T35 . 2 P) Noo(A) log Tane

3n n

Bound on the second term. Denote by v = L;l/ *mand ¥ = L;l/ M. A simple calculation leads to

[Pt -—v@uv]| <[v@ @ -v)[+ @ -v) @]+ [[©-v)© @)
<

2|l = vl + 117 = ]*.

We bound ||v — v|| with Proposition 17. It holds: v — v = A;l/Q(ﬁm —m) = 1y7" A;UQ(KQM -
m) = L3 | Z;, with Z; = A} "*(K., — m). Obviously for any i € [1,n], E(Z:) = 0, and || Z;]| <

HA;I/QKziH + HA;I/QmH < 24/Noo(A). Furthermore,

2 2

BIIZi|? = B (AL (K, —m), A7V (Ka, —m)) =B [A7V K,
< Noo(N).

_ HA;UQm

Thus, for p > 2,

EIZIP < B(IZIP)Z07) < 5ot (VR=DD) (2vN=0)”
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hence, by applying Proposition 17 with L = 21/Noo(A\) and 0 = /N (A),

15— || < 4y/Noo (A) log(2/9) i 2N oo (M) log(2/6)

n

n

W ey <log(j/5) N log(2/5)> .
Finally, as ||v]] € v/Noo(A),

[W®T—v®v| < 8Ne(X) (

n n

log(2/4) , 1og(2/5))

n n

() <1og(2/6> . 1og<2/6>>2‘

This concludes the proof of Lemma 31. ]

Lemma 32
Forany A € (0, ||A]|] and any 6 € (0,1],

[P C o <

4F o (A) log 2t N \/ 2 Foo(A) log 1L
3n

with probability at least 1 — 0.

Proof Proof of Lemma 32: As in the proof of Lemma 31, we want to apply some concentration inequality to
the operator L;1/2AL;1/2, whose mean is exactly L;1/2AL;1/2. The proof is almost the same as Lemma 31.
We start by writing

HL;1/2(E_ L)L;1/2H _ HL;1/2EL;1/2 _ L;1/2LL;1/2H

S (29K 0 (529K - LAl ]

=1

In order to use Proposition 18, we bound for i € [1, n],

2 —1/2 —1/2
}(-s—HLA 2y

32V K @ (29K, = L2

< HL;l/ZVKxi

< 2F o (A),

and, for the second order moment,
~1/2 —1/2 —1/2,, —-1/2\?
E[((LPVEL) ® (LYK - L2 )

=E {HL;”2VKM (LV?VE,,) ® (L;“QVKM)} — LR

2
H

< Foo (ML /2LLL2

-1
We conclude by some estimation of 8 = log %. Since Tr(LLy") < A'TrL and for A < ||L||,
A
H L;lLH > 1/2, it follow that 8 < log 4;\{;". The conclusion then follows from (106). |

Lemma 33 (Bounding operators)

‘ Forany A > 0,6 € (0,1), andn > 15F(\) log 1L, it holds with probability at least 1 — §:

~ 2
i <
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The proof of this result relies on the following lemma (see proof in [RR17, Proposition 8]).
Lemma 34

Let 3 be a separable Hilbert space, A and B two bounded self-adjoint positive linear operators on H and
A > 0. Then

H(AJF)‘I)*W(BJFAI)WH <1_p

with B = Amax ((B 4+ AI)"Y2(B — A)(B 4+ AI) /%) < 1, where Amax(O) is the largest eigenvalue
of the self-adjoint operator O.

We can now write the proof of Lemma 33.

Proof Proof of Lemma 33: Thanks to Lemma 34, we see that
~ 2 - -1
i« (1 (8- 0))

and as HL;UQ(A — A)L;lnH < 1, we have:

—1

—~ 2 ~
i < (- o)

Je 4 TrL “ 4 TrL
We can then apply the bound of Lemma 32 to obtain that, if X is such that 1oc () log 735 +1/ 2 e (/\)nlog A

3n

~ 2
%, then H L;1/2Li/2 H < 2 with probability 1—¢. The condition on A is satisfied whenn > 155 () log 4;F§L. |

C.4. CALCULATION OF THE BIAS IN THE GAUSSIAN CASE

We can derive a rate of convergence when y is a one-dimensional Gaussian. Hence, we consider the
one-dimensional distribution dy as the normal distribution with mean zero and variance 1/(4a). Let

E 12 2
b > 0, we consider also the following approximation P! = inf plI7) + il 5
fext var, (f)

associated with the Gaussian kernel exp(—b(z — y)?). Our goal is to study how P,; tends to P when x
tends to zero.

where H is the RKHS

Proposition 19 (Rate of convergence for the bias in the one-dimensional Gaussian case)

If dy is a one-dimensional Gaussian of mean zero and variance 1/(4a) there exists A > 0 such that, if
A\ < A, it holds

PL <P <P+ BAINE(1/0)), (107)

where A and B depend only on the constant a.

We will show it by considering a specific orthonormal basis of L? (1), where all operators may be expressed
simply in closed form.

C.4.1. An orthonormal basis of L?(x) and H

We begin by giving an explicit a basis of L? (1) which is also a basis of K.
Proposition 20 (Explicit basis)

We consider

file) = (£)" i) e (Vo).
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where H; is the i-th Hermite polynomial, and ¢ = v/a? + 2ab. Then
(fi)i>o0 is an orthonormal basis of L* (1)

fi= /\1/2f1 forms an orthonormal basis of H{, with A

2a b '
a+b+c \ a+b+c :

(

Proof: We can check that this is indeed an orthonormal basis of L~ (u)
1 —2az? ( C) 1/2
k> 2 = | —F——¢ - e
Jio Fmdi o /]R V2m/4a a

—2lem 0 (ghg1) TV (2 d) T2 Hy (V2er) B

m(V2cz)dx
2¢/m(2"k!) 1/2(2""771!)71/2/6_2“2H;€(\/263,°)Hm(\/ cx)dx
R
:6mk‘7

using properties of Hermite polynomials. Considering the integral operator T : L () — L*(ut), defined as
y) = fe O f(a)d

u(x), we have:
Tfr(y) = (2)1/4(2%!)‘”2/Re%cw)z?m(@x)

672111 efb(zfy)zdx
V27 /4a
6)1/4 k —1/2 —by? / —(a+b+c)z? 2bx
=(= 2% k! e Hi(V2cx)e”” YV 2cdx
(a (2" \/27r/4a V2 ( )
0)1/4 & —1/2 _p / _a+b+uz2 2b_ 4
= (- 2°k! v i Hy(x)evze “dx.
(a (2°k1) \/271/4(1 V2c Jr (@)
We consider u such that = %, thatis, 1 — afb"ﬂ = Zilb)jrz = b2
_ _ b _ b
u—a+b+c,andthen 2 =2

(a+b+c)? =
Thus, using properties of Hermite polynomials (see Section C.4.4), we get

Tfily) = (5)1/4(2’“1@!)*1/%—”11 !

\/Mf w1 —u?Hy( \/7y exp(
() ey L

u?, which implies that

QCy) k

V2¢ , ,
Vot va T Varrae (Ve explbuy” — by')
_[e\V/4 _12 V2a , . .
f(a> (2" k!) \/ﬁHk(@y)exp(—by + 2cy <_1+ uz))uk
B Va+b+cla+b+e k

= Mo Sfr(y)-

This implies that (f;) is an orthonormal basis of

We can now rewrite our problem in this basis, which is the purpose of the following lemma
Lemma 35 (Reformulation of the problem in the basis)

Let (o;); € £2(N). For f = Y72 v fi, we have

« Ifl3e =D _air ! = o Diag(V) e

=0

« var,(f(

- ia? - (imai)Q =a'(I—=m")a;
=0

=0
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« B, f (x Zzal% (M™M);; ="M Ma,
=0 j=0

where 1 is the vector of coefficients of 1.0, and M the matrix of coordinates of the derivative operator

in the (f;) basis. The problem can be rewritten under the following form:

T(MTM + kDiag(\) ™Y

-1 _
| 109
where
c\ /4 2a b g v/ (2k)!
. kj 2 , = | — d =
k= 0, 12 (a) a+c <a+b+c) gkfl 4Tk 0

. 1 1 , ,

L ViEN, (MTM), == (2i(® + ) + (a— <)) and (MTM), ,, = - ((a2 —?) (z+1)(z+2)).

Proof: Covariance operator. Since (f;) is orthonormal for L?(u), we only need to compute for each i,
ni = E, fi(x), as follows (and using properties of Hermite polynomials):

14 .
i =L, fi)p2(n) = (E) (2%’!) 1/2 / e_(c_a)“zHi(\/ 2cw)e_2aw2\/2a/ﬂ'dac
R

a

_ (5)1/4(2iz-!)-1/wm / %

- ()" e () o

This is only non-zero for i even, and

‘H (z)dz

1/4 92k —1/2 2a C k
=(- (2k)! H 1
M2k ( ) a+c c+a Qk )( )
1/4
_ (E) 22k(2k})' —1/2 2a c
a+c c+a
1/4 2a c—a)’f\/ 2k)!
a—|—c c+a 2k k!

1/4 [2a ,/(Qk)!
a+c a+b+c 2Kk

Note that we must have Y% 07 = [|1]|7- (w) = 1, which can indeed be checked —the shrewd reader will
recognize the entire series development of (1 — z2)~%/2.

Derivatives. We have, using the recurrence properties of Hermite polynomials:

—cC a+c Vi
T Vifil,
NG NG fi—1
for i > 0, while fori = 0, f = “\;Ec f1. Thus, if M is the matrix of coordinates of the derivative operator in

the basis (f;), we have M; 11, = “—\;EC\/Z' +land M;—1,; = “jg \/i. This leads to

a
fi=

1+ 1

<f{af;>L2(u) = (MTM)U
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We have

(M " M)ii = (£, 1) L2
%((i +1)(a— ) +ila+c)’)
% (2i(a2 +A) +(a— 6)2) fori >0,
(M M)iiva = (fi, fixa)r2()

- %((Cﬁ — )V +1)(i+2)) fori > 0.

Note that we have Mn = 0 as these are the coordinates of the derivative of the constant function (this can be
checked directly by computing (Mn)ak+1 = Makt1,2602k + Mok+1,26+2M2k+2)- u

C.4.2. Unregularized solution

E 2
Recall that we want to solve P~! = inf M,. The following lemma characterizes the optimal

1 var,(f(x))

solution completely.

Lemma 36 (Optimal solution for one dimensional Gaussian)

We know that the solution of the Poincaré problem is P~1 = 4a which is attained for f.(x) = x.
The decomposition of f. is the basis (f;); is given by f. = ZVifz', where Vk > 0, vop, = 0 and

i>0

S\ M4 e N\3/2, b N kA/@E+D)
Vak+1 = (E) \2/7(?(0%#0) (a+b+c) 2kl

Proof: We thus need to compute:

vi = (fes fi) 2w
)1/4(22'2'!)_1/2/e*“ﬂl)mzHi(\/%36)672‘”2 V2a/mxda

R

) (21'2‘!)71/2\/M/e_(c+a)zzHi(\/%x)a:dx

R
)
)

1/4

(2ii!)_1/2\/2a/ﬂ’$ / e 2 [Hit1(z) + 2iH;—1(x)]dz
R

i\ - 2 — O\ i
(2'i!) Uzv?aﬁrl{—f o —fc ((;_72)( +1>/21'1ﬁ-.~.1(())1 +

L C— QN (i—1)/2 i—
+22(m) Hifl(o)l 1),
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which is only non-zero for ¢ odd. We have:

c\1/4 172 N 2¢c cC—a\k
vais = () @ ek D) VR [ () a0 (1)

+2(2k + 1)(0:L

Y Har(0)(~1)"

= ()" @ )R 2 () a1

c+a
+22k+ 1) (= o )’“sz(O)(—l)k)
. C 1/4 2 1 1/2 f 2c
=(5) 7@ ek + )T 2RV \/;Ha -

(( %)2(2k + 1) Hax (0) + 2(2k + 1) Hai (0) )

_ [\ 2hk+1 12 VT 2c c—a 2¢
_(a) ( (2k+1) ) 20/ e a+c c+a (2k+1)H2k(0) ct+a
(e \Y* g2kt —1/2 1 20 3/2,C— G\k
= (;) (2 2k + 1)) \/Eﬁ(aw) (c+a) (—1)*(2k + 1) Ha1,(0)
_(¢ Y4 okt 12 ~ 1 . 2¢c y3/2 a\k (2k)!
=(5) e ee+y Va— () ek )y
_ (E)l/4ﬁ( 2c )3/2(c—a)k (2k + 1)!
Y 2¢ ‘a+c c+a 2k k!
_ (E)l/4ﬁ( 2c )3/2( b )k (2k + 1)!
a 2¢c ‘a+c a+b+c 2k m

Note that we have:
,LLTV = <]~a f*>L2(;L) =0

I = 1 fllZ 2 = 1
MT My = 4dav.

The first equality if obvious from the odd/even sparsity patterns. The third one can be checked directly.
The second one can probably be checked by another shrewd entire series development.
If we had v T Diag(\) v finite, then we would have

PP <P (14 k- v Diag(\) " 'v),

which would very nice and simple. Unfortunately, this is not true (see below).

VEk(2k/e)?k+1
2+ VE(k/e)k

Some further properties for v We have: {72 = ﬁ, and the following equivalent

1/4+k+1/2
kk,‘W ~ k'/* (up to constants). Thus

_ c\'/?a , 2c \3 b 2k—2k-1 [a+b+c
PBi1 ol < (5) 7(a+c) (a+b+c) T\/E:@(\/%)

hence,

2m+1

Z VA ~ O(m?/?).

k=0
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Consequently, v Diag(\)~'v = +oc.

Note that we have the extra recursion

1
= — [Vk + Inyr + VEni_1].
Vg \/4»0[ Mk+1 Nk 1]

C.4.3. Truncation

We are going to consider a truncated version «, of v, with only the first 2m + 1 elements. That is
ap = v for k < 2m + 1 and 0 otherwise.

Lemma 37 (Convergence of the truncation)

. _ 00 _ 2m+1 _ b 3 1
hConsz}clierfgl;” =Y ofe =D 0 Vifi recall that u = aire Form > max{—m, @}, we
ave the following:
; 1 ,
M lal? - &| < Lmu2
(ii) a'n=0
(i)  |oa"TMTMa—1| < Lm*u®™
(iv) o Diag(\) " ta < Lm?/?,
where L depends only on a, b, c.
Proof: We show successively the four estimations.
(i) Let us calculate [|c[|*. We have: [|a]|* — & = [|a|*—||v||* = ) V3k41- Recall thatu = ﬁ <1,
by noting A = (2)1/4 ya (ffg)g/z, we have
s 1 2 o= (2k+1)! o
- BT 2k,
la* = 4 k_ZH e

Now by Stirling inequality:

(26 +1)! o _ e(2k+ 1)2’“+1+1/2e—<2’“+1>u2k
(2kk!)2 S (V2m2kkh+1/2e—k)2

2k+1 1/2
— Q (1+i> (k+1> u2k'
T

2k 2
de 2k
g ?\/EU .

And for m >

T 4Inw’

oo

Z VEu?* g/ Vzu*dz

m+1 m
R
xT
< zu " dx
m

om (1 —2mInwu)
(2 lnu)2

muQm

S (/)"

Hence finally:
4A2 e 2m

, 1
< e
‘HaH = Wln(l/u)mu

da
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(ii) is straightforward because of the odd/even sparsity of v and 7.
(iii) Let us calculate || Mcl||?. We have:

[Mal* 1= |[Mal* — My

T
= E Vak+1V25+41 (M M)
2k+1,25+1

k,j>m+1
o0 o0
= Z V22k+1 (MTM) + 2 Z Vog+1V2k+3 (MTM)
k1 2k+1,2k+1 k1 2k+1,2k+3
A2 S (2k+1)!
== ¥ w (2(2k +1)(a® + &) + (a — ¢)*) u*
k=m-+1

2A2ab VEE+ 1) \/(2k +3)! i1
Z @) @ 1) (2k + 2)(2k + 3)u** .
k=m-+1

Let us call the two terms ., and vy, respectively. For the first term, when m > max{— } a calculation

as in (i) leads to:

4lnu7 6¢

< 24A%e(u® + %)

|um | <

oo . a—c 2
[ evanas+ L (age - )

e
20,2 | 2\ oo 2
< Ul elu + ) / *u** dx — 44 © mum
e m mlnu
_ 724A26(u2 + ) u?™(2mInu(@min(u) — 2) + 2) _ 4A% ™
N mc 81n3(u) mlnu
124%(a®> + ) 9 om  4A% o
<——————mu" — ———mu
meln(u) mlnu
2 2, 2
_4A% (3(a +c )m—i— 1) 2™
Tinu c

24A2C€ m2u2m
= win(1/u)

and for the second term, applying another time Stirling inequality, we get:

VEE+ DT @k +3)! gy _ €'/ (2k + 1)kF8/4e=(R41/2) 1/2 (9f 4 3)RHT/4 o= (ht3/2) )
2k ! 2k+1(k T 1)!U < ook kk+1/2—k /27r2k+1(k + 1)k+3/2ef(k+1)
(Zk + 1)k+3/4 (Zk +3)k+7/4 k41
X /27r2kkk:+1/2 /27T-2k+1(k + )k+3/2u

k+3/4 k+7/4
VR )T

L

2k 5/2
(1 + Zk) VEu2F

1
T+t
\/5 3 2k 3 5/2 _—
< = =
< L+ op L+ or Vku

(
x)

2m+1 30142 b 3
Hence, as Z VEuTt < —u, we have |vp,| < A e ™,
it Inu weln(l/u)

(iv) Let us calculate o' Diag(\) ™" a. We have:
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a' Diag(\) o= vy
k=0

_ bu 2k +1)! on _(2k41)
=4 \/2aZ (k2 ¢
Z Qk + !
V 2au (2*K!)2
4A e\[
Vi
2au Z

< 7&426\[7713/2.

2au

4A% 48A%ce  60A%abe® 8A%evb
mln(1l/u)’ 7In(1/w)’ weln(1/w)’ ©v2au
the lemma. n

(Final constant.) By taking L = max { }, we have proven

We can now state the principal result of this section:

Proposition 21 (Rate of convergence for the bias)

If k < min{a?,1/5,u" )} and such thatIn(1/k)k < lnéié“ , then

PPt <Pt (1 + n1n2(1/n)) : (109)

L
21n%(1/u)

Proof: The first inequality P~" < P is obvious. On the other side,
BT (MM + kDiag(\) ™) < a' (MTM + xkDiag(\) ™Yo

Pt =inf <
8 BT —mmT)B a(I-mT)a
With the estimates of Lemma 37, we have for mu?™ < m
P- 1+ Lm2 2m 4w Lm?/?
RS E — Lmu?m

<P+ LmPu®™ + kLm®/?).

Let us take m = s2(/%)_ Then

2In(1/u)
2 3/2
P <P (14 kL In 2(1//{) . In°/“(1/k) )
41n%(1/u) 23/21n%/2(1 Ju)
- In?(1/xk)

<P U (14 kL—5 L),

= ( 21n%(1/u)
as soon as k& < a”. Note also that the condition mu®™ < - can be rewritten in terms of m as r In(1/k) <
lné(ll/“) The other conditions of Lemma 37 are k < ¢~ >/% ~ 0.22 and x < u'/ 3% [ ]

C.4.4. Facts about Hermite polynomials

Orthogonality. We have:
/ e Hy(2)Hpn (2) = 28K/
R
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Recurrence relations. We have:

and
Hi+1(.13) = 2.13H,(J}) - 2’LH1_1(33)

Mehler’s formula. We have:

3\ Hy(z)e ™ 2Hy(y)e /2 1 1 ( 2u u? vy 2 y2)
= ———exp|(—ay — —y)———=).
k=0 AL ! ﬁ\/l—u2ep YTroaew Y 2 2
This implies that the functions z +— f W exp (ﬁ_—“uxyf %(;cfyﬁ — L; - %) has coefficients
v2/2 *
H“giﬁu in the orthonormal basis (z — %\/T\ﬁ/?) of Ly(dx).
Thus
/ii1 exp( 28y - v (x—y)2_£2 )Hk( z)e _l2/2 _ Hily)e /2 o
e vAviow P T T 2 NCIN NN
that is )
2u U 9
- —y)* — x)dr = /T 1 — u2Hy(
/Rexp(l_'_uxy 1_u2(a: y) a:) T = w? Hy(
This implies:
/ ( 2u x? ) 2)d \/172]{ ? 2) k
ex Ty — x = —u )ex u
R POt 1o Ky pl wz?
For y = 0, we get
2
/ exp ( - 1m7u2)Hk(m)d:L = /a1 — u2H(0)u"
R —
Another consequence is that
i Hy(z)Hy(y) o 1 1 exp (2u(1 —u) + 2u? B u? o+ y2)>
Lok /T TVl -2 1—u? 1—u?
1 1 2u u
:ﬁime}{p(l—zﬂxy_l 2($2+y2)+m($2+92))
1 1 U 9 9
=7 h_uzeXP( e y))ep(l ( +y))
_ 1 WV u 2 2, 2 )
= —= 1_u2<e><p( T y))\fexp(lJr (@ +y°)

Thus, when u tends to 1, as a function of z, this tends to a Dirac at y times ¥’
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2. STATISTICAL ESTIMATION OF LAPLACIAN AND
APPLICATION TO DIMENSIONALITY REDUC-
TION

2.1. INTRODUCTION

One of the reasons of the success of learning with Reproducing Kernel Hilbert Spaces (RKHS) is that they
naturally select problem-adapted basis of test functions. Even more interestingly, leveraging the underlying
regularity of the target function, RKHS have the ability to circumvent the curse of dimensionality. This
is exactly where all techniques resting on local averages fail: approximating a problem will always be
cursed by the high-dimension d, because one will need ~ n~/¢ points to perform well. This main
difference echoes in the nature of the kernels: pointwise positive kernels in the non-parametric estimation
literature [Nad64] and positive semi-definite (PSD) kernels in modern kernel learning [SC08, SS00].

Solving a problem with PSD kernels that used to be tackled with local techniques is at the heart
of this work. Indeed, we estimate the diffusion operator related to a measure p through its principal
eigenelements. When cast into an unsupervised learning problem, this can be seen as a dimensionality
reduction technique resting on the diffusive nature of the data. This is exactly what the celebrated procedure
of Diffusion maps [CL06] is used for: it finds the slowest diffusion directions, giving a precious information
to understand the structure of the samples [CBLK06]. However, as introduced before, Diffusion maps are
based on a local construction that scales poorly with the dimension [AT07] and do not benefit of all the
recent work on PSD kernels that tackles potential high-dimensional settings.

Let us explain the fundamental difference between the approach of this work and of Diffusion maps.
When we want to estimate the diffusion operator

L:=-A+(VV,V), (110)

one of the difficult aspect is to approximate differential operators. While, currently, people use local kernel
smoothing techniques, our approach is very different. It leverages the reproducing property of derivative
in RKHS to circumvent this difficulty: this is a well-known strategy in numerical analysis for Partial
Differential Equations called meshless methods [SW06].

In another direction, it is very interesting to note that in a very nice article [Sal98], Salinelli showed
that considering the first eigenvectors of £ was the good way of generalizing the Principal Components
Analysis [Pea01, Hot33] procedure to non-linear principal components. At this time, (i) neither the theory
behind diffusions and weighted Sobolev spaces (ii) nor the theory of RKHS were mature. Hence, he clearly
explained (i) that the theoretical framework of his analysis was quite poor but could be extended (ii)
that at this point solving numerically the problem was impossible in high-dimension as it necessitates
to discretize the Laplacian. Quite surprisingly, the literature of Diffusion maps seems to have forgotten
Salinelli’s seminal contribution. Our work can be considered as a natural continuation of his: pushing
further the theoretical comprehension of this Non-linear Principal Components with modern tools and
giving a way to solve it efficiently thanks to PSD kernels.

Note also that this work is also strongly related to the previous one [PVBL™"20] whose aim was to
estimate the first non-zero eigenvalue of £ (this is saying, its spectral gap). Besides being more mature,
the focus of this work is quite different: while previously we leveraged the estimation of the eigenvalue to
find reduced order models in physical systems, we will focus here on the estimation of the whole spectrum
of £ and try to be more precise regarding its convergence properties.

Finally, note that even if the story behind it is almost complete, this work is still unfinished. As the
aim is to compare our procedure to Diffusion maps, we would like to be end-to-end, showing explicitly
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how and why both theoretically and empirically, our work could be more robust when the dimension or
number of samples grows. An explicit discussion at the end, in subsection 2.4.3, details where exactly this
work stands.

2.2. DIFFUSION OPERATOR

Consider a probability measure dy on R? which has a density with respect to the Lebesgue measure
and can be written under the following form: du(x) = e~V (®)dx. Consider H' (1) the space of functions
in L2(y) (i.e., which are square integrable) that also have all their first order derivatives in L?, that is,
H'(1) = {f € L2(1), fpu FPdp + Jpu |V FIdp < o0},

The aim of this work is to estimate the diffusion operator associated with the measure p, given access
Z1,-...,Tn, niid. samples distributed according to p. With test functions ¢ smooth enough,

Lo = —Ad+VV Vo (111)

Note that this is the natural extension of a previous published article (see Part III, Section 1 of this thesis).
In this work, we will extend the results of [PVBL " 20] by showing that the the same procedure leads in
fact to the estimation of the full spectrum of the diffusion operator. We will also relax some assumptions
needed to show consistency of the estimator. A major difference with [PVBL™20] is that we will focus
on the construction of the estimator and dig deeper in the convergence theorems forgetting the reaction
coordinate estimation discussion.

2.2.1. Langevin diffusion

Let us consider the overdamped Langevin diffusion in R¢, that is the solution of the following Stochastic
Differential Equation:

dX, = —VV(X,)dt + v2dB,, (112)

where (B;);>0 is a d-dimensional Brownian motion. It is well-known [BGL14] that the law of (X});>0
converges to the Gibbs measure dy and that the Poincaré constant (see Proposition 10 below) controls the
rate of convergence to equilibrium in L?(y). Let us denote by P;(f) the Markovian semi-group associated
with the Langevin diffusion (X):>¢. It is defined in the following way: P;(f)(x) = E[f(X:)| X0 = z].
This semi-group satisfies the dynamics

d

%Pt(f) = —LPt(f)7

where L = —A¢p + VV - V¢ is a differential operator called the infinitesimal generator of the Langevin
diffusion (112) (A denotes the standard Laplacian on RY). Note that by integration by parts, the semi-group
(Pp)i>0 is reversible with respect to dp, thatis: [ f(Lg)dp = [V f-Vgdu = [(L£f)gdu. This also

shows that £ is a symmetric positive definite operator on H!(1).

Remark 10 (Link with Poincaré constant)

Let us call w the orthogonal projector of L (1) on constant functions: wf : x € R% +— [ fdu. The first
non-zero eigenvalue of the operator £ can be define as:

<f7 Lf>L2(,u)

Pl = inf ,
re L3N} |(Trzgy — m) fl172

(113)

where P is also known as the Poincaré constant of the distribution dy, see [PVBL" 20] fur more details.
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2.2.2. Some useful properties of the diffusion operator

Positive semi-definiteness. The first property that we saw is symmetry and positiveness of £ in H* ().
It comes from the following integration by part identity:

/f(ﬁg)duZ/Vf-ngu=/(Lf)gdu,

showing that the quadratic form induced by £ is also the Dirichlet energy
(&1 D)0 = [ 197 =€)

Link with Schrodinger operator. In PDE, we say that an operator is of Schrodinger type if it is the
sum of the Laplacian and a multiplicative operator, this comes from the fact that this is the type of operator
that governs the dynamics of quantum systems. Here, let us define the Schrodinger operator £ := —A 4V,

where V := 2AV — 1||VV||2. We can show that £ and £ and conjugate to each other: indeed, a rapid
calculation shows that

L=e"2g [eV/Q } .

As Schrodinger operators are well-studied, we can infer from this fact interesting properties on the
spectrum of £. Indeed,

(A, u) eigenelements of L & (A, €/%u) eigenelements of £,

And we have also the following equality for f smooth enough:

(Lf, fhrew _ <Zf»f>L2(]Rd)
Hf”%%p,) ||f|‘%2(Rd)

Spectrum of £. The most important property that we can infer from this is the nature of the spectrum
of £. Indeed, it is well known [RS12] that if V is locally integrable, bounded from below and coercive
(V(z) — 400, when ||z|| — +00), then the Schrédinger operator has a compact resolvent. In particular,

« Assumption 0. Spectrum of £: Assume that AV (z) — 1[|VV|> — +o00, when ||z| — +o0.

Assumption 0 implies that £ has a compact resolvent. This also implies that £ has a purely discrete
spectrum and a complete set of eigenfunctions. Note that this assumption implies also a spectral gap for
the diffusion operator £ and hence that a Poincaré inequality holds. Throughout this work and even if
not clearly stated, we will assume Assumption 0. For further discussions on the spectrum of £, we refer
to [BGL14, HNOS5].

2.3. APPROXIMATION OF THE DIFFUSION OPERATOR IN THE RKHS

Let J{ be a RKHS with kernel K. Let us suppose, as in the precedent Section 1 mild assumptions on
the kernel for the problem:

« Assumption 1. Universality: I is dense in H'(1).
« Assumption 2. Regularity: K is a psd kernel at least twice continuously derivable.

« Assumption 3. Smoothness: K and its derivative are bounded functions in J.
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2.3.1. Embedding the diffusion operator in the RKHS

Let us define the following operators from J{ to J{:
Y =E,[Kx ®Kx], L=E,[VKx ®; VKx],

where ® is the standard tensor product: Vf, g, h € H, (f @ g)(h) = (g, h),. f and ® is defined as follows:

Vf,g€ Hland h € H, (f ®q49)(h) = Zfﬂ(gi, h).. fi- Define also S, the injection from H to L? (1),
and its adjoint S* from L? () to H:

VieX, Sf(x) = (f, Ka)sc = f(a), Vf e L?(u), S*f(x) = Eu[K(z, X)f(X)].

Note that $*S = ¥.. And denote also the mean function m := S*1 = E,[Kx] and the centered covariance
operator C = ¥ — m ® m. Note that in the sequel, transforming f to its centered version f — [ fdu does
not change anything, thus we can assume that f has mean 0. This allows to consider that > and C are the
same operators.

With these definitions, we can represent the diffusion operator £ in the RKHS, this is the statement of
the following proposition.

Proposition 22 (Embedding of the diffusion operator in the RKHS)

With natural assumptions 1, 2, 3, on the kernel, we have the following equality on H:

L=2S*4S (114)

Proof: For z € RY, feXr,
(Lf, K)o = /Vf(a?) Vo K(z, 2)du(z)

/ Af(@)K (2, 2)du(z / V(@) VV(2)K(z, 2)dp(z)
— (LSF,SK.) 12,
= <S LS, z>9{

hence the equality between operators. |

We want to construct an approximation of the eigenelements of £ with domain H' () N L2(p). Note that
this operator is invertible by the spectral gap Assumption 0. In the following we will approximate the
eigenelements of £ 1. First we give a representation of £ ! in the RKHS J, then we construct an operator
on J{ that have the same eigenelements of L1, Indeed, if we denote L~ ! the inverse of L restricted on
(KerL)™", we have:

Proposition 23 (Representation of the inverse of the diffusion operator in the RKHS)

On H*(p) N L3(p), we have the equality between operators:

L1 =sL7isx, (115)

Proof: Let g € Ran S, there exists f € H such that g = Sf. Let us calculate:
SLT!S*Lg =SL7'S*LSf =SL7'Lf =Sf = g.

And as £ is invertible on Ran S N H*'(u) N L&(p), the left and right inverse are the same. Hence, £ ™"
and SL™'S* are equal on Ran S. Furthermore we can notice that £~" and SL™'S* are bounded on L?(u).
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Indeed,
P= sup M > sup <|_*1/2f, S*SL*1/2f>g{ e {f, L71/25*5L71/2f>}(
reeryt (HLFse 7 jeenyr (LTV2LLLTY2 o0 peiienyt I1£113
= [IL™ 1287 SL Tl
= [ISL7S" 2 -
As L' and SL™'S* are equal and continuous on Ran S, they are also equal on its closure. [

Note that we used that for universal kernels (Assumption 3), Ran S = L?(), see [MXZ06] for further
details. Note also that most of the used kernels have this property: this is, for example, the case for the
Gaussian and Laplace kernels.

Now, thank to Proposition 23, we have a representation of £~! in the RKHS J{. But what we really
would like is an operator on JH that as the same eigenelements as £~!. Having such a representation
would allow for numerical computations. For this we need the following Lemma.

Lemma 38 (Link between A*A and AA* in the compact case.)

Let Hy and Hy two Hilbert spaces. Let A be an operator from Hy to Ho such that A*A is a self-adjoint
compact operator on Hy. Then,

(i) A is a bounded operator from H; to Ho.
(ii) AA* is a self-adjoint compact operator on Ho with the same spectrum as AA*.

(iii) If X\ # 0 is an eigenvalue of A*A with eigenvector u € Hy, then X is an eigenvalue of AA* with
eigenvector Au € Hs.

Proof': First let us notice that A is necessarily bounded. Indeed, let u € H1,
IAwl5e, = (Au, Au)g, = (A Au,u)ge < JA"Aullye, Tlully, < JAA] fulli,, -
All < VIIAA].

Second, as A*A is self-adjoint and compact on 31, there exist (¢;);en an orthonormal basis of {1 and a
sequence of reals (\;)ien such that:

Hence,

A'A = Nithi @ 1,
>0
where the infinite sum stands for the strong convergence of operators. Now, by composing on the left side by
A™ and on the right side by A*, we get:

1/%)
Novia

) ® (A

AAN)? = AAAA" = ST \i(AY) ® (Ady) = A?Awi
(AAY) ;(w@(w);(@

Hence, AA" = 3., Al(Aw—ﬁ) ® (A \}’)’T) and is a compact operator. We can of course check that

<A%> - is an orthonormal basis of H5: <A \1//);*17A\1/p,%> = (Nid) V2 (i, AT A = 1/% (i, 1hs) =
|

(51']'.

We can now state the following important Proposition. This is a clear consequence of the previous
Lemma 38.

Proposition 24 (Eigenelements of L~ as function in the RKHS)
Decompose: L1 = SL™1S* = SL—1/21~1/2G* then,

(i) SL=1/2 is a bounded operator from I to L*(u).
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(i) L=Y/2CL='/2 is a self-adjoint compact operator on H with the same spectrum as £~

(iii) If X # 0 is an eigenvalue of L~='/2CL~1/2 with eigenvector u € I, then \ is an eigenvalue of L~
with eigenvector SL™/2u € L?(u).

This proposition will allow us to approximate the eigenelements of £ ! with the ones of the operator
L=1/2CL~1/2 (that is well-defined only on J{) with a finite set of samples.

2.3.2. Definition of the estimator

Empirical operators. Asin [PVBL™20], define the empirical counterpart of L and C, where the empirical
operator are defined by replacing expectation with respect to p by expectations with respect to its empirical

1 St 0g, withy, ..., 2, are n iid samples distributed according to dp.

measure [, =

3=

. 1 n R n

Y=-> K, ®K,;, L VK, ®q VK,

and C = £ — i ® . Hence, one could be tempted to define our estimator as the empirical diffusion
operator as

E—1/2€E—1/2'
However, this definition carries two main problems:

(i) If f € Ker L ie foralli < m, V f(X;) = 0 and at the same time f ¢ Ker C,ie Ji # j, such that
f(Xi) # f(X;), then |[L=Y/2CL=Y/2 f|| = +oc. This is an overfitting-type issue.

(ii) Another problem is related to the fact that finding the eigenelements of L~'/2CL~'/2 is equivalent to
solving the generalized eigenvalue problem: Cf = oL f. Such systems are known to be numerically
unstable as mentioned in [Cra76]. This would be especially the case when replacing the operators
by their empirical counterpart. This is a stability issue.

Regularization. These two concerns recall the pitfall of overfitting for regression tasks. Hence, as for
kernel ridge regression, a natural idea is to regularize with some parameter A\. The main drawback is that
it induces a bias in our estimation: the acute reader will recognize that the bigger the A the closer the
problem is to kernel-PCA [MSS™99] (this point of view can be further studied but we leave this for future
work at this point). This leads to the following definition of our estimator and its empirical counterpart:

Definition 5 (Definition of the estimator)

Under Assumptions 1, 2, 3, we define the two estimators of the inverse diffusion operator £L=1:

Biased estimator: (L+X)~"Y2C(L+ M)~/ (116)
Empirical estimator: (E + )\I)fl/ze(ll: + AI)71/2, (117)

In the following, to shorten notations, let us define Ly = L 4+ Al and EA L + M.

When analyzing the performances of our empirical estimator, we will draw a particular attention to
the dependency on the dimension: the goal here is to show that our method scales better that diffusion
maps [CL06, HAL07] with the dimension and benefits from the aspects of positive definite kernel methods:
takes into account the regularity of the optimum, scales well with the dimension, large number of data
can be leveraged by usual kernel techniques (subsampling, kernel features).
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2.3.3. What do we want to control?

Requirements of the problem. The natural and general goal of the present work is to give an approx-
imation of the diffusion operator. But there are in fact more precise objects that we may want to have an
approximation of:

« Operator. Convergence to £ the operator itself. Either its representation in J either in H*(1).

« Semigroup. In fact, as £ is the infinitesimal generator of the dynamics, we can be interested in the
tL

convergence to the associated semigroups e"*.

« Eigenvectors. As one of the main application of this estimator could be the computation of a
low-dimensional embedding of the data through the eigenvectors of £, we are directly interested in
the convergence to the eigenvectors. Either eigenvector per eigenvector, either finite dimensional
subspaces spanned by few of them. Note that we are mostly interested in the small eigenvalues of £
because they are those governing the behavior of the dynamics.

« Eigenvalues. As it has already been done in previous work for the top eigenvalue [PVBL™20], one
would like to approximate the sequence of eigenvalues. Another application is the construction of
some diffusion distance (see [CL06]) for clustering.

Types of convergence. Let us first list the different convergences we can have for our problem in terms
of operators and in term of functions.

« Operator convergences. Now that we have the estimator of our operator, one question that is
important (as we are dealing with infinite dimensional spaces) is in what norm do we want to control
our estimation. Indeed, we have several possibilities in the type of convergence if we want to control
the convergence of operator T,, to T. Here is a non-exhaustive list:

(i) Operator norm: ||T,, — T|lsc — 0.
(i) Strong convergence (pointwise): Vf € H, || T,.f — Tf|lsc — 0.
(iii) Other types of weak convergence : Vf, g € 3, (g, Tnf)5c — {9, T f)3¢.

Of course some of them are stronger than other ones as (i) = (ii) = (iii). Note also that the

convergence of operators can be done either for the representation of £~! in J either directly
in L?(p).

« Convergences of eigenelements. In our problem, at one point, we will try to estimate the
eigenelements (eigenvectors and related eigenvalue) of the £. Note this will be done by estimating
the eigenelements of the representation of £~ in 3(: L='/2CL~1/2. Hence, we can either compare
the resulting eigenvector in 3 either their mapping in L?(u) by the operator from 3 to L?(u):
u— SL™/ 2y,

Previous results. In all the previous works: Belkin, Audibert [HAL07] and Coifman [CL06], proved the
convergence of the estimated operator. However, the convergence theorem are only for given pointwise,
for bounded domains and have a very bad dependency in the dimension ~ n~"'/?. We will try to overpass
these three limiting results with our method. Please note that the operator norm convergence to the
diffusion operator will imply all the other convergences:

« Semigroup. Because of the fact that: ||e® — e4|| < || B — A|emax{IAILIBI}

« Eigenvectors and eigenvalues. Directly by perturbation theory arguments. Refined bounds can
also be discussed if one want to approximate k-dimensional subspaces.
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2.4. ANALYSIS OF THE ESTIMATOR

As said earlier, to shorten the notations, let us define for an operator A, the operator Ay := A + Al
We will split the problem in two: bias and variance as follows.

A~

HE;WGE;W - L‘l/QCL‘l/QH < HE;”QCL;W - L;”QCL;WH + HL;“QCL;W - L‘l/QCL‘l/QH

variance bias

The variance term corresponds to the statistical error coming from the fact that we have only access to a
finite set of n samples of the distribution p. The bias comes from the introduction of a regularization of
the operator L scaled by A. We first derive bounds for the variance term.

2.4.1. Variance analysis

Proposition 25 (Analysis of the statistical error)

Suppose assumptions 1, 2, 3 hold true. For any é € (0,1/3), and A > 0 such that A < ||L|| and any

integern > 15 jid log 4;\}'", with probability at least 1 — 39,

8K
A/n

[EReL2 - P < (118)

log(2/8) + o (%) .

Note that this is the exact same Proposition than the one in [PVBL20], hence, the reader can easily refer
to it for the detailed proof based on concentration of empirical operators. Note also that in Proposition 25,
we are only interested in the regime where A\/n is large but a non-asymptotic result can be given: Lemmas
31 and 32 of the Appendix 1.6 give explicit and sharper bounds under refined hypotheses on the spectra of
C and L. Note also the following facts on the variance bound:

« It is dimension-free.

« The bound is in operator norm which is a strong bound for the operator convergence as it implies
many others: eigenvalue and eigenvector convergence by perturbation theory results, bound on the
associated semi-group, pointwise convergence or other forms of weak convergence.

2.4.2. Bias analysis: consistency of the estimator

The bias analysis is a little bit trickier although all objects are now deterministic. We know that

L;l/ 2CL;1/ “isa compact operator (C is compact and L;l/ 2 bounded) so that its spectrum is discrete and
is formed by isolated points except from 0. On the same manner [RS12, Theorem XIIL.67] the inverse of
the diffusion operator £ ! is compact so that we can talk of the approximation of the k-th eigenelement

of £~1 by the one of L;l/zCLzl/2 as A goes to 0 (or eigenspaces if the eigenvalues are not isolated).

Consistency of the estimator. First, if we are only interested in consistency of the estimator and not
on rates of convergence we have the following consistency result:

Proposition 26 (Convergence of the bias)

Under assumptions 1, 2 and 3, we have the following convergence in operator norm:

22— ez o (119)
—
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Note that this result was stated under the assumption that L ~'/2CL~'/2 was compact in the previous
Section 1. With the abstract framework developed in this section, we showed flawlessly that L=1/2CL~1/2
was compact (Proposition 24), combining this new result with the proof of Proposition 13 of the previous
section, we show Proposition 26. Together with the convergence result of the variance above, this shows
that our estimate is statistically consistent when taking a sequence of regularizers such that A,, — 0 and
An/1t = Fo0.

2.4.3. Where this work stands: the bias analysis and the possibility of deriving
dimensionless rates of convergence.

For the whole story to be totally complete, and to highlight the differences between our estimator and
Diffusion maps [CL06] (especially in high-dimension), we need to guarantee fast and explicit convergence
rates. This is the case for the statistical variance term as shown in Proposition 25, but as said before,
the bias term is a lot trickier and necessitates some deeper knowledge on the spectrum of the diffusion
operator £. In this subsection, we will not show rigorous results as this is exactly where our current
reflection lies. Yet, we will try to explain why deriving these explicit rates is a hard task and how it could
be done in the future.

Convergence rates. Now, let us try to derive some rates of convergence for the spectrum of the biased
operator to the true one. We will focus first only on the top eigenvalue and eigenvector of the operator as we
can derive the same analysis with some min — max Courant-Fisher principle for the other eigenelements.

Let us denote by f, € H'(p) the first eigenvector of the diffusion operator to approximate and o, > 0
its associated eigenvalue : £ f, = o, f.. Similarly, let us denote f4¢ the largest eigenvector of L;l/ QCL;U 2
and og¢ > 0 its associated eigenvalue. As eigenvectors are defined up to a multiplicative constant, we can
normalize them such that || f.||2 = || f||3 = 1, where the || - || norm is the L?(;) usual norm. Let us
stress out that the whole story can be seen as the approximation property of the eigenfunctions of £ by
functions of the RKHS.

If f. belongs to the native RKHS space. As in the regression problem (either for kernel ridge regres-
sion or stochastic gradient descent as described in Part III Section 2), if the function to be approximated,
[« lies in the RKHS K, then the problem is easy and the rates of convergence are dimensionless! More
precisely we can show that:

lo3c — o | < Al felles (120)

Hence, if f,. € H, we have convergence of the biased operator at rate \! The problem is that when p has
whole support in R? then we expect the function f, to be regular but to not decrease at infinity. For example,
when p is Gaussian, the eigenfunctions of the diffusion operator £ are the Hermite polynomials that do not
belong to generic RKHS such as Gaussian or Laplace. However, this case is also quite informative as when
1 has a compact support, and the potential is smooth enough (this is what is supposed in [HAL07, CL06]),
then we can always take a Sobolev kernel and have f, € J. In this case, to go further and really try to not
hide the curse of dimensionality, one could try to write explicitly || f.||% as a function of the dimension.
This will depend on the tensorisation properties of the measure p but we leave this for a future work.

If f. does not belong to the native RKHS space. If f, ¢ J, then it becomes complicated. The first
idea is to abstractly assume some approximation property of the function f, by the RKHS with respect to
the problem. It is exactly the purpose of the source condition in our earlier work: we formulate a general
assumption to quantify how we can really approach a function outside the RKHS (see Eq. (46) in the RKHS
part of the Introduction for a precise definition).

However, here, the function f, can be defined explicitly and has some interesting properties that we
could leverage: we know that it lies in H'(p) and that being an eigenfunction of £, it has some strong
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regularity. Hence, we can go deeper in the analysis and prefer a more constructive approach. Let us fix
€ > 0, the idea is to build a function in H, namely fs¢ such that:

—~ 2
fi}fff* <5

i) fac ~ f.in H(u). Typically,
@) fac~ f (). Typically. 00

(ii) ||fg—( ||5¢ is not too large. Typically,

(fg{H < e with§ > 0.
H

,,,,
. .y
------
......

N > T

Figure 20: Schematic figure showing the way to approximate the first eigenvector of the diffusion operator
by a function in an RKHS. The example shows this in the case of a Gaussian measure in R for which the
first eigenfunction is the monome f, : * — x.

This is represented is Figure 20 and is often the way to derive bounds for general functional inequalities
when changing spaces of test functions, see [BGL14, p378] for such an example. In this case for the
eigenvalue, we have a similar bound as previously:

logc — o™ £ Al facll3e, (121)

And for the eigenfunction bound, if Z7 is the acute angle between fq¢ and the eigenspace associated with
eigenvalue o, then

2 o2

< — , 122
~ dist(o, spectrum) (122)

where dist(o, spectrum) is the eigengap between the eigenspace associated to o, and the rest of the
spectrum.
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WHAT IS PROVEN AND WHAT REMAINS TO BE: A BATTLE FOR COMPLETENESS. We hope to
have convinced the reader that the story behind the estimation of the whole diffusion operator
is almost done. The fact that remains to be correctly stated is the approximation property of our
RKHS with respect to the eigenfunctions of the operator. To conclude this part, we really would
like to put emphasis that often in the learning RKHS literature, the approximation properties that
could carry the curse of dimensionality is hidden through some technical assumption (e.g. source
condition). Here, as we have a strong prior on the function to be approximated, we would like to
try to be as precise as possible and not rest on some technical assumption without proper intuitive
mathematical content.

2.5. CONCLUSION AND FURTHER THOUGHTS

Comparison to Diffusion maps. In this work, we tried to prove that we could estimate the eigenele-
ments of the diffusion operator. This construction relies on positive kernel methods on the contrary to
older methods relying on local averaging techniques. This could lead to efficient and robust estimation in
higher dimension in comparison to Diffusion maps [CL06]. However, to really compare to this celebrated
work, further paths should be explored, and one of the most important is that Diffusion maps can have
access to the geometric structure of the data with an appropriate reweighting. Is this possible to do the
same with our technique?

The kernel choice. Another discussion that we only sketched is the crucial choice of the kernel in such
a situation. As recalled throughout the Introduction, the art of kernel engineering is a central question to
apply psd kernel methods. For this problem, the kernel should be respecting two guidelines: (i) it should
have a Mercer decomposition with explicit features (random or appropriately chosen features). Indeed, we
need to build the covariance matrix with respect to the derivative kernel L that can be very costly if we
do not have explicit features. More precisely if we approximate our kernel with M features we go from
size O(nM) to O(n?d) matrix: this saves a huge cost. (ii) As explained in the last subsection, the RKHS
should be chosen to approximate well the eigenfunctions of the diffusion operator in H* (). Remark that
the weakness of the RKHS comes this time from the decreasing at infinity and not from the regularity.
This should enable dimensionless approach in most of the cases.

Tensorisation property. To go as deep as it can be, an important property of eigenelements of the
diffusion operator is its tensorisation nature: if j is a tensor product measure over R? then the eigen-
functions will have also a tensorized form and lie in low-dimensional spaces. This should be taken into
account when designing the kernel: it should leverage this possible tensorisation property to exploit the
low-dimensional structure of the object.

Other works. A recent literature in applied probability aims at estimating the spectral gaps of Markov
Chain given the first n iterates of it [HKS15]. Our procedure seems to do exactly the same, and understand-
ing the difference between our algorithm and theirs is something we have to explore. This will require to
adapt a bit our algorithm and change our i.i.d. assumption on the samples to a Markovian one.
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PArRT IV

CONCLUSION AND FUTURE WORK

1. SUMMARY OF THE THESIS

In the course of this manuscript, we have investigated two topics. First, we focused on the convergence
properties of the stochastic gradient descent algorithm in Hilbert spaces. Second, we have studied
dimensionality-reduction techniques through the estimation of the Laplacian operator associated to the
data. In this context, we also have come up with a new algorithm to estimate this latter operator and explain
that leveraging this knowledge could lead to accelerate Monte Carlo Markov Chains in high-dimension.
Note that for these two directions, even if my background and personal preferences has driven me more
to modelling and theoretical questions, I have also been concerned with the numerical efficiency of the
algorithms involved and their implementation.

To summarize more precisely the contributions of this thesis, let us dive first into the optimization
framework at stake when it comes to solve high-dimensional supervised learning problems. In supervised
learning, stochastic gradient methods are ubiquitous, both from the practical side, as a simple algorithm
that can learn from a single or a few passes over the data, and from the theoretical side, as it leads to
optimal rates for estimation problems in a variety of situations.

In this context, we first showed that, under a margin assumption [AT07], for classification problems,
the classification error of the averaged iterates of stochastic gradient descent converge exponentially fast
to the best achievable error although the regression error had only a O(1/n) convergence rate, hence
establishing theoretically a largely observed behavior in practice.

One of the efforts in theoretical machine learning is to understand or improve the empirical rules of
practitioners. However, until our second contribution, theory predicted that practitioners should stop the
stochastic gradient descent iterations after having only seen once the whole data-set (~ n iterations). The
second contribution of this thesis establishes some map on the hardness of a learning problem and showed
that for hard problems, it was necessary to stop stochastic gradient descent only after several passes over
the whole data-set reconciling on this aspect theory and practice. Stating optimality in the context of non-
parametric regression requires both a source condition (which quantifies the smoothness of the optimal
prediction function) and a capacity condition (related to the eigenvalue decay of the covariance operators).
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We show that multiple-pass averaging, combined with larger step sizes than traditional approaches, allows
to get this optimal behavior.

In a second direction, we worked on a new kernel-based algorithm for unsupervised learning. This
project was initiated by discussions with researchers in molecular dynamics (Tony Leliévre and Gabriel
Stoltz) to find reaction coordinates in molecular systems which are central objects to simulate efficiently
and understand such systems. This project gave birth to a new practical algorithm that could have a large
area of applications. Indeed, based on a variational formulation of the underlying diffusion operator that
generated the samples, we designed a dimensionality-reduction algorithm. One of the main result of this
project is that we estimated with a kernel-based method (thus avoiding the curse of dimensionality and
hard parameter tuning as in previous approaches [CL06]) the infinitesimal operator of the overdamped
Langevin diffusion (or general Laplacian). The eigenelements of such an operator are the cornerstone of
clustering or dimensionality reduction techniques.

2. PERSPECTIVES

We have already largely developed in the introduction possible future works, by putting emphasis on
interesting unexplored directions. Among them, we have already spoken of my personal interest for the
continuous dynamics behind SGD iterations in subsection 2.2.2, the art of engineering kernels that can
mimic the expressivity of neural networks in subsection 3.3.2, or the link between statistical physics and
Machine Learning in subsection 4.1.2. In this perspective part, even if it is a crucial point and a possible
future direction in my academic career, I will not dwell into the kernel topic. I refer to 3.3.2 for detail
discussions on it.

To expose clearly the future works that I will be probably conducting during the following months, let
us divide them in the two directions taken during this thesis.

Stochastic gradient descent. Let us explain the questions triggered by our contribution on this aspect.

1. Optimality for classification problems. In the second work on stochastic gradient descent, the funda-
mental question was optimality of SGD, whereas we only showed “fast rates” for the classification
error in the first work. A natural idea would be to merge these two works wondering if we can
reach optimality with SGD for classification problems under low noise conditions.

2. Continuous-time SGD dynamics. The Langevin dynamics seems very related to stochastic gradient
descent with additive noise as we have seen in Section 2 of this introduction. In this same direction,
understanding continuous versions of the algorithms often leads to a deeper comprehension of the
behavior of the systems. This could lead to the study of the continuous counterpart of the stochastic
gradient descent algorithm [LT19]. Continuing further the discussion introduced in subsection 2.2.2
is one of the first questions I will be studying in the short-time future.

3. Noiseless setting. Lately, the community has been curious about the “noiseless setting” [BBG20,
VBS19] where the only source of noise in the recursion is multiplicative. In this setting, there is
some lack of knowledge, in particular concerning minimax rates or how the implicit bias of SGD
can lead to good generalization error. Digging in this direction seems to be promising to understand
the impact of the noise is ML models and the good generalization properties of SGD.
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Estimation of Laplacian and dimensionality reduction. We distinguish here three possible exten-
sions of our work:

1. Finishing current work ! The first thing would obviously be to finish the work presented in Section 2
of Part III. Showing its applicability in molecular dynamics and relevance in the statistics community
is the first thing I will consider doing.

2. Approximation of the Laplace-Beltrami operator. We have developed a kernel method to build from
samples the diffusion operator associated with the measure that produced them. For data distributed
according to a particular geometry, it seems possible to extend our procedure to construct an
approximation of the Laplace-Beltrami operator associated with the sub-manifold to which these
data belong. The Laplace-Beltrami operator estimation is the cornerstone of geometric data analysis
approaches and clustering methods widely used in practice [VL07]. The construction of these
operators from psd kernels would possibly allow to avoid the curse of dimensionality, on the
contrary of currently used local averaging methods [HAL07, CL06]. Showing the consistency of
such estimates of operators or of their spectral elements (eigenvectors and values) requires detailed
knowledge of spectral approximation methods.

3. Acceleration of sampling procedures. As discussed in the introduction, one of the main problems
of sampling large dimensional non-strongly logarithmic concave measures is that the dynamics
used to sample the said measure can get stuck for a long time in localized modes of the distribution.
This phenomenon is called metastability (see Section 4.3 for details). To speed up such sampling
procedures, one of the common techniques in molecular dynamics is to use importance sampling
strategies by biasing the target measure by a low-dimensional function representing the slow
directions of diffusion (free energy associated with a reaction coordinate). The estimation of these
reaction coordinates therefore allows the use of acceleration methods for the sampling of multimodal
measurements. If in this thesis, we implemented numerically the estimation of coordinates of linear
and low-dimensional reactions in an idealized framework (mixture of three Gaussians in dimension
2), the objective is to develop this procedure in more realistic cases corresponding to real molecular
systems (with applications in pharmacology) or to sample the a posteriori laws of the parameters of
Gaussian mixtures within the framework of Bayesian inference [CLS12]. Two important obstacles
must be removed for the practical application of the procedure: being able to estimate reaction
coordinates (i) in high dimension and (ii) that could potentially be non-linear.

Learning/statistical physics interaction. In the medium term, I would like to work on problems at
the interface between statistical physics, molecular dynamics and learning. Indeed, in addition to the
approaches based on the estimation of a diffusion operator mentioned above, many links exist between
statistical learning and statistical physics. Moreover, even if the objectives of the two disciplines are
different, the dynamics under study in statistical physics can be seen as the continuous counterpart of
the stochastic gradient descent. The large dimension and the metastability of such dynamics, especially
in the case of Bayesian inference in large dimension are important aspects common to both disciplines
and the acceleration techniques developed in molecular dynamics could be extensively used to solve
learning problems. More importantly, one active field of study in statistical physics and Machine Learning
is to try to accelerate the stochastic dynamics at hand. These techniques rely on changing it without
affecting the invariant measure while accelerating the convergence to equilibrium. We could (i) study
Kinetic versions of Langevin dynamics [MCC™19], (ii) add some drift term or (iii) some non-reversibility
through birth-and-death processes [LLN19]. How do these techniques transfer for stochastic optimization
purposes ?
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