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Abstract

This work substantially deals with our contribution to the theory of nonlinear systems of partial
differential equations and variational calculus.

Direct methods and symmetry analysis for investigation of analytical exact or approximate
solutions of linear as well as nonlinear models are performed. We start by presenting the
factorization method for linear and nonlinear partial differential equations as well as for their
systems and give necessary and sufficient conditions of factorization in the particular case
of second order equations. Then, we provide with three classes of factorizable second order
linear ordinary differential equations together with their solutions. We come up with the
generalization of the technique of finding exact solutions to nonlinear differential equations as
an expansion of well-known functions. Known previous results are recovered as particular cases.
The invariance of some differential equations with respect to certain symmetry transformation
groups is a property which plays a considerable role in the study of these equations. The
procedure to find symmetry groups and to construct group invariant solutions for systems of
differential equations is described in this document with application to the family of fifth order
KdV equations. It is sometimes difficult to handle exact solutions for differential equations. In
this case, analytical approximate solutions can be computed by known powerful procedures,
among which the so-called Adomian decomposition method plays a significant role. We make
a detailed description of the latter method and perform its extension to the class of under
determined systems of nonlinear differential equations. An illustration to the famous Ginzburg-
Landau system is probed.

For partial differential equations admitting Lie symmetry groups, one can also construct
their conserved quantities. Conservation laws play an important role in science. Another aim
of this thesis is to provide an overview on this topic and develop new methods for constructing
conservation laws using Lie group theory. The derivation of conservation laws for invariant
variational problems is based on Noether theorem. This approach allows one to obtain new
conservation laws even for equations without Lagrangians. A formal Lagrangian can be intro-
duced and used for computing nonlocal conservation laws. For self-adjoint or quasi-self-adjoint
equations, nonlocal conservation laws can be transformed into local ones. We extend this ap-
proach, only developed in the existing literature for determined systems, to under determined
systems of partial differential equations possessing symmetry groups. An alternative direct
algebraic method of constructing, for nonlinear evolution partial differential equations, con-
servation laws that may depend not only on dependent variables and its derivatives but also
explicitly on independent variables is also proposed. This procedure starts by attributing to
the differential equation a scaling symmetry group and then judiciously exploits the Euler-
Lagrange and the homotopy operators to compute conserved quantities (conserved density
and its related flux). Several examples on constructing conservation laws for some well-known
equations are provided.

Differential equations also appear in the study of optimization problems defined by a vari-
ational integral. Classical solutions to minimization problems in the calculus of variations are
prescribed by boundary value problems involving certain types of differential equations, known
as the associated Euler-Lagrange equations. The mathematical techniques that have been de-
veloped to handle such optimization problems are fundamental in many areas of mathematics,




vi

physics, engineering, and other applications. We present the basic mathematical analysis of
nonlinear minimization principles on function spaces. The solutions to the Euler-Lagrange
equations may also include (local) maxima, as well as other non-extremum critical functions.
Our investigation of the second variation of a functional leads to the construction of an as-
sociated matrix. We show that the second order necessary and sufficient conditions that a
function should satisfy to be either a minimum or a maximum are, in general, characterized
by the properties of this matrix.

Serious efforts are made to make this book self-contained so that it is readable to many
graduate students and researchers who are not specialists in these topics.

Ph.D. Thesis in Mathematics.



Résumé

Ce travail présente substantiellement notre contribution a la théorie des équations aux dérivées
partielles non linéaires et a la théorie du calcul des variations.

Des méthodes directes et d’analyse des symétries pour ’étude des solutions analytiques
exactes ou approchées des modéles non linéaires ont été élaborées. De maniére plus précise,
nous avons développé une méthode de factorisation des systémes d’équations aux dérivées par-
tielles non linéaires et donné les conditions nécessaires et suffisantes de factorisation dans le cas
particulier des systémes du second ordre. Ensuite, nous avons fourni, ensemble avec leurs solu-
tions, trois classes d’équations différentielles ordinaires linéaires factorisables du second ordre.
Une généralisation de la technique de construction des solutions des équations aux dérivées
partielles non linéaires comme une expansion de fonctions bien connues a été aussi faite. La
procédure pour calculer les groupes de symétrie des systémes d’équations aux dérivées partielles
et pour construire des solutions qui sont invariantes par ces groupes a été décrite dans ce docu-
ment. Des solutions analytiques approchées ont été calculées par la méthode de décomposition
d’Adomian. Une description détaillée de cette derniére méthode et son extension a la classe
des systémes d’équations différentielles sous déterminées ont été présentées et illustrées par le
systéme de Ginzburg-Landau. Cette thése présente aussi des méthodes de construction des
lois de conservation utilisant la théorie des groupes de Lie. Cette nouvelle approche adoptée
permet 'obtention des lois de conservation méme pour des équations différentielles sans La-
grangien. Une méthode algébrique alternative de construction directe, pour des équations aux
dérivées partielles nonlinéaires évolutives, des lois de conservations a été proposée. Nous avons
construit a titre d’examples plusieurs lois de conservations pour des équations bien connues.
Nous avons enfin montré que les conditions nécessaires et suffisantes du second ordre qu’une
fonction critique doit satisfaire pour étre soit un minimum, soit un maximum sont, en générale,
caractérisées par les propriétés d’une matrice de type Hessienne.







Abbreviations and Notations

Abbreviations

DE: Differential Equation

ODE: Ordinary Differential Equation

PDE: Partial Differential Equation

NLPDE: Nonlinear Partial Differential Equation
KdV equation: Korteweg-de Vries equation

Notations

Consider X, an n-dimensional independent variable space, and U, an m-dimensional dependent
variable space. Let x = (zl, e ,x") € X and u = (ul, e ,um) € U. We define the space
UG, s eN as:

U .= {u(s) s ul® = é (® u?‘k)> } , (0.0.1)

a=1 \k=0

where u‘(’k) is the

PE = < " +Z -1 > -tuple (0.0.2)

of all distinct k-order partial derivatives of u®. The u?‘k) vector components are recursively
obtained as follows:

: a _ .« a _ (,« a .. @
i) Uy = and uly) = (“xhux?’ ,uxn).

ii) Assume that Uy, is known.

— Form the tuples @?‘k Jrl)(l) as follows

Uy () = <8$1U(k)[l]a 5,24l ’Wu(k)[l]> ;=12 g

where uf}, [{] is the I-th component of the vector Uy -

— Form, by iteration, the tuples ﬂ‘("kﬂ)(l) following the scheme H?‘k+1)(1) = ﬂ‘("kﬂ)(l)
and for [ = 2,3, -+, px, the vector ﬂ?kﬂ)(l) is nothing but the tuple ﬂ?kﬂ)(l) in

which all components already present in ﬂ?‘kﬂ)(z’), 1=1,2,---,1—1 are excluded.

— Finally, form the vector
“((Xk;+1) - (ﬂ(ak—f—l)(l)va((xk-f-l)(Q)a T ?ﬂ?k-&-l)(pk:)) .

As a matter of clarity, let us immediately illustrate this construction by the following.




Example 0.0.1 e Forn=2,x= (xl,xQ) and we have:

ufyy = (ug, ugs) ,
8 a (0% (0%
) = (Grrutyllh praeli]) = (Goiis).

8 a « (0%
(8 2] g l2) = ().
a?2)(1 (u2x1’ ) ) 6?2) (2) = (angl’ugmg) = (ugm2) )
U((lz) = (ﬁ((lz)(l)ﬁa)@)) = (ugxl’uglx27ugx2)‘

e Forn =3, z=(x',22 2%) and the same scheme leads to

a _ (,«a fe! el a ey «
u(2) - (Ule y Ug1g2y Ug1 g3, Ugp2, Up2,3, u213) ’

a _ (,« @ ey a a a « @ @ a
u(3) - (USml » Uplp2s Uppl g3y Uglog2y Up1 2,3, Up19,3, Uy Ugy2,3, Upy2oy3, u3:1:3) ’

for k =2 and k = 3, respectively.

An element u(®), in the space U®), is the

qS:m(1+p1+p2+...+p5):m(ni_s>—tuple (0.0.3)
defined by
O T A N
u —(“w)’“(l)v  U(s)ys W(0)> U1y 5 Uy (D) U v“<s>)' (0.0.4)

We denote by X xU(®), the total space whose coordinates are denoted by (z, u(s)), encompassing
the independent variables x and the dependent variables with their derivatives up to order s,
globally denoted by u(®).

In the sequel, a gs-uple u(®) is referred to (0.0.4), whereas the integers pi and g5 are defined
by (0.0.2) and (0.0.3), respectively.

The notations which follow are valid only in the first chapter. We denote again by u‘(’k)
the pr, = nF-tuple of all k-order partial derivatives of u® distinct or not. The u‘(lk) vector
components are recursively obtained as follows:

i) “((10) = u® and u?‘l) = (ugl,ug‘z, e ,ug‘n) .

ii) Assume that Uy, is known.

— Form the tuples u(k+1)(l) as follows

. ) ) o .
Uty (1) = <8$1 iy [1]; 92 wip ], -+ ’630”“(’“)[”>’ 1=1,2,-- pi;

where uf}, [{] is the I-th component of the vector Uy -

Ph.D. Thesis in Mathematics.
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— Finally, form the vector
Uiy1) = <a((lk+1)(1)aa?k+1)(2)a e 7a?k+1)(pk)> :
Define differential operators Dy, ;, whose action on a regular function u is

Dk,hu = U(k) [h] (0.0.5)

Note that the differential operators Dy, j, satisfy the following properties:

(i) Doju=mu (identity),
(11) Dl,h Dk/yhl u = Dk/Jan(h/,l)Jrh u (Composition rule),
(ili) Dgpu=D1pDr_11u, k>1 (decomposition rule).

Remark 0.0.1 Operators Dy, p, allow the simplification of the writing of certain differential
operators. For example, the operator

S Hhtiat+in
T: Z a 1\1 8 2\ l2 8 n\ln
l1+l2+-~-+ln=0( T ) ( T ) ( T )
can be shortly expressed as
s Pk
T=2_2 Dun
k=0 h=1

It is clearly seen that there is a considerable reduction of the summation indices.

Ph.D. Thesis in Mathematics. Sielenou Pascal ©ICMPA Publishing 2011






Introduction

This dissertation deals with different algebraic aspects of NLPDEs and variational calculus. We
discuss here the motivations and the problem, and sketch the outlines of our main achievements.

e How important are NLPDEs in our life?

Nonlinear partial differential equations are widely used to describe important phenomena
and processes in various areas starting from mathematical sciences to life sciences.
For instance, the Burger-Fisher equation [102] is used to describe the structure of
shock waves, the traffic flow, the acoustic transmission and the process of interaction
between diffusion and reaction. The Kompaneets equation [58], also known as the
photon diffusion equation, describes an interaction of free electrons and electromagnetic
radiation, specifically, an interaction of a low-energy homogeneous photon gas with a
rarefied electron gas via the Compton scattering. The Novikov equation [11] is used
to model dispersive shallow wave propagation. The Ginzburg-Landau (GL) equations
[85, 86] models the low-temperature superconductivity while the Korteweg-de Vries
(KdV) equations [102] serve to describe a variety of nonlinear phenomena, including
ion acoustic waves in plasmas and shallow water waves. Differential equations can be
also derived from the transformations performed on equations modelling given systems.
Thus, many important equations, pertaining to physical and technical applications, are
reducible to Helmhotz equation [25] if time dependence is separated. This property
extends to equations generally describing quite the propagation of waves like the
diffusion equation, the wave equation, the damped wave equation, the transmission
line equation and the vector wave equation. The Helmhotz and Laplace equations are
expressible, using a separation of variables in appropriate coordinate systems, into linear
ordinary differential equations which belong to the class of Bécher equations [76]. For
instance, Heine and Wangerin equations |76, 112], which are special cases of Bocher
equations, appear when the Laplace’s equation is solved in the bi-cyclide and flat-ring
cyclide coordinate systems, respectively.

o What about the issue of analytical methods for solving NLPDFEs?

In recent years, the search for exact solutions of differential equations is very challenging
in mathematics, but their usefulness in the proper understanding of qualitative features
of phenomena and processes in various areas of natural science merits to get down to
such an investigation. Indeed, exact solutions can be used to verify the consistency and
estimate errors of various numerical, asymptotic and approximate analytical methods.
Unfortunately, there does not always exist a method adapted for the resolution of any
type of differential equations. Very often, one tries to reduce the equations in order
to make easier its resolution. But such a reduction often requires the knowledge of
suitable transformations or changes of variables. The latter usually give rise to another
problem the issue of which is not always favorable. It is well known that the lowest
the order of a differential equation is, the greatest is the possibility of finding suitable
analytical methods for its resolution. Therefore, when a differential equation cannot be
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directly analytically solved, it is meaningful to transform it into an equation of lower
order. In practice, it is generally difficult to perform such a reduction. In [46], we have
addressed classes of n-order, (n > 2), nonlinear ordinary differential equations (ODEs)
reducible to lower order ones, using the well known method of parameter variation usually
applicable to linear ODEs. Known classical equations such as the Bernoulli, Emden-
Fowler, homogenous and parabolic cylinder equations are recovered in illustrated relevant
examples.

A simple approach for the reduction of a differential equation into a lower order one con-
sists in seeking a factorization, if there exists, of the differential operator associated with
it. Note that for the particular case of second order linear ordinary differential equations
of Schrodinger or Sturm-Liouville type, the factorization of the associated differential
operators also allows to obtain partially or completely their spectrum, under certain as-
sumptions of integrability [31, 43, 62, 98]. Note also that in recent years, there has been
much interest devoted to the problem of factorization of differential equations, especially
based on linear [16, 20, 99] and nonlinear [19, 20, 21| ordinary differential equations.
Although effective, the used methods are rather restrictive in their applications.

What have we achieved in the algebraic theory of NLPDEs factorization?

In the first two chapters, we have described the principle of factorization of nonlinear
partial differential equations and their systems and given the related necessary and
sufficient conditions. These results extend our previous works [47] on the factorization
of nonlinear ordinary differential equations and systems. Remark also that the Beke’s
method [16] and van Hoiej’s methods [99] for factorization of ordinary linear differential
operators are also restrictive in their application. Unfortunately, none of these methods
of factorization does give indication on what type of linear ordinary differential equations
is factorizable or not. In other words, the existing factorization methods and symbolic
computation codes do not tell us what kinds of linear equations are factorizable.
More specifically, they do not answer to the question: given a second order linear
differential equation, does it admit a factorizable form? We have partially fulfill such
a lack in the third chapter by proceeding to a systematic classification of factorizable
second order linear ordinary differential equations with polynomial coefficients whose
degrees satisfy some particular relations, using an algebraic method [44, 54, 89, 90|
of differential operator decomposition into a product of lower order differential operators.

What have we achieved in the algebraic theory of analytical methods for solving NLPDEs?

A variety of methods, e.g. the exponential function method [38], the hyperbolic tangent
function method [77], the Jacobi elliptic function expansion method [74], the sine-cosine
function method [17], the F-expansion method [72], the projective Riccati equation ex-
pansion method [5], the %—expansion method [18], the (%, &)-expansion method [73]
and their numerous extensions [4, 6, 23, 32, 33, 34, 65, 75, 100, 101, 103, 109, 110, 111],
etc. are used to obtain exact solutions for nonlinear differential equations. The com-
mon issue to all these methods is the rational form of the final solution. The rationality
here is with respect to either trigonometric functions, or hyperbolic functions, or elliptic
functions, or exponential functions, or other given functions. Furthermore, the scope
of these methods is restricted to polynomial differential equations. We describe in the

Ph.D. Thesis in Mathematics.
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fourth chapter the general principle from which all the above mentioned methods derive
for the integration of autonomous NLPDEs.

o What is our contribution relative to the use of Lie symmetry methods and their general-
izations?

Suppose we have to solve a differential equation. How can we proceed? First, we will
certainly check whether the differential equation belongs to a class we know how to treat
or whether it can be transformed into a member of such a class. If unsuccessful, we may
look up a textbook or a collection of solutions. If that does not help and the problem is of
some importance, we will try more elaborate transformation methods and ansatze to find
a solution. But it may sometimes happen that we have to leave the problem unsolved.
However, in the majority of the cases where exact solutions of a differential equation
can be found, the underlying property is a symmetry of that equation. Indeed, this
was the state of the art around the middle of the nineteenth century, when Sophus Lie
made the profound and far-reaching discovery that many special methods were, in fact,
special cases of general integration procedure based on the invariance of the differential
equation under a continuous group of symmetries. This observation at once unified and
significantly extended the available integration techniques. Roughly speaking, a symme-
try group of a system of differential equations is a group which transforms solutions of
the system to other solutions. Once one has determined the symmetry group of a system
of differential equations, a number of applications become available. To start with, one
can directly use the defining property of such a group and construct new solutions to
the system from known ones. The symmetry group thus provides a means of classifying
different symmetry classes of solutions, where two solutions are deemed to be equivalent
if one can be transformed into the other by some group elements. Alternatively, one can
use symmetry groups to perform some reductions in the system. The reduction here is
understood in the sense that the system is transformed into an equivalent one, where
either the order or the number of independent variables are reduced. Thus, the solutions
to the original system can be recovered from those of the reduced system when the
latter is integrable. In the fifth chapter, we describe the process to find one-parameter
Lie symmetry groups of transformations for differential equations [37, 81|. Then
we show how to use these symmetries for the integration of differential equations. In
[45], we have applied this method to find exact solutions of the fifth order KdV equations.

o What have we achieved regarding the Adomian decomposition method?

In most cases, analytic solutions of differential equations are very difficult to achieve.
Usually, one uses analytic approaches that linearize the system by assuming that the
nonlinearities are relatively insignificant. Such procedures change the actual problem to
make it tractable by the conventional methods. This changes drastically the solution of
the real problem. In the other side, the numerical methods are based on discretization
techniques and require intensive computer time to solve the problem; they also permit
to obtain only approximate solutions for finite values of independent variables, overlook-
ing some important phenomena. The above drawbacks of linearization and numerical
methods justify the need to search for an alternative techniques to solve the nonlinear
differential equations. Such techniques encompass the homotopy perturbation method,

Ph.D. Thesis in Mathematics. Sielenou Pascal ©ICMPA Publishing 2011
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the iteration variational method [39, 40, 41, 102] and the Adomian decomposition method
[7,8,9]. The Adomian decomposition method consists of splitting the given equation into
linear and nonlinear parts, identifying the initial and/or boundary conditions and the
terms involving the independent variables alone as initial approximation, decomposing
the unknown function into a series whose components are to be determined, decomposing
the nonlinear function in terms of special polynomials called Adomian polynomials, and
finding the successive terms of the series solution by recurrence relation. It was shown in
[10] that the Adomian decomposition method is a special case of the homotopy analysis
method. In addition the criteria for the convergence of the homotopy analysis method
was shown to be the same criteria for the convergence of the Adomian decomposition
method and that one has a variety of choices for the linear operator and therefore a
variety of choices for the initial estimation to start the Adomian decomposition iteration
process.

It was formally shown by many researchers that if an exact solution exists for the prob-
lem, then the obtained series converges very rapidly to that solution. The convergence
concept of the decomposition series was thoroughly investigated by many researchers
to confirm the rapid convergence of the resulting series. Cherruault examined the
convergence of Adomian method in [27]. In addition, Cherruault and Adomian presented
a new proof of convergence of the method in [28]. For more details about the proofs
presented to discuss the rapid convergence, the reader is advised to see the references
mentioned above and the references therein. However, for concrete problems, where a
closed form solution is not obtainable, a truncated number of terms is usually used for
numerical purposes. It was also shown by many authors that the series obtained by
evaluating few terms gives an approximation of high degree of accuracy if compared
with other numerical techniques [102|. However, although Adomian decomposition
method has been used intensively to solve nonlinear problems, in our best knowledge
of the literature, it is not developed to handle under determined systems of nonlinear
partial differential equations. The sixth, seventh and eighth chapters are devoted to the
generalization of this method to classes of under determined systems.

How have we contributed to answer to the question of how to associate a conservation
law with every infinitesimal generator of symmetries of arbitrary PDEs?

The existence of symmetry groups to differential equations also enables the computation
of its conserved quantities. Conservation laws play a vital role in the study of PDEs in
the search for qualitative properties such as integrability, stability, existence of global
solutions and the linearizability conditions [78, 92, 94, 104, 105]. Their usefulness has
considerably increased since the work by Jacobi [61] in 1884, who showed a connection
between conserved quantities and symmetries of the equations of a particle’s motion
in classical mechanics. Klein [66] has obtained similar result for the equations of the
general relativity and predicted that a connection between conservation laws and sym-
metries could be found for any differential equation obtained from a variational principle.
Noether [80] has showed that the conservation laws were associated with the invariance of
variational integrals with respect to continuous transformation groups. She obtained the
sufficient condition for existence of conservation laws. In 1921, Bessel-Hagen [22] applied
Noether’s theorem with the so-called "divergence" condition to the Maxwell equations

Ph.D. Thesis in Mathematics.
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and calculated their conservation laws. In 1951, Hill [42] presented the explicit formula
in terms of variations for conservation laws in the case of a first order Lagrangian. Ibrag-
imov [55] proved the generalized version of Noether’s theorem and conservation laws
related to the invariance of the extremal values of variational integrals. He derived the
necessary and sufficient condition for the existence of conservation laws and gave the
explicit expressions in the case of a Lagrangian of any order. Recently, some relevant
results on conservation laws have emerged. See for instance the works by Wolf [106],
Anco [13, 14], Poole [83], Ibragimov [56, 57], Naz [79] and Khamitova [64]. Despite all
this progress, there remains an important question: How to associate a conservation
law with every infinitesimal generator of symmetries of arbitrary PDEs? Ibragimov [57]
achieved this goal for any system of PDEs where the number of equations is equal to the
number of dependent variables. In the ninth chapter, we extend Ibragimov’s result to
under determined system of DEs.

o What about the construction of time-space dependent conservation laws for nonlinear
evolution PDEs?

The literature prospers in various approaches to construct local conservation laws. For
instance, we can cite the direct method [13, 14, 70], the Noether method [12, 80], the
characteristic method and the variational derivative method [81, 97, 106]. All these
approaches allow, in most cases, to compute polynomial conservation laws that only
depend on dependent variables and its derivatives, and not explicitly on independent
variables. In the tenth chapter, an alternative study of time-space dependent conser-
vation laws for some classes of nonlinear evolution PDEs is performed by judiciously
exploiting known algebraic methods [83, 107]. It generalizes, to any dimensional space,
a previous algorithmic scheme [108] elaborated to construct spatio-temporal dependent
conservation laws for n-order (1 + 1)-dimensional Korteweg de Vries (KdV) equations.

o What have we done in the field of variational calculus?

The differential equations are closely related to the calculus of variations in the sense
that solving extremal problems for a functional can pass by the resolution of DEs. The
calculus of variations encompasses a very broad range of mathematical applications. The
methods of variational analysis can be applied to an enormous variety of physical systems,
whose equilibrium configurations inevitably minimize or maximize a suitable functional
which typically represents the potential energy of the system. The critical functions are
characterized as solutions to a system of PDEs, known as the Euler-Lagrange equations
associated with the variational principle. Each solution to the problem specified by
the Euler-Lagrange equations subject to appropriate boundary conditions is thus a
candidate for extremums of the functional defining the variational problem. In many
applications, the Euler-Lagrange boundary value problem suffices to single out the
physically relevant solutions, and one does not need to press onto the considerably more
difficult second variation. In general, the solutions to the Euler-Lagrange boundary
value problem are critical functions for the functional defining the variational problem,
and hence include all (smooth) local and global extremums. The determination of
which solutions are genuine minima or maxima requires further analysis of the positivity
properties of the second variation. But, as stated by Olver in [82], a complete analysis
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of the positive definiteness of the second variation of multi-dimensional variational
problems is quite complicated, and still awaits a completely satisfactory resolution!
This is thus a reason for which, in the literature, second order conditions of extremums
are customary established only for functional whose Lagrangian involves dependent
variables together with at most their first order derivatives [15, 35, 36, 84, 82|. In
the eleventh chapter, we make a brief reviews of relevant known results in variational
calculus that we are going to extend. We start the last part by dealing with variational
problems without constraints or with constraints of holonomic type and give some
first order extremum necessary conditions for these problems. Then, we finish with
some satisfactory expressions of the second order extremum conditions for a functional
whose Lagrangian also depends on the higher order derivatives of the dependent variables.

How is the dissertation partitioned?

This document is organized into four parts. The first part contains some methods to
solve nonlinear models such as the factorization scheme, the function expansion principle
and the use of symmetries to find group-invariant solutions. In the second part, we
describe roughly the construction of analytical approximate solutions to any systems of
nonlinear partial differential equations using the Adomian decomposition technique. The
third part is devoted to group analysis of differential equations in which we show how to
use symmetry group of differential equations for the computation of conserved quantities.
The fourth part provides a detailed description on the first and second order extremum
conditions for any functional defined by a variational integral.
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Nonlinear Models







CHAPTER 1
Factorization of Linear Differential
Equations and Systems

In this chapter, an algebraic approach for factorizing linear partial differential equations (PDEs)
and systems of PDEs is provided. In the particular case of second order linear PDEs and
systems of PDEs, necessary and sufficient conditions of factorization are given. The main
results of this chapter have been published [51].

1.1 Factorization of linear differential equations

In this section, we develop an algebraic method of factorization applicable to linear differential
operators (LDOs) and to systems of LDOs.

1.1.1 General setting

The general setting of the factorization problem for LDOs is developed. Necessary and suf-
ficient conditions are derived for the factorization of second order linear ordinary and partial
differential operators with two independent variables.

Let s > 2 be a positive integer and A be an open subset of R™. Let

S Dk

P(s)=>_> gkn(x)Din (1.1.1)

k=0 h=1

a linear differential operator of order s, where g;, € C(A,R). The operator P(s) acts on a
function u € C*(A,R) as follows

S Dk

Pls)u=>_">" grn(®)Dipu. (1.1.2)

k=0 h=1

The method of factorization consists in seeking a decomposition of the differential operator
(1.1.1) in the following form

P(s) = HQz(SZ) (1.1.3)

with Zézl s;i = s and

Si Pk

Qz(sz) = Zzbi:kﬁ(x)Dk,h’ (1.1.4)

k=0 h=1

where by i, € C(A,R) and b; 1 p, € i (AR), 1 =2,3,---,1
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Proposition 1.1.1 Let P(s) be an operator which can be decomposed into the form (1.1.3).
If the function ug satisfies

Ql(sl)u() =0, (1.1.5)
and uy, ..., uj_1 are solutions of the system
l
I Gou = v, i=12...,1-1, (1.1.6)
k=l—j+1
where vj, 7 =1,2,..., 1 —1, are solutions of
l—j
[T2isv; = o, (1.1.7)
=1
then ug, ui, ..., w—1 are l particular solutions of the equation P(s)u = 0.

Proof. Let up and uj, j =1, 2,..., [—1 be solutions of (1.1.5) and (1.1.6), respectively. Then

-1
P(s)ug = (H Qi(&)) Qi(s1)uo =0,
i=1

and for j=1,2,...,1—1,

l—j l
Pls)u; = ( Qi(Si)) I Qulsn) | u

i=1 k=l—j+1
l=j
= H Qi(si)u; =0,
1=1
where the use of (1.1.6) and (1.1.7) has been made. m

Expanding (1.1.3) leads to the relations between unknown functions b; j 5, of the differen-
tial operators Q;(s;) and the known functions gy j of the original differential operator P(s).
Without loss of generality and as matter of clarity, this study will be concentrated to second
order equations, the generalization being straightforward.

1.1.2 Case of second order linear ODEs

Let A and Ay be two open subsets of R such that Ag C A. Consider the second order linear
ordinary differential operator

2 pr
PR2) = > > gen(®)Din

k=0 h=1
= go1(x)Do1 + g1,1(2)D11 + g2.1(x)D2ay, (1.1.8)

where gi, € C(A,R) and z = z'. Write P(2) in the form
P(2) = Q(1)- (1)

1 px 1 pr
- [ZZbLk,h(x)Dk,h > bakn(@)Din

k=0 h=1 k=0 h=1
= [b1,0,1(x)Do + b1,1,1(x)D1,1] [b2,0,1(x)Do,1 + b2,1,1(x)D11], (1.1.9)
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where bl,k,h S C(A,R) and bg’k’h € CI(A,R)
Let u € C?(Ag,R). We have

PR)u = goi(®)u+g1,1(x) uz + go,1 () uge (1.1.10)
and after expansion
P2)u = [b1,01(x)Do,1 + b1,1,1(x)D1,1] [b2,0,1(2)Do1 + b21,1(x)D11] u
= bi,1,1021,1 u2e + [01,0,102,1,1 + b1,1,1020,1 + b1,1,1D1,1(b2,1,1)] us
+ [b1,0,102,0,1 + b1,1,1D1,1(b2,0,1)] w. (1.1.11)

Identifying (1.1.10) with (1.1.11) yields

Proposition 1.1.2 A necessary and sufficient condition to the differential operator P(2) de-
fined by (1.1.8) to be decomposed into the form (1.1.9) is that:

921 = biiibaig, (1.1.12)
gi1 = bioibei1+bi11b201+011,1D11(b2,1,1), (1.1.13)
goi = bio1b201+b1,1,1D1,1(b2,0,1)- (1.1.14)

Propose an approach to solve system (1.1.12)-(1.1.14). Assume that g2 ; does not vanish on A.
Thus, it is always possible to find two nonzero functions on A namely, b1 1,1 and bo 11 which
satisfy (1.1.12). Substituting X =b; 01 and Y = by in (1.1.13) yields

X =

5 (91,1 — b1,1,1D1,1(b2,1,1) — b1,11Y] . (1.1.15)
2.1,1

The substitution of (1.1.15) into (1.1.14) implies that the decomposition (1.1.9) is strongly

related to the existence of a solution to the following Riccati equation in Y

b —b D1 1(b
LLlys | g1 —biia 1,1( 2,1,1)Y _ %1 (1.1.16)
92,1 92,1 b1,

Dia(Y)—

1.1.3 Case of second order linear PDEs

Let A and Ay be two open subsets of R? such that Ag C A. Consider the second order linear
partial differential operator

2 pr
Z Z 9kn(2)Di

k=0 h—1
= g01(x)Do1 + g1,1(z)D11 + g12(x)D12
+  921(2)D21 + g2.2(2)Dao + g23(x)D2 3 + g2,4(x)Da 4, (1.1.17)

P(2)

where g5, € C(A,R) and z = (z!,2?) . Write P(2) in the form
P(2) = Qi(1)-Q(1)

D 1 pr
= [ ZZbQ,k,h(ﬂf)Dk,h

1
§ b1 in(2)Dyp,
—0h k=0 h—1

—1
bio1(x)Do1 +b11,1(x)D1 1+ b112(x)D1 2]
X [b2,0,1(z)Do,1 4 b2,1,1(2)D11 + ba12(x)D12], (1.1.18)

ko
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6 Chapter 1. Factorization of Linear Differential Equations and Systems

where bl,k,h S C(A,R) and bg’k’h € CI(A,R)
Let u € C?(Ag,R). We have
PR2)u = go1u+gi1uy + 912Uy
+ 92,1 U1 + (922 + 92,3) Upiy2 + Go4 Ugy2 (1.1.19)

and after expansion

P(2)u = [b1,0,1(x)Do1 + b1,1,1(x)D11 + b1,1,2(z)Dy 2]

[b2,0,1(2)Do,1 + b2,1,1(2)D1,1 + bo12(2)D1 2] u

= [b1,0,1b2,0,1 +b1,1,1D1,1(b2,0,1) + b1,1,2D1,2(b2,0,1)]
[b1,0,102,1,1 + b1,1,1b2,0,1 + b1,1,1D1,1(b2,1,1) + b1,1,2D1,2(b2,1,1)] v
[b1,0,1b2,1,2 + b1,1,202,0,1 + b1,1,1D1,1(b2,1,2) + b1,12D1,2(b2,12)] uy2

+ bi1,1bo1 ugpr + (11,202,110 + b11,1b2.1.2] Upig2 + b112b2 1 2 Ugy2. (1.1.20)

_|_
_|_
Identifying (1.1.19) with (1.1.20) yields

Proposition 1.1.3 A necessary and sufficient condition to the differential operator P(2) de-
fined by (1.1.17) to be decomposed into the form (1.1.18) is that:

921 = biiiba1, (1.1.21)
922+ 923 = bri2b211+0b11,10212, (1.1.22)
g24 = biigbaie, (1.1.23)
g11 = broibai1 +b111b201 + L(b21,1), (1.1.24)
gi2 = bioibai2+bi12b201+ L(b21,2), (1.1.25)
go,1 = b1o1b201 + L(b2p2), (1.1.26)

where L =b11,1D11 + b1,12D1,2.

Propose an approach to solve system (1.1.21)-(1.1.26). Assume that at least one of the functions
92,1 and go 4 does not vanish on A, says go 1. It is always possible to find two nonzero functions
on A, namely by 11 and by, which satisfy (1.1.21). Substituting X; = b112 and Xo = b 12
into (1.1.22) yields

X (92,2 + 923 —b1,1,1X2) . (1.1.27)

- b2.1.1
The substitution of (1.1.27) into (1.1.23) shows that by ;2 is a solution of the second degree

algebraic equation
bi,11

+
X22 92,2 92,3X2 n 92,4

=0. 1.1.28
92,1 92,1 bi11 ( )

The discriminant of equation (1.1.28) is
A= (gao+g23)° — 4921924 = (b112b21.1 — b11,1b212)% > 0. (1.1.29)

If A > 0, then the substitution of Y = b1 and Z = by into (1.1.24) and (1.1.25) implies
that the decomposition (1.1.18) is possible if the unique solution to the following algebraic
system in Y and Z

g11—L(b211) = bo1aY +b1112
g12—L(b212) = boi2Y +b1127 (1.1.30)

Ph.D. Thesis in Mathematics.



1.2. Factorization of systems of linear differential equations 7

satisfying (1.1.26). Indeed, the determinant of the system (1.1.30) is
biigboia — biiibaie = £VA #0.

If A =0, then the substitution of Y = b1 and Z = by into (1.1.24) yields

1

Y =
b 1,1

(9110 — L(b2,11) = b1117]. (1.1.31)

Then, the substitution of (1.1.31) into (1.1.26) implies that the decomposition (1.1.18) is
strongly related to the existence of a solution to the following first order quasi-linear partial
differential equation in Z

b —L(b
L(Z) - LLL 2 | 91,1 (b2,1,1)

7 — =0 1.1.32
b2.11 b2.11 0.1 ( )

which satisfies (1.1.25).

1.2 Factorization of systems of linear differential equations

The previous analysis is now made for systems of linear differential equations.

1.2.1 General considerations

Let A be an open subset of R". Examine now the factorization process for systems of s-th
order, (s > 2), linear differential equations with n independent variables x = (a:l, e ,x”) and
m > 2 dependent variables u = ! (ul, e ,um) , u = u(x) whose associated matrix operator,

M(s), is of the form
M(s) = [Rpq (SPH)]lSp,qu (1.2.33)

with Ry, 4 (sp,q) are sp4-th order linear differential operators

Sp.q Pk

R (5p.0) = D> Foahkn(@)Dip, (1.2.34)

k=0 h=1

where fprn € C(AR), spq=5—1+06pq, Opp =1and 6y, =0if p #q.
Let A and Ag be two open subsets of R™ such that Ag C A. The matrix operator M(s) acts

on a vector valued function u = * (u', -+, u™) € C*(Ag,R™) as follows
m
M(s)u = [Rpq ($pa)]i<pgem U= ZRp,q (spq) uf
=t 1<p<m

The method of factorization consists in seeking a decomposition of the matrix M (s) under the
following form

M(s) = [ [Vi(s:) (1.2.35)
=1
where
Ni(si) = [Tipa (Sipa))i<pg<m (1.2.36)

Ph.D. Thesis in Mathematics. Sielenou Pascal ©ICMPA Publishing 2011
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and
Si,p,q Pk

Tip.q (Sip.q) Za,pq,kh )Dk s (1.2.37)
k=0 h=1

i—1
with Zé:l Si =8, Sipq = 8 — 1+ 0pg a1pgkn € C(AR) and ajpgrn € =1 Sia (A, R),
i=2,3, 1

Proposition 1.2.1 Let M(s) be a matriz of differential operators defined by (1.2.83) which
can be decomposed into the form (1.2.35). If the function ug = ! (u(l), e ,u6n) satisfies

M(Sl)UQ = 0, (1.2.38)
and uj =" (u]l, ,u;") ,j=1,2,--- 1 —1 are solutions of the system
l
I MNeGswwy = vy, 5=1,2,....1—1, (1.2.39)
k=l—j+1
where v; = t (Ujl-,"' ,U§”> ,j=1,2,...,1—1, are solutions of
[TVisow; = o, (1.2.40)
then ug, ui, ..., w1 are l particular solutions of the equation M(s)u = 0.

Proof. The proof is similar to that of the Proposition 5.2.1. =

Expanding (1.2.35) leads to the relations between the unknown functions a; p q x5 of Nj(s;)
and the known functions f, 4 n of M(s).

As matter of clarity, in the sequel we explicitly derive necessary and sufficient conditions for
the factorization of systems of second order linear ordinary and partial differential operators
with two independent variables.

1.2.2 Case of systems of second order linear ODEs

Let A and Ag be two open subsets of R such that Ag C A. Consider the matrix operator

M(2) = [Rp,q]1§p7q§mv (1.2.41)
where
Rpp = Z Z Top ke (®)Din = fpp01Do1 + fpp11D11 + fpp21D21 (1.2.42)
k=0 h=1
and for p # ¢
1 pg
Z Z .0k h () Drn = fp.0,01D01 + frg1,1D11 (1.2.43)
0 h=1

with fyqkn € C(A,R), z = z'. Write M(2) in the form
M(2) = Ni(1) - Na(1), (1.2.44)

Ph.D. Thesis in Mathematics.
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where
M(l) = [7;7p,q]1§p,q§m (1245)
with
Tipp = Z Z W p,p,ke,h(T) D = @ipp0,1 Do + @ipp1,1D11 (1.2.46)
k=0 h=1
and for p # ¢
7;17711 - ai1p7Q7071D071’ (]‘247)
a1p.q.kh € C(A,R) and a2.p.q.kh € CI(A,R).
Let u="(u',- -, u™) € C*(Ag,R). We have
m
M(2)u = [Rp,qhgp,qgm U= Z Rpqul (1.2.48)
- 1<p<m
where
Rppu’ = fpp01t” + fpp11uf + fpp2a b,
and for p # ¢
Rpqu? = fpqo1u! + fpgr1ug.
On the other hand, after expansion of (1.2.44), we have
~ m ~
_ _ q
M@)u = [Ry,] reoen B | R , (1.2.49)
- 1<p<m
where
szp up = a17p7p7171a27p’p71’1 ugfﬂ
+ [a1,pp,0102pp11 + Q1pp1,102,pp01 + a1pp11D11(A2pp,1,1)] UL
Y 1001020500 + al,p,p,l,lDl,l(az,p,p,o,l)] u”
=1
and for p # ¢

Rpqu? = [a1pp1,102,,601 + 01,p,4,0,102,,4,1,1] 1

m
+ D 01001020001 + 01pp11D11(a2,.001) |
=1

Identifying (1.2.48) with (1.2.49) yields

Proposition 1.2.2 A necessary and sufficient condition to the differential operator M(2) de-

fined by (1.2.41) to be decomposed into the form (1.2.44) is that:

fop0d = Y 0150,01021p0.1 + 61pp1.1D11(a2pp01),

=1
fop11 = CLl,p,zv,O,l012,10,1071,1"’alm,p,l,la2,p,p,0,1‘|'al,mv,l,lDl,l(‘124),17,1,1):
fpp21 = Qlpp1102pp11

(1.2.50)

(1.2.51)
(1.2.52)
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and for p # q
m
fogo1 = D 015101021001+ 01pp11D011(02,.001), (1.2.53)
=1
fp7q7171 = a17p7p7171a27p7Q7071 + a17p7q7071a27q7q7171' (1'2'54)

1.2.3 Case of systems of second order linear PDEs

Let A and Ay be two open subsets of R? such that Ag C A. Consider the matrix operator

M(Q) = [Rp,q]lgp,qgmy (1.2.55)
where
Rpp = Z Z Sopken(2)Die
k=0 h=1
= Jpp.01Dog + fpp1,1D11 + fpp1,2D12
+  fpp21D21 + fpp22D22+ fpp23Das+ fpp24D2a (1.2.56)
and for p # ¢
Rpq = Z Z foaken(@)Drp = fpg01Do1 + fpg1,1D11 + fpg12D12 (1.2.57)

k=0 h=1

with fp g kn € C(AR), z = (ac T ) Write M(2) in the form

M(2) = N1(1) - Na(1), (1.2.58)
where
M(l) = [ﬁ,p:q]lﬁnqgm (1259>
with
1 pr
=3 i ppkn(®)Dih = Aippo1Dos + Gipp11D11 + Gippi2Dia (1.2.60)
k=0 h=1
and for p # ¢
7;1p7q = ai)p7q7071D071’ (1261)
alzp’q7k7h e C(A7 ) and a27p7q’k7h e CI(A7R)’
Let u="(u', -, u™) € C*(Ag,R). We have
m
M@)u=[Rpglicpocm = | D Rpqt , (1.2.62)
1<p<m
where
Rppu’ = fppopu’ + fppia Uil + fpp1,2 up

+ fp,p,2,1 U2$1 =+ (fp,p2 2+ fp,p2 3) U142 =+ fp,p24u2$2

Ph.D. Thesis in Mathematics.
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and for p # ¢

q — q q q
szq L fp7q7071 U + fp?Qvlzl uml + fp7q7172 umZ'

On the other hand, after expansion of (1.2.58), we have

m
_|p _ 2] q
M@)u = [Ry,] u= |3 Ryqu , (1.2.63)
1<p,q<m —t
= 1<p<m
where
S _ 2 P
Rppu? = a1pp1,102,pp1,1 Un 1 + A1pp1,202,p.p,1,2 Us,
D
+ (A1p,p1,202pp 11 + Alpp1,102,pp1,2) Ups o
p
+ [01,pp,0,102,pp1,1 + A pp1,102,p.p,01 + Lp(a2pp1,1)] Uy
p
+ [01,pp,0,102,pp1,2 + A1 pp,1,202,pp,01 + Lp(a2,pp,1,2)] U2
m
+ D a1p00102001 + Lplazppor) | v
=1
and for p # ¢
s _ q
Rpqu? = [a1pp1,102pg01 + 01,pg0102,441,1] U,

q
+ [01,pp,1,202,p,0,0,1 + 1,p,q,0,102,9,4,1,2] Uy

m
+ D a1p001020001 + Lp(azpgon) | vl
=1

where £, = a1p,1,1D1,1 + a1,pp1,2D1,2. Identifying (1.2.62) with (1.2.63) yields

Proposition 1.2.3 A necessary and sufficient condition to the differential operator M(2) de-
fined by (1.2.55) to be decomposed into the form (1.2.58) is that:

m
fopo1 = 15101021901 + Lp(a2p01), (1.2.64)
=1
fp)p71)1 = alvp:pa071a27p’p7171 + alvp:pa171a27p)p70)1 + EP(GZP:PJJ)’ (1265)
fp7p7172 = a17p7p7071a27p7p7172 + a17p7p7172a27p»p70»1 _I_ £p(a27p7p7172)’ (1'2'66)
fp7p7271 = a17p7p7171a27p7p71717 (1'2'67)
fop22t fop2s = a1pp1202pp11 +a1pp1102pp1.2, (1.2.68)
fp)p72)4 = a17p7pa172a/27p7p71»2 (]‘269>
and for p # q
m
foq01 = Y 015101021001 + Lp(azp001), (1.2.70)
=1
fp)q’lzl = al,p:p1171a27p)q’071 + al,%q;O,laQ’%%lul? (1271)
fp»q7172 = a17p9p’192a27p7q7091 + a13p7q9071a2’q7q71’2' (]"2'72>

Ph.D. Thesis in Mathematics. Sielenou Pascal ©ICMPA Publishing 2011






CHAPTER 2
Factorization of Nonlinear Differential
Equations and Systems

In this chapter, an algebraic approach for factorizing nonlinear partial differential equations
(PDEs) and systems of PDEs is provided. In the particular case of second order nonlinear
PDEs and systems of PDEs, necessary and sufficient conditions of factorization are given. The
main results of this chapter have been published [51].

2.1 Factorizations of nonlinear differential equations

We start with general considerations and then deduce the main results on conditions of fac-
torization.

2.1.1 General setting and results
Let s > 2 be a positive integer, A be an open subset of R™ and 2 and open subset of R. Let

s Dk

P(s) =D genl@, ) Dep (2.1.1)

k=0 h=1

be a nonlinear differential operator of order s, where gij € C(A x ,R). The operator P(s)
acts on a function u € C*(A, Q) as follows

P(s)u=>_">" grn(z,u)Dypu. (2.1.2)

k=0 h=1

The method of factorization consists in seeking a decomposition of the differential operator
(2.1.1) in the following form

I
P(s) = H Qi(s:) (2.1.3)
i=1

with Zi:l s;i = s and

si_ Dk
Qi(si) = > binn(r, ) Dy, (2.1.4)
k=0 h=1
where by ps € C(A x Q,R) and by g, € CZ=1 % (A x Q,R), i = 2,3, 1.
Expanding (2.1.3) leads to the relations between unknown functions b;y  of the differential
operators Q;(s;) and the known functions gy 5 of the original differential operator P(s).
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2.1.2 Case of second order nonlinear ODEs

Let Q, A and Ay be three open subsets of R such that Ay € A. Consider the second order
nonlinear ordinary differential operator

2 Pk
P2) = >3 gen(@,)Din

k=0 h=1
= go,1(x,-)Do,1 + g1,1(x,)D1,1 + g2,1(x, ) Da 1, (2.1.5)
where gi 5 € C(A x ,R) and x = z!. Write P(2) in the form
P(2) = Qi(1)-92(1)

1 pr 1 pg
= Zzb1,k,h(l’7')Dk,h Zzb2,k,h($a‘)Dk,h

k=0 h=1 k=0 h=1
= [bio,1(z,-)Do1 + bi1,1(z,-)D11][b2,01(z,)Do1 + b2 1(x,)Di1], (2.1.6)

where by k., € C(A x Q,R) and by g, € CL(A x Q,R).
Let u € C2(Ag, 2). We have

P2)u = goa(z,u)u+g11(z,u) ue + 921 (2, u) uze (2.1.7)
and after expansion

P2)u = [bro1(z,)Dox +b1,11(z,-)D1a] [b2,0,1(x, ) Do, + b2,1,1 (2, )D1,1]u
= [b101b2,11 + 01110201 +b11,1D11(b2,11) +b111D12(b201)u]ue  (2.1.8)
+ b111D12(ba11)u? + [b1.0102.01 + b1.1.1D1.1(b2,0.1)] w4 b1.1.1b2.1.1 Use-

Identifying (2.1.7) with (2.1.8) yields

Proposition 2.1.1 A necessary and sufficient condition to the differential operator P(2) de-
fined by (2.1.5) to be decomposed into the form (2.1.6) is that:

921 = bi11b211, (2.1.9)
gi1 = broiba11 +b111b201 +b11,1D11(b21,1) +b1,11D12(b201)u,  (2.1.10)

0 = b1,1,1D1,2(b2,1,1), (2.1.11)
go1 = bio1b201+b1,1,1D1,1(b2,0,1)- (2.1.12)

2.1.3 Case of second order nonlinear PDEs

Let A and Ay be two open subsets of R? such that Ag C A. Let © and open subset of R.
Consider the second order nonlinear partial differential operator

2 pk
P2) = > > gen(z,)Din

k=0 h=1
= go1(z,)Do1 + g1,1(x,)D11 + g12(z,-)D12 + g2.1(x,)Da1
+ g2.2(x,-)D22 + g2.3(x,-)D23 + go.4(w, -)Da 4, (2.1.13)

Ph.D. Thesis in Mathematics.



2.1. Factorizations of nonlinear differential equations 15

where gi 5, € C(A x Q,R) and z = (2!, %) . Write P(2) in the form

P2) = Q1) (1)

1 pr
= D bign(@,)Dis ZZkah )Dyp
k=0 h=1 k=0 h=1

= [bio,1(x,-)Do1 + bi1,1(z,)D11 + b1 2(x, -)Di o

X [b20,1(x,-)Do1 + ba1,1(z,-)D11 + b2 2(x, -)Dio], (2.1.14)
where by 5 € C(A x Q,R) and by p, € CY(A x Q,R).
Let u € C%(Ag, ). We have

P2)u = goi(z,u)u+ gi1(x,uw) un + g12(z,w) uze + g21(x, w) ugy
+ (g22(x,u) + g2,3(z,u)) upi2 + g2a(z,u) ug,2 (2.1.15)

and after expansion

P(2)u b1,0,1(7,-)Do1 + b1,11(2,-)D11 + b112(x,-) D]

b2.0,1(z,-)Do1 + b2.1.1(z,-)D11 + b2 2(x,-)Di 2] u

b1,0,102,0,1 + b1,1,1D1,1(b2,0,1) + b1,1,2D1,2(b2,0,1)] v

b1,0,102,1,1 + 1,112,010 + b1,1,1D1,1(b2,1,1) + b1,1,2D1,2(b2,1,1)
b1,1,1D1,3(b2,0,1) u] wzr + [b1,0,1b2,1,2 + b1,1,202.0,1 + b1,1,1D1,1(b2,1,2)
b1.12D12(b212) + b1,1,2D1,3(b2,0,1) u] w2 + 51,1,1D1,3(bz,1,1)u§;1
[b1,1,1D1,3(b2,1,2) + b1,1.2D1,3(b2,1,1)] Uity + br1,2D13(b212)u
b1,1,1b2,1,1 Uggt + [b1,1,202,11 + b1,1,162,1 2] Ugize + b112b212 Ugs2.  (2.1.16)

X

[
[
[
[

+ o+ + + +

Identifying (2.1.15) with (2.1.16) yields

Proposition 2.1.2 A necessary and sufficient condition to the differential operator P(2) de-
fined by (2.1.13) to be decomposed into the form (2.1.14) is that:

921 = bi11b211, (2.1.17)
922+ 923 = br12b211+b11,10212, (2.1.18)
924 = b112b212, (2.1.19)

gi1 = bbb+ 01110201 + L(b21,1) + b1,1,1D1,3(b2,0,1) w, (2.1.20)

g12 = bioib212+b112b201 + L(b2,1,2) + b1,1,2D1,3(b2,0,1) w, (2.1.21)

go,1 = bip1b2o1 + L(b2o2), (2.1.22)

0 = bi12D13(b2,1,2), (2.1.23)

0 = br11D13(b2,1,1), (2.1.24)

0 = br11D13(b212) +b1,12D13(b2,1,1), (2.1.25)

where L =b11,1D11 + b1,12D1,0.

Ph.D. Thesis in Mathematics. Sielenou Pascal ©ICMPA Publishing 2011



16 Chapter 2. Factorization of Nonlinear Differential Equations and Systems

2.2 Factorizations of systems of nonlinear differential equations

2.2.1 Theoretical considerations and principles

Let A be an open subset of R"™ and €2, an open subset of R". Examine now the factorization
process for systems of s-th order, (s > 2), nonlinear differential equations with n independent

variables = = (331’... ,:c”) and m > 2 dependent variables u = ! (ul, e ,um) , u = u(x)
whose associated matrix operator, M(s), is of the form
M(S) = [vaq (SP»Q)]lgp,qgm (2226)

with Ry, 4 (sp,q) are sp4-th order nonlinear differential operators

Sp,a Pk

(s z, ..., ) Dgn, 2.2.27
Rpq pq szpq,kh ) k.h ( )

k=0h=1 m~entries

where fp 450 €C(AXQR), spq=5—140pg, Opp=1and 6,4 =0if p #q.
Let A and Ag be two open subsets of R™ such that Ag C A. The matrix operator M(s) acts

on a vector valued function u = ¢ (ul, ‘e ,um) € C*(Ay, Q) as follows
m
M(s)u=[Rpq (Sp,q)hgp,qgm U= ZRp,q (sp,q) u? )
=1 1<p<m
with
Sp,a Pk
Rog (5pa) 0= fogrn (z,ul, ... u™) Dy pul. (2.2.28)
k=0 h=1

The method of factorization consists in seeking a decomposition of the matrix M (s) under the
following form

M(s) = [ Nilsi) (2.2.29)
i=1
where
'/\/;(SZ) = [7;7]77‘1 (Siupvq)]lgpngm (2230)
and Si,p,a Pk
Tipa (Sipg) Za Pk (T 555 ) D, (2.2.31)
k=0 h=1 m-entries

with Zi:l 8i =5, Sipqg =25 —14+0pg, a1pgrn€CAXxQR)and a;pqin € CZ;’;ll S (A x
QR),i=2,3,,1.

Expanding (2.2.29) leads to the relations between the unknown functions a; p 4 x5 of Ni(s;)
and the known functions f, 4 . n of M(s).

2.2.2 Case of systems of second order nonlinear ODEs

Let A, Ag be two open subsets of R such that Ag C A, and 2 an open subset of R™. Consider

the matrix operator
M(2) = [Rp,q]1§p7q§ma (2.2.32)

Ph.D. Thesis in Mathematics.
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where
2 Pk
Rop = D> fpakn(@ 5, D (2.2.33)
N——
k=0 h=1 m-entries
= T, ..., )Do1+ Ty 5., )D11+ T, ..., )D
Jpp0.1( Do + fppra( )D11 + fpp2a( )D21
m-entries m-entries m-entries
and for p # ¢
1 pr
Rpq = Z Z Spakn (@, 5o ) D
N——
k=0 h=1 m-entries
= z, ..., )Dg1+ z, ..., )D 2.2.34
fpa.0.( )Do1 + fpg1,1( )D11 ( )
m-entries m-entries
with fp g kn € C(A x Q,R), z = z'. Write M(2) in the form
M(2) = Ni(1) - Na(1), (2.2.35)
where
M(l) = [7;7p,q]1§p,q§m (2236)
with
1 pr
Tipp = Z Z Wipp k(T 55 ) Din
N——
k=0 h=1 m-entries
= ai’p7p’071<1‘, eyt )D(),l + a,i’p7p’171<1‘, eyt )Dl,l (2237)
m-entries m-entries
and for p # ¢
Ting = x, 55 ..., )Do1, 2.2.38
4,P,q 2,p7q70,1( ) 0,1 ( )
m-entries
a1pgkh € C(Ax Q,R) and aspgkn € CHA x Q,R).
Let u="1 (ul, e ,um) € C%(Ag, Q). We have
m
M@)u=[Rpglicpocm = | D Rpqt (2.2.39)
g=1 1<p<m
where
Rppt? = fppo1(z,u)u? + fpp11(2,u)ul + fpp21(z,u) ng
and for p # ¢
Rpqu? = fpgo1(x,u)u? + fpg11(z,u)ul.
On the other hand, after expansion of (2.2.35), we have
~ m o~
M@)u = Ry u=|Y Ryqu , (2.2.40)
q=1

1<p<m

Ph.D. Thesis in Mathematics. Sielenou Pascal ©ICMPA Publishing 2011
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where
m o~
> p P § : _ h,p
szp u - alzp’p71’1a27p7p7171 u21‘ + a17p7p7171 Dl’h+1(a27p’p71a1) u$ u$
h=1
m o~
+ a D .+ .(a Yulu? + [a a +a a
1717)]771,1 17h+1 24’71’:071 T 1717717:071 2apvp)171 LP’P:l,l 2’17717,071
h=1
h#p
+  a1pp11D11(a2pp,11) + 1pp11D1pr1(a2,pp0,1) P b
m
+ D 19001020901 + 01pp11D11(02,pp01) | 1P
=1
and for p # ¢
Rpgu! = [a1pp1,102,p,,01 + A1,,4,0,102,4,6,1,1 + A1,pp1,1D1,g41(a2,p,g,0,1) u?] 1l
m o~
E - h,q
+ a17p7p7171 D17h+1(a27p7q7071) ux U
h=1
h#q
m
+ D 01001020001 + 01 pp11D11(02,01) | Ul
=1

Identifying (2.2.39) with (2.2.40) yields

Proposition 2.2.1 A necessary and sufficient condition to the differential operator M(2) de-
fined by (2.2.32) to be decomposed into the form (2.2.35) is that:

m

fppoa = Z a1,p,1,0102,,p.0,1 + @1,pp,1,1D1,1(a2,p,p.0,1), (2.2.41)
=1

Jop11 = Q1pp0,1a2,pp11+ Alpp1162,pp0,1

+ a1pp11D11(02pp11) + 01pp 11 D1 p11(a2pp0,1) W, (2.2.42)
fpp21 = Gipp1,1a2pp1.1, (2.2.43)
0 = Dl,ﬁ+1(a2,p7p,071)’ he{1,2,--,m}\{p}, (2.2.44)
0 = Dyji(azppi), h=12 m (2.2.45)
and for p # q
m
a0l = D 01510102001 + 01pp11D11(a2p601), (2.2.46)
=1
frall = G1pp1102p¢01 T 01pg0102,441,1+ A1pp1,1D1¢11(a2,p401)u?, (2.2.47)
0 = Djj.q(azpg01), he{1,2,-- mi\{q} (2.2.48)

2.2.3 Case of systems of second order nonlinear PDEs

Let A, Ag be two open subsets of R? such that Ag C A, and Q an open subset of R™. Consider

the matrix operator
M(2) = [Rp,q]1§p7q§ma (2.2.49)

Ph.D. Thesis in Mathematics.
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where
2 Pk
Rpp = Zpr,q,k,h(xa oo ) D (2.2.50)
k=0h=1 me-entries
- lea‘v'”a'DOl—’— 711:1:7'7"'7‘]:)114_ ,I,Q‘Ta'?"w'DlZ
fp7p7 b ( ) K fp?p I ( ) K fp p7 ( ) K
m~entries m-entries m-~entries
+ 21$,',...,'D2 + 22377')"'7‘]:)22
fpm, ) ( ) s fp,p7 ) ( ) )
m-entries m-entries
+ 23(T, .oy )Dag + fpp2al®, ... - )Day
fpp,2,3( ) Jpp,2.4( )
m-entries m-entries
and for p # ¢
1 pr
Rog = 3> fpakn(® -, )Dpp (2.2.51)
k=0 h=1 m-entries
= lea‘v"'v'DOI_F 11.T,',...,’D71+ 12$)'7‘°'7'D12
fp,q, ) ( ) ) fp,q7 ) ( ) 1 fpvq, ) ( ) )
m-entries m-entries m-entries
with fyqrn € C(A X Q,R), z = (2!, 2%) . Write M(2) in the form
M(2) = Ni(1) - Na(D), (2.2.52)
where
'/\[Z(]‘) = [ﬁ,P,Q]lgnqgm (2253>
with
1 pi
Tipp = Z Z Qippkh(T 5oy )Dip (2.2.54)
k=0 h=1 m-entries
= Qippo1(® ..., ) Dot + aippri(x ..., )Di1+aippra(x ..., )Dig
m-entries m-~entries m-entries
and for p # ¢
Ting = Ginago1(x - ..., )Dg1, 2.2.55
4,P,q 40,4, ,1( ) ; ( )
m-entries
a1pgkh € C(Ax Q,R) and aspqrn € CHA x Q,R).
Let u="1 (ul, ‘e ,um) € C%(Mog, Q). We have
m
M@)u=[Rpglicpocm = | D Rpqt , (2.2.56)
¢=1 1<p<m
where
Rppt’ = [ppo1t”+ fppia “Zl + fop12 “22
+ Jop21 ngl + (fpp2.2+ fop23) Uilxz + fpp24 ugz2 (2.2.57)
and for p # ¢

_ q q
Rpaq uq - fpzq7071 uq + fpaq»lzl u;ljl + fpzq7172 ,U/:BQ-

Ph.D. Thesis in Mathematics. Sielenou Pascal ©ICMPA Publishing 2011
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On the other hand, after expansion of (2.2.52), we have

m
M@)u=[Ry,] w= |3 Rpqul , (2.2.58)
1<p,g<m !
a 1<p<m
where
> _ P P
Rppt? = a1pp1,102,pp11 U1 + (A1pp1,202pp1,1 T A1pp1,102,pp,1,2) Uss, 2
p
+ App,1,202,p.p,1,2 U2 [A1,p.90,102,pp,1,1 F Q1 pp1,102,p,p.0,1
D
+  Lpazpp1,1) +a1,pp11D1p12(a2,pp.0,1) WPl Uy + [a1,pp,0102pp1,2
D
+ @1pp1,202pp01 + Lp(a2pp12) + a1pp1,2D1pr2(a2,pp01) uPlul,
m _ m ~
E - h P § : _ h . p
+ a17p7p’171 Dl’h+2(a27p»p71»1) uzl u:[jl + a17p7p7171 Dl’h+2(a27p7p’172) u:E]‘ ux2
h=1 h=1
m - m ~
E ~ h P § : . h . p
+ a17p7p’172 D11h+2(a27p»p71»1) u:E2 qul + a17p7p7172 D17h+2(a2’p7p’172) u:B2 uajz
h=1 h=1
m - m ~
§ _ h ., p § _ h . p
+ al,P,P,Ll D17h+2(a27p,l’70,1) uml w + aLp,P,L? D17h+2(a2717,]770»1) qu U
h=1 h=1
h#p h#p
m
+ D a1p001020p01 + Lplazppor) | v
=1
and for p # ¢
s> _ q
Rpqu?! = [a1pp1,102p,g,01 + 01p,0,0,1024,41,1 + 1pp1,1D1g+2(a2,p.60,1) 9] ul,

q
+ 0191202901 + 019001024412 + A1 pp12D1g42(a2,p,901) u?] Ul

m m
h h
+ Aipp1l E :DLEH (a2,p,4,0,1) U1 u? 4 a1,pp1,2 E D1,7L+2 (a2,p,4,0,1) U2 uf

h=1 h=1
h#q h#q
m
+ D) a1pi01020001 + Lplazpgor)| v,
=1

where £, = a1 p1,1D1,1 + a1,pp1,.2D1,2. Identifying (2.2.56) with (2.2.58) yields

Proposition 2.2.2 A necessary and sufficient condition to the differential operator M(2) de-
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fined by (2.2.49) to be decomposed into the form (2.2.52) is that:

m
Fop0d = Y 015001021501 + Lp(azpp0,1); (2.2.59)
=1

fopl1l = Q1pp01a2pp 11+ 01pp1,102pp0,1
+  Lplazpp,1) + a1pp1,1D1pr2(az,pp01) v, (2.2.60)

Jopl2 = A1pp01a2pp12+ a1pp1202pp01
+ Lplazpp,2) + a1pp1,2D1p+2(a2,pp01) v, (2.2.61)
Top21 = @lpp11G2pp11, (2.2.62)
Jop22+ fpp23 = G1pp1202pp11+ a1pp1102pp,1.2, (2.2.63)
fop24 = a1pp12a2,pp12; (2.2.64)
0 = D ji0lazppon), he{1,2,---,m}\ {p}, (2.2.65)
0 = D177L+2(a2,p,p,1,1)» h= 1,2,---,m, (2.2.66)
0 = Dyj,(a2pp12), h=12-m (2.2.67)

and for p # q
m
Frgo1 = D a1p101020q01 + Lp(a2pq0.1), (2.2.68)
=1

fra11l = Qpp1102pq01 + 0101024411 + 01pp11D1g12(a2p,60,1) u?s (2.2.69)
fra12 = @1pp1,202p,601 +1,40,102,4,4,1,2 F A1pp1,2D1042(a2p,g,01) ul, (2.2.70)
0 = Dyjip(a2p001), he{1,2,--- m}\{q} (2.2.71)
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CHAPTER 3

Three Factorizable Classes of 2d

Order Linear ODEs

This chapter addresses necessary and sufficient factorizability conditions for classes of
second order ODEs characterized by the degrees of their corresponding polynomial functions
coefficients. A pure algebraic method is used to solve a system of linear algebraic equations
whose solutions satisfy a compatibility criterion and generate two first order differential
operators factorizing the considered second order differential operator. Concrete examples are
probed, including special cases of Bocher ODEs like Heun, Wangerin and Heine’s differential
equations. The main results of this chapter have been published [49].

Our study is restricted here to the second order linear differential operator
P(2,D) = g2(2)D* + g1 (x)D + go(x). (3.0.1)
Provided the factorized form
P(2,D) = Q1(1,D)Q2(1,D) = (L11D + L10)(La1D + L), (3.0.2)

the functions £;; satisfy the following algebraic and differential equations (3.0.3)-(3.0.5):

L11L21 = g2, (3.0.3)
L10Lo1 + L11(L21)z + L11L20 = g1, (3.0.4)
L10L20 + L11(L20)z = go- (3.0.5)

Finally, two particular solutions ug and u; of the equation associated with the operator P (2, D)
defined by (3.0.1) can be obtained by solving the following differential equations:

Q2(1, D)ug(z) = Lor(z)uj(x) + Loo(x)uo(z) =0, (3.0.6)
Q1(1,D)vi(x) = Ly1(2)v)(z) + Lio(z)v1(x) = 0, (3.0.7)
Q2(1, D)us(z) = Log(z)u)(x) + Loo(x)ui(z) = v1 (). (3.0.8)

Every first order right factor of (3.0.2) leads to a hyperexponential solution [67], ug, of the
differential equation associated with (3.0.1) which can be written in terms of exponential
functions. Another solution, u;, of the same equation is obtained with the functions ug and
v1, solutions of (3.0.6) and (3.0.7), respectively, as follows:

_ vi(e)
ui(z) = uo(x)/uo(w) e dx.
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Now, we probe various classes of factorizable second order linear ODEs with rational coef-
ficients. Dealing with the second order linear differential operator (3.0.1), where, for analysis
convenience, we define

g2(z) == Py(x) = Zawi, g1(x) == Qq(x) = Z’yjazj, (3.0.9)
=1

J=1

gO(Z) = Rr(x) = Zplxl7 D, q, T S N7 gy, /7]7 Pl S Ra (3010)
=1

one can deduce from (3.0.3)-(3.0.5) the following three types of second order linear ODEs:

Pep1(z)u"(2) + Qper(z) v/ (2) + R (z) u(z) =0, k€ N; (3.0.11)
Pi(z)u"(2) + Qpenir (@) v () + Rpyn(z)u(z) =0, (k, h) € N* x N; (3.0.12)
Peio(z)u"(x) + Qpyr(z) v/ (z) + Rp(x)u(xz) =0, keN. (3.0.13)

Depending on the relations between the degrees p, ¢, r of the polynomial functions g;, (i =
0,1,2), these ODEs can be factorized into the form (3.0.2). They are worth something as they
contain a large class of relevant second order linear ODEs of mathematical physics such as the
equations of Heun, Heine and Wangerin, which will be treated in the sequel.

Recall that, by the fundamental theorem of algebra, the polynomial P, can be put in the
form: P,(z) = a, [[F2,(z — \;)™, where ap, \; are complex numbers such that \; # \; for
i # j and a, # 0; po, m; are positive integers such that pg < p and > 7, m; = p. In what
follows, without loss of generality, we set a, = 1. Besides, using the Euclidean division and the
partial fraction expansion theorem in the set of rational functions with complex coefficients
(C[X]7

Z?—o ! Cm s Hiy
- =E(z)+ ) 3.0.14
PR AP I M vy Bor
where fi; ; are complex numbers; E(x) is a nonzero polynomial of degree ¢ — p if ¢ > p and
E(z) = 0 if ¢ < p. There results that equation (3.0.1) together with (3.0.9) and (3.0.10) can

be transformed into the following canonical form:

pPo my T l
i j >l AIT

u"(z)+ | E(z) + E E ﬁ u'(z) + =55 éxo— W u(z) = 0. (3.0.15)
i=1 j=1 ¢ i=1 t

Remark 3.0.1 Bdcher equations

o (z) + f: S ) () + nzzqzﬂpl"”l u(z) = 0, (3.0.16)

where n, r, m; € N, €, a;, pp € C, \j # \j for i # j, are particular cases of (3.0.15) with
E(z)=0.
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3.1 First lass of factorizable 2" order linear ODEs
In this section, we investigate the classes of factorizable second order linear ODEs of the type
Pepr(2)d" () + Qe (z) v (2) + Ri(z) u(x) = 0, keN (3.1.17)
explicitly written as
Po k+1 k
<H(:p — )\Z)m’> u”(z) + Z’ijj o (z) + (Z pl:Ul) u(x) =0, (3.1.18)
i=1 j=0 1=0

where Y 7, m; = k + 1, or, equivalently, in the canonical form: (Ey # 0)

Po m; k l
i j Yoo PIT
u(z) + | Eo + E m u'(z) + ?iléxo_ W u(z) = 0. (3.1.19)

i=1 j=1

Proposition 3.1.1 (Necessary condition for the factorization of (3.1.17)) Let equa-
tion (8.1.17) be factorizable into the form (3.0.2). Then, the degrees of the polynomials L;;
satisfy the following relations:

deg Ly +degLoy =k+1 and (3.1.20)
deg L19 =p
1.21
{degﬁmzk—% 0<p<k or 3 )
deg Log =k +1—p, 1<p<k+1
.1.22
{degﬁlozj, 0<j<p-1, (3.1.22)
where p =deg L.
Proof. The system (3.0.3)-(3.0.5) becomes:
L11Lo91 = Pk+1, (3.1.23)
Li0Lo1 + L11(La1)z + L11L20 = Qk1, (3.1.24)
L10L20 + L11(L20)z = Ry (3.1.25)
The identification of both sides of the equation (3.1.23) yields:
deg (L11 L21) = deg (Pi+1)
which implies
deg (£11) + deg (ﬁgl) =k+1. (3.1.26)
Since p = deg L11, we have from the relation (3.1.26):
deg (L21) =k+1—p. (3.1.27)
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From the equation (3.1.24), we can write:

deg (L10L21 + L11(La1)z + L11L20) = deg (Qky1)
giving
E+1 = max{deg (L10L21),deg (L11(L21)z),deg (L11L20)}
= max{deg (L10) + deg (L21),deg (L11) + deg ((L21)z) ,
deg (L£11) + deg (L20)}
= max{deg (L10) + deg (L21),deg (L11) + [deg (Lo21) — 1],
deg (L11) +deg (La20)} - (3.1.28)
The substitution of (3.1.27) into (3.1.28) gives:

k+1 = max{deg (L10)+k+1—p,p+[(k+1—p)—1],p+deg (L)}
= max{deg (L10) + k+1—p,k,p+deg (L20)}
max {deg (L10) + k+ 1 —p,p+deg (L)} = my.

Besides, the identification of both sides of the equation (3.1.25) allows to write:
deg (,Cloﬁzo + ﬁll(ﬁgo)x) = deg (Rk)

or equivalently

k= max{deg (L10L20),deg (L11(L20)z)}
= max{deg (L10) + deg (La),deg (L11) + deg ((L20)z)}
= max{deg (L10) + deg (L20),p + [deg (L20) — 1]} = ma. (3.1.29)

e If my =deg (L19) +k+1—p then deg (Lip)=p and
ma = max {p + deg (L) ,p + deg (L20) — 1} = p + deg (L20)

which gives, taking into account (3.1.29), deg (L20) = k — p.

o If m; =p+deg (Lo0) then deg (Lo0)=k+1—p and

my = max{deg (L10)+k+1—pp+[k+1—p)—1]}
= max {deg (L10) + k+1—p, k}

which gives, taking into account (3.1.29),
deg (L10) +hk+1—p <k, ie deg (L19)=J, 0<j<p-1

|

The polynomials L1y and Loy are characterized by (j+ 1)+ (k+1—p+1)=k+j—p+3
constants, 0 < j < p— 1. The results of the Proposition 3.1.2 are determined in the case where
j = p— 1 because all these constants can be obtained by solving a system of linear algebraic
equations coming from the identification of all coefficients of polynomials in the equation
(3.1.24) only. After substitution of polynomials £11, L£19, £21, L£20 determined by equations
(3.1.23) and (3.1.24) into the equation (3.1.25), a simple identification of coefficients gives a
set of relations expressing the p; as functions of the constants \;, Ep and p; j. These relations
can be easily computed using a symbolic computational software, for instance Maple. The two
following situations are worthy of attention:
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(i) the first order equation associated with the left factor of (3.0.2) admits the solution vq

given by:
vi(z) = e B0 if p=0,
a Min 1 1 o
1)1(.%‘) = 67E0I H(aj’ - Ain>7'u’inv1 eXp Z - % 5 (3130)
n=1 =1 tn

if 1 <p < k+ 1, while the first order equation of the right factor of (3.0.2) admits the
solution uyg :

Po—q

= 1
up(x) = H (x — Aj,)Mm " it exp Z - Mj”’lﬂ . (3.1.31)

n=1 i=1 ¢ ]")

which is a particular solution of equation (3.1.19).

(i) the first order equation associated with the left factor of (3.0.2) admits the solution vq

given by:
vi(z) = H(m — \i,,) Hinl exp Z = % (3.1.32)
ook = 7 @=A)

while the first order equation corresponding to the right factor of (3.0.2) generates the
solution ug given by:

Po—q mj, —1

L i
ug(z) = e F0® H (& — Aj,)"n " Hinl exp Z " % , (3.1.33)
Jn

n=1 i=
which is a particular solution of equation (3.1.19).

Here Hin s Hjnl € {,Ul,b ceey /’Lp07mp0}7 b= Z?:l my, 1< q < po;
Mg, My, € {mlﬂ ) mpo}; Aiy, # Ajns Nins Aj € {)‘17 R )‘po}'

Proposition 3.1.2 (Sufficient condition for the factorization of (3.1.19)) Consider
the equation (3.1.19) and assume that the polynomial

k
=> pal (3.1.34)
=0

satisfies the relation

Ri(x) = Lio(z)L20(x) + L11(2)(L20)z(2) (3.1.35)
with
Li1(z) =1 if p=
{ ﬁll(l‘) 2L I(SL' — )\,Ln)mzn Zf 1< p < k+ 17 (3136)

and L19 and Log explicitly given by one of the two following situations:
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Lio(x) = Eo if p=0, (3.1.37)
3 N K 1 d
Liofz) = Z(CE - )‘in)minil Hi,, 1+ Z Z"’ﬁ_ H(x — N\, ™
n=1 =1
l#n
q
+ EOH(ﬂ?—Ain)mi" if 1<p<k+1;
Po—q
n=1
Mjn 1 ILL 1y po—q
n71+ .
+ ﬁ T (@ = x5 (3.1.38)
i=1 Jn =1
l#n
(i)
" & Hi +1 1
Eute) = 3ot 55 | T
n=1 =1
l#n
Po—q
Loo(x) = D (&= )" " (g1 = mj,)
n=1
mjn —1 P Po—q
]7“2 i .
e T
=1 n =1
I#
po—q
+ B [[@-x,)m™n if 1<p<k+1,
where Fin,ls Hn,d € {,Ul,l, T MPO:mpo}’ p= Z?:l my;, 1 < q < po;

m;,, mj, € {ml, ceey mpo}; >‘in #* )\j'rﬂ )‘iw >\jn S {)\1, ceey /\po}’

Then, the second order differential operator governing the equation (3.1.19) can be written
in the form (3.0.2) where

Po—q
ﬁgl(x) = H (CL‘ — /\jn)mj" (3.1.39)
n=1
1s such that
Po
L11(z) Loa () = [ (& — xo)™. (3.1.40)
i=1
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Proof. Given the expressions of £11 and L91 from Proposition 3.1.2, then £19 and L59 can be
explicitly determined using (3.0.6) and (3.0.7) as follows:

_ vy ()
ﬁm(%) = Cll(a:) Ul(I) (3.1.41)
up ()
_ . 1.42
Lao() Lo1() wo(@) (3.1.42)
]
Example 3.1.1 Consider the confluent Heun equation [44, 91]
" E #1,1 H2,1 ! Pot pre = 1.4
Wt (b S ) s AP =0 ()

where Eg, A1, A2, pi1,1, H2,1, po, p1 are constants such that Eg # 0 and A1 # Ao. We distinguish
here the following three formal factorisable classes:

(i) First class, py = Eop1 + Eopzr — 2Eo,  po = p1,1 + pog — 2 — Eop A2 — Eopz A +
Eol + Eghg :

£11<LL‘) = 1, £21($) = (.r — )\1)(1‘ — )\2),
Lio(x) = ho,  Lao(z) = ko + k1,

ho = Eo, ko= —p11A2 — p21A1 + A1+ A2, k1 =p11+p21 — 2.
Two particular solutions emerge, given by
wo(@) = (2 A (@ Ag)lHe,

u(r) = wup(z) /(m — AP (g — A M2 2 e Fo gy

(i1) Second class, po = —EoA1 — Eopi1A2 + paper — i1, p1 = Eo+ Eopn e

[:11(.%) = (.%‘—)\1), 521(.%') = (x—)\g),
Lio(z) = ho,  Lao(z) = ko + k1,

ho =p11, ko= —Eoha+p21—1, k= Ep.
There exist the following two particular solutions:
up(z) = (x— Ng)l7H21 e P02

u1(a?) = uo(a?) /(m — )\2)/&,1*2(% _ )\1>7u1,1 eFot o

(iii) Third class, pg = EgA1 — E()/L271)\1 — M1+ pap21, P11 = —Fy + EOHQ,I :

ﬁu(l‘) = (-TI - A1), £21(x>

= ( - )‘2)7
Lio(x) = ho + hiz,  Lag(z) = ko,
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ho = —EoM + 11, ko=—1+p21, hi=Ey
Two particular solutions of the corresponding equation (3.1.43) are given by
ug(z) = (z— )it

ui(z) = wo(x) /(;g C )22 (g — Ap) T e FoT g

Example 3.1.2 Consider the following second order linear ODE

u(x) + (Eo s vl S i ey A ol s v ) '(z) + Wu(w) =0, (3.1.44)

where Egy, A1, p1,1, 41,2, 41,3, Po, p1, p2 are constants such that Eog # 0. When p13 = 0,
(5.1.44) is reduced to the double confluent Heun equation [44, 91]. Then, the equation (3.1.44)
admits a unique formal factorizable class characterized by:

po = *2#171)\1 + 61 + Hi2 — 3E0)\% + Eo,&l,l)\% + EONLS - EONLQ)\la
p1 = —6+2u11 —2Eou11A + 6EgA1 + Eppu 2,
p2 = —3Eo+ Eopui;

£1 (.1‘) = 1, ﬁgl(l‘) = (.1‘ — )\1)3,

1
Lio(z) = ho,  Lao(z) = ko + k1 z + kg 27,

k1= —2p11M +6A1 4+ p12,  ho = E,
ko = —3A] + piaA] + pag — paghi, ke = =34

Two particular solutions of the related equation (3.1.44) are given by
H1,2 + H1.3
up(z) = (z—N\)3H1e™ ESTREITS Al)2

H1,2 1 H1,3

up(z) = UO(JU)/(%’—M)M’I_G e TN 2 e Bt gy,

3.2 Second class of factorizable 29 order linear ODEs
In this section, we examine the classes of factorizable second order linear ODEs of the type
Pu(z)u"(2) + Qrans1(z) v (z) + Rpyn(z) u(z) =0, (k, h) e N* x N (3.2.45)
explicitly written as
Po k-+h+1 kih
(H(:ﬁ - )\i)m’) u(z) + Z vz | o () + (Z plml> u(x) =0, (3.2.46)
i=1 j=1 =1

where Zfil m; = k, or, equivalently, in the canonical form: b1 # 0

Zb 2 +ZZ ” W (z) + =20 ~u(x) = 0. (3.2.47)

i=1 j= 1 1= 1( /\Z)ml
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Proposition 3.2.1 (Necessary condition for the factorization of (3.2.45)) Let equa-
tion (3.2.45) be decomposable into the form (3.0.2). Then, the degrees of polynomials L;;

satisfy the following relations:
deg L11 +deg Loy =k and

degLig=h+p+1
degLog=k—p—1, 0<p<k—-1 or

degLog=k+h+1—-p, 1<p<k
degﬁl():ja OSJSp_lv
where p =degLy;.
Proof. The system (3.0.3)-(3.0.5) becomes:

L11Lor = B,
L10Lo1 + L11(Lo1)s + L11L20 = Qksht1,
L10L20 + L11(L20)z = Rptn-

The identification of both sides of the equation (3.2.51) yields:
deg (,611 ,Cgl) = deg (Pk)

which implies
deg (ﬁn) + deg (ﬁgl) = k.

Since p = deg £11 we have from the relation (3.2.54):
deg (L21) =k —p.

From the equation (3.2.52), we can deduce:

deg (L10L21 + L11(L21)x + L11L20) = deg (Qr+h+1)

which implies

k+h+1 = max {deg (£10£21) ,deg (ﬁn(ﬁm)x) ,deg (£11£20)}
= max {deg (L10) + deg (L21),deg (L11) + deg ((L21)z)

deg (511) + deg ([,20)}

= maXx {deg (/.:10) + deg (ﬁgl) ,deg (L:H) + [deg (521) — 1] s

deg (£11) + deg (£L20)} -

The substitution of (3.2.55) into (3.2.56) gives:

kE4+h+1 = max{deg (L10) +k —p,p+ [(k —p) —1],p+ deg (L20)}
= max{deg (L19) +k —p,k—1,p+deg (L20)}
= max {deg (L10) +k —p,p+ deg (L20)} = my.

(3.2.48)

(3.2.49)

(3.2.50)

(3.2.51)
(3.2.52)
(3.2.53)

(3.2.54)

(3.2.55)

(3.2.56)
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Besides, the identification of both sides of the equation (3.2.53) yields:

deg (L10L20 + L11(L20)2) = deg (Ryn)
which implies

k+h = max{deg (L10L20),deg (L11(L20)z)}
= max {deg (L10) +deg (L20),deg (L11) + deg ((L20)x)}
= max{deg (L10) + deg (La0),p + deg [(L20) — 1]} = ma.

o If my =deg (L19) +k—p then deg (Li9)=h+p+1 and

mg = max{h+p+1+deg (L2),p+ deg (L) — 1}
= h+p+1+deg (La)

which gives, taking into account (3.2.47), deg (L20) =k —p — 1.
o If mi =p+deg (L2) then deg (Lo)=k+h+1—p and

my = max{deg (Li0) +k+h+1—pp+[k+h+1-p)—1]}
= max{deg (Li0)+k+h+1—p,k+h}

which implies, taking into account (3.2.47),
deg (L19) +k+h+1—p<k+h,ie deg (L19)=j, 0<j<p-—1

|

The polynomials £19 and Lo are characterized by (j+1)+(k+h+1—p+1) = k+h+j—p+3
constants, 0 < 57 < p— 1. The results of the Proposition 3.2.2 are determined in the case where
7 = p — 1 because all these constants can be obtained by solving a system of linear algebraic
equations coming from the identification of all coefficients of polynomials in the equation
(3.2.52) only. After substitution of polynomials £11, L19, L£21, L29 determined by equations
(3.2.51) and (3.2.52) into the equation (3.2.53), a simple identification of coefficients gives a set
of relations expressing the p; as functions of the constants A;, b; and p; ;. As in the previous
case, these relations can be also easily computed using a symbolic computational software, for
instance Maple. There follow two possibilities:

(i) the corresponding first order left factor of (3.0.2) admits the solution v; given by:
(k1 bi gt
vi(z)=e <ZJ 0 7477 ) if p=0,

My, —

h+l b g
121(:6) — e_(Z] =0 Jﬂlel H ) Hin,1 exp Z ; Znu—l—l)
) in

n=1

if 1<p<k,

while the first order right factor of (3.0.2) admits the solution ug given by:

Po—q Myjn —1 1wy i
w(@) = J]@—x)mm i ep| ) Zﬁ
n=1 i=1 In

which is a particular solution of equation (3.2.47).
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(ii) the corresponding first order left factor of (3.0.2) admits the solution v; given by:
vi(z)=1 if p=0,
p

min—l

L i, 41 .
S Mgt Ny 1 <p <k,
2;: J @@= X)) g

q
= H(:U — Ai,) Hinl ex
n=1

j
while the first order right factor of (3.0.2) admits the solution ug given by:

_ m. —1
_ }P+1_bijwj+1)p0 q , . in 1 i it
UO(:];‘) = e (ZJ:() Jj+1 (:1; — )\ 3 )m]niiu]n,l exp - L
In i (x—N;,)t ]’
n=1 i=1 Jn

which is a particular solution of the equation (3.2.47).

In all these expressions, (i, 1, Hj,1 € {115 -y Hpgymyy f» P = Shimi, 1< g < po;
Mg, My, € {mla ARE) mpo}? Niy, # Njns Nigs Aj € {)‘17 AR )‘po}'

Proposition 3.2.2 (Sufficient condition for the factorization of (3.2.47)) Consider
the equation (3.2.47) and assume that the polynomial

k+h
Rpyn(x Z ,Ol$ (3.2.57)
satisfies the relation
Rk+h($> = £10($)£20<1‘) + Eu(ac)(/lgo)m(:n) (3.2.58)
with
Li1(z) =1 if p=0,
Lii(z) = [Thoi(@ = Ni)™n if 1<p<k,

and L19 and Log explicitly given by one of the two following situations:
(1)
h+1

£10 Zb{f] Zf p—O

q Mip =1 q
Lig(z) = Z(.T—)\in)min—l fin 1 + Z (mﬂz_n,i\Jrl Hx_ Ay, )™
n=1 j=1 " ;
1o\ 4
+ Db | [ = x)™n if 1<p<k,
= n=1
po—q
Loo(x) = > (=)™ [(gn —my,)
n=1
Mjn — /J, i1 pPo—q
nﬂ i
5 e T
=1
l#n
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(i)
ﬁm(l’) = 0 if pZO,

q mi, —1 q
L Wiy it1 ,
L) = D(a=X)" 7 o+ Yo o T = A
n=1 i=1 ( in) =1
l#n
if 1<p<k;
po—q
Loo(x) = Y (=)™ (g1 —mj,)
n=1
Mjn, —1 o Po—q
Y M T (g
i=1 ($ - )\]n) =1
l#n
h+1 -\ Po—¢
+ Do | [ @ = A)™m,
7=0 n=1
where i, 1y {1 € {115 -y HBpompe bs P = 221 May, 1< q < po;

mil’ mjl € {m17 Tt mp()}; Ain # )\]'rm )\in7 >\jn € {)\17 ) ApO}’

Then, the equation (3.2.47) can be written in the form (3.0.2) where

po—q
Lor(z) = [ (@ = Aj)mom (3.2.59)
n=1
s such that
po
L11(z) Loa () = [ J(& = xo)™. (3.2.60)
=1

Proof. It is similar to that of the Proposition 3.1.2. m

Example 3.2.1 Consider the biconfluent Heun equation [/4, 91]

" H11 ’ pPo T p1X
+ + + —— + — = .2.61
u' () <b0 bix . )\1> u'(z) pa— u(x) =0, (3.2.61)

where by, b1, A1, p1,1, po, p1 are constants such that by # 0. Then, the equation (3.2.61) gives
two formal factorizable classes:

(i) First class, po = 2b1, p1=0bo— b1 :
Li1(z) =1, Lo (z) = (x — A1),
Lip(z) =0, Loo(z) = ko + ky x + ko 22,
ko= p1,1 —boA — 1, ki =0by—biA1, kg =by.
Two particular solutions of the equation (3.2.61) are given by
up(x) = (w— Ayl eTtorabie?,

@) = w0l [ g,
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(ii) Second class, po = bo(p1,1 — 1), p1 ="b1(pi,1 —1):
Li1(x) =1, Lo1(x) = (x — A1),
Lio(x) = ho+hiz,  Lao(x) = ko,
ho =by, hi=0b1, ko=p11—1
Two particular solutions of the equation (3.2.61) are provided by
up(z) = (z— M),

ui(z) = wo(x) /(x _ /\1)u1,172 oboz—Lbia? g

3.3 Third class of factorizable 2°¢ order linear ODEs
In this section, we deal with the classes of factorizable second order linear ODEs of the type
Pryo(x)u" () + Qpr1(z) v/ (2) + Re(z)u(z) =0, keN (3.3.62)
explicitly written as
Po k+1 k
<H(a: — )\Z)mz> u"(z) + Z’ijj u'(z) + (Z plazl> u(z) =0, (3.3.63)
i=1 j=0 1=0

where Y7, m; = k + 2, or, equivalently, in the canonical form:

" (AN~ Hiy : o it
u(x) + Z Z m u(z) + =5 (; EWE u(x) = 0. (3.3.64)
i=1 j=1 ¢ i=1 t

Proposition 3.3.1 (Factorizability necessary condition of (3.3.62)) Let equation
(3.3.62) be decomposable into the form (3.0.2). Then, the degrees of polynomials L;j satisfy
the following relations:

deg L11 +deg Loy =k+2 and (3365)
degLog=k—p+1, 1<p<Ek+1
{ deg[&o:jv OS] Sp_lv (3366>
where p =deg L.
Proof. The system (3.0.3)-(3.0.5) becomes:
L11L21 = Ppyo, (3.3.67)
L10Lo1 + L11(L21)z + L11L20 = Qp1, (3.3.68)
L10L20 + L11(L20)z = R (3.3.69)

The identification of both sides of the equation (3.3.67) yields:

deg (L11 L21) = deg (Pr+2)
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which implies
deg (ﬁn) + deg (Egl) =k+2. (3.3.70)

Since p = deg L£11, we get from the relation (3.3.70):
deg (L21) =k +2—p. (3.3.71)

The equation (3.3.68) also allows to write:

deg (L10L21 + L11(L21)x + L11L20) = deg (Qr+1)
which implies

k+1 = max{deg (L£10L21),deg (L11(L21)z),deg (L11L20)}
= max{deg (L10) + deg (L21),deg (L11) + deg ((L21)z) »
deg (L11) + deg (L20)}
= max{deg (L10) + deg (L21),deg (L11) + [deg (Lo21) — 1],
deg (L£11) +deg (L20)} - (3.3.72)

The substitution of (3.3.71) into (3.3.72) gives:

k+1 = max{deg (L10)+k+2—p,p+[(k+2—p)—1],p+deg (L)}
= max{deg (L10) +k+2—p,k+1,p+deg (L)}

Therefore,

{ deg (Lio) +k+2—p<k+1
p+deg (Lo0) < k41,

that is

p— 1 < ] < -
{ deg (L10) =j, 0<j<p-1 (3.3.73)

deg (L20) =i, 0<i<k+1-np.

Besides, the identification of both sides of the equation (3.3.69) leads to:
deg (L10L20 + L11(L20)2) = deg (Rg)

which implies

k= max{deg (L10L20),deg (L11(L20)z)}
= max{deg (L19) + deg (La),deg (L11) + deg ((L20)z)}
= max{deg (L10) + deg (L2),p + [deg (La9) — 1]}

m.

o If m = deg (L19) + deg (L20) then deg (L90) = k —j  which yields by the first
equality of (3.3.73) k+1—p < k—j < k. Therefore, by the second equality of (3.3.73)
we must have deg (L20) =k+1—p.

o If m=p+[deg (L20) —1] then deg (L20)=k+1—p.
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|

The polynomials L1y and Loy are characterized by (j+1)+ (k+1—p+1)=k+j—p+3
constants, 0 < j < p — 1. The results of Proposition 3.3.2 are determined in the case where
j = p— 1 because all these constants can be obtained by solving a system of linear algebraic
equations coming from the identification of all coefficients of polynomials in the equation
(3.3.68) only. After substitution of polynomials £11, £19, L£21, L£20 determined by equations
(3.3.67) and (3.3.68) into the equation (3.3.69), a simple identification of coefficients gives a
set of relations expressing the p; as functions of the constants A\; and y; ;. For each of such
relations, the corresponding first order left factor of (3.0.2) admits the solution v; given by:

vi(z) = 1 if p=0,
q Mip = 1
o i j+1 .
vi(z) = H(x_)\in) Hin-l exp ;ﬁ if 1<p<k+1,
n=1 j=1 tn

while the first order right factor of (3.0.2) possesses the solution ug given by:

po—q Myjn, —1 1wy, i
= — X\ )"Un " Hin,1 Z _Dntan -
n=1 i=1 n
which is a particular solution of equation (3.3.64). fu;, 1, fj,0 € {H1,1, -+ fpompy }» P =
Z;Izlmila 1§¢]§P0; milvmjl G{mlv --'7mp0}; )‘Zn #)\jn7 A’Lﬁa )\]n G{Ah ey )\po}'

Proposition 3.3.2 (Sufficient condition for the factorization of (3.3.64)) Consider
the equation (3.3.64) and assume that the polynomial

k
= Zplxl (3.3.74)
=0

satisfies the relation

Bi(2) = L1o(z)L20(x) + Lua (@) (La0)a(2) (3.3.75)
with
fule) =1 if p=0,
{ Li1(x) =10y (— Xi))™n if 1<p<k-+1, (3.3.76)

and L19 and Log explicitly given by
EIO(w) =0 Zf p= 07

q My, — 1

Lip(z) = Z(m—)\in)min—l i, 1 + Z Mzn,z+1‘

n=1

if 1<p<k+1;

’:]Q

(.%' - )‘iz )mil

¥
3+~

po—q
Loo(z) = D (w2 =)™ (g0 —my,)
n=1
Mjp — ILL i1 pPo—q
™ Z J"’ ) H (= Ajy)™.

=1
l#n

Ph.D. Thesis in Mathematics. Sielenou Pascal ©ICMPA Publishing 2011



38 Chapter 3. Three Factorizable Classes of 2" Order Linear ODEs

where Min,ls Hijn,l € {/1'1,17 SR /’Lpo,mpo}v b= Z?:l My, 1 < ¢ < po; my,, My € {m17 R mp0}§
)‘in 7& )‘jnv )‘in’ )\jn S {)\1, ey )\PO}‘

Then, the equation (3.1.19) can be written in the form (3.0.2) where

pPo—q

Lor(z) = [] (== x)mn (3.3.77)
n=1
s such that
po
L11(z) Laa(z) = [J (& — 2)™. (3.3.78)
=1

Proof. It is similar to that of the Proposition 3.1.2. m

Example 3.3.1 Consider the following second order linear ODE

T—A1 T—Ao T—M\3

+p124paz? _
TR o ey W) =0,

" H1,1 11,2 12,1 13,1 /
W)+ (25 + G + 22+ 25) W) 5579

where 11, P12, H2,15 13,1, A1, A2, A3, po, p1, p2 are constants such that \; # \; for i # j.
When p12 = 0, p11 = 1 and po1 = p31 = %, (3.3.79) is an extension of the Wangerin’s
equation [76]. Then,

(i) One of the factorizable classes is characterized by

p2 = p21— 2+ p31+ p1ip21 — 2000 + U311,

po = p2aAT — 20T 4 paa AT — 1M As F M g2 As — 1A
+ 311,11 2 + 1,23 — p12p2,1A3 + 12N — p3,1441,2A2,

p1 = —2p21A1 + 4N — 2p31A1 — piaAipen + 2p110
—  U31H11A 221 — 2012 + p3,1H1,2 + 1,123
—  H1,1H21A3 + H11A2 — 4310112

Li1(z) = (= A1)% Loa(z) = (x— X2) (x— A3),
Elo(x) =hg+ hix, £20(x) = ko + k1 x,

hi=p11,  ho=—p11A1 + p12,
ki =p21—2+pu31, ko= A3 — p21A3+ A2 — 3 1)2.

Two particular solutions of equation (3.5.79) are given by
up(r) = (x— )\3)1_“371 (x — )\2)1—;12,1’
w12

ui(x) = wo(x) /(m — A3)H8172 (1 — \)H21 72 (g — \p)THLL 5 d,
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(i) Another factorizable class is given by

p2 = —2+4 p11 — 2u21 + p1ap21 — 2p3,1 + p8,1H1,1,

po = —2X2A3 + p11deAs — 2u31 A1 A2 — p3 i1 2A2 + p3 g1 1 A2
— 22113 — 1202173 + f1,1 A1 12,1 A3,

p1 = 2Xa — p11A2 + 23 — p1,1A3 + 203102 — p31041,1 A2
202,123 — p1,1 142,103 + 22,1 A1 + f1 202,10 — [1,1 A1 H2,1
203,1M1 + P31 p12) — H3141,1 AT

+ o+

Li1(z) = (= A) (= A3),  La(z)=(z—\)%,
Lio(z) = ho + h x, Loo(z) = ko + k1 x,

hi=po1+pu31,  ho= —p3 1A — p2,1A3,
ki ==24+p11,  ko=2\+p12 — p1,1\1.

Two particular solutions of the equation (3.3.79) can be written as:

9 K12
wo(e) = (2= AP e,
H1,2

ui(z) = wo(x) /(m — AT (= ) TR (1 — \3)THB e T da.

Example 3.3.2 Consider the following second order linear ODE

1, i, M2, M2, M3,
u”(x) + (x:); + (x71)\21)2 + xf/\IQ + (m72)\22)2 + xj)\l?’) u’(ﬂf)
po+p1a+pox?+paa? -
+(a:70/\1)12(xf§\2)2(x3*)\3) U(IE) - Oa

(3.3.80)

where 11,1, 1,2, g2,1, 12,2, 43,1, A1, A2, A3, po, p1, P2, p3 are constants such that
Ai # Nj fori# j. When pig = piop = a1 =0, p11 =1 and pug 1 = %, (8.3.80) is an extension
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of the Heine’s equation [76]. Then, one of the factorizable classes is characterized by

p3 = —6+2u31 +2u21 — 3p11 + g3, 1411 + H1,142,1,

po = —2u31ATA2 + AN A2 + 20T A3 — 2,1 AT A2 + pi22AT — p21 AT As
200 A A3 + 1 AMAS — 3,100 1 A3 F 1,1 A 2,203 — 11,101 112,122 A3
— 21203 — 11203 + f13,1 /11,203 — [11,2/12,223 + [11,2/12,1 A2 A3,

p1 = —2p11MA3 — 41 A2 — 2011 A3 + 2121 A1 A3 + 2p2 1A A0 — 4A1 A3
— 81 A2 + 4uz A A + A1 oo + 201 223 + 2310 + 221 AT — p11 A3
— 2u22A1 — 2u311 22 + f131 01,105 — 6AT + g o2 + 203 11111 M1 A
—  H1M2,2A3 — H12M21A3 + p1 1A 2,1 A2 + p1 1 AT 2,1 A3 + 11 02,1 A28
—  p1,1A1H2,2 — H1,2/2,1A2,

p2 = 12X1 —4pz i —4p 1A — 2u31 2 + 4o + 2A3 — p2 1A + 22
— 213+ 3p11A1 — p3, 11,0 — p1i A 2,1 — 3p1e + 311,222 1
— 2u31p1,0 A2 FAp1 A2 + 201103 — p1 1 p2,1 A + 12,2 — 1,142,173 ¢

Li1(z) = (x—M)%  La(z) = (z—X2)? (z — Ng),
Lio(z) =ho+hiz,  Log(z)=ko+ ki +koa?,

ko= =3+ u31 +p21, hi=p11, ho=—p11A + p12,

ki = —2u31Ae+4X2 +2X3 — po A2 + po2 — p21A3,
ko = —2XoA3— A% + ,U3,1/\% — ,UQQ)\g + /,62,1>\2)\3.

Two particular solutions of equation (3.3.80) are given by

12,2
up(z) = (z—Ag)' 7H (1 — Ag)PHRt e e,
n22 K12

w(@) = uole) / (2= Ag)32 (3 — Ag)H2a (= M) 1 ¢ e d
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CHAPTER 4
Function Expansion Methods to Solve
Autonomous NLPDEs

In this paper, we propose some algorithms for analytical solution construction to nonlinear
polynomial partial differential equations with constant function coefficients. These schemes
are based on one-(single), two- (double) or three- (triple) function expansion methods. Most
of the existing expansion function methods are well recovered from the mentioned schemes.
The effectiveness of these methods has been tested on some nonlinear partial differential
equations (NLPDESs) describing important phenomena in physics.

Consider the constant coefficient partial differential equations
F (u(s)(a:)) —0, (4.0.1)

where the nonzero positive integer s is the order of the equation and z = (xl, ‘e ,:c") are
independent variables. The dependent variable u = u(z) is a scalar valued function. If

F (a)@)) = P (ugeo) [la)(@), g 2l @), -+ g [ @)) (40.2)

where 7, ki, h; € N with max{k;, t =1,--- ,r} =s, h; € {1,2,--- ,py, } and P is a polynomial
whose the indeterminates are the r functions u,)[hi](z), the equation (4.0.1) becomes
P (g [a](@), ey [h2] (), e, [ (2)) =0 (4.0.3)
which is called a polynomial autonomous partial differential equation.
The change of variables u(z) = v (£) with £ = ayzt + agx? + -+ + a,2", where a; € R
transforms (4.0.3) into an ordinary differential equation

where @ is also a polynomial function whose the indeterminates are v(ki)[l] &),i=1,---,r.
If the polynomial @ has only one monomial, then the equation (4.0.4) is simply solved by
successive integrations. Thus, without loss of generality, one can assume that the polynomial
@ is a sum of at least two monomials. We propose in this paper to search for a solution of the
equation (4.0.4) by using single, double or triple function expansion methods.

4.1 Single function expansion method

It consists to seek the function v = v(£), solution of the equation (4.0.4), into the form

v = A(F) + Fu)[1] B(F), (4.1.5)
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where
m

A(F) = i a;F', B(F) = Z biF'

i=—m i=—m

and the function F' = F() is a solution to an auxiliary differential equation which is in one of
the forms
2
Fp[ll]=R or (Fy[l])" =R, (4.1.6)

R being a rational function in F' and m,m € N, a;,b; € R. The higher order derivatives of F’
can be written into the form

Fy[1] = R™* + Fy[1] RV,

where the positive integer k > 2 and R**, i = 0, 1, are also rational functions in F.
One can adopt the following iterative process in practice for the determination of different
parameters of v.

Estimation of the integers m,m.

Let My, Ms,--- , M, be the monomials of ) such that M; contains the highest order derivative
of the function v(§) and let My be a nonlinear or linear monomial. M, is linear only in the
case where all remaining monomials are linear. Substitute in (4.0.4) the expression (4.1.5) of
v(€) along with (4.1.6) and write the result in the form

v

Q=Y (Ki+ Ryl L) (417)

i=1

where K;, L;, T are polynomials in ' whose degrees depend linearly on m,m such that
1
M; = T (KZ + F(l)[l] Li) . (4.1.8)

Solve the system of linear algebraic equations obtained by balancing the degree of K; with
that of K5 and the degree of L; with that of Ls in F' to determine the values of integers m, m.

Estimation of the constants a;,b;, ;.

Introduce into (4.1.7) the obtained values of m, 7. Write the result in the form

Q= % (K + FylL), (4.1.9)

where K =357 | K; and L =Y. | L;. Set to zero all coefficients of distinct monomials in K
and L. This gives a system of algebraic equations whose the unknowns are the constants a;, b;
and «;.

Remark 4.1.1 We have the tanh-expansion method if we take F(§) = tanh(), the tan-
expansion method if F(§) = tan(§), the exp-expansion method if F(§) = exp(§), the %—

expansion method if F(&) %, where G"(§) = a G'(§)+ L G(&) with a, € R. It is noticeable

that in all these cases F'(§) is a polynomial function in F(€) and hence a rational function as
required.
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4.2 Double function expansion method
It aims at finding the function v = v(§), solution of the equation (4.0.4), into the form
v = A(F,G) + F,[] B(F, G) + G [1]C(F, G) + Fy[11G)[1]D(F, G), (4.2.10)

where

A(F,G): il: i az"jFiGj, B(F,G): i % bi7jFiGj,

i=—mj j=—mg i=—my j=—1h2
™1 mo o m1 Mo o
C(F,G)= > Y a;F'G’, DF,G)= > > diF'G
T=—1h1 J=—12 i=—mm1 j=—"o

and the functions F' = F'(§) and G = G(&) are solutions of an auxiliary system of differential
equations of the form

Fp[l] =R or (Fp[])? =Ry, (4.2.11)
Gyl =Ry or (Gyy[1])* = Ro, (4.2.12)
Ry, K = 1,2 being rational functions in F, G and my, me, M1, ms, My, Mo, M1, Mo € N,

a;j,bij,cij,dij € R. The higher order derivatives of F' and G can be written into the form

Fall] = R+ Fy[ RYY + Gyl BYF + Foy[1G oy [1] R,
Gwll] = RY*+Fy[ Ry + Gyl R* + Fy[1]Gy[1] RS,

where the positive integer k > 2 and Rj-’k, 1=0,1,2,3, j = 1,2, are also rational functions in
F G.

One can adopt the following iterative process in practice for the determination of different
parameters of v.

Estimation of the integers mq, my, My, Mo, My, Mo, My, Mo.

Let My, Mo, --- , M, be the monomials of ) such that M; contains the highest order derivative
of the function v(§) and let My be a nonlinear or linear monomial. M is linear only in the

case where all remaining monomials are linear. Substitute in (4.0.4) the expression (4.2.10) of
v(€) along with (4.2.11)-(4.2.12) and write the result in the form

1 v
Q=7 > (Ki+ Fy[l] Li + Gy [1] Si + Fy[1IG 1y [1] ;) (4.2.13)
i=1
where K;, L;,S;, J;, T are polynomials in F, G whose the degrees linearly depend on mj, mo,
my, Mo, 1, Ma, M1, My such that
1
M; = = (Ki+ Fiy[1] Li + Gy [1] Si + Fioy[1G ) [1] i) - (4.2.14)
Solve the system of linear algebraic equations obtained by balancing the degree of K7 with that
of Ko, the degree of L, with that of Lo, the degree of S7 with that of S and the degree of J;
with that of Jo in F' and G to determine the values of integers mq, mo, M1, Mo, 1, Mo, M1, Mo.
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Estimation of the constants «a,;,0;;,c; ;,d;;, ;.

Introduce into (4.2.13) the obtained values of my, ma, My, Mg, My, nia, My, mo. Write the result
in the form

@= % (K + Foy[1] L+ Gy [1] S + Fioy [1J Gy [1] 7)., (4.2.15)

where K = Y7 | K;, L=/ L; S=5%.,S and J =75 ,J;. Setto zero all coef-
ficients of distinct monomials in K, L, S and J. This gives a system of algebraic equations
whose the unknowns are the constants a; j, b; ;, ¢ j, d; ; and «;.

Remark 4.2.1 We have the (sinh, cosh)-ezpansion method if we take F(§) = sinh(§) and
G(&) = cosh(€), the (sin, cos)-expansion method if F(£) = sin(§) and G(§) = cos(§). We obtain

a more general formulation of the (?I{ ) H) -expansion method by setting F(§) = fg((g and

G = %, where H" (&) + NH(§) = p with A\, € R, and a more general formulation of

the projective Riccati equation expansion method if we choose F(£),G(§) such that F'(§) =
aF(6)G(&) and G'(&) = p+a? G*(€) — BF(&) with a, B, i € R*. In all these cases, F'(£) and

G' (&) are also polynomial functions in F(§),G(§) and hence rational functions as required.

4.3 'Triple function expansion method
Here, we need to express the function v = v(§), solution of the equation (4.0.4), into the form

v = A+ BI’IF(I)[l] + B2’1G(1)[1] + B3’1H(1)[1] + CI’IF(l)[l]G(l)[l]
+ C*'Fy)[]Hyy[1] + C*' Gy Hy[1] + D Foy[1]Gy[1]Hpy (1] (4.3.16)

where A, Bb!, B2 p31 bl C?1 C31, D are functions of F,G, H given by

mi ma m3 mi1 mi,2 mi,3
Y>> Y aF'G'HY,  BY = Z Yoo by FGUEY,
it=—my j=—mz k=—mg t=—m1,1 j=—1h12 k=—"1h13 -
m2,1 m2,2 m2,3 m3,1 m3,2 m3,3
B2l — Z Z Z 62]1kF’G7Hk B3 = Z Z Z b3]1 FiGig*,
i=—"g,1 j=—"o 2 k=—"ma2 3 7 i=—1mg,1 j=—m3 2 k=—"3,3 o
™Mi1,1 ™i,2 ™13 2,1 T2 2 ™23
- Y Y Y arem, o Y Y S anremt
1=—1h11 j=—"12 k=—113 i=—121 j=—"1h2 2 k=—"m23 "
™31 ™3 2 ™33 m1 mo m3
= 3" N > G FGHY, D= Y > > dijF'G'H
1=—13,1 j=—m32 k=—m33 , 1=—mj j=—m2 k=—mg
and m;, m;, m; j, M, ; are positive integers, a; j ., b” o i;kv d; j.rx € R; the functions F' = F(§),

G = G(§) and H = H (&) are solutions of the following auxiliary system of differential equations:

Fp[ll=Ri or (Fy[l])® =R, (4.3.17)
Guyll] =Ry or (Gy[l])* = Re, (4.3.18)
Hll]=Rs or (Hu1])® = Rs, (4.3.19)
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Ry, k = 1,2,3 being rational functions in F, G, H. The higher order derivatives of F, G and
H can be written into the form

Fu[l] = RY"+ Foy[1] Ry™ + Gy [1] RY* + Hy[1] RY® + Fiy)[11G ) [1] Ry
+  Fy[UHm M) RY* + Gy 1 H @[] RS + Foy[1G oy [ Hy [1] RT,

Gwll] = RY"+ Foy[l) RY" + Goy[1] R3* + Hy[1] RY* + Fy)[11G ) [1] Ry*
+ Foy[UHm[L] RY" + Gy [ H iy [1] RS* + Foy[1G oy [11H 1y [1] R,

Hyyll] = RY"+ Foy[) Ry* + Gy (1) By + Hpy)[1) RY* + Foy[1)G (1] Ry*
Foy[LJHy[1) RY" + Gy [11H 1y [1) RS* + Fy[1G 1y [1] Hyy [1] R ",

where the positive integer k£ > 2 and R;’k, 1=0,1,2,3,4,5,6,7, 7 = 1,2, 3, are also rational
functions in F, G, H. In practice, the following iterative process leads to the determination of
different parameters of v.

Estimation of the integer m;,m;,m; ;, m; ;.

Let My, Ms,--- , M, be the monomials of ) such that M; contains the highest order derivative
of the function v(§) and let M2 be a nonlinear or linear monomial. My is linear only in the
case where all remaining monomials are linear. Substitute in (4.0.4) the expression (4.3.16) of
v(€) along with (4.3.17)-(4.3.19) and write the result in the form

1 174
Q = T Z (Ki+ Foy[1] L + Gy [1] Lo + Hy[1] Ly i + Fy[1]G1y[1] S1,4)
i=1
1 v
+ 7 > (Foy[H@y 1) Sai + Gy [ Hy[1) S3 + Fray [11G 1y [1] H [1] ;) 4.3.20)
i=1
where K;, Lj;, Sj;, Ji, T are polynomials in F, G, H whose the degrees linearly depend on m;,
mi, mi,j, Thi’j and

1
Mi = 5 (Ki + Fy[1] Lui + Gy [1] Lo + Hpy[1] La s + F1y[1]G(1)[1] S1,)
1
+ 7 (Fo[H 1] 82 + Gy [H) [1] S5 + Foy (UG [H) [1] /i) - (4.3.21)

Solve the system of linear algebraic equations obtained by balancing the degree of K7 with that
of Ko, the degree of L;1 with that of L;o, the degree of S;1 with that of S;; and the degree
of Ji with that of J in F, G and H to determine the values of the integers m;, m;, m; j, M ;.

. . 1 1
Estimation of the constants a, ;, vt b

ik Ci gk dij ks Q-

Introduce into (4.3.20) the obtained values of m;, m;, m; j, M, j. Write the result in the form

Q = (K + Fu1) L + Gy [1] Lo + H[1) Ls + Foy MG [1] $1)
+ % (F(l)[l]H(l)[l] So + G(l)[l]H(l)[l] Ss + F(l)[l]G(l)[l]H(l)[l] J) . (4.3.22)

where K = Z;jzl KZ', Lj = Z;'Izl Lj7i, Sj = 212(:1 Sjﬂ' and J = Ziyzl Jz

Set to zero all coefficients of distinct monomials in K, L;, S; and J. This gives a system of
algebraic equations whose the unknowns are the constants a; ; 1, béik, céi;k, d; j 1 and q;.
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Remark 4.3.1 We have the (sn,cn,dn)-expansion method if we take F(§) = sn(§), G(§) =
en(&) and H(§) = dn(§), where sn(€) = sn(&, k), en(§) = cen(§, k) and dn(§) = dn(§, k) with
0 < k < 1 are the basis Jacobi elliptic functions [24]. The function sn, cn and dn are solutions
of the first order ordinary differential equations

(w'(©)* = (1—w?(©) (1 - Kuw*(©)), (4.3.23)
(w'(€)? = (1 —w?(6)) (KPuw?(€) +1- k), (4.3.24)
(w'(€)* = (1 +w(©) (w?(©) + K 1), (4.3.25)

respectively. When k — O the Jacobi functions degenerate to the trigonometric functions, i.e.,

lim sn(&, k) =sin(§), lim cn(&, k) = cos(§), Ill_r)r%) dn(&, k) = 1.

k—0 k—0
When k — 1, the Jacobi functions degenerate to the hyperbolic functions, i.e.,

1
cosh (&)

]11_{111 sn(§, k) = tanh(§), lim cn(§, k)

k—1 - cosh(&)’ I£1—>ml du(¢, k) =

The function sn, cn and dn have the algebraic properties
2 2 _ 2.2 2 _
sn (§7k)+cn (§7k) - 17 k“sn (f,k)—i-dn (§7k) - 17

Ken®(&,k) +1— k* =dn®(&, k), (& k) + (1 — k) sn®(€, k) = dn?(¢, k)
and the differential properties
d d
digsn(ga k) = Cn(é-a k) dn(éa k)a jgcn(gv k) = _Sn(§> k) dn(ﬁv k)v
d

_ 1.2
ge (€. k) = —K*sn(& k) en(€, k).

4.4 Application to some relevant NLPDEs in physics

(A) Case 1: Burger-Fisher equation

Let us use the single function expansion method to analyze the Burger-Fisher equation
[102]
Ugy + Uy — up +u —u? =0, (4.4.26)

where u = u(t,x). We first substitute into (4.4.26) the variables u(t,x) = v(§), £ =
at+ Bz, with a, 8 € R to obtain
52 vee + Bove —ave +v — 2 =0. (4.4.27)

We take the expansion (4.1.5) to look for the solution of the equation (4.4.27) with the
assumption that the function F' = F(&) satisfies the auxiliary equation F'(€£) = 1—F2(¢).
Balancing the degree of the nonlinear term vve with that of the linear term wvge yields
m = m = 1. This allows to take the ansatze

1 1
v(&) = > aF(&)+ F(&) ) bFI(©), (4.4.28)

i=—1 j=—1
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where a;, b; are constants to determine. Here F'(§) = tanh(§) and (4.4.28) becomes

v(€) = —bytanh®(&) — by tanh?(&) + (a3 + by — b_1) tanh(&)
a_1+b_y
b+ —————. 4.4.29
+ ap+bg+ tanh() ( )
Substitute (4.4.29) into (4.4.27). Then, collect and set to zero the coefficients of each
power of tanh’(&). Solving the resulting system with respect to the parameters a;, b;, o, 3,
several solution sets are obtained leading to the following solutions for the equation
(4.4.26): ee{-1,+1}

ui(t,z) = 0,
’u,g(t,l‘) - 17
1 €
t7 = S+ 2 )
uste) = 3 tanh (St)
1 €
ug(t,x) = 3 + —tanh <§t) )
(tha) = 54—
us(t,z) = = )
i 2 tanh [£ (3t +2)]
1 e € (5
ug(t,z) = §+§tanh 2 §t+m ,
(t,) 1+€tah(6t)+ i
u €T — — —_ n —
e 24 4°) " tanh (5t)’
1 e (5 T
t,x) = -+ —tanh|-(St+a )|+ 2
uslt,e) = 5+ tan [8 <2 x)] tanh [ (3t + )]

(B) Case 2: Burger-Fisher equation

Consider now the double function expansion method for the analysis of the Burger-Fisher
equation [102]
Upp + Uy — up +u — u? =0, (4.4.30)

where u = u(t,z). We first substitute into (4.4.30) the variables u(t,z) = v(§), £ =
at+ Bz, with a, 8 € R to obtain

B2 vee + Bove — avg +v —v* = 0. (4.4.31)

We take the expansion (4.2.10) to look for the solution of the equation (4.4.31) assuming
that the functions F' = F(§) and G = G(§) satisfy the auxiliary equation F’(£) = G(&)
and G'(§) = F(§). Balancing the degree of the nonlinear term vve with that of the linear
term wvge yields my = mg = my = My = 1hy = nipg = my1 = mg = 2. This allows to take
the ansatze

2 2
v = Z Z {aw- + bi’jF(l)[l] + C@jG(l)[l] + d@jF(l)[l]G(l)[l]} FZGJ, (4.4.32)
i=—2 j=—2

where a; j,b; j, ¢ j,d; ; are constants to determine. Note that F'(§) = cosh(§) and G(§) =
sinh(&). Substitute (4.4.32) into (4.4.31), collect and set to zero the coefficients of each
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48 Chapter 4. Function Expansion Methods to Solve Autonomous NLPDEs
power of cosh’(¢)sinh’(€). Solving the resulting system with respect to the parameters
aij, bij, cij, dij, o, B, several solution sets are obtained leading, in addition to the
solutions found in the Case 1, to the following solutions of equation (4.4.30), (a is an
arbitrary constant):

ug(t,x) = a[sinh(2t + x) + cosh(2t + z)],
uio(t,z) = 1+ a[sinh(t+ x) + cosh(t + x)],
1 1\1?
unn(t,z) = a [sinh (t + 2x> + cosh (t + 2$>:| ,
() = 14alsion (e o) +eosh (g L))
uia(t,z) = a|sinh | St+ oz cosh { 5t + 5o .
(C) Case 3: Fifth-order KdV equations

Consider the well known fifth-order KdV (fKdV) equations [102] in its standard form:
Uy + ouug + Sugliog + puusy + usy = 0, (4.4.33)

where o, §, p are arbitrary nonzero real parameters and v = u(t, z) is a sufficiently smooth
function. A variety of the fKdV equations can be retrieved from this equation by changing
the real values of the parameters o, § and p. However, five well known forms of the fKdV
equations are of particular interest in the literature. There are:

(C1) The Sawada-Kotera (SK) equation [93] given by
wy + 5ulug + Buguoy + Buusy + usy = 0; (4.4.34)
(C2) The Caudrey-Dodd-Gibbon equation [26] given by
ug + 180Uy 4 30Uz g, + 30uusz, + use = 0; (4.4.35)
(C3) The Lax equation [71] provided by
ug + 30uPug + 20U us, + 10uus, + use = 0; (4.4.36)
(C4) The Kaup-Kupersmidt (KK) equation [69] expressed as
ug + 20w uy + 25upusy + 10uus, + usy = 0. (4.4.37)
(C5) The Ito equation [60] written as
up + 20Uy + 6ugpusy + 3uusy + usy = 0. (4.4.38)

It is important to note that there is another significant fifth-order equation that appears
in the literature in the form

Ut + ouly + dusy — pus, = 0, (4.4.39)

where o, d, p are constants. This equation is called the Kawahara equation. The standard
form of the Kawahara equation [63] is a fifth order KdV equation of the form

us + 6un, + usy — us, = 0, (4.4.40)
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4.4. Application to some relevant NLPDEs in physics 49

that describes a model for plasma waves, capillary-gravity water waves. The Kawahara
equation appears in the theory of shallow water with surface tension and in the theory
of magneto acoustic waves in a cold collision free plasma. In [45] we have studied the
Kawahara equation (4.4.39) using the symmetry group analysis method.

In the new variables y = at + Sz and v(y) = u(t,x), (4.4.33) is reduced to the ordinary
differential equation

avy + B5U5y + B?’pvvgy + Bav%y + 6350yvgy =0 (4.4.41)
while equation (4.4.39) is reduced to
avy + Bovvy + ﬁgévgy — 55pv5y =0. (4.4.42)

The single function expansion method suggests to take the ansatze

2
o(y) = D al'(y) + F'y) Y b (y) (4.4.43)

i=—2 j=—2
for the equation (4.4.41) and the ansatze

4

4
v(y) = Y @l (y) + F(y) Y biF(y) (4.4.44)

i=—4 j=—4

for the equation (4.4.42), where a;, b; are constants to determine and F' is a sufficiently
smooth function. Here, we assume that the function F' = F(y) satisfies the auxiliary
equation F’(y) = 1 — F?(y), i.e. F(y) = tanh(y). Thus, (4.4.43) becomes

v(y) = —b tanh4(y) — b tanh3(y) + (ag — b + b2) tanh2(y) + (a1 — b1 + b1) tanh(y)
atalnz(l;)l cl;l h+2 é)y)z (4.4.45)
and (4.4.44) becomes
v(y) = —bstanh®(y) — bgtanh®(y) + (ag — by + by) tanh?(y) + (a3 — by + b3) tanh?(y)
+ (az — by + by) tanh®(y) + ag — by + by + ;151;1?;)_ =
ag—b-a+bo ag+by as+by (4.4.46)

tanh?(y) tanh®(y)  tanh®(y)

Substitute (4.4.45) into (4.4.41) and (4.4.46) into (4.4.42). Then, collect and set to
zero the coefficients of each power of tanh(y). Solving the resulting system of algebraic
equations, several sets of parameters {a;, b;, , 8} are obtained leading to the following
results:
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50 Chapter 4. Function Expansion Methods to Solve Autonomous NLPDEs

(i) Analytical solutions to the Kawahara equation (4.4.40):

ul(t,lt) = ap;
ug(t,z) = ag— % [tanhQ(CP(tal")) - ;tanh4(go(t,$))] ;
35 1 1 1
us(t,x) = o= 65 [tanhQ@(ta r) 2tanh4(<p(t79«“))] |
us(t,z) = ap+ % [tanh4<1/1(t,x)) + WM]
35 1
- T3 [tanhQ(w(t,x)) + WM] ’

where ¢(t,z) = %t - gﬂff”x and ¢(t,z) = %t - \éiggi

(ii) Analytical solutions to the Sawada-Kotera equation (4.4.34):

ui(t,z) = ao;
ug(t,z) = 832 — 123 tanhz(go(t,x));
1
_ 2 2 .
U3(t,l‘) - 85 126 tanhQ(gp(t, ?L‘)) ’
U4(t7 l‘) = agp — 662 tanhZ (@(tv .Z‘)) ;
us(t,z) = ag—63° ! ;

tanh? (@(t, z))

ug(t,z) = 8B — 1242 [tanh2(¢(t»x)) + m} ;

ur(t,z) = ag— 653> [tabnh2 (J(t, x)) + W] ’

where
plt,z) = 168° — Bz, (t,z) = 2568°t — Bz,
o(t,z)=p (76ﬁ4 + a% — 40ﬂ2a0) t—Bx, Y(t,z)=p (16ﬂ4 + 5ag — 40ﬁ2a0) t—px.
(iii) Analytical solutions to the Caudrey-Dodd-Gibbon equation (4.4.35):

ui(t,z) = ao;

us(t,) = 357~ 26 tanh (o(t, )
_ 4 o 1 .

’ng(t,ZE) - 35 2/8 tanh2(¢(t7$))a

U4(t,$) = Gag — BZ tanh2 (w(tvl‘)) ;

1
us(t,z) = ao—BQW;
uslt,r) = 367 -2 [tanhzw,wa];

ur(t,x) = ag— (> ltanh2 (¥(t,z)) + 1] ,
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where
p(t,x) =168t — Br, P(t,x) = 48 (198* + 4543 — 608%ag) t — B,
B(t, ) = 2568t — Bz, P(t,z) =45 (464 + 45a3 — 6052a0) t— Sx.
(iv) Analytical solutions to the Lax equation (4.4.36):
ui(t,z) = aop;
us(t,z) = 487 — 68% tanh?(p(t, 2));

1
— 2 _ 2
us (tv .%') - 46 6/8 tanhQ(SD(t» 33‘)) ’

ug(t,x) = ap— 232 tanh? (Y(t,x));

us(t,r) = ag ”WW;

u(t,x) = 48%— 28> :tzmh2 (¢(t,z)) + 3mh2(1¢(t$))] ;
wr(t,z) = 48% — 28> :Btanh2 (p(t, ) + tanhz(l(b(tx))} ;
us(t,z) = 482 — 682 :tanhz (P(t, 7)) + W} ;

uo(t,z) = ag—2B% |tanh? (P(t,z)) + W] ’

where
o(t,z) = 563t — Bz, Y(t,z) =2p (2854 + 15a% — 40[32a0) t— Pz,
B(t,x) = 8963t — Bz, o¢(t,z) = 3365°t — Bz,
U(t,x) = 28 (488" + 1505 — 408%ag) t — Bz
(v) Analytical solutions to the Kaup-Kupersmidt equation (4.4.37):

ul(t,x) = ap;
ug(t, ) = ﬁ2—gﬁ2tanh2(s0(t,w));

- 2_§ 2;'
us(t,z) = B° =3 tanh?(o(t, )’
ug(t,w) = 86° —126° tanh® ((t, 2));

1

— 2— 2—'

us(t,z) = 862 —12 tanh2 (¢(t, )’
3 1

o) = 5= 55 [tk (0.0 + |

_ 1
ur(t,z) = 88%—128° [tanh2 (P(t,x)) + tzum?(w:n))] ,

where
(p(tvx) = 6575 - ﬁxv @(t,l’) = 166575 - va
U(t,x) = 1768t — Bz, p(t,x) = 28168°t — Bu.
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(vi) Analytical solutions to the Ito equation (4.4.38):

ui(t,z) = ap;
us(t,z) = 482 — 6% tanh?(Bx);
1
_ 2 2 .
us3 (t7 .ZL‘) - 45 tanh2 (B$) 3
us(t,x) = 20B% —308% tanh? (963°t — Bz) ;

1
tanh? (965t — fz)’

1
_ 2 pp2 2 R
uolt, ) = 45" =65 [tanh (ﬁx)thanhQ (Bz) ]’

us(t,z) = 208% — 308

1
tanh? (153645t — Bx) |

ur(t,z) = 208% — 3062 [tanhz (15368°t — Bx) +

Finally, let us emphasize that all these methods involve cumbersome computations and
hence do require the use of powerful computers. Except for this disadvantage, our analysis can
be straightforwardly extended to multiple function expansion methods and to the investigation
of systems of partial differential equations.
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CHAPTER b5
Group Invariant Solutions of
Differential Equations

In this chapter, we describe the process to find one-parameter Lie symmetry groups of trans-
formations for differential equations [37, 81]. Then we show how to use these symmetries for
the integration of differential equations.

5.1 One-parameter groups of transformations

Lie group transformations
Definition 5.1.1 Let z = (zl, e ,zp) € RP. A set G of transformations
T, : 2=¢(za), i=1,2,---,p,

where a is a real parameter which continuously takes values in a neighbourhood D C R of
a =0 and @' are differentiable functions such that ©'(z;0) = 2, is a continuous one-parameter
(local) Lie group of transformations in RP provided the group properties of closure, identity and
inverse are satisfied, namely:

(i) Closure: If T,, T, € G and a, b € D' C D, then

T.Ty =T, € G, c=o(a,b) € D.

(ii) Identity: There exists Ty € G such that
0T, =T,T0 =T,
for any a € D' C D. Ty is known as the identity of the group.

(iii) Inverse: For any T, € G, a € D' C D, there exists T, ' =T,-1 € G, with a~! € D such
that
T T, =T, T, =Tp.

In the sequel, we use the term "one-parameter group" to mean a continuous one-parameter
(local) group.

Example 5.1.1 The set of transformations
T, : r=x4+axrg, a€R

where xq is a fived real number, forms a one-parameter group.
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o The composition of the above transformations is
T, Ty : %zx—i—(a—i—b)xg.
therefore & = x + cxo, where ¢ = o(a,b) = a + b.
o Since T = x when a =0, Ty is the identity.

e [t can be shown that
T To=T,T_,="1Tp.

Thus, the group property of inverses holds.

Hence, Ty, is a one-parameter group known as the group of translations.

Example 5.1.2 The set of transformations

~ o~ x )
Ta: (x’y):<1—aac’1—a$>’ _1<a<1a

where (z,y) € {(z,y) € R? : |z| < 1, y € R}, forms a one-parameter group.

e The composition of the above transformations is

T Ty : (»%7?3):(1_(;+b)x’1—(j+b):c>'

Therefore (a:c,yj) = < z Y ) , where ¢ = o(a,b) = a+b.

l—cx’ 1—cx

o Since (Z,y) = (z,y) when a =0, Ty is the identity.

e [t can be shown that
T T, =T,T_,="1Tp.

Thus, the group property of inverse holds.
Hence, T, is a one-parameter group known as the projective group.
Example 5.1.3 The set of transformations
T, : (Z,9) = (xcosa — ysina,rsina + ycosa), a€R,
forms a one-parameter group.
e The composition of the above transformations is
To Ty : (Z,9) = (zcos(a+b) — ysin(a + b), zsin(a + b) + y cos(a + b)) .
Therefore (5:, ﬁ) = (zcosc—ysinc,xsinc + ycosc), where c = o(a,b) = a+ b.
o Since (Z,9) = (x,y) when a =0, Ty is the identity.

e [t can be shown that
T oTo=T,T_,="1"Tp.

Thus, the group property of inverse holds.
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Hence, T, is a one-parameter group known as the group of rotations in plane.
Example 5.1.4 The set of transformations
T, : z=(1+a)z, a>-1,
forms a one-parameter group.
o The composition of the transformations is
T. Ty : f=1+a)(l+bz=(1+a+b+ab)z.
Therefore & = (1 + ¢)z, where ¢ = o(a,b) = a + b+ ab.
e Since T = x when a =10, Ty is the identity.
e [t can be shown that
T;a T(l - TG/T;U, - TO.
14+a 14+a
Thus, the group property of the inverse holds.

Hence, T, is a one-parameter group known as the scaling or dilatation group.

The choice of the parameter of a one-parameter group is not unique. Different choices of
this parameter might produce different composition laws. It is desirable to have an additive
composition law.

Definition 5.1.2 A group parameter a is canonical if the group composition law is additive,
that is o(a,b) = a + b.

The following theorem shows that a canonical parameter can always be constructed.

Theorem 5.1.1 For any composition law o(a,b), there ezists a canonical parameter a defined

by
B /a da’
a = y
o xl(a’)
do(ad',b
ey = 27,

where

Example 5.1.5 Consider the following one-parameter group of transformations from Example
5.1.4,

T : T=(1+a)z, a>-1
It has been shown that the composition law is o(a,b) = a + b+ ab. Hence the parameter a is
not canonical. Using Theorem 5.1.1 above we have

do(a’,b) d(a’ +b+db)
n_ 97a,%) _oda~rbrav), /
x(a') = 9% lb=0 % lb—o =1+a
and —

_ a

a—/o 1+a/:1n(1+a).

Therefore written in the new parameter, the group consists of transformations

Tz - T=¢c¢%x, a>0.

It can be checked that the composition law is now & (EL, B) = a+b. Thus the new parameter is
canonical.
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From now, we assume that the group parameters are canonical.

In the context of differential equations, we denote by =z = (ml, e ,93") the vector of in-
dependent variables and by u = (ul, - ,um) the vector of dependent variables. Then, the
tuple (z,u) = (z',---, 2", ul,--- ,u™) is viewed as a local coordinate chart in an (n + m)-

dimensional manifold M. The subsequent notations for a one-parameter Lie transformation
group is

T = (x,ua), T =*(x,u;a), (5.1.1)
where ¢'(z,u;0) = 2%, i = 1,2,---,n  Y%(z,u;0) = u® a =1,2,--- ,m and a € R is the
parameter.

Infinitesimal generator and Lie equations

The Lie theory allows the construction of one-parameter group from their first order approxi-
mations
=z'+al(z,u)+---, w*=u*+an®(r,u)+---. (5.1.2)
Equation (5.1.2) is the first order Taylor expansion of (5.1.1) about a = 0 with the initial
conditions
o' (x,u;0) =z, ¥ (z,u;0) = u®.
Hence we have

0t (x,u; a) o oY (z,u;a)
90 la=0, n%(z,u) = T oa la=0 -

&' (x,u) =

The vector (fi, 770‘) is the tangent vector to the curve (7, w) parametrized by a. The first order
approximations (5.1.2) can be written as

T=1+aX)z" + -, u*=(1+aX)u*+---,
where N .
X =) ¢(x,u) o PRE u)i. (5.1.3)
pt T Ot —~ T Que

The differential operator (5.1.3) is called the infinitesimal generator of the group or vector
fields in the space M. It is also known as the symmetry generator.

Theorem 5.1.2 For any given infinitesimal generator (5.1.3) the associated one-parameter
group is obtained by the solution of the Lie equations
dz’ du®

o= (z, ), = n*(Z, 0) (5.1.4)

subject to the initial conditions T |,—0 = 2, u® [q=0 = u®.

The solution of Lie equations (5.1.4) involves exponentiating the generator X, i.e.,

7' = exp(aX) 2!, u® = exp(aX)u®, (5.1.5)
where
2 T g
a® o al
exp(aX) = 1—|—aX—|—§X +-= — X7 (5.1.6)
! 4!
Jj=0

is known as the Lie series operator.
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Example 5.1.6 If we have

0 0
X=x— —
T ox * You
which group corresponds to it? Of course we have to integrate (5.1.4), that is,
dr du
— =z — =1U.
da ’ da

The solution with initial values £(0) = x and u(0) = u is obviously the scaling transformations

xr =

S}

x, u=e"

@
9]

u.

Example 5.1.7 Consider the following infinitesimal generator

0 0
X=—-u— —.
“or + T ou
The corresponding Lie equations are
dr ~ du  _
— = —Uu — =X
da ’ da

subject to (0) = x and u(0) = u. The solution of these equations leads to the one-parameter
group of rotations
T =1xcosa— usina, u = xsina + ucosa.
Alternatively, we can use the exponential map (5.1.5) in the form
T =", = e u,

where the generator X is as given above and e®X is defined by (5.1.6).

5.2 Invariance criteria

Prolongation formulas

If we want to apply a point transformation (5.1.1) to a system of differential equations
F, (m,u(s)(x)> -0, v=1,2,---,1, (5.2.7)

we have to know how to transform the derivatives u(}, [h], that is how to extend (or prolong)
the point transformation to the derivatives.

Proposition 5.2.1 The extension (prolongation) up to the s-th order derivatives of the in-
finitesimal generator (5.1.3) is

m S Pk
Prox = X + a (g uk) L, 5.2.8
" ;;;Wﬁ (“’ Y ) duy [h] (528)

where the functions 0y, are given by the following formula

n e n ul[h]
i (. u®) = (na - Zfl(x,U);xJ ]+ €, u)%. (5.2.9)
1 (k) i=1

The quantity n™ — > i, fl(aj,u)%% s the so-called Lie characteristic function.
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58 Chapter 5. Group Invariant Solutions of Differential Equations

Furthermore, Pr(®) X is also an infinitesimal generator to the s-th order extension of the point
transformation (5.1.1), namely,

~

7= (w,upa), @ =9 (w,ua), Gy lh]l = vp, (w,u(s);a) (5.2.10)

where
'(r,u;0) =", PY(z,u;0) =u®, Py, <x,u(s);0> = ufyy[h],

i ¢! (z,u;a o oV (x,u;a
fleu) = 2B (e = HEED
oY (ac u(s)'a)
a )\ — k,h \7 ) _
o (o) - Dale)

with ¢=1,2,---,n, a=1,2,---m, k=1,2---,s, h=12--- pg.

Example 5.2.1 Consider the operator

0 0
X = {(m,u)a—x + n(m,u)a—u (5.2.11)

in which the function u depends on the variable x. The first prolongation of the operator (5.2.11)
18

0
pPriVX = X —
r + 771,1 au:r)
where 1, , (z,u,uy) is
My — M + Upy — Uy — Ui&u (5.2.12)

The second prolongation of the operator (5.2.11) is

0
+ a1 8’&2 )
T

0
M®X:X+mww
where 1, ; (z,u,uz) is given by (5.2.12) and n, | (2, u, Uy, Uay) is

77271 = M2z + 2u$n$u - u$§2$ - 2u?g§$u + u?cnuu - uiguu
+ U2y — 2u2.&r — U, ULEy- (5213)

Example 5.2.2 Consider the operator

0 0 0
X = 51(7&, x,u)a + §2(t,m,u)a—$ + n(t, x,u)% (5.2.14)

in which the function u depends on the two variables t and x. The second prolongation of the
operator (5.2.14) is

0 0 0 0 0

pPrdX =X + ?71,187% + 771’287 + 10 D + My Ay t s Doy’
xX X X

where 771,1 (ta z, U, ut, um) ) 771,2 (ta z,u, ut, Um) ) 772,1 (t7 Ty Uy Uty Ugy U2ty Uty u2x) ’
Moo (b, T, 0, Ut Uy, Uty Uty Uzz) and 1y 5 (T, T, U, U, Ug, Ut U, U2z) aTE GivEn by

Ty =M + Uy, — utgtl - uggqli - uﬂﬁg? - uxuté?p (5'2'15>
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Mo = Mo + UaThy — Wy — Wtigly, — s — us, (5.2.16)

My = T2t + 2uny — utg%t - 2u?§tlu - Uxégt - 2u£l3ut§t2u + U?HQU - u?&%u
uxuffgu + Uty — 2u2t§tl — 3thut§i — ugtug;{ft — 2um§t2 — 2ut$ut§3, (5.2.17)

1 1 2 22
Moo = Mz + UzMtu — Uiy — WUy, — Uiy — UpSpy, + Willou + WlaT2y
2 1 2 22 1 1 1
= UpUa€yy — UplaSpy — Utlip €y — Uiy — U2tUaSy + Uty — 2z,
- utmfg - QUtIszg - utw§t1 - U2m§t2 - u2rutfz2¢ - u?&;‘uv (5218)
1 1 2 262 2 21
Nys = M2z + 2ug gy — w2z — 2utu$€mu - UCL{Q:E - 2uw§xu + ULN2u — utuwéQu

- Uif%u - 2utac€alz - QUtquleL + U2z Ny — u2:vut§11¢ - 2“23:6920 - 3“2&:”&0&3 (5219)

Example 5.2.3 Consider the operator

0 0 0 0
X = gl(xu Y, U,U)% + 52(%%“:”)% + 771(357 Y, U,U)% + 772(5373/7% U)% (5220)

in which the functions u and v depend on the two variables x and y. The first prolongation of
the operator (5.2.20) is

o 5, 0 4, 0
1 2

0
1 X X 1 1

1 1 2
’U)h@?”ﬁ 771’1 (I7y7u7ux7uyuvaviavy)’ 77172 (x)y7u7uxvuy7vavxvvy)7 771,1 (xvya U’uzyuyav,vmvy)v
2 .
and 77172 (x,y,u,ux,uy,v,vx,vy) are given by

7711,1 = 7731c + anqlt + U:rnq% - Umg:i - uggi - uwvw& - uyg:% - uy“w&% - uyvxfga (5.2.21)
7711,2 = 77; + uyn}t + Uyml) — uxfé — uxuyfi — uwvy@l, — uyﬁfj — uzﬁﬁ — uyvyfg, (5.2.22)
7712,1 = 77:?: =+ ang + U:cn?; - Ux&i - UxuxleL - U:%&I) - nyf; - Uyuxfg - Uy'Ux§12;; (5'2'23>
77?72 = 775 + Uyni + Uy7712; - szg} - Uxuyfi - Ux”yfi - nyi - Uyuyfg - %2,512; (5.2.24)

Determining equations

Definition 5.2.1 A group action (5.1.1) is a symmetry transformation, or for short a sym-
metry of a differential equation (5.2.7) if it maps solutions into solutions; the image u = u (T)
of any solution v = u(x) is again a solution. In other words, if the system (5.2.7) does not
change (is invariant) under the transformation (5.2.10), s-th order extension of (5.1.1), then

E(&MW@):Q =12, 1, (5.2.25)
and (5.1.1) is a symmetry group of the system (5.2.7).

By differentiating (5.2.25) with respect to the parameter a, we obtain the following symmetry
condition:
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60 Chapter 5. Group Invariant Solutions of Differential Equations

Proposition 5.2.2 If X is an infinitesimal generator for a symmetry group of a differential
equation (5.2.7), then

Prox [F,, (m,u(s)(x))] =0, v=1,2-,L (5.2.26)

For the converse of this proposition, the system (5.2.7) must satisfy the maximal rank condition.

Definition 5.2.2 A system of differential equations of the form (5.2.7) is said to be of mazximal

rank if the matriz
(s) (s)
Jr (x,u(s)) - <8F” g;“ ),aF” (2, u )> (5.2.27)

is of rank | whenever F,, (J:,u(s)(x)) =0,v=1,---,1. The matriz Jp hasl lines (v =1,--- 1),
n+qs columns (it =1,---,n, a =1,--- . m, k=0,1,---,s and h =1,--- ,pg) and is also
called the Jacobian matriz of the system (5.2.7).

The maximal rank condition gives an assurance that a system of differential equations can be
written in solved form, meaning that the derivatives can be isolated on the left hand side. In
order to illustrate the maximal rank condition, we calculate the Jacobian matrix for the heat
and Laplace equations.

Example 5.2.4 The Laplace equation

F (w, y,u? (x, y)) = Uy + Uyy =0
is of maximal rank, since the Jacobian matriz with respect to all the variables

(@, Y5 Us Uy, Uy Uz, Uy, Uyy) 15 Jp = (0,0;0;0,0;1,0,1),
which is clearly of rank 1 everywhere. However, the rather silly equivalent equation
F (1379714(2)(1'729)) = (Uge + Uyy)2 =0
1s not of maximal rank, since
Jp = (0,050;0,0; 2 (uga + Uyy) 50,2 (Uge + Uyy))

vanishes whenever (ugz, + uyy)2 =0.
Example 5.2.5 For the heat equation

F (t,w, u® (t,x)) = Uup — Uge = 0,

the Jacobian matrix with respect to all variables is

7 <8F OF OF OF OF OF OF OF
= O .

S — -0:1.0: -1
ot’ oz’ 8u’8ut’8ux’8utt’8um’8um> (0,0;0;1,0;0,0, -1)

which is of rank 1 on ' = 0. Hence the mazimal rank condition is satisfied.
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5.3. Determination of Lie group of differential equations 61

Proposition 5.2.3 Let X be a generator of a point transformation. Suppose the system of
differential equations (5.2.7) is of maximal rank. If

Prx [F,, <x,u<8)(x))} =0, v=1,2-1, (5.2.28)

whenever F, (a:,u(s)(x)) =0, v =1,---,1, then the transformation generated by X is the
symmetry group of the system (5.2.7).

In practice, the symmetry condition (5.2.28) will often turn to be the condition that Pr® X (F,)
is a linear combination of F), :

l
Pr)X (F,) =) ApFs, v=1,2,---,1 (5.2.29)
B=1

with some (nonconstant) coefficients A, g.

Equations (5.2.28) are the so-called determining equations. In general the determining
equations comprise an over-determined system of linear homogeneous partial differential equa-
tions for the unknown coordinates £ and n® of the symmetry generator X. The solutions of the
determining system form a vector space, that is, any finite linear combination of symmetries
is again a symmetry. This stems from the fact that the determining equations are linear.

5.3 Determination of Lie group of differential equations

Lie algebra of operators
The symmetries have an additional beautiful structure: they form a Lie algebra.

Definition 5.3.1 A Lie algebra is formed by a vector space L over a field, F, say, together
with a binary operation [, |, called Lie bracket defined on L such that the following properties
hold:

(i) Bilinearity. If X1, X2, X3 € L, then
[aX] + bX9, X3] = a[ X1, X3] + b[ X2, X3]
for scalars a and b in F.
(ii) Skew-Symmetry. If X1, Xo € L, then

(X1, Xo] = —[X2, X1]

(iii) Jacobi Identity. If X1, Xo, X3 € L, then

[[X1, Xol, X3] + [[X2, X3], Xa] + [[X3, Xu], Xo] = 0.

Consider a Lie algebra L. If the vector space L is finite-dimensional, its dimension is the
dimension of the Lie algebra.
We take here F to be the field of real numbers R. We define the Lie bracket [, | on the set
of vector fields V as
[Xl,XQ] =X1Xo — XoX1, VX, Xo€V, (5330)
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62 Chapter 5. Group Invariant Solutions of Differential Equations

where for j =1, 2,

n y B m o B
Xj:zgd(m’u)axi+z77 J($7u)%‘
i=1 a=1

The binary operation (5.3.30) makes the space of vector fields V a Lie algebra.

Theorem 5.3.1 The set of all symmetries forms a Lie algebra called a symmetry Lie algebra.

Lie symmetry algorithm

Determining the Lie point symmetry of the system (5.2.7) means finding functions £(x, u) and
1P (2, ) of an infinitesimal generator X such that the symmetry conditions Pr(® X (F,) = 0 are
satisfied. Proposition 5.2.3, when coupled with the prolongation formulae (5.2.8) along with
(5.2.9), provides an effective computational procedure for finding the most general symmetry
group of almost any system of partial differential equations of interest. In this procedure, one
lets the coefficients &*(z,u), n°(z,u) of the infinitesimal generator X of a hypothetical one-
parameter symmetry group of the system be unknown functions of « and u. The coefficients 7,
of the prolonged infinitesimal generator Pr®) X will be certain explicit expressions involving the
partial derivatives of the coefficients £’ and n® with respect to both = and w. The infinitesimal
criterion invariance (5.2.28) will thus involve z, u and the derivatives of w with respect to
x, as well as £, n® and their partial derivatives with respect to 2 and u. After eliminating
any dependencies among the derivatives of the function u caused by the system itself (since
(5.2.28) need only to hold on solutions of the system), we can then equate the coefficients of the
remaining unconstrained partial derivatives of u to zero. This will result in a large number of
elementary partial differential equations for the coefficient functions &%, n® of the infinitesimal
generator, called the determining equations for the symmetry group of the given system.

Symmetry calculations

The following example illustrates the Lie algorithm for calculating symmetries of differential
equations.

Example 5.3.1 Consider the equation
Q@
Uar = 3, a#0 (5.3.31)

which is a special case of the Ermakov-Pinney equation.
According to Lie algorithm the vector field

0 0
X =¢(x, u)% + n(x, u)% (5.3.32)

is a symmetry generator of (5.3.31) if and only if we have the symmetry condition

Pr® X ug, - | =0,
u ’(5.3.31)
where 5 5
Pr@x =X :
r + T aux + UL 8’&230
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The variables 0, ; and n,, are given by (5.2.12)-(5.2.13).
However, the term involving n, , does not contribute in the calculations because there is no uy
appearing in the equation under consideration. Thus we have the determining equation

3o
<u477 L 772}1> 0. (5.3.33)
(5.3.31)

Upon expansion of (5.3.33) we have

3o o 3o
71+ N2z + Ug (277a:u - 6290) + u?g (N2w — 284u) — ui&Zu + w3 (M — 2&2) — ﬁul’gu =0.

Non =
’ u

The separation of the above expression with respect to powers of u, yields the equations

(u$)3 : €2U = 07
(ux)Q : N2u — 28§pu = 0,
3o
(u:v)l : 277:vu - §2x - ﬁfu = 07
3 «
(ux)o : E"? + M2z + ﬁ (77u - 25:1:) = 0.

The general solution of the above system is
£ =cox? +2xc) + o, = (cor + 1), co,C1,¢2 € R,

Thus the symmetry Lie algebra of (5.3.31) is generated by the operators

0 0 0 0 0
Xi=+, Xo=22—+u, Xs=a"— a3
1= o 2 m8x+u8u’ 3 $6x+:w8u

Hence the symmetry Lie algebra is three-dimensional and the Lie bracket of the symmetry
generators s
(X1, Xo] =2X0,  [X1, X5] =X, [Xp, X3] =2X5.

5.4 Change of variables

Invariants

Consider a one-parameter group of transformations (5.1.1) with generator X given in (5.1.3).
Suppose that (x,u) belongs to an (n + m)-dimensional manifold M.

Definition 5.4.1 A function g : M — R is called an invariant of the group action (5.1.1) if
g(z,u) =g(z,u), VY(z,u)e M.

Proposition 5.4.1 A smooth real valued function g : M — R is an invariant for the one-
parameter group action (5.1.1) with generator X if an only if

X(g(x,u)) =0, VY(z,u)e€ M.

Definition 5.4.2 Let g',--- , ¢* be smooth real-valued functions defined on the manifold M.
Then
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(a) g*,---,g* are called functionally dependent if for each (x,u) € M there is a neighbour-
hood A x U of (x,u) and a smooth real-valued function H (zl, e ,zk) , not identically
zero on any open subset of R, such that

H (gl(x,u),‘-- ,gk(:c,u)> =0, V(r,u)eAxU.

(b) g, ,g"* are called functionally independent if there are not functionally dependent when
restricted to any open subset A x U C M.

Proposition 5.4.2 Let g',---,g" be smooth real-valued functions defined on the (n + m)-
dimensional manifold M. Then g*,--- ,g* are functionally dependent if an only if the matric

s T, U B r, U
J(z,u) = <ag (;x ) 99 aia’ )> (5.4.34)

has rank strictly less than k for all (x,u) € M.
The matriz J(x,u) defined by (5.4.34) has k lines (8 = 1,---,k), n+ m columns (i =

1, ,n, « = 1,---,m) and is called the Jacobian matriz associated to the functions
1 k
g9

Proposition 5.4.3 Let (xg,ug) € M such that X ’(Io,uo) %= 0. Then there exist n +m — 1
functionally independent invariants, hence n+m — 1 functionally independent solutions to the
linear homogeneous first order partial differential equations

X(g) = Y &) 2
=1

9.\ dg

. @ — =0 5.4.35
RSN (5.4.35)
in a neighbourhood of (xo,up).

The general solution of (5.4.35) can be found by integrating the corresponding characteristic
system of ordinary differential equations, which is

da? dz" du? du™
LA A N S (5.4.36)
§H(z, u) §(z,u) 'z, u) n"™ (@, u)
The general solution of (5.4.36) can be written in the form
Cl(xa u) =C1, 7<m+n—1(x’ u) = Cm+4n—1
in which ¢1, --+, ¢min_1 are constants of integration and the (*(x,u) are functions indepen-
dent of the ¢;’s. It is then easily seen that the functions ¢t oo (™1 are the required

functionally independent solutions of (5.4.35). These functions form a basis of invariants of
the one-parameter group generated by X. Note that the basis is not unique. Any other invari-
ant, i.e. any other solution of (5.4.35), will necessarily be a function of ¢*,--- (™71,

We illustrate this technique with some examples.

Example 5.4.1 Consider a group G of dilatations in R® which has infinitesimal generator

X = axaaerbyaay +cu%, a,b,c € R*.
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The characteristic system is

dr dy du
ar by cu’
or equivalently
dv _  dy
)
de _ v
axr cu
The solution to the first equation is
b
y$_E =

for c1 an arbitrary constant. The solution to the second equation is
uaf5 = C2
for ca an arbitrary constan. Thus, the functions

_b _c
Moyy,u) =ya~e, Clz,y,u) =uz o

provide a complete set of functionally independent invariants of the group G.

Example 5.4.2 Consider the group G of rotations in R3. The operator of rotation in R3
around the (u) axis is

X = —yg%—xg.

Ox oy
The corresponding characteristic system is
dr dy du
-y x 0

The first integral is clear: w = c1. The second integral, found by the integration of the equation
xzdx +ydy = 0, is 22 + y% = cy. Therefore, the basis of invariants is

{¢M@y,u) = u, Clz,y,u) = 2" + 47}
Example 5.4.3 Consider the projective group G in R2. Its infinitesimal generator is

0 0
X == —.
T ax—l—azyay

The characteristic system consists of one equation

dm_@

22 ay’
with the obvious first integral % = c for c an arbitrary constant. Thus, Mz,y,u) = 4, or any
function thereof, is the single independent invariant of the group G.
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Canonical variables

Definition 5.4.3 Two groups are similar if one can be transformed into the other by means
of a suitable point change of variables.

Using the chain rule we find that under the change of variables
y'=hi(z,u),i=1,2,---,n, v*=60%zu),a=12--,m,

the generator X transforms as

n : m N a

X = > & +> (%U)%
i=1 a=1

" Onk 9 " 9608 0

m n
— é’l - + - - + na ye v + o o
; prt Oxt Oyk = oxt OvP 221 a due Oyk =~ Jue 9P

1ahk = aahk 0 A ([~ 008 L0905\ 0
- B Bk (B ) o

k=1 =1

In more suggestive form, we write
- 0 - 0
X3 () g 3 ()
> (1) g+ 3% () 3

Then the coefficient operators X (yk) and X (Uﬁ ) are written in terms of the new variables
(y, v) which can be reduced to translation along one of the directions and are known as
canonical variables.

Proposition 5.4.4 Assume that X is not vanishing at a point (zg,up) € M : X ‘(Io,uo) #0.
Then there is a local coordinate chart y = (yl, e ,y”+m) at (xo,up) such that in terms of
these coordinates, the generators (5.1.3) take the simple form

X=— (5.4.37)
(5.4.37) is called the normal or canonical form of the generator X.

Example 5.4.4 The canonical variables (y,v) for translations along the y' azis are determined
by the solution of the system

X(@)=1 X@)=0,-,X@u")=0, X(v')=0,-,X") =0. (5.4.38)

In order to solve the system (5.4.38), we require a basis of invariants and a solution of X (yl) =
1.
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5.5 The use of symmetries to ordinary differential equations

First order ordinary differential equations

Consider the first order ordinary differential equation

e F(x,u), (5.5.39)
where u = u(x) is a real-valued function of one independent variable x. It will be shown that
if this equation is invariant under a one-parameter group of transformations, then it can be
integrated by quadrature (indefinite integral). Consider the transformation

T=p(r,u;a), U=1p(r,u;a), (5.5.40)
where ¢(z,u;0) = z, 1(x,u;0) = u which is a one-parameter symmetry group of (5.5.39) on
an open subset A x U C R?, with the infinitesimal generator

X = g('%u)g +77(x7u) 0

9 " (5.5.41)

Let (zg,up) € A x U such that X ‘(
form), we can introduce new coordinates

y # 0. According to the Proposition 5.4.4 (normal

Z0,Uu0

y=o¢(x,u), w=C,(x,u) (5.5.42)

near (xg,up) such that in the (y, w)-coordinates the generator X has the simple translational

’ 0)
form X = a% provided ¢ and ( satisfy the linear partial differential equations

0 0 0 0
X(6) = €law) 30 + e u) 00 =0, X(Q) = el wpe +alru)ge =1 (5543

The first prolongation PpriX = X = % also. Thus in the new coordinate system, in order
to be invariant, the differential equation must be independent of w, so (5.5.39) is equivalent to
the elementary equation

dw
@ = H(y) (5.5.44)

for some function H. This equation is trivially integrated by quadrature, with

w = / H(y)dy+c
for some constant c. Re-substituting the expressions (5.5.42) for w and y, we obtain a solution
u = f(x) for our original equation in implicit form.

Example 5.5.1 A homogeneous equation is one of the form

d

d_p (Y,

dx x
where F' only depends on the ratio of u to x. Such an equation has the group of scaling trans-
formations with infinitesimal generator

X:mg—kug.
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The new coordinates y, w satisfying (5.5.43) are given by

U
y=—, w=Inx.

x
Employing the chain rule, we find
d7u B illjj (I 4ywy) 1+ ywy
dx % T wy wy
so the equation takes the form
dw 1
dy  Fly)—y
This has the solution
dy
o= [ my =t
which in turn defines u implicitly as a function of x once we set w =Inw, y = 7. For example,

if the equation is
du  u?+2zu w2 U
— — (7) + 2—

de a2 x x’
so F(y) = y? + 2y, then, in the coordinates y = 2, w=Inxz, we have
dw _ 1
dy — y?+y

The solution s
w = —1n(1+y71) +c,

This can be solved explicitly for u as a function of x :

where ¢ = e°.

Higher order ordinary differential equations

Symmetry group can also be used to aid in solving higher order ordinary differential equations.

Let p g
) () — du &)
F(x,u (x)) F(x,u, T ’dm5> 0 (5.5.45)

be a single s-th order differential equation involving the real-valued dependent variable u with
one independent variable x. The basic result in this case is that if we know a one-parameter
symmetry group of this equation, then we can reduce the order of the equation by one. To see
this, we first choose coordinates y = ¢(z,u), w = ((x,u) as in (5.5.42) such that the group
transforms into a group of translation with infinitesimal generator X = %. Employing the
chain rule, we can express the derivatives of u with respect to y,

Fu_, (e
dﬂfk =0k \Y,w, dy7 ’dyk
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5.5. The use of symmetries to ordinary differential equations 69

for certain function Jj. Substituting these expressions into our equation (5.5.45), we find an
equivalent s-th order equation

~ ~ dw d*w
F( (5) ):F w2 20 5.5.46
Y, w(y) v dy° (5.546)
in terms of the new coordinates y and w. Moreover, since the original equation (5.5.45) has
a symmetry group, so does the transformed equation. In terms of the (y,w)-coordinates,
the infinitesimal generator has the trivial prolongation priVX = X = 8% The infinitesimal
criterion of invariance implies N
~ OF
PrUX (F) = 2= =0
ow

whenever F' = 0. This means that F' must be independent of w, i.e.

— ~ S
F:F( dw . dw).

Y, dy s Ty Tys
Now, setting v = % we have an (s — 1)-th order equation for v
~ dv d*~tv
F —,,—= | =0 5.5.47
(o Sy ) = (5.5.47)

whose solution provides the general solution to our original equation. Namely, if v = h(y) is
a solution of (5.5.47), then w = [ h(y)dy + c is a solution of (5.5.46), and hence, replacing
w and y by their expressions in terms of z and u, implicitly defines a solution of the original
equation.

Example 5.5.2 Consider a homogeneous second order linear equation
Uz + p(2) Uy + g(z)u = 0. (5.5.48)

This is invariant under the group of scale transformations with infinitesimal generator

0
X=u—.
ou
The coordinates (y,w) which normalize X are given by y = x, w = Inu (provided u # 0), with
0
X=—
ow
in these coordinates. We have
u=-e", upy=wzeV, Upy = (wm —{—wg) e,

so the equation becomes

Wz + U}% +p(x)wx + Q(x) =0,
which is independent of w. We have thus reconstructed the well-known transformation between
a linear second order equation and a first order Riccati equation; namely z = w, = “= changes
(5.5.48) into the Riccati equation

ze = —2" — p(x) 2 — q(x).
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Systems of first order ordinary differential equations

If we know a one-parameter symmetry group of a system of first order ordinary differential
equations, then we can find a solution by quadrature from the solution to a first order system
with one fewer equation in it. A higher order system can always be replaced by an equivalent
first order system, so we are justified in restricting our attention to the latter case.

Proposition 5.5.1 Let
du”
dx
be a first order system of m ordinary differential equations. Suppose that (5.5.49) has a one-

=F,(z,u), v=1,---,m (5.5.49)

parameter symmetry group generated by

0 - )
X = g(w,u) 5+ Zn”(:ﬂ,u)w. (5.5.50)

v=1

Then there is a change of variables (y,w) = (x,u) under which the system takes the form

dw"” 1 m—1
a0 =H, (y,w'(y), -, w" ' (y), v=1---,m. (5.5.51)
Thus the system is reduced to a system of m—1 ordinary differential equations for w',- - ,w™ !

together with the quadrature

w™(y) = / Hy, (.%wl(y)a"' 7wm_1(y)) dy + c.

Proof. We can locally find new coordinates y = ¢(x,u), w” = ¢¥(z,u), v = 1,--- ;m, such
that X = &wim in these coordinates. In fact,

¢(.T,’U,), Cl(x,u), ) Cmil(x7u)
will be a complete set of functionally independent invariants of the symmetry group, so

X =1 X@)=X(")=0, v=1,-,m—1

It is then a simple matter to check that the equivalent first order system for w', -, w™ is
invariant under the translation group generated by X = Mim if and only if the right hand sides

are all independent of w™, i.e. it is of the form (5.5.51). m

Example 5.5.3 Consider an autonomous system of two equations

du dv

e F(u,v), e H(u,v).
Clearly
0
x=2
ox

generates a one-parameter symmetry group, so we can reduce this to a single first order equation
plus a quadrature. The new coordinates are y = u, w = v and z = x, in which we are viewing
w and z as function of y. Then

dw

du 1 dv dy

g T dz? g, dz?
dx o dx o
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so we have the equivalent system

dw  H(y,w) dz 1

dy  F(y,w)' dy F(y,w)

We thus are left with a single first order equation for w = w(y); the corresponding value of
z = z(y) is determined by a quadrature:

z—/ dy +c
F(y,w)

If we revert to our original variables x, uv we see that we just have the equation

dv  H(u,v)

du ~ F(u,v)

together with the quadrature
. / du ny
) Flu,o(w)

5.6 The use of symmetries to partial differential equations

Generation of solutions by symmetry transformations

By definition, a symmetry transformation maps a solution into a solution. So if we have

already known a (special) solution of partial differential equation, we can apply the symmetry

transformation to obtain (possibly) new solution. To carry out this, we need the transformation
~1

T =¢'(z,usa), U =9¢*(z,u;a) (5.6.52)

corresponding to the infinitesimal generator
- 0 = 0
_ 1 e
X = ;:lf (z,u) py + ;:177 (fc,u)—aua. (5.6.53)

That is, these transformations must satisfy the first order differential equations

dzt ; du®

oo = &@a),ula), ——=nu"(%(a) ula)) (5.6.54)

with initial values 7°(0) = 2% and u® = u®. We also have to hand the inverse transformations
=% (Z,0a), =9 (T,q;a). (5.6.55)
Assume that (5.6.52) is a symmetry group of the system

F <x ul® (x)) —0. (5.6.56)

To apply these transformations to a special solution

u= f(z) <= G(z,u) =0,
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72 Chapter 5. Group Invariant Solutions of Differential Equations

where G(z,u) = u — f(z), one simply has to replace x and u by means of (5.6.55) to obtain
G ¢ (@ Wa), ¥ (F,5a)] =0

which can be resolved with respect to the @ components to yield the transformed and hopefully
new solution

u=yg(T;a).

Example 5.6.1 Consider the heat equation
Ugpy — U = 0

and its symmetry generator

0 50 2t 0

For this special symmetry, the differential equation (5.6.54) for the finite transformations T, t
and u can be read as

Az~ dt ~ du AN
The first two of these equations yield N
0 _ di
dz — dt’
which is integrated by N
T_t
xr

(remember that z, t and u are initial values of T, t and 4, respectively). Substituting this back
into (5.6.58), we obtain

do =z’ da
and thus . ;
T=—1) t= : 5.6.59
T ar 1—at ( )
The last of the three equations (5.6.58) can now be written as
du 2d td
e (5.6.60)

u 41 —at)?2  2(1 — at)

which yields

2

G=uy/I—ate -ab. (5.6.61)

Equations (5.6.59) and (5.6.61) are the finite symmetry transformations. Their inverse is

~ ~2

t - =~ _az”
r=—2 . ¢= . u=uV1+ aleiran (5.6.62)
1+ at 1+ at
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Now we can apply this symmetry transformation to any solution of the heat equation, for
example, to the trivial solution w = A = cnst. We immediately get, from this and (5.6.62),

H.CEZ

= ¢ 4(i¥ad)

N V14 at

(after having dropped the tilde); that is, we have generated a nontrivial two-parameter solution
from the one-parameter solution u = A.

Reduction of variables by symmetry transformations

Consider the system of differential equations
Fj (x,u(s)(:v)) —0, B=1,2,---,1, (5.6.63)

where ($1, e ,x") and v = (ul, S ,um) . Assume that (5.6.63) has a one-parameter group
whose infinitesimal generator is X. By a suitable change of variables, X can be transformed

into its normal form. One first has to introduce n + m new variables
z(x,u), y(x,u) = (yl(x,u),--- ,y”_l(:zt,u)) , v(x,u) = (Ul(x,u),--- ,vm(ac,u))
defined by
X(z)=1, X(@@)=Xw")=0,i=12-,n-1, a=12,-,m

instead of the original n independent and m dependent variables x and w. From that set of
new variables, the n variables {z, yl, .- ,y”_l} are viewed as independent and the m variables
{vl, ‘e ,vm} are viewed as dependent. It will then be possible to rewrite the original system
(5.6.63) as

Hy (y,v(s)(y)) —0, B=1,2,---,1, (5.6.64)

where the Hg and v do not depend on z. Indeed, in the new coordinates, X takes the normal

form X = %. By construction,
X (v%) = ov®
- 0z

i.e. v¥ is independent of z. Furthermore, the infinitesimal invariance criterion

=0,

OHg
Pr®) (Hg) = -5 =0

(Hp) = —_

also implies that the functions Hg are independent of z. So we see that the existence of
symmetry for a system of partial differential equations ensures the possibility of diminishing

by one the number of variables on which the solution depends.

Example 5.6.2 One of the symmetry group of the heat equation
Ut = Ugy

s generated by

0 0
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74 Chapter 5. Group Invariant Solutions of Differential Equations

and has global invariants

We find

x? _a? x2 1 _a?
Uy = vy+@v e A, Uy, = @_ﬂ ve 4t

Therefore, for the heat equation, the reduced equation for this group is a first order ordinary
differential equation

2yvy +v =0,
despite the fact that the heat equation is a second order partial differential equation. The

solution is

k
v(y) = ﬁ
Hence a group invariant solution is
ko _a?
u(z,t) = —e 4.
Vit
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Part 11

Approximate Analytical Solutions of
Nonlinear Models







Abstract: In this part, we present the Adomian decomposition method which is a powerful
tool to handle analytic approximate solutions to differential equations. Then we success to
extend this method to systems of nonlinear partial differential equations with more unknowns
than equations, i.e to under determined systems. These solutions are constructed in the form
of series which converge if there exists a solution to the problem. The approach is illustrated
on some examples. The main results of this part have been published [52].







CHAPTER 6

Adomian Method for PDEs

6.1 Brief description of the Adomian method

The Adomian decomposition method allows the resolution of various functional equations of
algebraic, integral, differential, integro-differential and partial differential types. This method
can be adapted as well to linear as to nonlinear problems. Let E be a Banach functional space.
Consider the problem of finding a function v € E which satisfies the functional equation
(written into the canonical form [95])

u—Nu=f, (6.1.1)

where N : E — F is a nonlinear operator and f € F is a known function. The Adomian
method consists to look for a solution u as a series

+00
u=> up (6.1.2)
n=0

and to decompose the nonlinear term N w into a series
+oo
Nu=Y A, (6.1.3)
n=0

The A,, are called Adomian polynomials and are obtained by the following formula [3, 29, 30, 68|

1| ar =

The substitution of (6.1.2)-(6.1.3) into (6.1.1) gives

+oo +o0o
un =1+ An (6.1.5)
n=0 n=0
This yields by identification
up = f7 Uy = AO; Up4+1 = An; n > 1. (616)

In practice, all terms of series (6.1.2) cannot be determined, and the solution is approximated
by the truncated series

n—1
Pn = Zuz (617)
=0
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However, one can ask the following question: To which conditions the method converges? One
deduces from the relation (6.1.5) that

—+o00 —+o00
ZA” < 4o = Z“” < 4o0. (6.1.8)
n=0 n=0

Therefore, the convergence conditions are in connection with the nonlinear operator N from
which the Adomian polynomials A, are defined. In addition, an analysis of several results
concerning the convergence of the Adomian method [1, 2, 27, 28, 59, 88, 87| allows us to
conclude that the properties satisfied by the operator IV so that there exists a solution to the
problem (6.1.1) also ensure the convergence of the series (6.1.3) and hence the convergence
of the series (6.1.2). In other words, the Adomian decomposition method converges whenever
a solution to the problem exists. Now, we describe the use of this method for the solution
investigation for partial differential equations.

6.2 Theoretical considerations

Consider the partial differential equation

G (m,u(s)(x)> = f(x) (6.2.9)

where the nonzero positive integer s is the order of equation, x = (acl, e ,x”) are independent

variables, u = u(x) is the dependent variable, f is a continuous function and G is a differentiable
function with respect to its arguments. Suppose that (6.2.9) can be written into the form

U(ko) [ho] (%) + F (2, ugey) [h](2), ugey) [ha) (), -+ uge [he] () = £ (@), (6.2.10)

where 7, k;, h; € N with max{k;, i =0,--- ,r} =s, hy € {1,2,--- ,pg,} and F' is a differential
function with respect to its r arguments. Let L be the linear differential operator such that
Lu= U(ko)[hﬂ] and
ko
(axil)ll (axiQ)lz . (8xi50)lso

with 1 <11 <idp < -+ <igy <, l1 +1la+ -+ 15, = ko and [; # 0. In order to minimize the
number of operations to perform in practice, it is suitable that L be the smallest order linear
differential operator in G. Set I = {i1,4,--- ,is,}. Define L1, the inverse of the operator L

L=

by
. zil zlill_l zil zi2 zli;_l z?
7 7 2 2 7 3
1311 1'21 lei 1'12 $22 Il;
x50 ziSO ziso
tsg =1 ! 1.2 n
PR /l /\Z PR /1 ’l) (y 7y s PEEEEY 7y )
S0 S0 S0
zy T Tisy
i1 i1 i1 19 72 2 iSO ZASO iSO
(dzo dz; --'dzl1_1> (dzo dz; -"dzl2_1) (dz0 dz; -"dzls()_l) ,
where 3/ = z)if j € I and y) = 27 otherwise. The constants x};, k=1,2,---,1; as well as

the order of integration are closely related to the choice of boundary conditions in such a way
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6.3. Application to Kompaneets equation 81

that L=Y(Lu) = u(x) + g(x). Here, g is a function completely determined by the boundary
conditions. Thus, applying L~ to both sides of (6.2.10) yields

u(z) = —g(x) + L7 f(z) — L' F. (6.2.11)

The Adomian decomposition method consists in searching for the function u as an infinite

+o0
= ur(a), (6.2.12)
7=0

where the u, are functions to determine. Express the differentiable function F' as a series

series

+oo
F=> A, (6.2.13)
7=0
where the A, are multivariate polynomials also called Adomian polynomials

A= Lw ( ZM‘Z k) [, ZA% ko) [h2], Z)‘“z o)l >

Notice that for a linear term, i.e. F' = u)[h], its Adomian polynomials are A, = u ) [h].
The substitution in (6.2.11) of the expressions (6.2.12) and (6.2.13) along with (6.2.14) yields

+00
> ur=—g(z)+ L7 flx (ZA) (6.2.15)

The functions u, can be obtained using the following recurrence relation

(6.2.14)

A=0

up=—g(x)+ L f(z), urpn=-L"A;, 720 (6.2.16)

since the A, depend only on ug, u1, - - - , u,. If the functions w, are determined for all 7 € N, then
a solution u of equation (6.2.10) is immediately formed using the series (6.2.12). Otherwise, if
only a finite number, says v, of the functions u, is found, on can use the partial sum

v—1
du(x) =Y ur(x) (6.2.17)

7=0

as an analytical expression of an approximative solution to equation (6.2.10).

6.3 Application to Kompaneets equation

The Kompaneets equation [58], also known as the photon diffusion equation, is written as

ou 1 0 ou

where u = u(t, z). The expanded form of equation (6.3.18) is

Uy = mQum + (4:L' + acQ) Uy + dxu + 2x2uux + dzu?. (6.3.19)
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Using Adomian decomposition method, we solve this Kompaneets equation subject to the
initial condition

u(0,x) = % (6.3.20)
In an operator form, equation (6.3.19) becomes
Lu=F (z,u,uy, Upy) = 22Uy + (43: + :cQ) ug + dzu + 202wy + dzu?, (6.3.21)
where L is defined by
L= gt. (6.3.22)
The inverse operator L™! is identified by
LYot z) = /Otv(s, x)ds. (6.3.23)

Applying L~! to both sides of (6.3.21) and using the initial condition (6.3.20), we obtain

1
u(t,x) = - + L7t F (z,u, Uy, ugy)

1
= —+L.7! [mQUM + (4:c + a:2) Uy + dzu + 222w, + 4acu2] . (6.3.24)
x

The Adomian decomposition method suggests that u(¢, x) can be defined by
—+00
u(t,z) = ur(t,z) (6.3.25)
7=0
and the nonlinear term F' (z,u, Uz, Uyy) by

“+oo
F=) A, (6.3.26)

7=0

where the A, are Adomian polynomials obtained by the formula

dr T, T, LI
ol (% > N o)1, N 1)[2], ) N (o [3])] (6.3.27)
i=0 i=0 i=0

A=0

1
TS

explicitly giving:

Ay = 4daug, + 4zug + 4a:ug + xzuo,gm + xQuOJ + 2w2u0u0’$,

2 2 2 2
A1 = Adzug g+ dzug + 8xugur + U1 20 + XUz + 22 UL U 2 + 22 UOU g,
Ay = dxug, + 4aus + 4xu% + 2x2u0uQ7x + $2u2,2z + 8xugus

+ 2x2u2u07x + x2uz7x + 2x2u1u17x,
Az = 4dxus, + 4zug + 8ruiug + 21'2@62’[1/171 + 2m2u3u07z + 8xugus
+ 2332u1u2,x + 2332U0U3,x + $2U3,2;p + $2U3,x7
Ay = daug, +4aug + 4:cu§ + 2x2uzu2,x + $2U4721 + 3:2u4,x + 2SU2U4UO7I
+ 8zujuz + 2:1:2u1u37$ + 2:c2u07,L47$ + 2x2u3u17x + 8xuguy,
As = 4dxus, + 4zus + 8ruguz + x2u5,2z + 8xujug + 2:0%5u0,m + 2:1:2u1u417z

2 2 2 2 2
+  2z%ugu g + 227 UgUs ¢ + TTUS 5 + STUUS + 2T ULUZ & + 2T UIUL 4
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and so on. Using the above assumptions gives
+o0o
E)h:—+L (E}%> (6.3.28)
7=0
from which one derives the recursive relation
1
ug(t,r) = =, wurp1(t,z) =L 1A, 7>0. (6.3.29)
T

The first components are determined by:
ui(t,
uz(t,
ug(t,

us(t, x

) = 3t,  us(t,x) = (9+62)t
) = (18+ 48z + 1027) ¢*

) = (27+ 216z + 1552° + 152°) ¢4,
)

162 3456 1956
= + 123222 + 3 421
( 5 5 Tt + )

1 1
ug(t,z) = (E:4—1728 +-49§§§ + 48743 +

42
Uty 28:):5> 16

permitting to write an approximate solution to Kompaneets Eq. (6.3.19) under (6.3.20) as

¢(t7 $) = UO(ta ‘7") + ul(t’x) + UQ(t,JZ') + Ug(t,.f) + U4(t, $) + U5(t,(17) + Uﬁ(t,l‘)
1
= —+&+@Hﬁmﬁ+(m+4&+¢m%ﬁ+«w+2mm+wm?+wﬁn4

162 2 3456 1956 4
+ 12322 08 4+ 21
+ ( - vt )

162 19988 4242
+ <-+1728 +— x2—%4874x3+—Eim4%—28x5>t6

5

whose behavior is shown in the Figure 6.1.

Function & wersus x and ¢ on the range ¢ =-10 .10, x =-35 35

Figure 6.1: Function ¢, approximate solution of the Kompaneets equation, versus x and t.
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6.4 Application to Novikov equation
The Novikov equation is expressed as follows [11]:
Up — Ut + Uy = SUUplpy + Ulzps, (6.4.30)

where v = u(t,z). Using Adomian decomposition method, we solve this equation subject to
the initial condition
u(0,x) = . (6.4.31)

In an operator form, equation (6.4.30) becomes
Lu=F (x,u, Uy, Ugy, Ugzt, Ugzy) = Ugat — AP uy + Sutiptpy + Ul tpee, (6.4.32)

where L is defined by

0
L= (6.4.33)

which its inverse operator L~! given by (6.3.23).
Applying L~! to both sides of (6.4.32) and using the initial condition (6.4.31), we find
u(t, 5L') = T+ L_l F (:L'a Uy Uy, Uy s Uzaxts uxmz)
= x4+ L7t (umt — dPuy + Buuggy + u2uxm) . (6.4.34)

The Adomian polynomials A, are given by the formula

T

Ld ~ ~ i
A = g [dATF (% Z N 0y [1], Z N (1)[2], Z N (2)[3],
’ i=0 i=0

=0

Z )\iui7(3) [3], Z )\iui7(3) [4]) ] . (6.4.35)
=0 =0

A=0

from which are deduced the explicit expressions:

Ao = o2z — 4“%“0,1 + ugug g o2z + u(Q)Uo,gm
A = U 20 — SUgUp U1 + ugu1,3z + 2upup,3:U1 — 4“(%“1,36 + 3uou, U122
+  3upul z U020 + 3UTUY LU 2,
Ay = ugio, — 4U%uo,x + 3ugu U120 — 4u%u2,x + 2uguy 3:u1 + 3UU LU 22
BuoU1,pU + 3UUQ U2 20 + 3U2UQ LU 22 + 2UQUY 32 U2 + SUQU2L 2 UO 25
Bugug zus + U%UO,&E + 3uiu g up,20 + Ugu2,3x,
A3 = U39 + 3UoU0 L U32, + 2UU2 3. UT + SUTUL U0 20 + SUTU U220 — SUPU2, 7 UL

2 2
+  uguz sz — 4ugus gz + 2u1ug 3:U2 + 2Ugll 3.U2 + 3UTUL UL 20 + SUOUL LU 22
2 2
— 8UOU1@U2 — 4U1U17x + U UL 32 — SUOUQ@U:; + QUO’LL()73$'LL3 + 3UOU1,;,;U272$

+  Bugus zuo,2: + 3Uzuo U2z + SU2U UL 25 + BU2UL U 22 — BUIUQ LU

and so on. Use the relation

f Uy =+ L1 (g‘j AT> (6.4.36)
7=0 7=0
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6.4. Application to Novikov equation 85

from which results the following recursive relation
uo(t,z) =z, urp(t,x)=L"YA, 7>0 (6.4.37)

generating the functions:

ui(t,z) = —4x’t, us(t,z) = (—12z + 322°) > — 8¢,
us(t,z) = Qmmﬁ-3mfﬁﬁ+2%m2
ug(t,z) = (744x —98562° + 35842°) t* + (864 — 499227) ¢
326688 30208
us(t,z) = ( 22 4 2142722* — 43008z ) (—73728x—%101376x3)t4——Agggfta
407328 16407808
ug(t,z) = < : x3 — 434790425 + 540672z )
695616 1908224
<—» +—3563520x2-1955840x4> f3+»4—4§——7xt4

which serve to express an approximate analytical solution to the Novikov equation (6.4.30)
with the initial condition (6.4.31) as follows: see Figure 6.2 for its graphic representation.

o(t,x) = wo(t,x) +ui(t,z) +ua(t,z) + ug(t, x) + ua(t, x) + us(t, ) + ug(t, )

27616
= wwm%wﬁ+gnhnm@ﬁ—émﬁ+%mﬁ+)ﬁ
1689272
( 4—91520x34—3584x5>t4

17490912 1
+ <—4&m&ﬁ—1%ua%x4+ 75?9 $2—(B§36)ﬁ

<_407328 16407808 3

3 T+ 5 — 43479042° 4+ 5406722 >

6, % 10
4 % 103

2, % 107

-2, % 102

-4, = 100

-6, % 1020
-20 -10

20 10

Function & versus x and ¢ on the range +=-10..10, x =-20..20

Figure 6.2: Function ¢, approximate solution of the Novikov equation, versus x and t.
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CHAPTER 7

Adomian Method for Determined
Systems of PDEs

7.1 Theoretical considerations

Consider the system of partial differential equations

Gj (v, u (@) = fi(2), j=1,2.,m (7.1.1)
where the nonzero positive integer s is the order of system, r = (a:l, e ,x”) are indepen-
dent variables, u = u(z) = (u'(z),u?*(z), - ,u™(z)) are the dependent variables, the f; are

continuous functions and the G; are differentiable functions with respect to their arguments.
Suppose that (7.1.1) can be written into the form

wly o [hiol(@) + F, (az uf [yl (e), uf, o)), - ,u(,;;j“:j)[hmm)) = fi(@). (7.12)

where Tj, k}j’i, hjﬂ' € N with max{kj7ij = 1, 2, cee .M, 1= 0, cee ,T'j} = s, hjﬂ‘ <
{1,2, e ,pk].,i}, aji € {1,2,--- ,m} and Fj is a differentiable function with respect to its
r; arguments. Let L; be the linear differential operator such that Ljv = v, ,)[hj0] and
dFio
lis.
(&Bﬁj’l)lj’1 (afﬁﬁjﬂ)lj*? _ (8336-7’31> 7
with 1 < ,ij1 < ﬁj,z < e < /Bj,Sj <n,lj1+1lj2+-+ lj,s]- = kjo and [;; # 0. As in the

previous case, it is suitable that L; be the smallest order linear differential operator in G;. Set
I; = {Bj,l,ﬁj,z, e ,ﬁj,sj} . Define L-_l, the inverse of the operator L;, by

L;=

L1 4 a
J BJ 1 ﬂj 1 ZB] 1 BJ 2 B] 2 3; 2
1 L2
290 o Bin 3B 8,
Jss5 1,2 3,1 J:1 7,1
/ﬁjs» Bjs "‘/ﬁjs. vy Yty )(dzo dz dzzl 1)
7] J k)
Zy T2 Ilj,sj
Aot dzp o de2 ) o (A2 4 ez ),
0 1 lio—1 Flis.—1

where y' = 2§ if i € I; and y* = 2" otherwise. The constants z% and the order of integration are
closely related to the choice of boundary conditions in such a way that Lj_1 (Ljv) =v(z)+g;(z).
Here, g; is a function completely determined by the boundary conditions. Thus, applying Lj_1
to both sides of (7.1.2) yields

W (2) = —gi(@) + L f(e) - L7V F: (7.1.3)
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Now as required in this case, the functions u/ can be derived as infinite series:

o0 )
() = ul(), (7.1.4)
7=0
where the ul are functions to determine. Express the differentiable functions F} as series
“+o00
Fj=> Ajr, (7.1.5)
T7=0

where the A; - are multivariate Adomian polynomials:

dT T iy T . ) OCJT-
i (2 o) ol SN, )]

=0 =0

1

J?T_;

A=0
(7.1.6)
The substitution in (7.1.3) of the expressions (7.1.4) and (7.1.5) along with (7.1.6) yields

Zw = —gi(@) + L7 fi(x (ZAJ T) : (7.1.7)

The functions w7 can be then obtained using the following recurrence relation

U’% = _g](x) + LJ_l f](x)7 u‘7j'+1 = _Lj_l Ajﬂ" T Z 07 .7 = 1727 e, MM (718)
since the A; ; depend only on ug, uf, cee uf, 68 =1,2 ---,m.If the functions ul are determined

for all 7 € N, then a solution u of system (7.1.2) is immediately formed using the series (7.1.4).
Otherwise, if only a finite number, says v, of the functions «J is found, on can use the partial
sums

v—1
$l(x) =Y ul(x) (7.1.9)
=0

-
and consider the function ¢, = (gzbl . ,(Z)T) as an analytical approximate solution to the

v

system of differential equations (7.1.2).

7.2 Application to Ginzburg-Landau equations

Consider the Ginzburg-Landau (GL) equation |85, 86|
. i 2
m (% +ingy ) + (£V +A)" % — v+ [pPy =0
(7.2.10)
72 (% + V) + curl curl A + i (VY — V) + |P[2A =0,

where
A(t,): RS — RS
(Q?,y,Z) — (A1<t7x73/72)7142(ta$7yaz)7Ag(tax,%z))

is the real vector-valued magnetic potential;
o(t,): R3 — C
(:B7 y? z) H wl(t7 x? y? Z) +Z/lj)2(t7 ':U7 y7 Z)
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7.2. Application to Ginzburg-Landau equations 89

is the complex scalar-valued order parameter;

é(t,): R % R
(1:7 Y, Z) — d)(t, z,Y, Z)

is the real scalar-valued electric potential; 11, 172 are some given relaxation parameters and « is
the Ginzburg-Landau parameter. Assume that ¢ = —div(4) = — (AL + Az + A?) . Adopting
the following notation: u! = A!, u? = A2, w3 = A3, v* = ', v’ = ¢?, and after some
computation and identification, equations (7.2.10) become the determined system

’UJZ = F] (U,U(l),u(g)) y ] = 1727334757 (7211>
where
1 1
Ro= - [—nzu%m—u%y—u%ﬁ(l—nz) (uzy + zs) = - (whg — wPug)
ot (@ @)
1 1
F, = i |:_U%:p - Uzugy —u3, + (1 =) (Ui«y + ng) T (“4“@5/ - “5“3)
o (@) (@)?)]
1 1
F3 = i [—u%x — u%y — moud, + (1 —n2) (u;z + Uzz) T (U4“2 - u5u§)
+ ot (@) + @)
o 1 Ly 4 4 IN 501, 2, 3
- (ug, +usy, + uz.) + kip— v (g + uy + uZ)
L 15 2,5 3,5 4 1\2 22 3\2 4\2 52
— E(uux+uuy+uuz)+u ((u) + (v*)" + ()" + (uh)” + (v) —1>]7
oo 1 L5 5 5 LN w1, .2, .3
5= e (u2x+u2y+u22)+ rm = — | u (uz—i-uy—i-uz)

1 2 2 2 2 2
Lttt ) o () ) ) ) () - 1)] |
Using Adomian decomposition method, we solve this system subject to the initial conditions
W (0,z,y,2) =x+y+2z j=1234,5. (7.2.12)

Consider the differential operator L

L=2 (7.2.13)

and define its inverse operator L~! by

t
le(t,x,y,z):/ v(s,z,y, z)ds. (7.2.14)
0

Ph.D. Thesis in Mathematics. Sielenou Pascal ©ICMPA Publishing 2011
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Applying L~! to both sides of (7.2.11) and using the initial condition (7.2.12), we find

uj(t,:n,y,z) =z+y+z+L7" F; (U,U(l),U(Z)), 1=1,2,3,4,5.

The Adomian decomposition method suggests that the functions u/ can be seek as

u (t,z,y, 2) Zujtxy,

while the differentiable functions Fj as series

+oo
Fj=> A,
7=0

where the Adomian polynomials A; ; are obtained by the formula

Ajr = [dAT j (Z)‘U“Z)‘“z(l)’z)‘“z@)ﬂ

from which we get:

Ao =

Azg =

)

Ao

As

A=0
1 1 1 1 2 3 Loy
T —12Up 25 — Ug 2y — Ug 2. + (1= 12) (U oy + U 2z) — — (Ugug .
1 4\2 5\2
U ((uo) + (uo) )} ,
1 2 2 2 1 3 Ly
T | TH02e T RM02y — U2 + (1= m2) (ugay + upye) — - (ugug,y

uf ((ut)” + (u})”)]

72

B (0 + (0]

1 3 3 3 1 2 1 4. 5
- |:u0,2m — Up,2y — 112U 22 + (1 - 772) (uo,zz + u(],yz) - ; (UOUO,z -

(7.2.15)

(7.2.16)

(7.2.17)

(7.2.18)

— ugué,y)

1 1 1 5 1 2 3
- T [ (1020 + 12y + U 2:) + (’“71 - R) ug (Uoe + oy + U 2)

K2
1
1,5 2.5 3.5
— ; (uOuOJ + Ul + Uo“o,z)

ol () () () + ()’ + () 1))

H2

1 1 1\ 4
= Lk Bty ) + (= L) iy 08

1
1,4 2.4 3,4
— ; (Uouo,x + Ul + Uouo,z)

b () () () + ()’ + () 1))
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7.2. Application to Ginzburg-Landau equations 91

1
A = = [ompedas = uly —ulas (U)o + o) +ud ()" + (4)7)

1
45 45 5 4 5 4 1 (o 4. 4 55
- - (uiug , + ugus , — ujug . — uguy ) + ug (2uguy + 2ugwy) |,

1 2 2
A2,1 = _% [_ui%c - nQUiQy - u%,?z + (1 - 772) (u%,xy + u?,yz) + U% <(’U,é) + (US) )
1

/JMM&+%@MW%&—QQJ+%@ﬁﬁ+m@ﬂ,

1
A3,1 = _% [_U?Qx - uzl)),Zy - UQU:%,QZ + (1 - 772) (uixz + u%,yz) + Ufi’ ((u3)2 + (u8)2>

1
45 45 5 4 5 4 3 (0,4, 4 5.5
R (uluO,z + uguy , — UUg , — U0U1,z) + ug (2ugu] + 2uguy) |

1 1 1
Ay = o [ po} (U1 or + U7 2y T Uy 22) + (“771 - K) uf (U(l)x + u%,y + ng)

+ g (2u0u1 + 2udud + 2udu? + 2udul + 2uéu‘11)
1
+ (mh - m) ug (uf , +ui, +u’l,z)
1
= (WUl +ugul o+ ulug, +ugul, + et + ugud )
ot () () + () + () + ()~ 1),
1

As1 = —[
m

+ Uo 2u0u1 + 2u0u1 + 2u0u1 + 2u0u1 + 2u0u1)

1

L\ 4/ 2 3
pol (Ul ox + U3 2y T UL 2z) + ("“71 - m) uy (ug ;4 ug, + up..)

+ (m]l - ) ug (ulx—i—uly—&—u 1 z)
1, 4
- = (Uluo « +upul ot uiug y T ugut y T Uluo .+ ugud z)
-F@mW+%ﬂu®M@y+%)4»
and so on. Then, from

400 +oo
dul=z+y+z+L7" (Z AM> (7.2.19)
=0

=0
we find the recursive relation

wy=x+y+z W, =LA, T>0, j=1,234,5 (7.2.20)

The first components of the latter are determined in the form, setting X =z +y + 2 :
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5X3 6 1
up =u = [—+<—3m++>X] t,

Uil Kn o m
10 2 2 12 6 18X
m2m Up n2m n2meK 2 72
45 6 12 7 21 57 9
uy =uy = [<2+>X5+(— - S +“>X3
2ny - mam mme ni o om meE o m
27 6 3k 9 2 1 18
(240 i 0R LY
mer K m 2 2771 m
12 2 14 4 2
Wmul =l = [( L B0k 7 >X+<_02_3_28)X7
nzm 772 N2MkK 3mani  3ny mam
8k 248 4 122 52 12
+ ( 5 + - — + S5+ —= 2> X3
M2 nzmh mm  3neng 2 Ny 1KY
16 116 48k 24k 4 40
+ R TR W > Xs} t,
772 772 "'“71 772771 b nom UGttt
58 8 235
uy =uj = [<—2—2—3>X7
mny o Mmoo 207

10k 291k 12 10 97 137k 240 426\ s

+ (-5t 5+ —FS+5——+—F+5 X
75 22 mdem memt 2 mom | ek K

<267 4552 35 20 89 231 204 N 35k 105k2

e G mesnt nie iR e oni 2
24 156\ 5 (275 117 72 3 18 9x3
pragc e e el I Sl Wl e . L sl -5
MRS 12 moonik et ik ek 2
11 2 1
8 3k 396 9k 39 8/@) X} 3

- - + RN —
6 nf 27 w2 iR

Therefore, an analytical approximate solution to the Ginzburg-Landau equations (7.2.10) un-
der the assumption ¢ = —div(4) = — (AL + Az + A3) with the initial condition (7.2.12) is
expressed as

Al = A2 = A3 ~ud +uf Fud Fud, O =9~ g 4l 4 us 4 s

For fixed parameters 17, = 73 = 1 and x = 1073, the graphic representation is shown in the

Figure 7.1.
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4, % 101+

3, % 101

2, % 101

14

1, %10 . SEEEEN
=1 ST S

Tt ‘:}\\

E e
1] e e
-1, =10 5 52 S rTeTeIeI
o ToITe e

eoes

-2, x 1034 25

-3, % 10
-4, x 101

Function 41 = 4% = 4% versus X and ¢

Function \ul = \|:2 wersus X and £

Figure 7.1: Approximate solution of the Ginzburg-Landau system (7.2.11) versus X = z +y + z and t.
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CHAPTER 8

Adomian Method for Under
Determined Systems of PDEs

8.1 Theoretical considerations

Consider the system of partial differential equations

Gj (v, ul) (@), 79 (@)) = fif@), j=1,2,-,m (8.1.1)
where the nonzero positive integer s is the order of system, x = (a:l, ‘e ,x”) are independent
variables, u = u(z) = (u!(z),u?(2), -, u"™(x)), v = w(z) = (a(z),@?(z),- - ,ﬂﬁ(m)) are

the dependent variables, the f; are continuous functions and the G; are differentiable functions
with respect to their arguments. Suppose that (8.1.1) can be written into the form (8.1.2) for
m<m

fi = u{kj,o)[hj’o]+a{kj,0)[hj’0]

. R T B R I R R O L A R
+ F (az,u(k]_,l)[hﬂ], 7u(k].,rj)[h],Tj]?u(EjJ)[h]vl]’ 7U(Eﬁj)[hjﬂ"j]>’
j: 1727"' ,ﬁ’L, (812)
o . . G 1 G S g S 5
i = glhiol B (g Bl g L Bl 727 [,
j=m+1lm+2,---,m
or into the form (8.1.3) for m > m
fi = uzkj,o)[hj’o]+ﬂ€kj,o)[hj’0]
. R T L K B A I PR N TP L B
T N R R A AN RSN )
j:1727"'7m_17 (813)
f = Wl lemol + 3 Sy, o]
j=m
R T N AR IR U R R L L
+ Fm <x,u(kj7l)[h]71], ,u(kjmj)[h]’rj]’U(Ej,l)[h]JL 7U(Ej,w7j)[hjmj]> )

where Tj,kj,i,hﬁi,?”“vj,kj’i,hj,i € N with max{kj’i, kjﬂ'} = S, hj’i € {1,2,~-- 7pkj,i}? hj,i <

{1,2, e ,pEJ_’i}, aj; € {1,2,--- ,m}, a;; € {1,2,--- ,m} and F} is a differentiable function
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with respect to its r; arguments. Let L; be the linear differential operator such that L;v =
U(k]-,o){hj,(l] and
okio

(axﬁj’l)lj,l (axgﬂ)lm o (axﬁj,sj>lj,sj

with 1 < ﬁjyl < ,6]"2 << 63‘78]. <n, lj71 + lj72 + -+ lj,Sj = kj7() and ljﬂ‘ # 0. As required, Lj
has to be the smallest order linear differential operator in G;. Set I; = {53',1, Bj2, ,Bj;s].} .
Define L._l, the inverse of the operator L; by

Lj=

L 4 a
J BJl 5]1 1511 512 512 N 332
b
Bj Bj
eyt By B8
] 5,1 5,1 7,1
/ﬁjS' Bj,s.; ”'/Bjs. ,()(y’y"”’ )(dZO dZ ”dll 1)
x, Y z, 7 xz, 7
1 2 s
'8

(e dzd ez ) e (g™ a2 odz ),

where 3’ = zé if i € I; and y' = ' otherwise. The constants :v}C as well as the order
of integration are closely related to the choice of boundary conditions in such a way that
L;l(Lj v) = v(x) + gj(x). Here, g; is a function completely determined by the boundary
conditions. Thus, applying Lj_1 to both sides of (8.1.2) yields

uw (x) + W (z) = —gj(a:)—§j(:n)+Lj_1fj(:n)—Lj_1Fj, j=1,2---,m,
w(z) = —gj(@)+ L7 fi(e) = L7 Fy, j=m+1,m+2,--,m; (8.14)

and applying Lj_1 to both sides of (8.1.3) gives

W(z)+w (v) = —gj(z) —gj(z)+ Lj_1 fi(z) — Lj_le, j=1,2-- m—1,
um(x)+Z W(r) = —gm(z) —Zﬁ;(x)—&—Lfnl F(z) — LY Ep,. (8.1.5)

The Adomian decomposition method allows to represent the functions u’ and W as infinite

+o0 ' - 400 -
z)=> ul(x), W(x)=) ul(x), (8.1.6)
7=0 =0

where the uZ- and 72 are functions to determine. Express the differentiable functions Fj as

series

series N
Fj=> Ajr, (8.1.7)
=0

where the A; - are multivariate polynomials also called Adomian polynomials

d)\'r ( ZAZ Z)\l a]rJT) Jrj],

Zngjl)[ﬁm,.. ZAW E;ﬁ[ﬁﬁj])] . (8.1.8)
A=0

=0 1=0

1
Ajr =

)
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8.1. Theoretical considerations

The substitution in (8.1.4) of the expressions (8.1.6) and (8.1.7) along with (8.1.8) yields

(ZAJT>, j=1,2,-- ,m,

“+o0o +oo
Sul+Y W = —gi(z) - Gi(x) + L] fix
T= 7=0
(8.1.9)
too
ZUJT = —g]()—I-L fi(z (ZAJT)’ j=m+1lm+2---,m

Now substituting in (8.1.5) the expressions (8.1.6) and (8.1.7) along with (8.1.8) yields

(5

+o0 ‘ +o00 '
S+ E = gl -G+ L
T= 7=0
“+o0o +0o0 m ~ m
IS S DOLI IEERERD SRR EN BRI O e ]
=0 =0 G=m F=m
The functions v’ and @ can be obtained using the following recursive relations
e Form<m,ifj=1,2,---,m
W o= gL ), T = )
0 9j 7 J 0 gj ’
wly, = —L;Y(BY), @, =-L7'(B,), (8.1.11)

T>0, B) +Bl. =A;,

andif j=m+1m+2--- ,m

up = —gi@+ L fi@), wy = —L7 A, T200 (8112)
e Form>m,ifj=1,2,--- ,m—1

uhy = —gj(x)+ L fi(z), @) = —gi(z),

wy = —L7N(BY), = —L7(B)), (8.1.13)
720, B}, +Bj,=A;,
and if j=m,m~+1,---,m
W= —gm(@) + Ly fla), W = —g;(x),
uT—i—l = _L7_n1 (B70n,‘r) ) ﬁg——i—l = _L;zl (Bgn_,:l+l> ) (8.1.14)
m—m+1

T2 07 Bgm,ﬂr + Z B17£I’L,T = Amﬂ'
i=1

since the A;; depend only on uoﬂ,ﬁg,uf,ﬂf,--- ,uf,ﬂé, B=1,2,---,m, 5: 1,2, ,m.
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If the functions u and @ are determined for all 7 € N, then a solution (u,) of system
(8.1.2) or (8.1.3) is immediately formed using the series (8.1.6). Otherwise, if only a finite

number, says v, of the functions u2 and @7 is found, on can use the partial sums

v—1 v—1
Oh(x) =) ul(z), dl(x)=) w(x) (8.1.15)
T7=0 7=0
and consider the function ¢, = ((;311,, 2T, 5&, ~,2/, e ,5,’7) as an approximate solution

to the system of differential equations (8.1.2) or (8.1.3).

8.2 Application to Ginzburg-Landau equations

Consider again the Ginzburg-Landau equations (7.2.10) but without any assumption on the
function ¢. Adopting the following notation: u! = A, u? = A2, w3 = A3, v* = ¢!, ud = ¢?,
u = ¢ and after some computation and identification, the equations (7.2.10) become the under
determined system

uf +up = Fy (u, ugry, U1y, w2)) + Ef (u,a, U1y, u2))
u} = Fj (u, ﬂ,U(l),U(Q)), (8.2.16)
Ui = F‘j (u>u(1)7a(1)7u(2)) , J=1,2,3,
where
F) = 1L —mus — L (u4 + u3, + uj )
4 m K2 2x 2y 2z
ot () (@) (@) (W) (@) - 1)]
F} = 1 [—nmﬂu‘r’ L (up + up +ud) — 1 (u'ud + u®ud + u%i)] :
m K K
B o= 1 —i(u5 + ul +u5)—lu4(u1+u2+u3)— rtut
5 m 2 \2 2y 2z K z y z m
L1 4 2,4 3,4 5 1\2 2\ 2 3\2 4\2 52
() (@) ()4 ) 4 () () 1))
I 1 1 3 L 45 5,4 ~ 1 4\2 52
F, = —% uwy—u2y—u2z+um—g(u Uy — U ux) + Nty +u <(u ) + (u ) ) ,
17 1 ~
o= —% uzz — u%z — u%x + u;y T (u4ug — ugué) + nouy + u? ((u4)2 + (u5)2> ,
17T 1 ~
Fy = —% uiz — ugx — ugy + uzz - (u4u§ — u5u§) + nou, + ud ((u4)2 + (u5)2>
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8.2. Application to Ginzburg-Landau equations 99

Using Adomian decomposition method, we solve this system subject to the initial conditions
u(0,z,y,2) =w (0, 2,y,2) =x +y+z j=1,2734,5. (8.2.17)

For that, consider the differential operator L

0
L=— 2.1
5 (8.2.18)
and define its inverse operator L~! by
¢
LYot z,y,2) = / v(s,z,y,z)ds. (8.2.19)
0

Applying L~! to both sides of (8.2.16) and using the initial conditions (8.2.17), we find

u4+u = 2(az—|—y+z)+L*1 FZ? (u,u(l),ﬂ(l),u(g)) +L71 F41 (u,ﬂ,u(l),u(g)),
5 $+y+Z+L_1 F3 (u,ﬁ,u(l),u(g)) , (8.2.20)
W= :B+y+z+L_1Fj (u,U(l),ﬂ(l),u(g)), j=1,2,3.

S
Il

The Adomian decomposition method suggests that the functions u?, @ can be sought as

I(t,x,y, 2) Zu (t,z,y,2), u(t,x,y,z) ZuTtxy, (8.2.21)

while the differentiable functions Fj, Ff , F41 can be developed in a series:

+oo +o0o +oo
Fj=> Aj-, F)=> B}, Fl=) Bj (8.2.22)
J 2T 4 4,7 4 4,79
7=0 7=0 7=0

where the A; -, ng BiT are Adomian polynomials obtained by the formula

Aj,T:% v <ZAZU,Z,Z)\UZ,Z)\U(1 qu(l Z)\u(2>] ., (8.2.23)

A=0

(8.2.24)

1 r q T . T s T i T . T .
BiT =3 v F¥ (; A, ;)\ZU% ; A (1), ; AU (1), ; A “z}(2)>

The explicit expressions of the Adomian polynomials A; ;, BgyT, BLT for the nonlinear func-
tions Fj, Fy, F} can be now calculated using the formula (8.2.23)-(8.2.24). There results the
following:

A=0

1 1
0o _ ~ 4 4 4
By = —a —muo,t — 2 (u0,2x + Uy oy + Uo,zz)

o () + () + () + () + ()° - 1)]

1 1 1
1 _ ~ 5 5 1 2 3 1.5 2,5 3,5
B470 = —E —MmMRKRU Uy — ;UO (UO,IE + ’U/O’y + UO,Z) — E (UOUO,CE + Uo’UO’y + UOUO’Z) s
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1 L5 Loy 2 3 ~ 4
As0 = - P (40,20 + g 2y +10,02) — o (U0, + Uy + up.2) — MATOU
S O Y Sy )+u5((u1)2+(u2)2+(u3)2+(u4)2+(u5)2—1>]
. (toloz T Uplo,y T Ugly,z 0\ (%o 0 0 0 0 ,
A——12—1—1 3 Loy s 54 ~
10 = " UG gy — Ug2y — Up2, T UQ 22 - (Uouo,z Uouo,x)+772U0,x
2 2
+ b () + (d)")].
A__i3_2_2+1_l(45_54)+~
20 = - Ug,yz — U0,22 — Up,22 T UQ,zy - UgUp y — UgUQ y 112U,y
2 2
+ ud ((ud)’+ ())?)]
Ly 3 3 2 Lo s 5 4 ~
Azo = T [uo,xz T U020 T U2y T UDy: T (uoug, — ugup,») + 2o,z
2 2
+ ug ((ué) + (ug) )} ,
1 - 2 2 2 2 2
B o= - [+t () + () + () + (ud)” + ()" — 1)
4 4 4 4 (01 1 3.3 22 55 4,4
- = (u] 90 + U7 9, + Ul o.) + ug (2uguy + 2ugud + 2ugui + 2udu; + 2u0u1)} ,
1 1 L s/ 2 3 L5, 1 2 3 ~ 5 ~ 5
Bi, = o ——ui (U0 + Ui,y +up.) — ~ug (ug o+ ufy, +ui ) — mATLUG — M AToU;
Loys 1,5 2.5 2.5 3,5 3,5
- ;( 1UG ¢ T UgU 4z + UTUG , + Ugly ) + UU , +uoul,z) .
1 ~ 4 L5 5 5 Loy 2 3
A571 = —a —MNRrRUIU 0— ? (Ul,gx + U172y + u1,22) — ;Ul (UOJ + U07y + uO,Z)
~ 1
—  mKtu] + ug (2u(1)u% + 2ugu? + 2u(2)u% + 2u8u? + 2uguil) - ;ug (u%gg + uiy + uiz)
L1 4 1,4 2 4 2 4 3, 4 3,4
- (Uluo,x + Ugly ;T UTUQ ,, + UGU y, + UTUg , T+ Uoul,z)
5 1)2 2\ 2 3\2 4\2 52
o ()" + () + ()" + () + (4f)” — 1)
L 1 1 3 Loy s 4.5 5,4 5,4
Aip = —% Ul oy — U2y — U122 T UYL gp — N ( 1UQz T UgUy o — UTUQ z — Uoul,x)
- 2 2
+uf (2ugui + 2udul) + notin 5 + uf ((ué) + (u)) )} ,
L 13 2 2 1 Lo 45 4.5 5,4 5 4
Ag1 = —% |:u17yz UL 9, — UY 9y T UL gy — n ( 1UQ,y T UgUT 4y — UUQ , — Uoul,y)
- 2 2
+ i 2ufut + 2ufud) + moii, + uf ((uh)” + (5)”)].
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1

72

+ ug (2uéui1 + QUSU?) + n2ﬂ1,z + u? <(ué)2 + (Uo

3
|:u1,mz - u1,21

5,4 5, 4

4
—UUp , — Ul

1

5 45
Ug , + UgUy

DI

= )

3 2
- u1,2y + ul,yz -

5

and so on. Using the above assumptions, we have

—+00 +oo

4 ~
E U, + g Ur
7=0 =0

400 “+00
sy et (S ) et ().
7=0 7=0

“+o0o ' +oo
Youl = z4y+z+L7 <ZAW> . i=1,2,3,5
7=0 7=0
which induces the recursive relation
ug=x+y+z, upr,=L" (BEJ) , T2>0, (8.2.25)
W=x+y+2 Up=L"(B,), 7=>0, (8.2.26)
wh=x+y+z, ul,=L""4,;), 7>0, j=1,2,3,5. (8.2.27)
The first components are then determined (we have set  +y + z = X) as:
5X3 X 6 1 5X3
= (e =[G e
m m mk m m
2X3 ~ 6X
u%zu%zui‘z(—l—)t, u1:<+/<cX2>t,
2 me
. 6X° 3X? 30 12 3 K
[ e )
5 72 n2m 5 me 12
4 5 X3 2X? 6 15 3
=[G ) r s
Up n2m 2m 12 Up n2m 2 me
_ rX? 16 k2 20 9X?2 6 K 2 2
U2:|:_ +(_ _2)X3++<22_ 2>X—:|t27
72 Kmpm 2 ik 2m nikT 2 ik kK
4 5 X4 6 1
d = (g )
Up n2m T2 Kn2m mm
2X2 6 15 2 3
+ +<2——/€>X+K—:|t2,
72 Up 12 72 mk
11 10 rX? 1 2 6
o= e )75 (k)
mm Ny m mmo o MR
11X2 18X 1 6X
- = :|t2+<+/iX2)t,
2m kPmme 2m me
11 10 kK 16 2 1 K2 26
i = [ D () w5
mnm  ni n2 M Kmemi  nmp mem 2 ik
10X2 18 6 2 2 1
N N R I el
m KSmmz - miks ik 2 me - 2m
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2

kX% 2k 6X3 K 2 1 2 2
+ 2+ - 5 5
6  3nik  3ny  3mm Nk

T2 2 K2

20 28 24 7 4 8 4 4 8 5
+ C3mon2 3p3 2 X'+ 5 T 33 + 3nom2 R 32 X
mm Ny M K127y K75 mny Mem KNam

5 31 4 30 2 16 200 68 8k 3
+ {—=- 3 X 2 3kn2 ot 3mom2 313 | 3mo X
Ub 7211 UBYUN KNom  RKoNam UPXIET 5 12
K2 2 32 4 3 28 2K 2k
- <+— —+——5+—— 2>X+<+2>X6
nme o 3m2 kMM M2y M KTy 3nem 33
K2 1 20 5 10k 4k 20
+ <—+2+2++2—+ )XQ]t3
2 3kmy  mik 3mamyr 3m;  mamy KM
) K o [k 2 2 1 29 ( 20 28 24 ) .
us = —t'+ |- 555 5+t —+ |75 5 |X
5 2 [6 k2 3ntk 3n3 0 3mem 3mn  3n3 mam

45 2k 6 52 8 4 24 4 K2\ s
+ =+ X%+ st st t—at+t 5 —a— | X
ns - 3m2m 3kmeni  3kmy  3mami  KmEmM mam 3m2

92 64 4 2 2x% 3 5 40 4
- st—F—+t—F+——-——+—|X+|-—=5- X
KMany  Kmame o meng o 3m2 M2 M ny  3m2m
+<30_68+ 2 +200_ 4 4 +13—“+ 16 >X3
mm 3n3  3kmamy 3t menis?  3emani  3m w2ndm
5 20 1 26Kk K2 88 4k
+ < +?+72—72—7+ >X2:|t3
Bnom M3k 3kn3 3m3 2 3k M
5 koo [k 11 31 2 2 < 20 52 ) .
Uy = —— P4 | =+ — — - — +(-——— -2 )X
’ 2 {6 35 3mm 3tk ik’ 3sm 303
N ( 8 N 8 4 ) 5 35X*  2kX©
3%?7%771 ?mn% 3n3m 3n3 3n3
400 2 160 10k 80
+ ( 5 5+t — ) X3
K203 3?72771 3kndm 33 3me m3m
20 4K 1 292 8k
+ ( 5 — + + + ) X2
mek 36m5 K mam
2 K2 8 64 3
+ ( — —+2+2—>X]t3,
72 "3772 m 72 217 K21 m
_ K K2 24 4 50 20 22 4 )
us = - — — -+ =
3 KAning  3kEY kmem? kmEm 3m mikd
2k X6 94 40 52 K2\ s 4 20 1
+ 7 T R s, sl ) . Sl vepali e S
U Kneny KNy KmamL 12 Inam  3nyk* ik
28 112 13 & 128 16 1 43 10
— + -ty ) X3 (——>X4
(3/177277% 377277%52 611 12 3/127;*;’ 3/177%) 6k3  3mam n%

15 55 2 5% | 10k 4K o] 3 6X  3X?%] ,
+ oty —— +— XN+ |55+ 5|t
kM 20k 3 6 mam Mg nik? o 2m
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5 6X 6X% kX! 3X?%] , 6 2 5 K 20
uz = 2.2 2. + e o B B - T 3,22
mKs Mk M 2m kmnz - ik 3mem 3mam 3nik
( 16 N 2 4> N 28 N 40 N 244  2k2 N 440 >X5
3men?  mim 3me 303 kmdm o 3km3 3m 3kmen?
. (4 Ao, 42U 310, 16 2
mam 3m 3k%nd KSpime 3m memi kmam 3mo
40 N 4 ) <41/<; 120 176 N 2%k 40 50
KNem? MRS 6m  K2ndm 3k2n3 0 3me 3kmnd  man?
20 112 2 32 5 30 94 104 .
2" a 55 23 5 3 |X —| gt 5 )X
nym 3meniks 3n7 3KN; ny o 3nzm 3meng
13k 4k 14k K 31 k3 2k 43
( +2+2>X6—< +2—+2+>X4
3mam  3ny 33 3mm g 6 3n7 mem
10k 8 1 5k2 12 2k 263
(— +o+t———+ + =+ 2>X2}t3,
3mem  3ny mem 6 kmem My Onik
kK 16 26 K2 9X? 6 K 2
Uy = [(——>X4+<— —2+>X3++<22—+2)X
2 M Knem nik 2 2m niKs 2 ik
2 43 30 28 14 13
(e ) e
meK meny o my Mem 3ny  3mam
N (28+ 4 +124 27/<;2+ 98 N 26 >X5
33 3m3my 3knd 3m o 3kmani  3mani
12 10 2 2 49 2 20 21
(e a2y (@ n k),
ke 3mem ny 3mem 3nik 3ni mem mi 3mem
( 36 N 6 3 N 5 N K 2 )X 4 1 N 2k
Bnine - memis®  om memi 3m mim K2mme  nik o 3mam
( 2 N 80 16 10 N 74 N 124 N 14k 2 16 >X3] 3
ke KEPami 3kmy mami o 3memp  memik?  3m 30 K2} '

Therefore, we deduce an approximate solution to the Ginzburg-Landau equations (7.2.10)
subject to the initial condition (8.2.17) as follows:

1 2 1 1 1 1 ~ o~~~
A=A :A3:u0+u1+u2+u3, ¢~ ug + uy + uz + us,
1 4 4 4 4 2
Ol ug b Fug g, Y g+ +ud +ufs

The corresponding graphic is shown in the Figure 8.1 for fixed parameters 71 = 179 = 1 and
k=1073.

In this chapter, we have shown that the Adomian decomposition method is also adaptable
to provide approximate solution to under-determined systems of NLPDESs.

Ph.D. Thesis in Mathematics. Sielenou Pascal ©ICMPA Publishing 2011



104 Chapter 8. Adomian Method for Under Determined Systems of PDEs

4 % 10
3, x 1014+
2, x 1014+
1, % 101

D_ o

14.] ANIEesss
LxI0 R R
-3, % 104 CRRRICHKAR IR 5>
2 %1044 QO:’.’.'O"O"I
g 1 4

& 0;':.0'
ONK
i
";ﬂ;

-4, x 104

Function $ versus X and ¢ Function A% versus ¥ and £

5, %101
6, % 101

4 101
2, % 1012]
2 |
e
e 210
2> -4, x 101
6 %10
-3, % 101
-10
Furiction 4% versus X and £ Function A° versus X and ¢
4% 104
2, % 104~
LN ’ £7
2 2 ] : .:110.0“
3
Rt i 2 szl
Srrlenasay] | Sl eetete
\‘,.;.‘.:.' ot RIS S °.~:o\\\\\\
esieses INFEREES N -2, x 104 § Nerisseles BT \
'0’0,:.:‘)@.:. 1 sl .
& N Nolooss/at
s -4, % 104
-0 -10

y )
Function \|.r1 versus Xand ¢ Function v versus X and ¢

Figure 8.1: Approximate solution of the Ginzburg-Landau system (8.2.16) versus X = z +y + z and ¢.
Ph.D. Thesis in Mathematics.




Part 111

Symmetry Groups and Conservation
Laws of PDEs







CHAPTER 9
Symmetry Groups, Noether Theorem
and Conservation Laws

In this chapter, we extend the Ibragimov’s conservation theorem for PDEs [57| to under de-
termined systems of differential equations. The concepts of adjoint equation and formal La-
grangian for a system of differential equations whose the number of equations is equal to or
lower than the number of dependent variables are defined. It is proved that the system given by
an equation and its adjoint is associated with a variational problem (with or without classical
Lagrangian) and inherits all Lie-point symmetries from the original equation. Accordingly, a
Noether theorem for conservation laws can be formulated. The main results of this chapter
have been published [48].

9.1 Basic definitions and Noether theorem

Consider X, an n-dimensional independent variable space, and U, an m-dimensional dependent
variable space. Let x = (331, e ,:1:”) € X and u = (ul, e ,um) € U. Let s € N, we denote
by X x U®), the total space whose coordinates are denoted by (x,u(s)) , encompassing the
independent variables x and the dependent variables with their derivatives up to order s,
globally denoted by u(®).

Definition 9.1.1 (Total derivative operator) The total derivative operator is a differential
operator denoted D,i whose action on a smooth functz’on P=P (x, u(®) (:r)) ]

& Qg
Dai P 8@'2 ;;; 81‘2 6u()[h] (9-1.1)

Definition 9.1.2 (Euler-Lagrange operator) The Fuler-Lagrange operator is a differential
operator denoted , %, whose action on a smooth function P = P (x,u(s) (x)) 18

0 0 o
—P=(—P,---,—P
du <6u1 T dum )’
where fora=1,---,m

5 Pk z,u®) (z
&%P = kz—o(_l)k ; (W) [h). (9.1.2)
= = (k)

)

Consider a functional F defined by the variational integral
Flu) = / L <x,u(s)(x)) dx, (9.1.3)
A

where A is a connected open subset of X and L defined on A x U®) is a smooth function called
the Lagrangian of the functional F.
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Theorem 9.1.1 The Euler-Lagrange equations [81] associated to the functional F are

%L( W(2)) =0, a=1,,m. (9.1.4)

Definition 9.1.3 (Variational symmetry group) A local group of transformations G act-
ing on A x U is a variational symmetry group for the functional F if for all (x,u) € A x U
and g € G such that g - (z,u) = (Z,a) € A x U with A C A, then

/KL (az,ms) (5:)) di = /AL <x,u(s)(az)) dz. (9.1.5)

Theorem 9.1.2 (Variational infinitesimal test) A local group of transformations G act-
ing on A x U is a variational symmetry group for the functional F if and only if there exists
a n-tuple B = (Bl, e ,B") such that

Pr®) X(L) 4+ LDiv¢ = DivB (9.1.6)

for every infinitesimal generator X of G
n

X=> &
i=1

Theorem 9.1.3 ([81]) If G is a variational symmetry group for the functional F, then G is
a symmetry group for the Euler-Lagrange equations (9.1.4).

0
(%U)aﬁ

Theorem 9.1.4 (Noether theorem) Let G be a one-parameter variational symmetry group
for the functional F(u fA (:U U 8) )) dx, and

X =) &
=1

be an infinitesimal generator of G. Then the Euler-Lagrange equations (9.1.4) have a conser-

0
(x,u)a—a

vation law:

DivC=DuC '+ 4+ D C" =0 (9.1.7)
whenever u satisfies the Fuler-Lagrange equations. The components of the conserved vector
C= (C’l (:1;, u(s)) yoee, O (a:,u(s))) are explicitly given by:

m s Pk
i i g 2 o

C' = =B+ L+ Y ()Y W, n]

a=1k=0 h=1
S Py’
/ OL (x, u(®) (z))
x> (DR ( , (W] (9.1.8)
K=k i \ QUG [0 (B = 1) +1] (k")

with B = (317 e ,B”) fulfilling the condition (9.1.6), and

° ou®
—gfj(x,u)@, a=1,--,m. (9.1.9)
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9.2 Conservation laws for determined systems of NLPDEs

The new conservation laws theorem established by Ibragimov [57] concerns a system of s-order
PDEs of the form

F, (m,u(s)) —0, a=1,...,m, (9.2.10)
where F,, are differentiable functions having n independent variables x = (3:1, . ,:U") and m
dependent variables u = (u!,...,u™), u = u(z).

Definition 9.2.1 (Adjoint equation) The adjoint system of (9.2.10) is defined by

5 m
* () ) = B — _
Fa<x,u v ) = DX =0, a=1...m, (9.2.11)
B=1
where v = (vY,...,v™), v = v(x) are new dependent variables also called nonlocal variables.

Theorem 9.2.1 The global system formed by the equations of the original system (9.2.10)
and that of the adjoint system (9.2.11) constitutes the Euler-Lagrange equations associated to
a functional defined by a variational integral whose the Lagrangian is

L (:p me ) ZuﬁFﬂ (9.2.12)

Definition 9.2.2 The system (9.2.10) is called self-adjoint if the substitution v = w in (9.2.11)
glves

m

;o= Y Tu (m,u(s)) Fs, a=1,...,m. (9.2.13)
B=1

The system (9.2.10) is called quasi-self-adjoint if there exists a differentiable function h(u) such
that equations (9.2.18) hold upon the substitution v = h(u) in (9.2.11).

Theorem 9.2.2 ([57]) Consider the system (9.2.10) together with its adjoint (9.2.11). Let

L0 D
X = ;g o T ;ngauﬁ (9.2.14)

be an infinitesimal generator of a symmetry group for the original system (9.2.10), i.e.

1) X (F, iAaﬁ (2. ut) Fs. (9.2.15)
5=1

Then, the variational problem defined by the Lagrangian

L (x ul® ) ZvﬁFﬁ (9.2.16)

Ph.D. Thesis in Mathematics. Sielenou Pascal ©ICMPA Publishing 2011
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whose associated Euler-Lagrange equations are given by the global system (9.2.10)-(9.2.11) has
a variational symmetry group generated by the operator

L, 0
Y:X+anw, (9.2.17)
B=1
where
o= - Zvo‘)\ag + 0 ZDxi €)1 . (9.2.18)
a=1 =1

We can said that every infinitesimal generator X of the original system (9.2.10), provides a
conservation law for the global system (9.2.10)-(9.2.11). Indeed, from the previous develop-
ment, the construction of conservation laws for a system of PDEs possessing a symmetry group
with generator X can be performed in three steps:

Step 1: Find the adjoint system.
Step 2: Extend the operator X to a generator Y of symmetry group for the global system.

Step 3: Use the Noether theorem to compute explicitly the components of a conserved vector for
the global system.

In the case where the original system is quasi-self-adjoint, its conserved vectors are deduced
from those of the global system by a suitable substitution of the nonlocal variables.

Application to the modified Korteweg de Vries (mKdV) equation
For the mKdV equation

F <t, T, u(?’)) = us + Buze + avPu, =0, (9.2.19)
one of the infinitesimal generators is the scaling transformation operator

d
X=-3t— —ao—+-—. (9.2.20)

The equality Pr® X (F) = ?”’%2F implies that A = 3’;%2. Thus, we deduce that a generator
of symmetry group Y of the variational problem defined by the Lagrangian L (t, z,u®), v) =
v F (t, x, u(3)) is afforded by

o a0 20 0
Y= =St —wa o (9.2.21)

with n* = p;% v. The adjoint equation F* of (9.2.19) is given by

0
F* (t,x, u(?’),v(?’)) = 5—(1} F) = —auPv, — vy — Bug, = 0. (9.2.22)
U
The equality F*|,—, = —F implies that I' = —1. Thus, we infer that the mKdV equation

(9.2.19) is self-adjoint.

Ph.D. Thesis in Mathematics.
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By the Noether theorem, the components of a conserved vector C' = (C 1 02) for the system
(9.2.19)-(9.2.22) are given by:

2
ct = v (—36tu3w — 3atuPu, + —u + xuw> )
p
2 2
C? = —zow+ 22 puptt + ﬁuvgx + Brugve, + 3atvuguP + 3Btusva,
p p

2 2
- B (p + 1) Uzl — BrvpUse — 3Ptuzu, + B <p + 2> VU2 + 3Btvusg.

The self-adjointness of the mKdV equation (9.2.19) guarantees that its conserved vector is
Cly=y = (C’l lym , C? |v:u) where

2
C'1|U:u = —3ftuugy — 3atuP T u, + Zu? + zuug,
p

2 2
Cz‘v:u = —zuu + P + 3atusuP T + 3Bturus, — B < + 1) u?c
p p

4
3Btugusg + B <p + 1> Ul + 3Btunay.

9.3 Conservation laws for under determined systems of
NLPDEs

Definition 9.3.1 (Adjoint equation) Consider the system

£, (x,u(5>,a(8>> -0, a=1,...,m, (9.3.23)
where F,, are differentiable functions having n independent variables v = (z',...,2") and
m+m dependent variables u = (ul,...,u™), @ = (T',...,u™), u=u(z), U = u(x); u® (resp.

a(s) ) is a vector encompassing dependent variable u (resp. u ) and their derivatives up to
order s. We introduce the differentiable functions

5 [ m m m
_ 7 B B
R g e (X7) (Sn)
| =1 p=1 v=1 i

_ S [ m m m
* = o B;MFM ;a}ﬁ <;Fy> ,

where v = (v', ..., v™) and v = (V*,. .. ,'177%) are new dependent variables also called non local

variables. Then, we define the corresponding system of adjoint equations by

F} (x,u(s),ﬂ(s),v(s),ﬂ(s)) =0, a=1,...,m (9.3.24)

fai (x,u(8>,a(8>,v<3>,5<5>) — 0, a=1,....m (9.3.25)
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Theorem 9.3.1 Any system of PDEs (9.3.23): F, (x,u(s),ﬂ(s)) =0, a=1,...,m, consid-
ered together with their adjoint equations (9.5.24)-(9.58.25), has a Lagrangian. Namely, the Eqs
(9.3.28)-(9.3.25) with 2(m + m) unknowns are the Euler-Lagrange equations with Lagrangian

m m m
L5005 = 300m 1 (357 ) (S20).
=1 B=1 v=1
Proof. It is immediate from the definitions of Euler-Lagrange equations and adjoint equations.

oL 6L ~ _
—=F, a=1,....m; —~:ZF1,, a=1,...,m

v o«
v=1
and by definition of adjoint equations
oL oL ~ - ~
M—a:Fa*, a=1,...,m; (SUTa:Fg, a=1,...,m.

Definition 9.3.2 The system (9.3.23) is called self-adjoint if the substitution (v,v) = (u,u)

in its adjoint Eqs. (9.3.24)-(9.3.25) gives, for some differentiable functions Ty, and Tz,

Fy = 3 Ta (2ud) By a=1,..,m, (9.3.26)
v=1

Fr o= 3T (x,u(s),ﬁ(s),>Fy, a=1,..., (9.3.27)
v=1

The system 19323) is called quasi-self-adjoint if there exist two differentiable functions
h(u,u) and h(u,w) such that Eqs. (9.3.26)-(9.3.27) hold upon the substitution (v,v) =

(h(u, ), h(u, H)) in its adjoint Eqs. (9.3.24)-(9.3.25).
Provided these statements, we can now provide the main results of this chapter.

Theorem 9.3.2 Consider the system (9.3.23). Then its adjoint Eqs. (9.3.24)-(9.5.25) inher-
its symmetries of equations (9.3.23). Namely, if the system (9.3.23) admits symmetry group
generated by an operator

Y I I
X = Zg o +,621%8“5 +~Z"5ﬁ’ (9.3.28)
B
where £ = £z, u, ), g = ng(x,u,w), ﬁg = ﬁg(azju,ﬂ) such that
PrOX(Fa) =Y Aag (x,u(s),ﬂ(s)) F,
B=1

then the equations (9.3.24)-(9.53.25) have the generator of symmetries

m . ) m . 9
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where

C(E) S (59) (Sne)] oam

== [Z (“a + Zﬁa> Aag + v° ZDaﬂ ()

a=1

n

L e =) Da(€).
i=1

Proof. By the variational infinitesimal test, we have:

0 = PrOY(L)+ LY D(€)
i=1

= Y POYFs+ ) o P X (Fp)
B=1 B=1

+ ipr@ng) (i V>+ ia}g (iPr(S)X(Fy)>
,73;21 v=1

3

[ m m m
+ (D PFs 4+ | Do (Z Fy> D,:(¢)
| 5=1 F=1 v=1 i
m m m
= ZUE’F/B + Z ZUB)\ﬁaFa
p=1 B

=1a=1
- (s (ZF) o[y (ZZMFQ>
B:l v=1 le v=1a=1

+ D D0 (Z Fu> > D.i(€)

| A=1 le v=1 i=1
= D |+t Y v hast (ZW) S Aas

B=1 a=1 a=1 a=1 a=1
+ 07 D)+ (Z ’17&) > D& Fs.

=1 a=1 =1

Setting the coefficients of Fjg to 0 ends the proof. m

Finally, as in the previous section, we can say that every infinitesimal generator

. R I
X_Zgg o *;”ﬂaM*;”ﬁm (9.3.31)
i= = =1
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of differential equations (9.3.23) provides a conservation law for the global system (9.3.23)-
(9.3.24)-(9.3.25).
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CHAPTER 10
Scaling Symmetries, Homotopy
Operators and Conservation Laws

In this chapter, we propose an alternative direct algebraic method of constructing, for nonlinear
evolution partial differential equations, conservation laws that depend not only on dependent
variables and its derivatives but also explicitly on independent variables. As illustration, the
fifth order Korteweg de Vries (fKdV) and modified (n + 1)-dimensional Zakharov-Kuznetvov
(ZK) equations are probed. The main results of this chapter have been published [50].

10.1 Basic definitions and theorems

This section, mainly based on [81, 83|, addresses relevant definitions, theorems and notations
playing a central role in studying conservation laws for nonlinear PDEs. Consider a system of
s-order PDEs

F, (m,u(s)(x)) =0, v=1,---,m, (10.1.1)
where x = (a:l, ... ,az”) and u = (ul, ... ,um) and X x U(S), the space whose coordinates are
denoted by (a:,u(s)) , (encompassing the independent variables z, the dependent variables u
and their derivatives up to order s, u(®).

Definition 10.1.1 (Differential function) A function f defined on X X U®) is called dif-
ferential function if it is locally analytic, i.e., locally expandable in a Taylor series with respect
to all arguments.

Definition 10.1.2 (Invariant scaling or dilatation group for a PDE) The system of s-
order PDFEs

F, (ac,u(s)(:r)) =0, v=1,---,m

is said to be invariant under a dilatation group if there exist a nonzero parameter A and vector
constants (al, e ,a”) € RY, and (bl, . ,bm) € R} such that

F, (:z,a<8>(gz)) —0, v=1,--,m

with & = ()\‘“xl, e )\“"x") and 1 = ()\blul, e )\bmum) .

Moreover, one can attribute weights to the variables and total derivatives as follows:
w(a') = ai, wW)=b;, wDu)=—a.

Definition 10.1.3 (Rank of a monomial)
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1. A monomial is a term M of a differential polynomial function expressed as:

M=c (ﬁ (xZ)nz> ﬁ ﬁ (Di‘f’l’l B 'D.ig,l,nuOl)ma,l

=1 a=1[=1

MMCGRMn%%ﬂmm$MJ€NsmhMM(%%hw-$mm)#(hﬂp~-$am>ﬂr
1.

2. The rank of the monomial M is the real number
rank(M) = Z n;W (:U’) + Z Z Ma,g | W (u®) + Z kai; W (Dgi)
i=1 a=11=1 j=1

3. A differential polynomial function is said to be uniform in rank if all its monomials have
the same rank.

Proposition 10.1.1 The differential functions defining a system of polynomial partial differ-
ential equations, invariant under a dilation group, are uniform in rank.

Definition 10.1.4 (Zeroth-Euler operator) Let f defined on X x U®) be a differential
function. The zeroth-Euler-Lagrange operator (also called the variational derivative) of f is

0 0 )
= (gt sad).
where fora=1,---,m

6 S S . . 8f
%f: Z Z(—Dxl)k oo+ (=Dgn)F T —

k1=0 kn=0 kixl-kpxn

given by

Definition 10.1.5 (Total divergence) A total divergence of an n-dimensional differential
function F = (Fl, e ,F”) 1s defined by:

DivF =D, F' + - 4+ Dyn F™.

Theorem 10.1.1 (Exactness theorem) A differential function f defined on X x U®) is

exact if there exists a differential vector function C = (Cl (m, u(s_l)) yoee, O ($, u(s_l))) such
that
f=DivC.
f is said to be exact (or a divergence) if and only if
o
m :07 a:1,...,m.

Theorem 10.1.2 (Characterization of divergence-equivalent terms) Two or more
terms are divergence-equivalent if there exists a linear combination of these terms which is a
divergence. The images of divergence-equivalent terms under the zeroth-Fuler operator are
linearly dependent.
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10.2. Homotopy operator formula 117

10.2 Homotopy operator formula

Definition 10.2.1 (Higher-Euler operator) Let f defined on X x U®) be a differential
function. The (i1, ... ,iyn)-higher-Euler-Lagrange operator (also called the higher variational
derivative) of f is given by

5(i1,...,in) 5(21, Y2 n) 5(’L'1,...,in)
5’11, f - ( 611,1 f7 ) (5Um f I

where fora=1,---,m

3 s s k k’n . . 8f
szz...z <1>< >(—Dm1)’“ oo (=Dgn)* T

tn kixl-kpxn

Definition 10.2.2 (Homotopy operator) Let f defined on X x U®) be an ezact differential

function with n independent variables x = (z',..., 2™). The n-dimensional homotopy operator
1 n
18 an n-component vector, (Hff )f, ... ,Hl(f )f , where fori=1,...,n

1 m )
@) f — (x)
= | > (1

with the integrands I, =) o f defined as

1 (k1yeeski+1,0kn)
§j §j § TR kb (el 7.
N Suo

k1=0 kn=

The notation <I )f> [Au] means that in I f all components of the function u as well as

their derivatives are multiplied by .

Theorem 10.2.1 Let f defined on X xU®) be an exact differential function with n independent

variables x = (z!,...,2"). Then

Div-lf = (Hffl)f, L H{f”>f) .

In one, two and three independent variables, the homotopy operator takes the following forms.

e One-dimensional homotopy operator, x = z*, H,f :

1 & d\
Huf:/o ;(Iuc‘f) [)‘U]Ta

where

oug,

s k—1 0f
Lof = (Zu%(Dx)k_i_l> —+ and D;lf =H,f.
“\4
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. . 1.2 (z!
e Two-dimensional homotopy operator, v = (z',2?), (Hu f, Hy f):
1 m )
(@) p _ (a) o
Hf /0;(@ f) s, =12,

with the integrands Iﬁi) f defined as

li +1, ki +kp—1;—1,—1
(@) R ( l; > < ki —1;—1 )
Lo’ f = Z Z Z Z Wity zp < ki + Ky >

ki=1kp=0 ;=0 L, =0
ki

_of
ou® ’

U, it kpaP

% (*Dmi)ki_li_l(—Dxp)kp_lp

where

pe{l,2h\{i} and Div='f = (HSDfHEDF).
e Three-dimensional homotopy operator, r = (a:l,ajz,x?’) ) ( f H f H f)
= fo S (1) R i =1,2,3

with the integrands Iﬁi) f defined as

Lttty \ (Lt
s ki—1 kp kg
I L,

(@) _
Iu“ f - Z Z Z Z Z Z l:):llpxpquq ( ki+kp+kq )

ki=1kp=0 kq=0 1;=0 1,=0 l4=0 i
hid by +kg—Li— 1 — 1, — 1 by + kg — 1y — 1
ki — 1 —1 kp — Ly

kp + kg
kp

> (_Dxi)ki—li—l(_Dxp)kp—lp (_qu)kq—lq

of

a )
aukizikpxpquq

where

pge {1,230\ {i}, g+1=i[3], p£q and Div’lf:< 2 ¢ g p g f)

10.3 Conservation laws of evolution NLPDEs

Let
(UV)t e FI/ <t, :L" U(S) (t7 1‘)) R V= 1, PN ,m (10.32)

be a system of (n + 1)-dimensional s-order differential equations, where x = (x!,...,2") and

w=(ul,...,u™).
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10.3. Conservation laws of evolution NLPDEs 119

Definition 10.3.1 (Conservation law for a PDE) A conservation law of (10.5.2) is the
first order linear partial differential equation

Dy p+DivJ =0 (10.3.3)

which is also satisfied on every solution u = u(t,x) of the system (10.3.2), where p is called
conserved density whose the associated conserved flux is the vector differential function J =

((]1’...“]”)‘

Assuming that (10.3.2) is of maximal rank, we propose to find its conservation laws. The
approach consists of three successive steps: i) determination of a scaling symmetry group; i)
construction of a density and iii) calculation of a flux.

10.3.1 Determination of a scaling symmetry group

A scaling symmetry group can be obtained using linear algebra, which avoids having to solve
a system of over determined PDEs. This is done by solving an algebraic system of weights for
independent and dependent variables and total derivatives appearing in the PDEs, assuming
that each equation of the system of PDEs is uniform in rank and taking into account the fact
that the values of these ranks are not necessary the same for distinct equations. In other words,
one makes the hypothesis that the R, monomials of the function F;, have the same rank and
one forms a set of R, — 1 equations whose unknowns are the weights of variables and total
derivatives present in the function F,,. The final algebraic system of weight equations results
from Y (R, — 1) equations of m different determined sets.

e In the case when the system (10.3.2) has a scaling symmetry group, since the scaling
parameter A is arbitrary, in general the solutions of the weight system can be of the
form:

w(Dy) = go(w(Dyi),...,w(D,)), (10.3.4)
wDy) = g (WDy), ..., w(Dye)), 1€{l,...,n}\{i1,..., ik}

w(uj) = hj(rig,...,m) =85, j=1,...,m
w(Dy) = go(Tiy,-..,Tiy) =70,
w(Dy) = g (riy,...,ri) =1, Le{l,...,n}\ {i1,... i}

Therefore, the weights of independent variables are w(t) = —rg, w(x;) = —r; and a
scaling symmetry group of the system (10.3.2) is:

(t,z,u) = (ATt AT N LA™

e When the system (10.3.2) does not possess a scaling symmetry group, sometimes identi-
fied by the solution of the weight system under the form w(u’) = w(D;) = w(D,:) = 0,
one can transform it into another PDEs system of the form

(u"), = F, (t,m,u(s),ﬂ> , v=1,...,m, (10.3.5)
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where u = (ﬁl, ey ﬁq) is a vector of new dependent variables, which now has a scaling
symmetry group. Such a transformation can be performed by one or both of the following
actions:

(i) Conversion of some arbitrary monomial coefficients of considered system into new
dependent variables;

(ii) Suitable identification of monomials in the system and their multiplication by new
dependent variables.

By the same arguments as before, the solution of the corresponding weight system yields
a scaling symmetry group of the new system (10.3.5) expressed as:

(t,,u, ) = (AT AT NS L NS A L X))

10.3.2 Construction of a density and its associated flux

In the sequel, we consider a PDEs system (10.3.5) and treat the new dependent variables
ul,...,u9 as weighted constants. Once a scaling symmetry group of equation (10.3.5) is defined,
one fixes the value r of the rank for the density p which can be constructed step by step as

follows:

(i) Use the independent variables x, the (eventual) supplementary variables u, the dependent
variables u and their partial derivatives to form a set @) of rank r monomials which are
not divergences or divergence-equivalent terms: @ = {M, : rank (M) =r} in which
the monomials M,, are of the form

n q 7o~ m Tp,a m 1
i\ T g ~5 | ma k k o,
ﬂ[u $7:0 (CL’Z) K | | (ua> | | (Dw;f,a,l,l . Dx%’avl,nua> ’
=1 a=1 a=1 =1

where 1,0, s "o Kot Myl € N

(ii) Linearly combine the monomials of @ to form a rank r candidate density p. By the
conservation law (10.3.3): Dy p = —Div J, D, p is a divergence with respect to the space
variables. Therefore, the undetermined coefficients of p are found by solving the linear
algebraic system formed by setting to zero the coefficients of monomials in

5 .
e (Deblyep () =0 5= 1Lieeim. (10.3.6)

Provided a density p, the corresponding flux J can be computed by using the homotopy
operator as follows:
J=(J'...,J") =Div ! (=Dy plu,=F) - (10.3.7)

10.3.3 Application to a fifth order KdV equation

Consider the (1 4 1)-dimensional fifth order KdV equation given by [45]

Ut = —YUsz — Buzy — avfu, = F <t,x,u(5)> . (10.3.8)
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Scaling symmetry group for the equation (10.3.10)
The uniformity condition for the rank applied to the function F' leads to the weight system

w(Dy) +w(u) = bw(Dy) + w(u)
3w(Dg) + w(u)
= w(Dz)+ (p+1w(u) (10.3.9)

whose solution is w(u) = w(D¢) = w(D;) = 0 indicating that (10.3.8) does not possess a
scaling symmetry group. In order to get round this situation, we substitute the parameter 3

by a new dependent variable u(t,x), i.e. 8 <> u(t,x). Equation (10.3.8) then becomes
(10.3.10)

Up = —YUse — ULy — quPu, = F (t,x,u 5 ,u) ,

with the corresponding weight system

w(Dy) + w(u) )
u) +w (u)
1 (10.3.11)

yielding the solution
4 ~
w(Dy) = bw(Dy,), w(u) = Ew(DI)7 w(u) = 2w(Dy) (10.3.12)
Setting w(Dy) = 1 leads to
4 ~
=, w@) =2 (10.3.13)

w(z) =—-1, w(Dy) =5=—w(t),

from which we deduce the one-parameter dilatation group of equation (10.3.10) as
(10.3.14)

(t,z,u,u) — ()\_5t,)\_1x7)\%u, )\2ﬁ> .

Let us now compute the relevant quantities.

Conserved density p; of rank r» = 8 and its associated flux J for (10.3.10) with p =1

We have
Q= {uQ, "LZQ’U,} .

From @, we form a candidate density p; = ciu® + cotu?u. Condition (10.3.6) is satisfied for any

constants ¢; and cy. Seeking ¢; = cg = 1 gives
p1 = u? + uu.

. Applying the one dimensional homotopy operator to the dif-

Let i = ~Duptl, (1m0,

ferential function E7, we obtain the flux
2au?.

) Lo oof Loy 2 5 o o L
27 | gy uxU3x+2u21 + 2u | uugy 2ux +3au + yuSugu u2x+2u

J =
Sielenou Pascal ©ICMPA Publishing 2011
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Conserved density p; of rank r = 8 and its associated flux J for (10.3.10) with p =2

We get

Q= {u4,u2uQx,§Iu3, wu?, u%x,ﬁ:su} .

From @), a candidate density can be written as ps = crut + cautugg + csuud + cauPu® + cw%m +
ceuu. Condition (10.3.6) is satisfied if and only if ¢; = ¢ = c3 = ¢5 = 0 and for any constants
c4 and cg. Setting ¢4 = cg = 1 gives

po = WU’ + .
Let Ey = —Dtpg\m: F(teu® 3)" Applying the one dimensional homotopy operator to the dif-

ferential function E5, we obtain the flux

~ 1 - 1_ " 1 1. ~
J =233 (uuh — 2u§> + u3’ytL4x + §u2au4 + 2u27 <’U,’u,4x — UgU3y + 2u%x> §u3au3 + u4u2;,;.

10.4 Time-space dependent conservation laws of some evolution
NLPDEs

We start this section with the following statement.

Proposition 10.4.1 If a differential function p such that

m

i:Dxip => F, (10.4.15)
=1

v=1

is a conserved density for the system (10.3.5) whose associated flux is J = (Jl, ceey J") , then

p=tp+ — E x’ E u” (10.4.16)
n
j=1 v=1

is also a conserved density of the system (10.3.5) with the associated flux J = (jl, ey j”) ,

where

~. 1 L
J'=tJ'— — I p. 4.
wl DIE N (10.4.17)
j=1
Proof.
Dtﬁ:tDtp"‘ﬁ‘"l ixj m(uy) Dz‘jZ'ZifDiJi—lp—l ixj D_ip.
n\“ by e v n n \ 4 r
j=1 v=1 j=1
Therefore,
U ) 1 [ = n
D+ DivT =1 D+ D+ (3 [Zw = 3| =0
J= V= =
whenever (u”), = F), (t,x,u(s)’ﬂ) v=1--.,m. ®
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10.4.1 Case of a fifth order KdV equation

Consider the (1 4 1)-dimensional fifth order KdV equation (10.3.8) with the parameter p = 1,
namely [45]

Ur = —YUse — PUze — Quuy = F <t,:c,u(5)> . (10.4.18)
The differential function p = —yugs — Bugs — %u2 satisfies
Dy p = —vuse — fuge — auuy = F (t,CE, U(5)) .
Applying the one dimensional homotopy operator to the exact differential function
E= _Dtp‘ut:F(t,x,u(s),ﬁ)
yields the flux
I 93 2 1 2 7 9 2
J = —ga u® — 2uge By — 2ufauo, — ugy Y — 2uyQiig, — 550‘“35 — 3uzyous, — iu%'ya — Uy .

That is (p,J) is a conserved vector of the equation (10.4.18) which satisfies the condition
(10.4.15). By using relations (10.4.16) and (10.4.17), we obtain for this equation the following
time-space dependent conserved density

~ (6
T ) B

with the associated flux

1 1
J =t (—3a2u3 — 2ugz By — 2uBaug, — u8x'y2 — 2uyQug, — iﬁaui

7 «
- 3ux7au3;t - 5”333’701 - u4x62> - <_7u4z - 6u2x - 5“2) .

10.4.2 Case of the (2 + 1)-dimensional Zakharov-Kuznetsov equation
Consider the modified (2 4 1)-dimensional Zakharov-Kuznetsov (ZK) equation [83]
w = =0ty + uny) — B [(uny + uzy), + (e + uzy), | = F (t,2,5,u) . (10.4.19)
The uniformity condition applied to the function F' leads to the weight system
w(Dy) +w(u) = 2w(u)+ w(Dy)
= 2w(u) +w(Dy)
D.) (10.4.20)
Dy)

whose solution can be written as

w(Dy) = 3w(Dy), w(Dy)=w(D;), w(u)=2w(Dy,).
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Setting w(Dy) = 1 provides
w(z) = -1, w(Dy) =3, w(t) =-3, wDy) =1, wy) = -1, w(u) =2
from which we deduce the one-parameter scaling symmetry group of (10.4.19) as
(t,z,y,u) — ()fgt, Az, Ay, )\2u) )
The differential function p = —ou? — Pugy — Bugy, satisfies
Dy p+Dyp = —a(uuy + uuy) — [(U% + ugy),, + (u2z + Ugy)y] =F (t, z,y, u(2)> .
Applying the two dimensional homotopy operator to the exact differential function
= =Dtply,—p(12yu>)

we obtain the flux J = (Jl, J2) , where

1 1 4 4 2
Jt = —gugaQ 3 1,504 — guﬁauwy 5ugﬂ3y62 - *UBO&’U,Qy - guhgzﬁ?
— 2uBaug, — gUBzyBQ - guyﬁaum - U4z/32 ﬁOL u4y62
1 1 2 4 4
J? = —§u3a2 — iufjﬁa - fuﬁozu% — g’LLg;EyBQ — guﬁaul«y — 5U2z2y52
4 1
- QUBOZUQy - gux3y52 505 - u4y/8 Uyﬁaux - 5U4x/62-

That is (p, JLJ 2) is a conserved vector of the equation (10.4.19) which satisfies the condition
(10.4.15). By using relations (10.4.16) and (10.4.17), we compute for this equation the time-
space dependent conserved density

~ 1 1
p=t <—206U2 — Bugy — 5U2y> + 5(95 +y)u
with the associated flux J = (,71, J~2> , where
~ 1 1 4 4 2 6
JU =t —=uPa? - gﬁa — fuﬁozuw uz3yﬂ2 — fuﬂaqu — 7u2z2yﬁ2
3 2 5 5
1
— 2uBaug, — gu31y62 - guyﬁaux - U4152 - 7u /80‘ - *u4yﬁ )
1 1
- 5(50 +y) <—204U2 — Bugy — 5U2y> ,
~ 1 1 2 4 4 6
J? = ¢t ( §u3a2 — §uy6a — fu,Baqu — 5U3xy52 — guﬂauw — gngzy,B2
4 2 1 2
- 2”605“23/ - guxiiyﬁ 504 - u4y6 - uyﬁaum - 5U4mﬁ

ey <;au2@w%).
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10.4.3 Case of the (3 + 1)-dimensional Zakharov-Kuznetsov equation

Consider the modified (3 + 1)-dimensional Zakharov-Kuznetsov (ZK) equation [83]

u = —o(uug +uny +uuy) — B [(uh + ugy 4 u2z), + (u2e + uzy + ugz)y

+  (ugq + ugy + u2z)z] =F <t,az,y, z, u(2)) ) (10.4.21)

The uniformity condition applied to the function F' leads to the weight system

w(Dy) + w(u) = 2w(u) + w(Dy),  w(Dy) +w(u) = w(u) + w(Dg) + 2w(Dy)
w(Dy) + w(u) = 2w(u) + w(D,), w(Dy) + w(u) = w(u) + w(Dy) + 2w(D,)
w(Dy) + w(u) = w(u) + 3w(Dy),  w(Dy) +w(u) = w(u) + w(D;) + 2w(Dy,)
w(Dy) +w(u) = 2w(u) + w(Dy),  w(Dy) +w(u) = w(u) + w(Dy) + 2w(D,)
w(Dy) + w(u) = w(u) + 3w(Dy),  w(Dy) +w(u) = w(u) + w(Dy) + 2w(D,)
w(Dy) + w(u) =w(u) +3w(D;), w(D;)+w(u) =w(u)+ wD;)+ 2w(Dy)

whose solution is
w(Dy) = 3w(D;), w(Dy) =w(Dy), w(D.)=w(D;), w(u)=2wD,).
Setting w(Dy) = 1 gives
w(Dy) =3, w(Dy) =w(D;) =1, w(u) =2, w(z) =w(y) =w(z) =-1, w(t)=-3
from which we deduce the associated one-parameter scaling symmetry group as:
(t,z,y,z,u) — ()\_3t, Atz Ay, AT )\2u) )
The differential function p = —%auQ — Bugy — Pugy — Pug, satisfies

Dep+Dyp+D.p = —a(uug+ uuy +uuy) — B [(uzz + ugy + us2z),

+ (u2z + U2y + u2z) + (U2LL’ + U2y + u?z)z] =F (ﬂ%% 2, ’U,(2)> .

y
Applying the three dimensional homotopy operator to the exact differential function

E = —Dtp|ut=F(t,x,y,z,u(2)) ,

with the help of the computer algebra system Maple, yields the flux J = (J LJ2 g 3) , Where

F' = e ufoiay — s — o, —usef? — Sufous.
- §u212z52 — 2ufBaug, — 5U4z52 - %W@uzy - %%&52 - %uﬁaUZz
éOﬂUg - §U2x2y52 - %szﬂZ - %nyzz@a - %U4y52 - guxSyBZ
sy — Jusfou, — cudfo— Sulfa— ol
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1 4
J = _*u 504 USyZB BO‘ *uyBZB 6'%2550‘ - gUnyzBQ
4 1 4 2
- 3u5auacy 5uxy2zﬁ - 5“426 - guxSyﬂ - U4yﬁ2 - 5”212zﬁ2
6 1 1 9 6 9
- 5U2x2yﬁ 3uyﬁaux - gu4x6 - 2Uﬂau2y - gu2y22ﬁ - guzﬁauy
1 4 2 2 4
- gOéQUS - guﬂauyz - guﬂauﬂx - guﬂauﬂz - gu?)xyﬁza
1 4 2 4 6 6
JP = _gu4y52 - 5“1/3252 - gu2x2y62 - gu3yz/82 - gUQZ‘QZBZ - gu2y2z/82
4 1 4 1
- 5“39&262 - gu4m/82 - gur3z62 /804 ur2yz/8 GUQQ/BOC
4 4 1 1 1
— 5uhyzﬁ2 - éuiﬁa — guﬁauyz — §a2u3 — guzﬁaux - guzﬁauy
9 2 4 2
— ugfB° — guﬁau% — 2ufBaug, — guﬁaum — guﬁau%.

That is (p, JY J?, J3) is a conserved vector of the equation (10.4.21) which satisfies the the
condition (10.4.15). By using relations (10.4.16) and (10.4.17), we compute for this equation
the time-space dependent conserved density

~ 1 1
p=t (—20“12 — Pugy — Pugy — 5U2z> + g(l“ +y+z)u

with the associated flux J = (jl, JNQ, jg) , where

JU= ¢ <—:Ux2yzﬁ2 - guﬂauxy - §U2y2zﬂ2 - %Uyﬁaux — ugef? — guﬁaum
- gwmzﬁQ — 2ufoug, — éu4252 - %Uﬁawy = %usz/Bz - %u/BQUQZ
— éazu?’ - guzﬂyﬂ ;LU&BZBQ - %nyuﬁ? - %U4y52 - %%3;,52
— %u;;myBQ — %uzﬁauyg ~ 5 u?Bo — 1uQBoz — éuiﬁa)

1 1
— g(:c +y+ z) <—2au2 — Pugy — ﬁu2y — Bu2z> ,

J2 = <—u Ba — u;J,yzB u?fo — *uy?:Z/B uifa — U2xyzﬁ

4 1 4 2
- 3u/8auzcy 5uzy2252 - gu4zﬁ2 - gu:vfinQ - u4y52 - 5u2m2252
6 1
- 5U2m2y6 3uy/3aum - gu4r62 - 2“604U2y - 5U2y2z62 - guzﬁauy
1 4
— §a2u3 — guﬁauyz — guﬁaugx — guﬁaugz - 5U3xyﬁ2>

1 1
- g(x +y+ Z) <_2au2 — Bugy — /Bqu - ﬂu2z> s
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~ 1 4 2 4 6 6
Jo=t (5u4y/82 — 5uy3zﬁ2 - 5U2x2y52 - 5U3yz52 - guzmzﬁZ - 5u2y2z52
4 1 4 1 4 1
- 5“390262 - gu4:c182 - gux3zﬂ2 - §uzﬂa - 5ux2y2162 - 6”32//60[
4 1 4 1 1
- quwyzﬂ2 — éuiﬁa - guﬁauyz - §a2u3 - guzﬁaux — 3uzﬁauy

2 4 2
- uB?— guﬁauzy — 2uBaug, — guﬁaum — guﬂau2x>

1 1
— g(az +y+2) (—2au2 — Bugy — Pugy — Bu22> .
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Part 1V

Extremum Conditions for Variational
Problems







Abstract: This part addresses both necessary and relevant sufficient extremum conditions for
a variational problem defined by a smooth Lagrangian, involving higher derivatives of several
variable vector valued functions. A general formulation of first order necessary extremum
conditions for variational problems with (or without) constraints is given. Global Legendre
second order necessary extremum conditions are provided as well as a new general explicit
formula for second order sufficient extremum condition which does not require the notion of
conjugate points as in the Jacobi sufficient condition. The main results of this part have been
submitted for publication [53].







CHAPTER 11

First Order Extremum Conditions

This chapter contains two parts. First, we briefly recall useful definitions and properties used
in the sequel. Then, we analyze the variational problem with constraints, and give a general
formulation of the first order necessary extremum condition which is rigorously proved.

11.1 Some known first order extremum conditions

Holonomic constraints

We will consider functional of the form

b
F(u) :/ F (z,u(z),u'(z)) dz, (11.1.1)

where u € C? (T, RN ) , and I =]a, b[. We will demand that u satisfies a holonomic constraint

g(z,u(x)) =0, a<z<hb. (11.1.2)

Theorem 11.1.1 ([84]) Suppose that F € C*(I x Q), where Q is an open set in R*.
Suppose that g € C? (T X W), where W C RN and that V,g(x,u) # 0 on the set where
g(z,u(x)) = 0. Suppose that u € C> (T, W) s a local extremum for F, subject to the holonomic
constraint in (11.1.2). Then there is a function A € C (7) such that u is an extremum of the
functional

b
G(u) = / [F (z,u(z), v (z)) + Mx)g(z, u(z))] dz. (11.1.3)
Remark 11.1.1 The Lagrangian of the functional G in (11.1.3) is
G(z,u,u') = F(z,u,u') + A\(x)g(z, u)

and the Fuler-Lagrange equations are

d .
Fuj+)\guj—%Fu/j:0, ]:1,2,--~,N.

Nonholonomic constraints

Theorem 11.1.2 ([84]) Suppose that F, and g’ for j = 1,2,--- ,m belong to C3 (f X Q,R) ,
where Q € RV and that v € C?([a,b],RY) is a local extremum of the functional

b
F(u) :/ F (z,u(z),u/(z)) dz, (11.1.4)
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subject to the nonholonomic constraints
¢z, u(z),u () =0, j=1,2,---,m.
Suppose that the constraints together with u satisfy the following
(1) The matrix

j ’
Dugle,u, ') = (Wuu)>

au/kz

has rank m for a < x < b;

(2) The only solutions to the system of differential equations

E: jo_ J R -1.2...-.N
|:<guk dxgu/k> :uj gu/k d.’IJ :| 07 k < 9

j=1
is p(x) = p2(x) =+ = pm(z) =0.
Then there exist functions A1, Aa, -+ , A\py defined on [a,b] such that u is an extremum for the

functional with Lagrangian
G(z,u,u’) = F(x,u,u’) + Z N (2)g? (2, u, ).

In this work, we give an answer to the following question: What do the results of the

above theorems become when the vector-valued function u = (ul, . ,um) depends on several

variables x = (xl, e ,x") and /or the Lagrangian of the used functional includes higher order

derivatives of u?

11.2 First variation and extremum conditions for unconstrained
problems

Consider a functional of the form
Flu) = / L (m,u(s) (x)) dx (11.2.5)
A

where A is a connected subset of X. Let € be an open subset of U®). We assume that the
function L, usually called the Lagrangian of the functional F, is defined on the open subset
A x Q of X x U® and is continuous in all its n 4 g5 variables so that the variational integral
(11.2.5) exists. The problem consists in finding conditions that the function u must satisfy in
order to be a minimum or maximum of the functional F, requiring that L € C*T1(A x Q,R).
For the integral in (11.2.5) be defined, it is necessary that the function u € C;(A,U), where

C;(AMU)=qy eC’(AU) : ZZZ&up‘wk) ‘<+oo
j=1 k=0 =1 “EA

In addition, L(z,u(*)(x)) must be defined for all z € A. This means that u(*)(z) € Q for all
x € A. Such a function u will be said to be admissible for the functional F.
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Definition 11.2.1 A function u which is admissible for the functional F is a global minimum
for F, if F(u) < F(v) for every admissible function v.

Definition 11.2.2 A function u which is admissible for the functional F is a global mazximum
for F, if F(v) < F(u) for every admissible function v.

A function which is either a global minimum or a global maximum is called a global extremum.
To come up with the definition of local extremums for a functional, we need to have a measure
of distance between two functions.

Definition 11.2.3 Let ¢ € CJ(A,U). We define the 0-norm of ¢ by

— J
9llo Z sup ¢/ (z)]

j=1%

and the s-norm of ¢ by

m S Pk

Iolls = D303 sup| oy [1()]

=1 k=0 (=1 TN

Clearly, for s > 0 the numbers ||¢ — 1|0 and ||¢ — 1||s provide quite different measures of the
distance between ¢ and 1. These measures lead to two different definitions of local minima.

Definition 11.2.4 A function u which is admissible for the functional F is a weak local mini-
mum for F if there is an € > 0 such that F(u) < F(v) for all admissible functions v satisfying
lv —ulls < €. u is a strict weak local minimum if F(u) < F(v) for all such v with v # u.

Definition 11.2.5 A function u which is admissible for the functional F is a strong local
minimum for F if there is an € > 0 such that F(u) < F(v) for all admissible functions v
satisfying ||v — ullo < €. u is a strict strong local minimum if F(u) < F(v) for all such v with

v # u.

Definition 11.2.6 A function u which is admissible for the functional F is a weak local maz-
imum for F if there is an € > 0 such that F(u) > F(v) for all admissible functions v satisfying
v —ulls < €. u is a strict weak local mazimum if F(u) > F(v) for all such v with v # u.

Definition 11.2.7 A function u which is admissible for the functional F is a strong local
mazimum for F if there is an € > 0 such that F(u) > F(v) for all admissible functions v
satisfying ||[v — ullo < €. w is a strict strong local mazximum if F(u) > F(v) for all such v with

v # u.

A function which is either a weak local minimum or a weak local maximum is called a weak
local extremum. A function which is either a strong local minimum or a strong local maximum
is called a strong local extremum.

Without loss of generality, we can assume that A =[]}, ]ai, bi[ with a’ < b'.

Definition 11.2.8 A function ¢» € C(A,U) is said to have compact support in A if there is
e > 0 such that ¥(x) = 0 for all z = (xl,--- ,m") with 2* € ]ai,ai—i—e[ or 2' € ]bi —e,bi[
for some i € {1,2,--- ,n}. The set of all functions which are infinitely differentiable and have
compact support in A is denoted by C5°(A,U).
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Lemma 11.2.1 Let f € C(A,R). If [, f(x)yp(z)dx =0 for all ¢ € Cg°(A,R), then f(z) =0
for all x € A.

Given an admissible function u € C*(A,U) and any ¢ € C§°(A, U), there is an €y > 0 such that
the function v = u + t ¢ is admissible for all |¢| < €. Therefore, the function

O(t) = Flu+te) = /

L (9: u® (z) + t o) (:E)) dx (11.2.6)
A

is a well defined function of ¢ for |t| < €. Throughout this paper, ¢y stands for such a number.

Assume now that u € C*(A,U) is a local extremum of . We may as well assume that
u is a local minimum. We have ®(t) = F(u + t¢) > F(u) = ®(0) for [t| < €p, i.e. 01is a
local minimum for ®. Suppose that L € C'(A x ,R) implying that ® is also continuously
differentiable and we must have

®'(0) = 0. (11.2.7)

We can calculate ®' by differentiating (11.2.6) with respect to ¢ under the integral sign. Doing
so and using the chain rule we get

d
'(t) = %f(u +t¢)
d
= = A L (a?, u® (z) + t ¢ (;E)) dx
d
= /A %L (;13, u'® (z) 4t (a:)) dx

m s Dk ] T u(s) T (s) x
= /ZZZ Gl 1] (2) OL (. a(ij @) 4. (11.2.8)
AGo1 k=0 h=1 Ui [h]

In particular at t = 0 we get

m s Pk ) oL (m7 u'®) (:U))
d'(0) = J  [h](x) ————Tdx. 11.2.9
(0) /A;;; loltle) =g (11.2.9)

Definition 11.2.9 The first variation of F in a neighborhood of u in the direction ¢ is defined

by
SF(u+to,p) =d(t). (11.2.10)

In particular, the first variation of F at u in the direction ¢ is expressed by
S F(u, @) = ®'(0). (11.2.11)

Notice that the first variation at u is defined in Definition 11.2.9 whether u is a local extremum
or not. However, if u is a local extremum of F, then by (11.2.7) and (11.2.11), 6F(u, ¢) = 0.
We have proved the following first order necessary condition on a local extremum of F.

Proposition 11.2.1 Suppose that L € C*(AxQ,R), and that u € C§ (A, U) is a local extremum
for the functional F(u) = [, L (, ul®) (z)) dz. Then

6F (u,¢) =0 (11.2.12)
for all ¢ € C3° (A, U).
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The condition in (11.2.12) is called the weak form of the Euler-Lagrange equations. A function
u which satisfies (11.2.12) is called the weak extremum of F.

Now assume that the Lagrangian L € C*T!(A x Q,R), and u € C2*(A,U). Using the
divergence theorem to successively integrate by parts (11.2.9) until all derivative actions on ¢’

(s) .
M, and taking into account that ¢/ € Cg°(A,R), we get

are now moved into :
8u{k>[h]

B m s - kpk 3L($,u(s)(:c)) ]
SF (u, ¢) = / > (2D Z(auj a )(k) 1] & ()da. (11.2.13)

j=1 \ k=0 h=1 (k)

If u is a weak local extremum, then (11.2.13) is equal to 0 for all ¢ € C§°(A,U). In particular
if we take ¢ = 1) !, where ¢ € C3°(A,R) and el is the I-th vector of the canonical basis of R™,
then we get

s Pk
AL (z,u®
o=srue) = [ [y (ZETE) )y
I — Ouy,[h]
=0 h=1 (k) (k)
for all ¢ € C§°(A,R). By Lemma 11.2.1, we see that
® 2 (OL (z,ul®)(2)

S (=DFY (W [h] =0

k=0 h=1 (k) (k)
forallx € A and [ = 1,2, -+ ,m. Thus, we have proved the following theorem.

Theorem 11.2.1 Suppose that L € CST1(A x Q,R), and u € C2*(A,U) is a local extremum
for the functional F(u) = [, L(z,u®)(z))dz. Then

5 Pk (9L (s)
S DY OL (&, u?(x)) h] =0 (11.2.14)
k=0 h=1 9 “{k) []
= = (k)
forallz e Aand j=1,2,--- ,m.

The equations (11.2.14) are called the Euler-Lagrange equations. A solution to the Euler-
Lagrange equations is called an extremum for the functional F.

11.3 First variation and extremum conditions for constrained
problems

We want to find extremums for the functional
Flu) = /AL (w,u(sl)(x)) dx (11.3.15)
subject to constraints of the form
F (az,u(”)(l’)> —0  j=1,2,--.m (11.3.16)

for all z € A. Let ; be open subsets of UG, i = 1, 2 such that L is defined on A x Oy
and Fj is defined on A x 5. Constraints of type (11.3.16) are called holonomic constraints if

Ph.D. Thesis in Mathematics. Sielenou Pascal ©ICMPA Publishing 2011



138 Chapter 11. First Order Extremum Conditions

so = 0, and nonholonomic constraints if s > 1. In this subsection, we examine these types of
constrained variational problems.

For m = m/, i.e. the number of equations in the system formed by the constraints is
equal to the number of unknowns, we exploit the fact that such a system appears for the
Euler-Lagrange equations of some variational problems [56, 57| to prove our next result.

Theorem 11.3.1 Suppose that L € CS'T1(A x Q1,R), F; € C2TH(A x Qo,R) and that the
function u € C2*(A,U), s = max(s1, s2), verifies the constraints (11.3.16) and is a local ex-
tremum for the functional F defined by (11.3.15). If a function A(z) = (A'(z),- -+, A™(x))
defined on A is solution of the system

k=0 h=1

52 PE (9 m A\l F (s2)
Z(—1)kz< (X X (@) B (2, w2 (@) =0 j=1,2--,m  (11.3.17)
(k)
then u is a local extremum for the functional whose Lagrangian is
G (az,u(s)($)> =L (:L‘,u(sl)(z)> + Z M(z) F (m,u(SQ)(a:)> . (11.3.18)
=1
Proof. Consider the variational problem whose Lagrangian is defined by
el <x ul® (a:),v(:c)) ~L (x u(sl)(x)> +3 @) R <J;,u(52)(x)) : (11.3.19)
=1

where v(z) = (v!(z),- -+ ,v™()) is viewed as dependent variable. The Euler-Lagrange equa-
tions of this variational problem are

P = zs:(q)’fi (8(;/ (x’“(%)(w)’v(w)n [h] = 0 (11.3.20)
k=0 (#)

h=1

=

i Pk "z, u®) (2), v(x
Qi=> (-1)F)° <8G (= " (@), o ))) [h] =0, (11.3.21)
(k)

k=0 h=1

j=1,2,---,m. Taking into account (11.3.19), the expressions of P; and Q; give
Py=Pa+ P2 Q5 =Qj1+ @2

where

g (et
lez —1k - h;
e S (™) m

k=0 h=1 (k)
Pa= Y4y (a 2, (o) A (5.0 (0)] ) il
k=0 h=1 Ouiy,y (] (k)

k=0 h=1 (k)

> Dk z,ul) (z
(k)
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Qj2 = i(—wi (8 (X, v(@) (wvu“z)(w))}) 1),
(k)

k=0 h=1 8”?1@ (]

The Pj; are expressions defining the Euler-Lagrange equations of the variational problem
(11.3.15). Thus, P;; = 0 since u is a local extremum for the functional F. According to the
relations (11.3.17), the expressions Pj2 vanish when v(x) = A(x). The expressions @)1 vanish
since the Lagrangian L does depend neither on v nor on its derivatives.

Forj=1,2,---,m,Qj2=F; (33, u(52)(az)) and therefore vanish since the function u satisfies
the constraints (11.3.16).

Finally, the Euler-Lagrange equations (11.3.20)-(11.3.21) are automatically verified if and
only if v(z) = A(x). This proves that u is also a local extremum for the functional whose

Lagrangian is G’ (z, ul® (z), AMz)) = G (z, ul®) (z)). w

For m’ < m, we redefine the problem in the following manner: Find the extremums for the

functional
Flu,u) = /AL (x,u(sl)(ac),ﬂ(sl)(x)> dz (11.3.22)
subject to the constraints
F (x,u(s2>(x),a<32>(x)) —0 j=1,2---,m (11.3.23)
for all « € A, where u(z) = (u'(z),- - ,ﬁm(x)) € U, U being an m-dimensional space. Let ;

be open subsets of U and Q; be open subsets of (7(51'), 1 = 1, 2 such that L is defined on
A x O x (~21 and F} is defined on A x Qg x S~22. Here, the number of equations in the system
formed by the constraints is lower than the number of unknowns, i.e. the constraints form an
under determined system. Such a system appears for the Euler-Lagrange equations of some
variational problems [48]. We then prove the following result.

Theorem 11.3.2 Suppose that L € CSI+~1(A><Ql XQI,R), F; e C2HL (A X Qo XQQ,R) and that
the function (u,u) € C¥*(A,U) x CZ%(A,U), s = max(s1, s2), verifies the constraints (11.3.23)
and is a local extremum for the functional F defined by (11.5.22). If a function ()\(:E),X(J:))
defined on A with \(z) = (A (z),--,\"(z)) and Nz) = (Xl(:v), e ,Xﬁ‘(x)) , s solution to

the system

s o [0 [Zﬁl </\l(ac) + Z—lﬁil Xf(m)) F (=, u(“’?)(x),ﬂ(”)(:c))}

Sty S =0,
k=0 h=1 8“?1@) [h] )
(11.3.24)
o (o]Er (V@) + XE, V@) B (2, ut) (@), 569 (@)
S(-1) — 0] =0,
k=0 h=1 au(k) [h] (k)
_ (11.3.25)
j=12-- m, 5 =1,2,---,m, then (u,u) is a local extremum for the functional whose
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Lagrangian is

G (2,u9(2), 7 (@) = Zm: ()\l(az) + i Xl(:v)) By (2,00 (@), 5 (2)

=1

v L (w,u(sl)(x), a<$1>(x)) . (11.3.26)

Proof. Consider the variational problem whose Lagrangian is defined by

G (1,0l (2), 7 (@), v(2), 7()) = i( +§:v ) () (2), 70 ()

=1 =1

+ L(z,u®) (), a7t (x (11.3.27)

S

where v(z) = (v!(z),--+,v™(x)), and o(z) = (?'(2), -+ ,0™(z)) are viewed as dependent
variables. The Euler-Lagrange equations of this variational problem are

s P (0 (), 7 (2
P=S()FY <6G G (x; u > (11.3.28)
k=0 h=1 U( (]
5 P0G (z,ul®) (x), 0¥ (z
Q=Y (-1t ( (,u (x; v ) (11.3.29)
k=0 h=1 U(k)[
s P / ) (2), 1) (z
= (—1)F (aG (z,u <x)’1j. ) (11.3.30)
k=0 h=1 8“(1@[ (k)
s P ' (,u® (), 7O (z
$- =3 (-1 06" (w,u(x )~ (11.3.31)
k=0 h=1 oy, )[

i=12---,m, } =1,2,--- ,m. Taking into account (11.3.27), the expressions of P QE’ R;
and S; are given by

Pj=Pj1+ Pja; Q5 =Q5, + Q5

R;j = Rj1+ Rj2; S}Z S},l JrS}’Q

where

. 51 o Dk 8L(w,u(sl)(x),ﬂ(51)(m)) '

Pia=> (-1)F) — —
h=1 9

k=0

o B [Z?il (vl(x) +ym ’67(33)) F (a:,u(”)(w)ﬁ(”)(ﬂﬁ))} ) -
(k)
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oo ([0 (o) + S, @) A (266D (@), 769 (2))]

Q.= (-1)* - [7);
5 kZ_O ; o, 1] N
- Pk (OL (2, uls) (), V) (x
R = ()" ( d (%j( [)h] : ))> [h];
k=0 h=1 (k) (k)

52 e [0 m (ol(x m '17l~:c F :c,u(”) T ,ﬂ(”) T
N [z (v + 27, ~< ) Fi (2,02 (2),70) (2)) | "
- 8v€k)[h] ®)

The Pj; and Q},l are nothing but the Euler-Lagrange equations of the variational problem
(11.3.22). Hence, Pj; = 0 and @5, = 0 since (u, u) is a local extremum for the functional F.

According to the relations (11.3.24) and (11.3.25), the expressions Pj2 and @5, vanish
when (v(z),7(z)) = (A(x),X(x))

The expressions I;; and S}J vanish since the Lagrangian L does depend neither on v and
¥ nor on their derivatives.

For j = 1,2,---,m, and j = 1,2,--- ,m, Rjo = F}(x,u(”)(x),ﬂ(”)(x)) and 5’372 =
Yo B (ac,u(”)(x),ﬂ(&)(:r)) therefore vanish since the function wu satisfies the constraints
(11.3.23).

Finally, the Euler-Lagrange equations (11.3.28)-(11.3.31) are automatically verified if and

only if (v(z),v(z)) = <)\(x), A(z) ) . This proves that u is also a local extremum for the func-

tional whose Lagrangian is G’ (a:, ul®) (x),u®) (x), \(z), X(a:)) =G (z, ul®) (), u®) (z)). =
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CHAPTER 12

Second Order Extremum Conditions

The solutions to the Euler-Lagrange equations may also include (local) maxima, as well as
other non-extremum critical functions. To distinguish between the possibilities, we need to
formulate a second derivative test for the objective functional. In the calculus of variations,
the second derivative of a functional is known as its second variation. This section contains
relevant results which are new to our best knowledge of the literature. We investigate the
second variation of a functional as well as the second order necessary and sufficient conditions
that a function should satisfy to be either a minimum or a maximum.

12.1 Some known second order extremum conditions

The Legendre condition

Theorem 12.1.1 ([84]) Suppose that u is a local, weak minimum for the functional

Then

N
Z Fipn (@, u(x), v () ¢k >0, Ya<az<b VeEeRY. (12.1.1)
k=1

The inequality in (12.1.1) is called the Legendre condition. As the theorem says, it is a
necessary condition for v to be a weak minimum. The Legendre condition says that the matrix

Fu"u/ - (Fu/ju/k)

must be positive semi-definite at every point along a minimum.

The Jacobi conditions
Consider the functional

b
F(u) —/ F (z,u(z),u/(z)) dz, (12.1.2)

where, u = (u SUS, ,u") . Introduce the matrices

Fo. = (F iuk), Fow = (Fuz’u/k), Foyw = (F /iu/k),

u u

1

1 d
PziFu’u’a Q:2<Fuu_dxFuu’>
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Definition 12.1.1 Let

Rt = (hi1,hig, -, han)
h? = (ha1,haa, -+, hay)

: (12.1.3)
ht = (hnlvh’rﬂ?'” 7hnn)
be set of n solutions of the linear equations called the Jacobi system
d /
- — (PW)+Qh=0 (12.1.4)

dx

associated to the functional (12.1.2), where the i-th solution satisfies the initial conditions
hig(a) =0, hi;(a) =1, hip(a) =0, k#i, i,k=1,2,--- ,n.

Then the point a, (a # a), is said to be conjugate to the point a if the determinant

hu(l‘) h12 (x) tee hln(.%')
hgl(.’L') h22 (l‘) cee hgn (x)
haa(@) hoa(@) - hna)

vanishes for x = a.

Theorem 12.1.2 ([35]) (Jacobi necessary condition). If the extremum w correspond to
a minimum of the functional (12.1.2), and if the matriz P(x,u(zx),u (x)) is positive definite
along this extremum, then the open interval |a,b| contains no points conjugate to a.

Theorem 12.1.3 ([35]) (Jacobi sufficient condition). Suppose that for some curve vy with
equation u = u(x), the functional (12.1.2) satisfies the following conditions:

(1) The curve 7 is an extremum, i.e., satisfies the system of Euler equations

F,: d

u_% u’i:07 1=1,2,,n;

(2) Along ~ the matriz
P(@) = 5 Fu(,u(e), v (2))

is positive definite;
(3) The interval [a,b] contains no points conjugate to the point a.

Then the functional (12.1.2) has a weak minimum for the curve 7.

In this work, we give an answer to the following question: What do the results of the four

above theorems become when the vector-valued function u = (ul, ‘e ,um) depends on several

variables x = (:cl, e ,x") and /or the Lagrangian of the used functional includes higher order

derivatives of u? To our best knowledge of the literature, in this general situation, there is not
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12.2. Second variation and conditions for local extremums 145

explicit method available to determine if a known extremum is a minimum, a maximum, or a
saddle point. To fill this gap and provide a suitable answer to our main question, we establish
a regular connection between the second variation of a functional and an operational square
matrix. Therefore, by the well known result of the matrix theory, explicit formula for the
necessary and sufficient extremum conditions can be derived without making use of the notion
of conjugate points as in the Jacobi theorems. Furthermore, the matrices Fi,,, Fy and Fy
used in the above Legendre and Jacobi conditions are deduced as sub matrices of a general
matrix associated with the second variation.

12.2 Second variation and conditions for local extremums

Consider a variational problem of the form (11.2.5) with the Lagrangian L € C?(A x Q,R).
Define an m x m block matrix A of second order partial derivatives of L by:

A= [AJ‘J"} (12.2.5)

1<j,5'<m

with A7 being again an s x s block matrix defined by

AT — { Ajj'/} ’
kK" | o<k, k'<s

where Ai]]:, is a pp X prr matrix defined by

. %L
Al = - 12.2.6
= | 5 (12:2.6)

(k)[h}(?u{];,)[h’] 1<h<py,
1<h/<py,

Note that the matrix A is obviously symmetric by construction.

Example 12.2.1 Let us construct the matriz A%’ for particular values of the integers n and
s. If s =1, then

Ago, - Ag
Afy A

-/

AT —

In this case, we have forn =1, x = z' :

Wi oL T )
00 ™ uidui’’ 01 — Bujau'zcl’
Al L ji' _ _0°L
10 Ouloui’’ 11 8ug68ug¢/ ’
thus
%L %L
i Quidus’  fyioud .
A‘]'] = 82L ua2[1f$ bl
dudud’ 8u; Buggl

forn =2 = (z'2%):

Ji _ 82L i 02L 0L
AOO AOl - < O ’

— . 7 7
Suidui’’ wiouw’,  Buidu’,
x x
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2L 9%L i %L i
.. J i’ .. J J J J
Ji ou’ ; OuI Jit ou’ , Ou” 4 ou’ , ou’
Ay = 2L ;A= 2L 2L " ;
8ui 1 0ud ! 8ui 9 aufc /1 8ui 26ui /2
thus
92 9L 0L
— . ! . !
Al dud’ Quiou? Oud ou’
A]Jl 2L 9%L 9%L
= 7 ; 7 ; 7
ou’ 1 Aud’ ou’ 1 ou’ 1 ou’ 1 ou’ 2
T T T T T
0L 9L 9L
& Oud’ 7 a3 7 a3
x u:r_‘ x x x
ou’ | ou’ 5 0u’ | ou’ ,0u’
If s =2, then

JJ 17 17

| A Aq A

y 1) — JJ 17 17
with Al = Al.Q, Al.l., A1.2.,
JJ 717 17

A20 A21 A22

In this case, we have forn =1, x = z' :

.. 2 Y 2 ) 2
00 = Quigui”™” 0L T guigyd 027 duigui’
i’ 0°L i’ 0% Ji’ o°L"
Ay = Gurow 1= guigar A2 = 5o
OuzOud oul,oul, OuzOuy,,
A — L g 0L pdi 9L
= _0°L = oL =94
20 oul Oui"’ 21 oud Oul, ’ 22 Oud Oud ’
thus
92L 0L 02L
owou"  guigul  ouw aué;
A7 9L 02L 02L
= T~ ; 7 ; 7 N
Aul, O’ oul,oul, Oud Oud,, ’
9L 92L 92L

J 3! J 3’ J 5’
Ou, Ou Ouy, Ouy Ouy, Ouy,

forn=2 = (z' 2%):

g g 2 2
A = 9L AT — &L o°L
00 Ouddui’’ 01 ou’ Bui ;. Oul ﬁui 9 ’

il %L 9%L 3%L
A]‘] = . i/ . ! . i/
02 Oud ou’? Oud ou’ Oud ou’? ’
221 zlz2 222

2L %L %L
Ajj/ . Builauj' Ajj' . 87‘;1 Buill Builaui;
10—\ oL | 11T 2L 92L )
7 7 n 7 N 7
8“701 ouJ 8ui2 Buil BuiQ BuiQ
9%L 9%L %L
.. J P J 5’ J P
AJJ/ _ auzlauhl Buzlauzlm2 Buz18u2z2
12 %L 9%L 2 )

- — - — - —
J J J J J J
8“12 8u211 (9’u,z2 8uzlm2 6u12 8u212

921, %L 9%L
7 o T J 5’ J i’
Ou 2l ouJ ou 211281%1 8u21128u12
437’ __0’L A7’ oL :
= 3 7 = ; ; ; ;
20 8u;1 50Ul ) 21 auil 28“11 8u1152 8ui2 ’
0-L 0°L 0°L
7 7 - 7 - 7
Ouy, o 0ul Ou_,0u’y Oul_,0u’,
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%L %L 9%L
n 7 - 7 . 5 B !
o oy ol o0
A';]Q/ = 9 J 9 Fl ) J b 5! ) J b i’ )
Uo1,20U5 1 Wo1,20W 1,2 “1152 Uy 2
9’L 0%L 9’L
- — - — - —
au;IQ 8u;11 6uj2128ui112 au;ZQ 8u;gg2
thus
r 2 3%L 9%L 3%L 9%L 9%L 7
8 L . ! . ! . -/ . ! . !
Oud Oud’ Buiou’,  Ouiou’, ouwiou! | ouiou?, ,  Ouiou!
x x 2x xtx 21
9L 9%L 9%L 9%L 9%L %L
. . . — . — - — - — - ~
8“11 Aud’ 8u;1 8”;1 8“;1 8ui2 auil 8u;x1 8u;1 8u;1$2 8“11 8u]2$2
9%L 9%L 9%L 9%L 2 2
.. J i’ J P J b J P J F J 5’
AJJI _ 3“951 ou’ 8u§2 8u$1 8uw2 ou’, 8ux2 8u2w1 8u$2 8ux1x2 8u12 8u212
92L 9L 9%L 9%°L 9%L 9%L
oL - — - — - — - — - —
au;zlﬁuf 8uéx18ui1 au;xlauiQ Gu;gcl@uégcl 8u; 0u’ 8u32 lauJ%Q
0L 0L 0°L 02L
J i’ J P J 5’ J 5’ J 5’ J 3’
auzlfzf)uj 8u$152 8uml 8ux1§2 8u$2 Guxqu 6“2:61 8ux1x2 8u$1x2 E)uxlg{f 8u2$2
0°L 0“L 0°L 2L 0°L
o B - — - — - - —
L 8“2128“3 8uéx28ui1 Bu‘;xQBu‘;Q 8u2 261&‘;3:1 BuQ 0u’, Bu‘;xzau‘;xz

Let us recall the following formulation of the Taylor’s theorem with the remainder, useful
in the sequel.

Theorem 12.2.1 ([84]) Suppose that f € C*(I,R), a € I, where I is an open interval. Then

2
Fla+1) = fa) + f'(a)t + f”(a)% +e(a, )22,

where

1
e(a,t) = / [F"(a + ot) — f"(a)] (1 - o)do.
0
We can apply this theorem to rewrite (11.2.6) as
Flu+1t6) = B(t) = B(0) + (0}t + %Rq»"(()) +e(0,)22, (12.2.7)

where

1
e(0,t) = /0 [@"(ot) — @"(0)] (1 — o)do. (12.2.8)

F(u) and by definition ®'(0) = 6F (u, ¢). The quantity ®”(¢) can
1.2.8) under the integral sign and using the chain rule:

As already shown ®(0) =
be found by differentiating (1

\ AN 0L (e, @) + 169 (@)
() = — @1y [P](2) -

RN g

oL (x, u(s)(x) + ¢ ) (m))

m S Pk ) d
- [EEY dho g ( 2, T ) dx

dzx

j=1k=0h=1
moo S P P . 0°L (z,u")(2) + 1) (x))
= Gy [P (@) S (1] () : z dz
/A”z:lk;o;,; " " Dty [h] Due [
_ / 6 () A(x,u(s)(x) +t¢(5)(a:)) T (z) dz, (12.2.9)
A
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148 Chapter 12. Second Order Extremum Conditions

where the notation 7 (-) denotes the transpose of (-). In particular at t = 0, we get

Sheks PL(wu@)
T

"(0) = /Z > ZZ¢ [ Km)a [h) dul, [W]

3,3'=1k,k'=0h=1h'=1

iy [ O
- /¢ (2,0 )) T4 (z) da. (12.2.10)

We then arrive at the following formulation.

Definition 12.2.1 The second variation of the functional F in the neighborhood of u in the
direction ¢ is defined by
2F(u+to, o) =" (t). (12.2.11)

In particular, the second variation of F at uw in the direction ¢ is given by
62 F(u, ¢) = ”(0). (12.2.12)

The Taylor expansion (12.2.7) can be now re-expressed as
1
O(t) = Flut+to) = F(u)+tdF(u,¢)+ 575252]:(11, ®)

1
+ t2/ [2F(u+ ot ¢, ¢) — 6°F(u,d)] (1 - o)do. (12.2.13)
0
Let us also recall the following two results which are important to prove the main results of

this work.

Lemma 12.2.1 ([84]) Suppose that A = (ai;) is an N x N matriz, and set |||A]l| =

Eivj 1a ” Then (|| -|| denotes the BEuclidean norm RY )

1. v-w < |||||lwl] for all v and w in RN,
2. |Av| < |||A||| ||v]| for all v in RV,

3. o~ Aw| < [[|Alll[ollxll for all v and w in RV,

Definition 12.2.2 (Positive semi-definite) A symmetric matrizc A € RN" is called positive
semi-definite if v- Av >0 for all v € RN,

Definition 12.2.3 (Positive definite) A symmetric matriz A € RN * s called positive defi-
nite if v- Av > 0 for all v € RV \ {0}.

Lemma 12.2.2 ([84]) Suppose that A is a positive definite N x N matriz. Then there is a
constant k > 0 such that v- Av > k|[v||? for all v in RY.

There results the following.

Lemma 12.2.3 Suppose that L € C*(A x Q,R), and u € Ci(A,U) is admissible for F. Then
for any € > 0, there is § > 0 such that

e(0,8)] < < /ZZZ ‘qﬁj dx:;/AH¢<S>(x)H2dx

j=1 k=0 h=1

for all ¢ € C§°(A,U) and |t| < ey such that
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(i) u+t¢ is admissible for F,
(i) |t||o] Hqﬁ(s)(x)H <0 forallze A and 0 <o <1
Here, || - || denotes the Euclidean norm in R%.

Proof. Using (12.2.9) and (12.2.10), we see that
1
e(0,1) = /O (1 - 0) [2F(u+ ot 6, 6) — 62F(u, 6)] do
1
= -0 ) (z z,u®(z) + ot o) (z
[a=a) [ 89 [4 (s + o160 @)
- A (a:,u(s)(x))} T ) (z)dzdo.

Each entry of the matrix A is a second derivative of the function L with respect to the coor-
dinates in ).

Let € > 0. Since all the second derivatives of L with respect to the variables in € are
continuous, then the matrix A is continuous and there exists § > 0 such that, for all ¢ €
Co(A,U),

| (1 @)+t 69 @) = ul @) = ol |6 @)| < 0 = 1B, 0, t)ll < e
for all x € A, |t| < ey and 0 < o < 1, where
B(z,0,t) = A (x,u(s) (z) + ot ¢ (.CC)) —A (:zz,u(s) (:1:)) .

Therefore, using the continuity of the bilinear form induced by the matrix A (see the third
property of Lemma 12.2.1), we obtain the required result:

1 m s Pk )
e(0,8)] < 6/0 (l—a)dJ/AZZZ ¢{k)[h](x)fdfﬂ

j=1 k=0 h=1

s Dk

< [yyy

j=1 k=0 h=1

@l o = 5 [ 6@ ax

Here, || - || denotes the Euclidean norm in R% since ¢(*)(z) € R% for all z € A. m
Theorem 12.2.2 Suppose that L € C2(A x Q,R), and u € Ci(A,U) is admissible for F.

1. If w is a weak local minimum for F, then for all ¢ € C§°(A,U), we have

6F(u,¢) =0 and 6°F(u,¢) > 0. (12.2.14)
2. If u is a weak local extremum for F and there is a constant k > 0 such that
2
52 F (u, ) > k/ Hgf)(s)(x)H dz (12.2.15)
A

for all ¢ € C§°(A,U), then w is a strict weak local minimum.
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150 Chapter 12. Second Order Extremum Conditions

Proof. For the first part of Theorem 12.2.2, the assumption that u is a weak local minimum
for F implies that ¢t = 0 is a local minimum for the function ®(t) = F(u + t ¢). Consequently,
0=®'(0) = §F(u, ¢). The Taylor expansion (12.2.7) of ® gives

o(t) — ©(0)

<I>”(0) =2 2 +2e(0,t)
which leads to o (0
0 < lim 2 o) 0O _ "(0) = 62 F (u, p)
t—0 t2

since lim¢_,¢ €(0,¢) = 0 and ®(t) > ®(0) for all ¢ # 0.
For the second part, we suppose that v € C;(A,U) is admissible for F. Let ¢ € C§°(A,U)
so that v = u + t ¢ for some ¢ € R such that |¢| < €. Then

F)=Fu+to) = F(u)+téF(u,¢) + %ﬂa?f(u, ®) +t2e(0,1),
where

1
e(0,1) = / [8F (u + ot 6, 8) — 8°F(u, )] (1 — 0)do.

0
By assumption, u is a weak extremum, so 0.F (u, ¢) = 0. By Lemma 12.2.3, there is € > 0 such

that " .
0.0 < [ ¢

provided |t||o| Hgb(s)(x)H < eforal z € A and 0 < o < 1. Therefore, using (12.2.15), if
lv—ulls = |t]]|¢]ls < € we have

Fv) > F(u)+ £52]-"(u, ®) — t2e(0,1)]
ktz/W dl’ktz/H@f)
- f<u)+kﬁ I H

If v # u, then the integral on the right hand side is positive, and we have F(v) > F(u).
Therefore u is a strict weak local minimum. m

v

In part (1) of Theorem 12.2.2; the fact that the second variations must be nonnegative is
a necessary condition for u to be a local minimum.

Theorem 12.2.3 Let A be a bounded connected subset of X. Suppose that L € C*(A x Q,R),
and v € CJ(A,U) is admissible for F. If u is a weak local extremum for F and

82 F(u,¢) >0 (12.2.16)

for all ¢ € C§°(A,U), then u is a weak local minimum.

Proof. Let € > 0. Suppose that v € Cj(A,U) is admissible for F. Let ¢ € C5°(A,U) so that
v =u+t¢ for some ¢t € R such that |t| < eg. Then

F)=Fu+teo)=F(u)+tdF(u,o)+ %t252}"(u, ®) +t2¢(0,1),
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where

1
e(0,1) = / 8 F(u+ 0t ,6) — °F(u, 8)] (1 — 0)do.

0

By assumption, u is a weak extremum, so 0.F (u, ¢) = 0. By Lemma 12.2.3, there is € > 0 such
that

0] < 5 [ o] do < §mesta) o2

provided |t||o| Hgb(s)(x)H < eforal z € A and 0 < o < 1. Therefore, using (12.2.16), if
lv —ulls = |t] ||@lls < € with ¢ # 0, we have

Fv) > F(u)+ ﬁéz}'(u, ®) — t%]e(0, )]

- 2
> Flu) - 5 mes(8)||o]2
> ]:(u)—%ezmes(A).

Thus,

F) > F(u)—lim [gezmes(/\)]:}"(u).

e—0

We have F(v) > F(u). Therefore u is a weak local minimum. m

Second variation and Legendre necessary conditions

According to Theorem 12.2.2, if uw is a weak local minimum for the functional F, then
82F (u, @) >0 for all ¢ € C§°(A,U). Here we find some natural and nontrivial consequences of
that condition.

Construct nonzero functions ¢¥; by ¥9 =1 and for [ =1,2,--- s

0 —oo <y < —1

hi(y) =4 1—y'sign(y) —1<y<+1

0 +1 <y < +oo

if [ is odd, and

—co<y< -1
dily) =4 1-y —1<y<+1
0 +1 <y <40

if [ is even.
It is clear that ¢, € C*° (R\ {—1,1},R) and satisfy ¢;(y) = 0 for all y with |y| > 1, i.e.
P € Cg° (R\ {—1,1},R). Furthermore, ¢; € C(R,R) with ¢;(—1) = ¢;(1) = 0. We also have

() @l(y) € {110, +11} VyeR (12.2.17)
that is () [1] is constant on R. Thus,

(W) aenmlly) =0 VyeR, v>1. (12.2.18)
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Let zg = (:ro,‘-- :178) € A. Since A is an open subset of R™, there is rg > 0 such that
B(wg,r0) ={z € R" : ||z — xo|| <ro} CA. Let £ = (¢4, ,€") eR™and 0 < e < &
) =

N
Set ¢(x ( o1 (x), - ,gi)f‘(:z)) * XB(xo,r0)(z) Where Xp (4, »,) is the characteristic function of

the set B(mo,ro) and
. ‘l n 2t — ol
¢l (x) = Ele ;qpl ( - 0) . (12.2.19)

Clearly, the support of ¢; is a compact contained in A.
We have for all ke Nand h=1,2,--- ,pg

) i(h) _ .i(h)
J _ ¢k z Lo
(@)(k) [)(x) = €F () gy [1] ( : ) (12.2.20)
for some i(h) € {1,2,--- ,n}. Using (12.2.17) and (12.2.18), we see that
(¢{)(l) ] € {—€01L,0,+6 11} Yh=1,2,--,p (12.2.21)
and for v >1 '
(gz){) W] =0 Yh=1,2- - piiw. (12.2.22)
(I+v)
Therefore, if u is a weak local minimum for the functional F, we have for all [ =0,1,2,---,s
0<% F(u,¢y) = I + I + I3, (12.2.23)

where

s Pr Py’
N D Y 3B 3
le=zoll<ro ; 121 k k'=14+1 h=1 h'=1

O*L (z, ul )(x))

(qbf)(k) [ () (qb{)(k,)[ ](:n)a o (1T 1] da; (12.2.24)

0’L (a:, u(s)(m))

I /” xou<mj;1 h;(w) @ (o) , W) oul, (1] 1]

do;  (12.2.25)

fs = 2/||373 zol|<ro ; i Z i z::z::

(12.2.26)

Of course, if [ = 0 there is not the integral I3. If s = 0 I; and I3 do not exist. By (12.2.22), we
see that I; = 0. Using (12.2.19) and (12.2.20) in (12.2.25), we have

m o, yz 2L (s)
- 3 gg Y Phlnel)
|lz—zo||<ro 8u€l) [h] au{[) (7]

J,3'=1 h,h/=1
2ih) _ i) i) _ i)
X (Yn) ) [1] (60 () [1] % dz. (12.2.27)
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If we set x = x¢ + €y then dx = €" dy and using (12.2.17), I satisfies

PLo921, (s)
(1) 2/ ”<1 3 (w0 + ey, ul@otey) ) (12.2.28)
lyll<1 5

]/ 1 h,h/=1 87[2[) [h] au{l) [h,]

In a similar way, I3 becomes

I3 = 26" 2Utk) (Z Z i% (1) & ( >

lyll<1

< ” k=0 k'=k+1 h=1h'=1
o P10 0 )
x (W) [1] (y ) ; ; dy. (12.2.29)
wfyy 10wl V]
Substituting (12.2.28) and (12.2.29) into (12.2.23), we have
oo, P p2 (s)
0 < Z gigi (“)2/ 8L(x0+ey,uj/(a:0+ey))dy
Pyl [PIESWywalt Ouyy [h]Ouy (1]

ey [ S5 52 S8 g (o)

9= 320 k' =kt1 h=1 /=1

o 2L (z + ey, ul®)(z +e€y))
x (1) ey [1] (y <h>> aou i ]au(k/)[“] dy| . (12.2.30)

We have €2~ +K) 4 0 as € — 0 since in I3, 21 — (k + k') > 1.
Therefore, as € — 0, the second term in (12.2.30) vanishes and it remains

m o, Y4 aQL 7 (S)
0< (1?2 Z gig Z j($0 U j/(xo)) / dy (12.2.31)
Jg'=1 =1 Ougy[hou [B] ] i<t

from which we deduce

m D 82 ($0,U(S)($0))

2| X

- e > 0. (12.2.32)
4g'=1 \hh'=1 3“(1)[ J0ug 1]

Since zg € A and £ € R™ are arbitrary, we have proved the following theorem

Theorem 12.2.4 Suppose that L € C2(A x Q,R), and 1 is a weak local minimum for F. Then
forallz e A and £ = (51,-'- ,£m) e R™,

“ SO (x,ﬂ(s) (z))

Z Z J Vi 6]5]/ >0 l= 07 11 27 S5 (12233)
=1 \ 8u(l) [h]@u(l)[h]
i.e. for all x € A, the square matrices A{lj/ (:U,ﬂ(s)(x)), [ =0,1,2,---,s, are positive semi-

definite.

The inequalities in (12.2.33) are called the general forms of Legendre conditions. They define
by Theorem 12.2.4 new necessary conditions for @ to be a weak local minimum of F. We say
that the function w satisfies the strict Legendre conditions if the matrices A{lj/ (a:,ﬂ(s) (z)),
1=0,1,2,--- s, are positive definite, uniformly for all x € A.
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Second variation and relevant sufficient conditions

Part (2) of Theorem 12.2.2 gives us a sufficient condition for a function to be a minimum.
However, the conditions involving the second variations are not easy to satisfy. So, the results
of this subsection are useful as they imply the condition (12.2.15).

Theorem 12.2.5 Suppose that L € C*(A x Q,R), and u is a weak local extremum for F. If
the matriz A (x,u(s) (;U)) defined by (12.2.5) is positive definite for all x € A, then u is a strict
weak local minimum.

Proof. By (12.2.10), (12.2.12) and Lemma 12.2.2, for all ¢ € C§°(A,U) we have

52 (u, &) = /A 00(@) A (2,0 (2)) 7o (x) de > b /A 69 @) ar

for some k > 0. By part (2) of Theorem 12.2.2, u is a strict weak minimum for 7. m

Theorem 12.2.6 Let A be a bounded connected subset of X. Suppose that L € C*(A x Q,R),
and u is a weak local extremum for F. If the matriz A (z,u(®)(z)) defined by (12.2.5) is semi-
positive definite for all x € A, then u is a weak local minimum.

Proof. By hypothesis, the function V(xz; ¢) = ¢ (z) A (z, ul®) (z)) T$(s) () is continuous and
positive on A for all ¢ € C§°(A, U). Therefore, by (12.2.10) and (12.2.12), for all ¢ € C§°(A, U),
we have

62 F (u, ) = /Agt(s) (x) A (w,u(s) (m)) T (x) dx > 0.

Thus, by Theorem 12.2.3, u is a weak minimum for /. = The second variation of F is given
by

Flus) = [ > Z Gy (@) ALl (2,00(2)) Tl () d

G'=1kk =
= [0S ol A Tl + 23 eyl Tl |
7,3'=1 k=0
k/;ﬁk
= L +21, (12.2.34)

where the matrices Af’; (z, ul®) (z)) are defined by (12.2.6) and

I = / Z quﬂ AT 3 (12.2.35)

]]’ 1 k=0

I = /Zzzqs VAL T g da. (12.2.36)

'=1k=0k'=
Jod ,#k

Integral I; can be rewritten as

I, = /Z ZQSJ A]]TJ +QZZ¢Jk)AJJT dx
J=1 | k=

j'=1 k=0
j’#

= J1+2Jo, (12.2.37)
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Ji :/Zng){k) AT bl da (12.2.38)
A =1 k=0
e
JQZ/AZZZ%) Af T bl da. (12.2.39)
j=14'=1 k=0
i'#5

Thus, the second variation can be written as
FF(u,¢) =N +2L = +2Ja+2 = J; +2(J2 + o). (12.2.40)
We can now prove the following new sufficient condition.
Theorem 12.2.7 Suppose that L € C?(A x Q,R), and u is a weak local extremums for F. If
(i) Jo+ 12 > 0, and

(ii) the square matrices A?c]k/ (m,u(s)(x)) are positive definite for all x € A, i.e., satisfy the
strict Legendre conditions,

then u is a strict weak local minimum for F.

Proof. We have shown that
02 F(u,¢) = Jy +2(Jo + Io), (12.2.41)

where Ji, J and Iy are defined by (12.2.38), (12.2.39) and (12.2.36), respectively. By condition
(ii), using the Lemma 12.2.2, there exist constants 7, > 0 such that

o
Sz /AZZ‘% Ty~ lwy 42

7=1 k=0

aAiZi( o) de = a/AHQS(S)(x)Hde, (12.2.42)

j=1 k=0 h=1

Vv

where 0 < a = min {ai, 1<j<m,0<k< s} . By condition (i) and the inequality (12.2.42),
the second variation (12.2.41) satisfies for all ¢ € C§°(A, U) the inequality

2
32F(u,$) > a / H¢<S> (g;)H dz. (12.2.43)
A
Consequently, by the second part of Theorem 12.2.2, u is a weak minimum for 7. =

Corollary 12.2.1 Suppose that L € C?(A x Q,R), u is a weak extremum for F. If

(a) for all k # k', the bilinear forms defined on RPk x RP¥' by the matrices Ai,],:, (z, u(®) (z))
are positive for all x € A, and

(b) the square matrices Aifkl (2, ul®) (z)) are positive definite for all z € A,

then u is a strict weak local minimum for F.
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Proof. It suffices to show that condition (i) in Theorem 12.2.7 is satisfied. We have

s Dk ‘

m m
J2 = / DD D dylhl Al W) Ty [ de = 0 (12.2.44)
A j=1j'=1 k=0 h,h’'=1
35

since by condition (b) the integrand is always positive;

s Pk Pyl

= /A DD DD AR Tqb{;,)[h’] da, (12.2.45)

1,77=1 k=0 k=0 h=1 h'=1
J5J Nk

since by condition (a) the integrand is always positive. Therefore Jy + 1o > 0. m

12.3 Applications to some concrete examples
To conclude this work, let us analyze some applications.

Example 12.3.1 Consider the problem of finding extremum point u = u(x) with x € [a,b], of
the functional F defined by

b
]-'(u)z/ V14 uy(x)?de.

The Lagrangian of this functional is

L (x,u(1)> = m

The extremum must satisfy the Euler-Lagrange equation
oL d (0L 0
ou  dxr \Ouy )

e~
(14 u2)

The general solution of this equation is u(x) = c1x + co, where ¢; and ca are constants deter-

which gives

N

mined by the given end point constraints.
Determine the matrix A associated to the second variation of this problem.

A:[Aoo A01]’

Ao An
where e e e
L L L
Aoo = oudu 0, Ao = oudu, 0, 107 ouyOu
0’L 1
A11 = = 7.
OOy, (1+u2)?
Thus,

0 0 ]
0 1 .
(14u2)?
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It is clear that the matriz A is positive semi-definite. Therefore, the found function u, solution
to the Fuler-Lagrange equation, is a minimum point to the functional F.

Note here that the Legendre necessary conditions are well satisfied. Indeed, Ayyg > 0 and
A > 0.

Example 12.3.2 Consider the problem of finding extremum point u = u(zx) with = € [a,b], of
the functional F defined by

b
F(u) = / w(x)v/1 4 ug(x)?de.
The Lagrangian of this functional is

L (w, u(1)> = um

The extremum must satisfy the Euler-Lagrange equation
oL d (9L _,
ou  dxr \Ouy )

1+ u% — Ulg g

3
(14u2)2

which gives

=0.

T+co

The general solution of this equation is u(x) = c; cosh ( o

) , where ¢1 and co are constants
determined by the given end conditions.

Determine the matrix A associated with the second variation of this problem.

A:|:AOO A01:|’

A An
where
A—82L—0 A782L7 Uy A782L7 Uy
07 duou 01_auaum_,/1+ug’ 10_8um8u_,/1+u926’
0’L U
All = = 3 .
OOy, (1+u2)?
Thus,
a-| o Vira

3
VItuZ o (14u2)2

It is clear that the matriz A is neither positive semi-definite nor negative semi-definite (i.e.,
—A is not positive semi-definite). Hence, the found function u, solution to the Euler-Lagrange
equation, is neither a minimum point nor a maximum point to the functional F. Therefore, we
can conclude that this function u is an instable equilibrium point.
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Example 12.3.3 Let A be a connected subset of R%. Consider the problem of finding the func-
tion (ul,uz) , where u' = u! (ml, x2) Ju? =u? (xl,:vz) with (xl,:cz) € A, which is an extremum

of the functional F defined by
f(ul,u2) = / L (331,332,u1(1) (1:1,332) ,u2(1> (xl,:UQ)) datda?,
A
where the Lagrangian L is

L= (u1)2 + (u2)2 + (uil)Q + (u12)2 + (u21)2 + (u22)2 + - (u1u2 — uilu}vz — “ilu§2) .

x xT

Extremum of the functional F must satisfy the Euler-Lagrange equations
oL 0 (oL 0 oLy _
oul  Oxl 8u9161 Oz? E)ual:Q N
oL 0 (oL o (oL _,
ou? Ozl \ ou?, 0z2 \ouz, )
€T €T
which give the system
1
2U1 + 5@62 — 2“%11 =+ uzlble — 21//%%2 =0
1
2u2 + Eul — 2U§$1 + u§1$2 — 2U§x2 = O

The general solution to this system is

_ V5,1 _ V5,2 V51 V5,2
ul (xl,acQ) = cs¢ 27 +cge 27 +epez® fcge2”
_ V3,1 _ V3,2 V3,1 V3,2
— cle 2 + coe 2 + c3e 2 + cye 2
_¥3.1 _ V3,2 V3.1 V3,2
u2(x1,1:2) = cie 2% +cge 2% fcgez® g2 ”
_ V1 V5,2 V5.1 V5,2

— x - T x
+ cse 27 Hcge 27 Hcre 2 Hcge 27

where the constants c; are determined by the given boundary conditions.
Determine the matriz A associated with the second variation of the functional F.

[ A1l 412
A= im im ]
with A% defined by i
wir | A AR
| A A
We have:
n_ 0°L 2 O°L 1

= =9 A = — —  —
00 ™ Hulou! ’ 07 ulou2 ~ 2’

0= u2oul — 2’ 07 Ju2ou2 ~ 7
92L 0 %L 0
11 _ Builaul o 12 o Builazﬂ _
AIO - 0L "o’ Alo - 02L “lo |’
8ui28u1 8ui28u2

Ph.D. Thesis in Mathematics.



12.3. Applications to some concrete examples 159

2L 9L -
8u2 oul 0 29 Ou?, ou? 0
Alo = 82L = 0 y AlO = 52L == 0 )
Bui Oul 8ui28u2 -
9L 2L ] 12 9L 2L
AOl - [ 8u18ui1 GulauiQ = [ 00 ] ) AOl = [ 8u18uil 8u18u32 = [ 00 ] s
2L o%2L 2L 02L ]
A()l = [ 8u28ui1 6u28ui2 = [ 00 ] ) AOl - [ auzauil 8u28u22 = [ 00 ] )
[ __6°L 8L ] _ -
A12 o 8u;18uil 8’u1 8u 22 o 0 0
1 = 0%L 62L “1lo o |’
ouly,ou?,  oul,ou?, - -
[ __0°L 8L ] _ -
A21 o 8u2 8u 21 8”51 8u;2 _ 0 0
1 — 8 L 0°L “1o0 o’
aui Buzl 8ui28ui2 o -
[ __0°L 02L ] _ 11
Al uliouly  dulioul, . 2 -3
1= 9L 9L I T T
8ui 8u11 Bui 8uz2 L2 -
[ __0°L 02L 7] _ 11
A2 _ uZ 0uy;  OuZ 0u”, o 2 -3
1= %L %L I T T
8“52‘9“51 8ui28u52 L2 -
which give
3 00 2 0 0
AP=10 0 0 |=4"" A'=|0 2 -} |=4%
0 0 O 0 —% 2
and hence _ ;
2 0 0 3 0 0
0 2 -3 2 0 0
4]0 -z 2 0 0 0
5 0 0 2 0 0
oo o o0 2 -1
00 0 0 -3 2

It is easy to see that the matrices A{fk, k = 0,1, are all semi-positive definite. This implies that
the Legendre necessary conditions for minimum point are satisfied. Furthermore, the matriz A
1s positive definite. Thus, we can well conclude that the found solution (u U ) to the Euler-
Lagrange equations is effectively a minimum point for the functional F.

Example 12.3.4 Let A be a connected subset of RZ. Consider the problem of finding a function
u=u (xl,xZ) with (acl, xz) € A, which is an extremum of the functional F defined by

F(u) = / L (azl,x2,u(2) (:c T )) dztdz?
A
whose Lagrangian L is

2
L=u?+ul +uls +udy +ulie + U5 — = (UptUp2 + Ugy1 Ugt g2 + Uogt Ugg2 + Ugt 2Ugy2) ©

2
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The extremum must satisfy the Euler-Lagrange equation

o _ 0L 0 (0N 9 (oL 0 9 (o
 Ou Ozl \Qup 0x? \ Ouye Oxt Ozl \ Qugy

9 9 <5L> L9 9 (aL) (12.3.46)

Ozl 0x? \ Qugi,e 0x? 0x? \ Dugye
which gives the equation
2U — 2Ugz1 + Ugige — 2Ugy2 + 2Uyp1 — Uspig2 + Ugylone — Ugizy2 + 2uy,2 = 0.

The general solution to this equation is
V3 1 1
u (acl, x2) = 6_73””1 [cl cos <2x1> + ¢ sin <2x1>}
@xl 1
+ ez C3 COS 2 + ¢4 sin
_LIQ 1 2
+ e 2 C5 COS + cg sin x
2 2
1
@ |:C7COS (2 2) —1—08s1n< )]

where the constants c¢; are determined by the boundary conditions.
Determine the matriz A associated with the second variation of F :

w

<5

+ e

Ago Aor Ao2
A= AlO A11 A12 ,
Ao Az As
where
O%L 2L . .
00 = 6u8u - 27 A02 - |: 8u8u2x1 8uau;¢1x2 auaUQ;cQ :| = [ 000 :| )
9?L 0 i ]
= Oty O = _ | _9°L 0°L .
A1o—[ 2L ]—[0]7 A01_|:3u(9ux1 auauxQ}—[O 0],
Ou_o0u 20U
9?L
92 2L 1 Bu, 10 0
A = Ou,10u,n Ouy10u2 _ 2 -3 Ao — 8§7L B 0
11 — 82[, 82L - 1 2 ) 20 — du_1_20u = ,
Ou,20u,1  Ouy20u o 2 AT 0
Ou,,_20u

92L
8uzg 6u211 6'U4I2 8711112 auzg 8’11,212

%L %L 2L
A o 8”11 8u211 Buzl 8%112 8u11 8u212 o O 0 O
12 — o921, 92 — 00 0 )

0%L 8%L
Oug 10U 1 OJu,10u 2 0 0
_ 521 521 _
A21 - ou 21 Qau 1 auzl 28u 2 - 0 0 ’
Yoo oL 0 0
8u2z28u 1 8u2z28u 2
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9%L 92 92L ) X
Oug,10Uq, 1 Ougy,10u,1,2 Ou,, 10U, 2 2 -5 —3
A — 02L 82L 921, B 1 5 7
22 = Ou,1,20uy,1  Ouyi,20u 1,2 Ougl, 20Uy 2 = 2 5
82L 82L 82L _% _% 2
Ouy, 20U, 1 Ouy 20U 1,2 Oy, 20Uy, 2
Thus,
2 0 0 0 0 0
0 2 -+ 0 0 0
1
0 0 0 21 -5 _?
0 0 0 —? 21 -3
000 o -1 -1 o]

It is easy to see that the matrices Agx, k = 0,1, 2 are all semi-positive definite. This implies that
the Legendre necessary conditions for minimum point are satisfied. Furthermore, the matriz A
1s positive definite. Thus, we can well conclude that the found solution u to the Fuler-Lagrange
equations is effectively a minimum point for the functional F.
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Conclusion

There were three mains purposes to this dissertation. Firstly, investigate and improve some
well-known methods to determine exact or analytical approximate solutions to nonlinear partial
differential equations and systems. Secondly, study and extend some techniques of construction
of conservations laws for nonlinear partial differential equations and systems. Thirdly, develop
and generalize methods to find critical functions of functionals defined by variational integrals.
Then, elaborate very efficient tests to check whether a critical function is a genuine extremum
or not.

For our first objective, we have described the factorization process of NLPDEs and provided
sufficient conditions for the factorization in the particular case of second order equations. Three
classes of factorizable second order linear ODEs characterized by the degrees of their corre-
sponding polynomial function coefficients are probed. We have also proposed some algorithmic
processes, based on the expansion of either one function (single function expansion method) or
two functions (double function expansion method) or three functions (triple function expan-
sion method), for the construction of exact solutions to nonlinear polynomial partial differential
equations with constant function coefficients. Most of the existing expansion function methods
have been well recovered from the mentioned principles. Then, we have described the process
to find one-parameter Lie symmetry groups of transformations for differential equations and
shown its use in the integration of differential equations. In order to handle analytical approx-
imate solutions, we have focussed on the Adomian decomposition method and extended it to
under determined systems of NLPDEs.

Concerning our second purpose, we have extended the Ibragimov non local conservation
theorem [57] for partial differential equations to under determined systems of differential equa-
tions. Afterward, we have proposed an alternative direct algebraic method of constructing, for
nonlinear evolution partial differential equations, conservation laws that depend not only on
dependent variables and its derivatives but also explicitly on independent variables.

About the third and last aim of our thesis, we have addressed both necessary and relevant
sufficient extremum conditions for a variational problem defined by a smooth Lagrangian,
involving higher derivatives of several variable vector valued functions. A general formulation of
first order necessary extremum conditions for variational problems with (or without) constraints
has been given. Global Legendre second order necessary extremum conditions have been
provided as well as new general explicit formula for second order sufficient extremum condition
which do not requires the notion of conjugate points as in the Jacobi sufficient condition. In the
fourth part of this thesis, we have elaborated more general and powerful tests to determine the
nature of extremum for unconstrained or constrained optimization problems where a system of
partial differential equations appears as an essential part of the constraints. One of the purposes
of our further investigations will be to create a Maple package that will systematically specify
the nature of a critical function to such optimization problems.
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