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Abstract

Germinal Centres (GCs) are the histological structures dedicated to genera-

tion and selection of B cells that produce high-affinity antibodies. However,

unexpected malfunctioning in the GCs can cause the appearance of different

pathologies, including the malignant transformation of B cell. Understand-

ing the Gene Regulatory Networks (GRNs) which orchestrate that response is

therefore a critical task. GRNs describe how the genomic sequence encodes

the regulation of expression sets of genes that are responsible for generation of

developmental patterns and execution of the multiple states of differentiation.

Inferring and evaluating GRNs from gene expression data is a long-standing

and challenging task in systems biology. Novel technology allows us to measure

mRNA levels in individual cells, which promise significant increase of GRNs

precision, but will require relevant models. Our aim was to assess the use of

a new stochastic executable model for GRNs made from coupled Piecewise

Deterministic Markov Process (PDMP) to fit single cell transcriptomic data

from the GCs B cells differentiation sequence. We showed that our PDMP

model, which was build from the coupling of three transcription factors and

two cell surface receptors, can qualitatively estimate the distributions of the

mRNA at different stages of GC B cell differentiation. A partial quantitative

agreement was obtained through systematic parameter tuning but a full quan-
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titative agreement proved to be highly challenging. PDMP allows to evaluate

the structure of the GRN, and in the future may lead to further understanding

of the different types of dysfunctions of the regulatory mechanisms.
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Résumé

Les centres germinatifs (CG) sont les structures histologiques dédiées à la

génération et à la sélection des cellules B qui produisent des anticorps de haute

affinité. Cependant, des dysfonctionnements inattendus dans les CGs peuvent

provoquer l’apparition de différentes pathologies, y compris la transformation

maligne de ces cellules.Comprendre les réseaux de régulation de gènes (RRG)

qui orchestrent cette réponse est donc une tâche critique. Les RRG décrivent

comment la séquence génomique code la régulation de l’expression des gènes

qui sont responsables de la génération des multiples états de différenciation.

L’inférence de ces RRG à partir des données d’expression des gènes est une

tâche ancienne et difficile en biologie des systèmes. Les nouvelles technologies

permettent de mesurer les niveaux d’ARNm dans des cellules individuelles,

ce qui promet une augmentation significative de la précision des RRG, mais

nécessite des modèles pertinents. L’objectif de la thèse consistait à évaluer

l’utilisation d’un nouveau modèle stochastique de RRG construit à partir d’un

couplage de processus de Markov déterministes par morceaux (PDMP) pour

ajuster les données transcriptomiques de cellules individuelles provenant de la

séquence de différenciation des cellules B de CGs chez l’homme.Nous avons

montré que ce modèle PDMP, qui a été construit à partir du couplage de

trois facteurs de transcription et de deux récepteurs de surface cellulaire, peut
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estimer qualitativement les distributions de l’ARNm à différents stades de la

différenciation des cellules B de CGs. Un accord quantitatif partiel a été obtenu

par le réglage systématique des paramètres, mais un accord quantitatif complet

s’est avéré particulièrement difficile. Notre modèle PDMP permet d’évaluer la

structure du RRG et, à l’avenir, pourrait permettre de mieux comprendre les

différents types de dysfonctionnements des mécanismes de régulation, respon-

sables de l’apparition de pathologies.
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Summary

Fast development of Single Cell (SC) technologies and increased availability of

computational clusters urges the development of novel tools for analysis and

interpretation of SC transcriptomic data. Our contribution shows that stochas-

tic PDMP model (2.4)-(2.6), applied a Gene Regulatory Network (GRN) made

of three key genes (BCL6, IRF4, BLIMP1), is capable to qualitatively simulate

the distribution of B cells mRNA at GC and PB_PC stages of differentiation.

We hypothesized that the stochastic nature of our model could simulate ex-

perimental SC data and could depict its natural variability. To our knowledge,

simulation of GRNs for SC data is mainly presented by Boolean Networks,

co-expression and ODE models. Only recently, stochastic models started to

be used to evaluate the variability in the SC data [1]. This study contribute to

the understanding of potential applicability of stochastic model for simulation

of experimental SC data in the field of computational immunology. Due the

universality of the models used, it can be further used for SC analysis in any

biological field.

We have approached the simulation of GRN in a few consecutive steps. We

started with the kinetic ODE model (2.1)-(2.3), applied to the BCL6-IRF4-

BLIMP1 GRN described by Martinez et al. [2]. We rewrote the PDMP model

in terms of the kinetic ODE model (2.1)-(2.3) and used it to estimate the ini-
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tial guess for the parameter set (see Tables 2.2-2.5, version I). We have used

the parameter set for which the kinetic ODE model (2.1)-(2.3) associates the

first steady state with the GC stage and the second steady state with the

PB_PC stage of B cell differentiation. Interestingly, the mathematical rewrit-

ing allowed our ODE reduced PDMP model (2.11) to simulate the existence of

two steady states (see Figure 2.2). We noticed that the parameter kon,init,IRF4

estimated based on the rewriting of the ODE reduced PDMP System (2.11) in

terms of the kinetic ODE System (2.1)-(2.3) can preserve an existence of two

steady states (see Figure 2.2). Selecting random value of kon,init,IRF4 resulted

in the ODE reduced PDMP System (2.11) predicting the existence of only one

steady state (see Supplementary Figure S2). The results that ODE reduced

PDMP can qualitatively recapitulate two steady states of B cell differentia-

tion, gave us further confidence to proceed with the PDMP System (2.4)-(2.6)

and further investigate if it can be used to simulate the distribution of B cell

differentiation at GC and PB_PC stages at the single cell level.

In the second part of our work, we executed the PDMP model and evaluated

how well it describes the SC data of GC B cells, derived from human spleen

and tonsil [3]. Initially, we used the same parameter set as for ODE reduced

PDMP model, and for that reason we were not expecting that it completely

reproduce the behavior of the single cell data. As we suggested, the PDMP

(2.4)-(2.6), generated mRNA levels for BCL6, IRF4 and BLIMP1, which did

not reproduce the experimental data (see Supplementary Figure S3) neither

at GC nor at PB_PC stages and further improvement was required.

To investigate model’s variability, we evaluated effect of the stochasticity for

the identical parameter set of the PDMP model (2.4)-(2.6). We had to anal-
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yse if for an independent simulation of the PDMP model (2.4)-(2.6) with the

same parameter set, the model-generated number of mRNA would be similar

between each other. For that purpose we used the KD and simulated multiple

runs of the PDMP model (2.4)-(2.6) with the parameter set (see Tables 2.2-2.5,

version II). We selected for each of gene (BCL6, IRF4 and BLIMP1) and for

each stage (GC and PB_PC) the model-generated distribution of normalized

mRNA values with the highest KD between each other and have seen that

they posses high similarity between each other: the shapes of distributions

were overlapping and mean values were comparable (see Figure 2.4 and Table

2.7). This have showed that while the PDMP model (2.4)-(2.6) is stochastic,

it is capable to simulate the distributions of mRNA values with good repro-

ductivity between independent execution. This allowed us to proceed with

the parameter tuning, with a goal to improve the quality of the fitting of the

experimental SC mRNA data.

After we determined that the PDMP model (2.4)-(2.6) generates similar out-

puts for a given parameter set, we performed the parameter search to find a

parameter set that would better describe the experimental data from Milpied

et al. [3]. We firstly tried an automatized approach, and screened parameters

using a grid (see Figure 2.5).

Next, we used the knowledge of the structure of the GRN network (see Figure

2.1) to perform a semi-manual and more precise tuning of the parameters. Af-

ter defining key parameters, we were able to increase the number of IRF4 and

BLIMP1 molecules at the PB_PC stage (see Figure 2.5) and obtained better

fits of the data.

We showed that the PDMP model, based on the GRN of key regulators BCL6,
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IRF4 and BLIMP1, can be used to simulate experimental SC mRNA data of

GC B cell differentiation. Firstly, it shows achievements of the computational

biology, which is capable to simulate the complex differentiation process, using

the PDMP model and concept of GRN. Second it can be used to further un-

derstanding biological processes, occurring during the differentiation or for any

biological event, caused by an application of short time stimuli (for instance,

for immune response). By manipulating the GRN structure (adding the reg-

ulations and new genes), one can evaluate an effect of candidate genes on the

system. Also, due to executable properties of the PDMP model (2.4)-(2.6), one

can potentially study an effect of the different layers of the biological process

(promoter activity, transcription and translation rates), using as a reference

the experimental SC mRNA data.

To summarise, we obtained reasonable fitting of the previously published ex-

perimental SC mRNA data. Different strategies can be used to further improve

the fitting. For instance to perform more massive semi-manual tuning strat-

egy, where one can screen the multiple parameters responsible for the specific

reaction or subGRN (responsible for BCL6 repression). Otherwise, improve-

ment of the structure of the GRN also may increase the quality of the fitting.

The structure of the network may lack of reactions, preventing the PDMP

System (2.4)-(2.6) from generation of distributions identical to experimental

ones. And the last possibility, is that the experimental SC dataset used for

this study, could be more complete. SC data was collected from the human

lymphoid organs, and then were classified as B cells at the GC and PB_PC

stage, based on the cell sorting and pseudotime algorithm. Nevertheless, up to

date, the dataset produced by Milpied et al. [3] is the most novel and complete
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analysis of human B cell, at the moment of current study, which present the

data on the single cell level. Future access to the alternative data, would be

advantageous and would allow to confirm an applicability of the PDMP model

(2.4)-(2.6) for simulation of different GC B cell fates.
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Chapter 1

Introduction

During many centuries brightest minds of humanity have been trying to un-

derstand how our body confronts diseases and why some individuals overcome

illness without severe symptoms, while others have significantly weaker toler-

ance and lower survival rate. One of the earliest observations was performed

by ancient Greek physicians. They noticed that patients who already had sur-

vived the plague, had much higher odds to be asymptomatically reinfected [4].

Later on, first attempts to induce the immunity in a population have been

performed in China in the fifteenth century. The method, called variolation,

consisted in the introduction of the dry crust from smallpox pustule of a pa-

tient to an open wound of a healthy individual. There was a strong belief that

variolation could prevent the appearance and spreading of the disease, however

the balance between efficiency and risk was quite low [5].

Interestingly, History recognizes the English physician Edward Jenner as pio-

neer of systematic vaccination against smallpox. He observed that the milk-

maids, who contacted with infected cows, had high tolerance against the hu-

man version of the disease. To test the hypothesis that cow virus promotes
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the adaptation to a human version, he collected the cowpox pustule and in-

troduced it to a eight-year-old boy. Fortunately, the virus inoculation did not

cause the appearance of the disease and the boy had developed a resistance

to smallpox. Although the ethical part of Jenner’s experiment is excessively

questionable, his method successfully spread in Europe, and had a tremendous

effect on the fighting against smallpox epidemic [5, 6]. One hundred years later

Louis Pasteur discovered that the old bacterium, causing fowl cholera in cul-

ture while injected to the chicken, creates the immunity against the stronger

stripes of cholera. He suggested and lately proved that the attenuated strain

with a weakened virulence can be used to create an immunity. Further, Pas-

teur called his strain a "vaccine" to honor the work of Jenner. In subsequent

years, humanity developed a vast number of vaccines using the same principle

of attenuation, including rubella, influenza, rotavirus, tuberculosis, etc. [7].

Despite the countless achievements in the understanding of immunology dur-

ing last century, this field is still full of enigmas. Nowadays the development

of various mathematical models, together with the increasing computational

power, promises to shade light on the mechanisms of the immune system. We

are reaching the moment when deeper understanding of biological processes

would not be possible without strong collaboration and support from mathe-

matical and computational sciences.
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1.1 Principle and organisation of immune re-

sponse

1.1.1 Innate and acquired immune responses - General

picture

The human immune system is a very complex coordinated network, whose

main goal is to eliminate pathogens and maintain tissue homeostasis.

This system consists of dozens immune cell types, which are distributed in

the organism. Immune cells are mainly developed from immature precursors

in primary lymphoid organs (the bone marrow, the thymus). In combination

with a spread network of secondary lymphoid organs, such as spleen, lymph

nodes and different types of mucosal tissues, the immune system allows the

body to provide highly efficient protection [8].

The immune system historically was divided in innate and acquired immune

responses. Despite the fact that both mechanisms support each others func-

tions, they have different roles in the complex response against infections [9].

Innate immunity is a first line of defense. It includes external physical bar-

riers to the environment (i.e. skin, mucosa, protective structures), humoral

innate immunity (antimicrobal proteins, soluble factors, cytokines, peptides)

and cells (intraepithelial T lymphocytes, nuocytes, myeloid phagocytic cells,

innate lymphoid cells, phagocytic B cells, etc.). Physical and chemical barri-

ers protect the organism from invasion of the microorganisms or viruses. They

mainly consist in the epithelial layer of cells with tight junctions and proteins,
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providing the mechanical prevention of the pathogen infiltration [10]. Humoral

innate immunity consists of the variant complex molecules, distributed in the

extracellular fluids, and their main property is to destroy the pathogens and

prevent the spread of the infection. The cell response is normally caused by

intraepithelial T lymphocytes, myeloid phagocytic cells, phagocytic B cells and

non-specific cytotoxic cells. Although the innate immune response is imme-

diate, it is limited to a certain range of pathogens it can recognise. This is

mainly caused by the imbalance between low number of the genetically pre-

determined germ line-encoded receptors of the cells participating in innate

immune response versus the highly variable antigenic structures of the differ-

ent pathogens [11].

The adaptive immunity on the other hand consists of the two major types

of lymphocytes: bone-marrow-derived B cells and the thymus-derived T cells.

Those lineages have high capacity of specific recognition and respond to anti-

genic variants of the pathogens. During B and T lymphocyte development,

they acquire the set of prototypic immunoglobulin variables gene segments,

such as V (variable), D (diversity) and J (joining). Together they represent

V(D)J regions of the B cell receptors (BCR) and T cell receptors (TCR) [12].

High diversity of the adaptive immune response is provided by the constant

modifications of the V(D)J region of B cells via somatic hypermutation (SHM)

and class switch recombination ()[13]. Such a mechanism allows the immune re-

sponse to react and confront various antigens (i.e. molecules/molecular struc-

tures covering pathogens) with a high specificity and efficiency.
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1.1.2 Development of B cells from multipotent stem cells

B-cells originate during haematopoiesis, the multistep process of blood cell

production. Hematopoietic Stem Cells (HSC) are multipotent stem cells capa-

ble to generate all types of blood cells, such as erythrocytes, megakaryocytes,

monocytes, eosinophils, neutrophils, dendritic cells, natural killer cells/innate

lymphoid cells, T cells and B cells, using different sets of transcriptional pro-

grams (see Figure 1.1, [14, 15]).

The production of B cells starts in primary lymphoid organs: bone marrow

and thymus. The main properties, essential for correct B cell functions, are

acquired consequently at each stage of development. Differentiation starts

with transition of HSC to the multipotent progenitor cells (pro B cell) and

consequently follows through common lymphoid progenitor (CLP), pro B cell

(the earliest committed B cells), early pre B cell, late pre B cell, and finally to

mature B cell stages.

The expression of specific membrane proteins allows to characterize the stage

of the B cell development. At each step of the differentiation, specific sets of

immunoglobulin rearrangements, expressions of surface molecules and different

transcription factors are determined [16]. B cells perform the final stages of

their differentiation in the peripheral lymphoid organs (spleen, lymph nodes,

Peyer’s patches and tonsils) and then they migrate to the blood flow, getting

distributed in the whole body being capable to recognise antigens [17, 18].
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Figure 1.1. Schematic representation of the hematopoiesis process. All blood cells, in-
cluding B lymphocytes, are produced from the successive differentiations of hematopoietic
stem cells HSC. CLP - common lymphoid progenitors; CMP - common myeloid progeni-
tor; BFU-E - burst-forming unit–erythroid; Meg-CFC - megakaryocytic colony-forming cell;
mast-CFC - mast colony-forming cells; Eo-CFC - eosinophil colony-forming cells; GM-CFC
- granulocyte macrophage colony-forming cells; G-CFC - granulocyte colony-forming cells;
M-CFC - macrophage colony-forming cells; OC-CFC - osteoblastic colony-forming cells.

1.1.3 Germinal centres initialization

Apart from the blood, B cells mainly wait to encounter an antigen in periph-

eral lymphoid organs. As soon as a antigen-presenting cells APC assist in

T-cells recognition of foreign antigen, antigen is delivered to B cells and adap-
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tive immune response begins. Immediately, B cells start to form structures

in peripheral lymphoid organs, called germinal centres (GCs). It was origi-

nally speculated that GCs are the main sites for the antigen-driven somatic

hypermutation SHM of genes responsible for the immunoglobulin variable re-

gions (IgV). This process causes the accumulation of the mutations in the IgV

regions of the heavy and light chains of antibody [19, 20]. During SHMs,

mutations tend to accumulate in complementarity determining regions () of

the antibody V genes. Since SHM does not distinguish between favorable and

unfavorable mutations additional selection process is required to generate the

high-affinity antibodies for the humoral immune response and to remove the

antibodies with a low affinity [19, 20].

Approximately one day after a naive B cell is activated by a foreign antigen, it

migrates to the T-cell zone of the lymphoid tissue, where B cells encounter with

the network of follicular dendritic cells (FDCs). At the second day, activated B

cells form a connection with antigen-specific T cells to become fully activated.

One day after, T follicular helper cells (T-fh cell) migrate to the follicle. In the

same time the first defense mechanisms against pathogen start to form: some

pairs of B and T cells move to specialized areas in the lymph nodes, where B

cells differentiate into plasmablasts to secrete low affinity antibodies [21]. At

the forth day, B cells migrate to the center of FDCs and start to proliferate,

forming the early GC [22]. At days 5-6, the fast B cell proliferation increases

the GC size. At day 7, the dark and light zones (DZ and LZ) form, which can

be associated with the maturation of GC (see Figure 1.2) [23].

GC formation is controlled by the complex orchestra of different transcrip-

tional pathways (see Figure 1.3). At GC initiation stage, from day 0 to day 1,
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Figure 1.2. Germinal center initiation and formation in the lymph node, presented in 8
different stages. Pink area represents the T cell zone, white area corresponds to subcapsular
sinus area . FDC - follicular dendritic cells. Adapted from [23].

after the B cell activation by antigen, a set of pathways responsible for correct

GC formation and B cell proliferation (IRF4, NF-kB, OCA-B, MEF2C and

MYC) is activated. Interferon regulatory factor 4 (IRF4) is crucial both for

GC initialization and maturation (see Figure 1.3). Starting from day 2 early

stage active pathways are modified, some genes are silenced, while others are

upregulated, for instance: BCL6, MEF2B, IRF8. From the 5th day of the GC
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Figure 1.3. Different stages of B cell differentiation in a germinal center (top panels),
combined with associated transcription pathways regulating GC initiation and GC exit
(bottom panels). Adapted from [25].

formation, the EBF1, SPI-B, DOCK8 and BACH2 circuits are additionally

activated to cause differentiation towards the Plasma B cells, and PAX path-

way is activated to direct the cell differentiation to memory B cells (see Figure

1.3). When GC reaches the mature stage, one can distinguish between cells in

the DZ area (called centrocytes) and LZ area (called centroblasts), using the

immunophenotype and functional characterization [24].

B cells expansion, followed by SHM in the DZ, creates a screening list of can-

didates for further selection of B cells with the highest affinity for the antigen

in the LZ. B cells with low affinity will be eliminated by apoptosis, while cells

with the strongest affinity will re-enter the DZ, to further proliferation [24]. Se-

lection of the B cell fate occurs due to differences in the transitional pathways
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which are still to be elucidated.

1.1.4 Normal and pathological B cell responses

GC B cell development is controlled by an interconnected network of tran-

scriptional pathways. The high complexity of such a system implies high risk

of possible malfunctions. The set of cancer diseases, occurring at different

stages of GC B cell development, is defined as lymphomas. Due to complexity

and diversity of the field, one way of lymphoma classification can be based on

stages of GC B cell differentiation at which the malignancy had occurred (see

Figure 1.4).

At DZ stage, the continuous expression of MYC, combined with a number of

small pathways deregulation, causes the appearance of mutated IgV sequences

and its transcriptional signatures, which is called Burkitt lymphoma - aggres-

sive and rapidly developing B non-Hodgkin’s lymphoma (B-NHL) [27]. The

most common B-NHL, diffuse large B cell lymphoma (DLBCL, 40% cases)

generally divides in two types. First one occurs during early stage of GC B

cell differentiation (in LZ of GC) it is GC B cell like DLBCL and it is caused by

constant BCL6 expression (see Figure 1.4). BCL6 has a crucial role both dur-

ing the B cell differentiation and lymphomagenesis by controlling the terminal

differentiation of B cells [28]. BCL6 disturbance can be triggered by many

regulatory mechanisms such as disruption of BCL6 autoregulation circuit or

inactivation of CD40-induced IRF4 repression of BCL6 [29, 30].

A second type of DLBCL, activated B cell-like DLBCL (ABC-DLBCL), ap-

pears at the last stage, where inactivation of the master regulator of terminal

B-cell differentiation, PR domain zinc finger protein 1 (BLIMP1), and activa-
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Figure 1.4. GC B cell fate maps in healthy and malignant conditions. 1). GC B cells
proliferate and undergo SHM to introduce random mutation in their immunoglobulin gene
in DZ. 2). B cells migrate from DZ to LZ. 3). GC cell selection in the LZ, as a function of
their affinity for the antigen, via FDCs and T-fh. 4). B cells that successfully passed the
positive selection are recycled back to the DZ for further mutation (via activation of MYC
and mTORC1 pathways). 5). Alternative route towards plasma cells (PC), via plasmablast
stage (PB). 6). B cell transformation towards memory B cell. 7). Cells, which have not
been selected for either re-cycle, or PC, or PS, or had disadvantageous mutations undergo
apoptosis. BL - Burkitt lymphoma. FL - Follicular lymphoma. DLBCL - diffuse large B
cell lymphoma. GCB-DLBCL - GC B cell-like DLBCL. ABC-DLBCL - activated B cell-like
DLBCL. Adapted from [26].

tion of NF-kB signalling pathway prevent cells from completing their differen-

tiation processes [31, 25].

Follicle lymphoma is a malignant cancer, which develops and progress dur-
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ing multiple stages of GC development. It starts with aberrant translocation

affecting BCL2 during SHM at DZ and further evolves at later stages, specifi-

cally at cell selection phase [25].

It is important to mention that the number of genes and factors involved in the

formation of different types of lymphomas are very extensive. We are mainly

interested on the impact of three key factors (BCL6, IRF4 and BLIMP1) on

the GC differentiation. This focus is explained by the key importance of those

genes in a normal GC B cell development. Its aberrations can lead to different

types of lymphoma, including follicular lymphoma (FL), diffuse large B-cell

lymphoma germinal center B-like (GCB DLBCL) and activated B cell-like

(ABC DLBCL) [26] .

1.2 Modelling of the Germinal Centre and B cell

differentiation

In an era of big data, immunology faces the need to reconstruct and system-

atize the immune response in an integrative manner. Luckily, current stage of

the mathematical and computational development is able to assist in such a

challenge. Mathematical modelling enhances systematic elucidation of innate

and adaptive immunity both separately and as an entire mechanism [32].

The main objectives of mathematical modelling can be described as theoretical

understanding (validation of the model may be impossible due to technological

limitations) and as establishment of a prediction of future biological behavior

(that can be confirmed by biological experiment) [33]. With an increasing

availability of computational power, many biological institutions are capable
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to put more emphasis on the application of numerical methods and mathemat-

ical modelling [34].

1.2.1 Mathematical modelling in immunology

Mathematical immunology can assist on understanding in a spectrum of ques-

tions, including the elucidation of multiple molecular pathways responsible for

activation, migration and death of immune cells (B cells, T cells, FDC, etc.),

cancer-immune interactions and immune response on infections and many oth-

ers [32, 35].

We can describe different modelling and simulation types, using abstract cate-

gories. Let’s first discuss ones focusing on immune dynamics at the molecular

level. Such models are mainly focused on simulation of TCR and BCR bind-

ing and diversity, responsible for adaptive immune response. Depending on the

specific scientific question, researchers can use deterministic Ordinary Differ-

ential Equations (ODE), partial differential equations or stochastic equations.

Many groups have applied those for deeper understanding of correct T and

B cell activation. For instance, Chakraborty and Das [36] have performed a

study of digital signalling and hysteresis in B and T lymphocytes during RAS

activation, T cell sensitivity to antigen as a function of the positive and nega-

tive regulation and effect of spatial protein distribution on T cell activation.

Next are models generally applied for investigating the cell signalling and

metabolism pathways, using systems of ODE or stochastic equations. Deregu-

lation of such pathways (i.e. NF-kB, PI3K, IL-6, IFN-γ or glucose, glutathione,

folate-mediated one carbon metabolism) causes a set of severe diseases [37].

For instance, Vodovotz et al. [38] have summarized the results of simulations
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from different immune responses and inflammation events. Perley et al. [39]

have presented a model capable to depicting the cross-talk between Erk, cal-

cium, PKCθ and mTOR signaling pathway and its effect on the TCR. Modified

ODE models fitted to the previously published data have suggested that the

TCR signaling is regulated via SHP1 negative feedback (help to prevent hy-

peractivity) and CD45 (suppress possible overexpression). Perley et al. [39]

also have shown that weak TCR and CD28 costimulation or reduction in CD45

activity, can be caused by elevated FOXP3 and reduced IL-2 signaling.

Going further, some models study the cell-level dynamics during immune re-

sponse. Those allow to qualitatively and quantitatively estimate different cell-

type balances and ratios, death and survival rates pre and post infection [40].

Cell-level dynamic models could be applied for studying either T lymphocyte

dynamics (T cell turnover, T cell movement) or B cell turnover [40, 41, 42,

43]. Many models are specialized on simulating the immune response to a

range of pathogens. For instance, Ankomah and Levin [44] have presented one

which explores the differences in immune response during treatment of bacte-

rial infection as a function of different doses of antibiotics. There is a range of

publications describing the mathematical approach to elucidate different as-

pects of the immune response on the virus infection, including influenza virus

[45, 46, 47], Epstein-Barr virus [48] and others [49]. Mochan et al. [50] have

used an ODE model to analyse how pneumococcal bacteria populations in the

lungs and blood affect mice’s organisms and how the neutrophils are able to

protect the host. For the analysis of the adaptive immune response, multiple

mathematical models have been created to access T and B lymphocyte dynam-

ics. Good example of stochastic model’s applications have been presented by
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Choo et al.[51], who mathematically evaluated memory CD8 T cells turnover’s

dynamics. Choo et al. [51] state that cell proliferation process has a stochastic

nature. They also didn’t detect direct dependency of memory CD8 T cells on

the CD4f T cell population. The behavior of the Dendritic Cells DC dynamics

was also successfully studied using mathematical modelling. As an example,

we can refer the work of Celli et al. [52], who used a computational approach

to evaluate the efficacy of T cell activation by DC cell in the lymph node.

A variety of models, describing the cell-level dynamics, can be found in the

literature and they open a huge opportunity for deeper understand structure

of human immunity.

Finally, we will say few words about multiscale models, which are focused on

the macro-scale interactions between different subtypes of immune cells [53].

More specifically, those models attempt to connect and evaluate causation of

changes at the molecular level on the host organism. Multiscale models have

recently been used to study cytotoxic T lymphocytes () differentiation [54], its

role of immune system in wound healing [55] and the interaction with B cell

during GC formation [56]. Currently, the biggest challenge is establishment

and fitting of the model’s parameter, due to high level of abstraction. For

this reason multiscale models are normally used for qualitative, rather than

quantitative purposes in immunology [32]. In the next subsection we would

focus on a mathematical model, applied to GC formation.

1.2.2 Mathematical modelling of Germinal Centres

GCs are crucial structures of the adaptive immunity, which have been exten-

sively studied during decades (see Section 1.1.3). In this subsection we will
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discuss a set of mathematical models developed to assist in understanding of

GC dynamics.

As we described in Section 1.1.3, SHM introduces random mutations to the

variable regions of immunoglobulin, most of which are more likely reducing

the affinity to the antigen. Oprea et al. [57] hypothesised that every 10 muta-

tions there should be an intermediate selection step, which removes cells with

disadvantageous mutations. Earlier, Kepler and Perelson [58] had suggested

that according to control theory, B cells of GC should reenter to the re-cycle

loop, approximately every 5-10 mutations. Such a mechanism should allow

selection of B cells with highest affinity in a robust and iterative manner. In

other words, every 5-10 mutations, B cells should pass selection process and

only the best B cell candidates would follow the next iteration of SHMs. This

hypothesis lined up relatively well with the compartmentalized structure of

GC and led to a conjecture: SHM and proliferation occur in the DZ, while

selection process occurs in the LZ [59]. Theoretical advantage of such a struc-

ture is obvious, it allows the future selection to be performed from the best

candidate at each step. The percentage of positively selected B cells which

re-enter to the DZ of the GC was estimated to be from 15% up to 70% [60,

61]. Quantitative modelling suggests that the reduction of B cells in GC are in

a higher order of magnitude, compared to a normal apoptosis speed, which can

be an evidence of positive feedback mechanism of B cell recycling. According

to Meyer-Hermann et al. [62], probability of B cell recycling reaches 80%.

The mechanisms of B cells selection are still under discussion in the scientific

community. At the moment it is hypothesized, that the B cell should bind

to antigen-FDCs pair or to a soluble antigen [63, 64]. Mathematical models
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could assist in understanding of such mechanism of selection and in hypothe-

sis formation for future experiments. Currently the well accepted thesis was

summarised by Siskind et al. [65], who suggested that selection can be caused

by the amount of antigen paired to FDCs. Iber et al. [66] have succeeded to

establish mathematical model based on the experimental data. Their model

shows that soluble antibodies are accessible in the GC and as a consequence,

increases the competition biding of antigen. Alternative hypothesis suggests

that the concentration of antigen is not the critical factor for the B cell selec-

tion. Kecsmir and De Boer [67] have presented a work, which shows that the

FDC-to-antigen pair is the mechanism which controls B cell selection. Addi-

tionally, Meyer-Hermann et al. [68, 69] proposed two possible scenarios: i) the

B cell keeps trying to bind to FDCs until it either receives the apoptotic signal,

or it is selected; and ii) B cell selection depends on the successful binding of B

cell to Th-cell, i.e. the Th-cell plays the major role of selecting the B cell with

higher affinity to the antigen.

Selection of appropriate model for each scientific question should be intensively

discussed at all stages of experimental planing, from the experimental design,

until the stage of data analysis and comparison with available public data.

In the next section we will cover the general state of the art of modelling of

GC B cell differentiation in GCs .

1.2.3 ODE modelling of B cell differentiation

Martinez et al. [2] have performed a work on merging available models of B

cell differentiation in GCs and on developing ODE model capable of simulating

multiple types of GCs cells using an open-source published micro-array data.
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Activated naive B cells during rounds of expansion and consecutive selection in

GCs can have multiple exit fate from GC: either to cells producing antibodies to

the specific antigen (Plasma cells, PCs) or to cells capable of storing a sequence

against the antigen (memory B cells, MC) or will die via apoptosis. The exit

from GCs is controlled by a small transcription network, which unites three

key transcription factors: BCL6, IRF4 and BLIMP1. Briefly, BCL6 protein is

responsible for formation of GCs , and its high level concentration is essential

to maintenance of B cells in the centroblast stage. To urge the transition

towards PCs and MCs, different mechanisms should be activated. Proteasome

degradation of BCL6 via BCR [70] and T-cell-mediated stimulation through

CD40 pathway are triggered for activation of NF-kB-mediated regulator of

PCs development - IRF4. IRF4 represses BCL6 and also negatively regulates

BLIMP1 [71]. BLIMP1 represses BCL6, which at the same time represses

BLIMP1, forming a repression loop. The interconnection and relationship

between the key three genes is visualised on Figure 1.5.

Martinez et al. [2] have described the kinetic of GRN orchestrating B cell

differentiation in GCs , using a system of ODE. Each interaction between genes

was modeled using a Hill function with cooperative coefficient 2. Martinez et

al. [2] also assumed that each transcription factor has similar binding affinity,

and is described as a dissociation constant k, with a maximum transcription

rate σ. b, r, p are respectively the protein levels of BCL6, IRF4, BLIMP1, µ

is the basal production rate of each protein, λ is the degradation rate. The

model is given by the following equations:

dp

dt
= µp + σp

k2
b

k2
b + b2

+ σp
r2

k2
r + r2

− λpp (1.1)
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Figure 1.5. Time-dependent regulatory network of GC B cells. (A) Regulatory network
at the centroblast stage. (B) At the centrocyte stage, the B cells compete for survival
signals delivered by the BCRs and T cells, which lead to degradation of BCL6 protein and
up-regulation of IRF4. (C) In the plasma cell stage, BLIMP1 and IRF4 are expressed and
contribute to the transcriptional silencing of BCL6. The cell is kept in this stage by a
positive autoloop on IRF4. Adapted from [2].

db

dt
= µb + σb

k2
p

k2
p + p2

∗ k2
b

k2
b + b2

∗
k2
p

k2
r + r2

− (λb +BCR)b (1.2)
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dr

dt
= µr + σr

r2

k2
r + r2

− λrr (1.3)

Systems (1.1)-(1.3) describes the effect of BCR and CD40 stimuli in a phe-

nomenological form:

BCR = bcr0
k2
b

k2
b + b2

(1.4)

and

CD40 = cd0
k2
b

k2
b + b2

(1.5)

The authors fitted coefficients from the microarray gene expression dataset

from GEO accession GSE12195 which allowed to reproduce the dynamics of

normal GC B cell development from PC centroblasts towards plasma cells (see

Figure 1.6). The model utilizes the hypothesis of bistability, suggesting that

the B cell differentiation is irreversible, unless the inverse stimulus is applied.

B cells in the centroblast stage have specific gene signatures (high BCL6, low

IRF4 and BLIMP1) and as soon as the transition towards PC is finished, the

gene expression pattern changes (low BCL6, high IRF4 and BLIMP1).

Martinez et al. [2] also have presented gene expression dynamics for different

sets of gene deregulation of the three key GRN (which recapitulate majority

of B cell lymphomas). Martinez et al. [2] have shown the importance of the

elucidation of gene expression using an ODE model, applied to a GRN made

of key genes. We have implemented a probabilistic model, based on the model

of Martinez et al. [2] which will be described and discussed in Chapter 2.

In the following Section, we will present a state of the art of gene regulatory

networks modelling.
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Figure 1.6. Hypothetical scenario for memory B-cell differentiation after BCR and CD40
stimulation at the GC. Simulations (lines) have been obtained with the model (1.1)-(1.3).
Experimental data (bars represent mean +/- std values) GEO accession no. GSE12195 was
used to fit the parameters for equations (1.1)-(1.3). Model successfully fits the experimental
data and illustrates that in the first steady state the amount of BCL6 mRNA is high, while
number of IRF4 and BLIMP1 mRNA molecules are low. At second steady state model
confirms that the number of BCL6 mRNA molecules decreased, while the number of IRF4
and BLIMP1 increased.

1.3 Gene Regulatory Networks for comprehen-

sion of biological processes

A modern branch of research, "systems biology", mostly focused on the un-

derstanding and modelling of different parts of a living organism as a united

system, rather than as a collection of independent biological features. Gene

regulatory network (GRN) is a visualisation and a simulation concept, which

unites a set of genes, molecules and regulations, interacting between each other

directly or indirectly (through RNA and protein expression derivatives) [72].

Traditionally GRNs are represented as a directed or undirected graph, where

each node corresponds either to a gene or a protein (see Figure 1.5). The edges
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of the graph are considered to be molecular interactions (i.e. protein-DNA,

protein-protein, indirect interaction between genes [73]).

GRNs play a key role in many biological processes, including cell differentia-

tion, regulation of the metabolism, cell apoptosis, cell cycle, etc. For instance,

each cell type and cell state can be defined by a specific set of transcription

factors (TFs), which produce a specific gene expression profile, which deter-

mines a phenotype. GRN orchestrate the combination of TFs and their target

genes.

In this section we will briefly discuss the applicability of GRNs concept in

modern biology, today’s achievements and future challenges.

1.3.1 Gene Regulatory Network inference: Aims and Meth-

ods

Intense development of the high-throughput technologies during the last two

decades ended up as an explosive surge of accessible transcriptomic data, and

as a consequence, lead to a higher distribution of GRN applications. Many

researchers have used GRN modelling to focus on specific biological questions.

For instance Basso et al. [74] showed that it is possible to reconstruct the

GRN from the gene-expression profile of GC B cells, which allows to deeper

characterise a set of changes occurring in B cells during different disease condi-

tions. The authors also described a hierarchical scale-free behaviour of B cells,

constructed MYC subnetwork and experimentally validated candidate MYC

target [74]. Madhamshettiwar et al. [75] have applied GRN to elucidate the

cross-regulation of angiogenesis-specific genes in a papillary ovarian adenocar-

cinoma dataset. They have defined 15 genes with distinct regulation in cancer
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versus normal condition.

Generally, there are two main approaches for computational validation of

GRNs . The first one is topological analysis of regulatory interactions of GRN,

based on publicly available databases for proteins and genes (i.e. the Human

Protein Database [76], IntAct [77], Biomolecular Interaction Network Database

[78], Search Tool for the Retrieval of Interacting Genes/Proteins [79], for ChIP-

seq [80]). This approach allows to evaluate different properties of a biological

system, based on shape and structure of the GRN: the number of edges con-

nected to each node, the connectivity score of each node, shortest pathways

between key nodes, network motifs, etc. [81]. Alternatively, one can use differ-

ent mathematical algorithms for GRNs inference based on experimental gene

expression data. It allows to tune the topology of GRNs according to specific

study cases and to obtain a set of optimal GRNs , which allows to fit the

experimental data with the highest level of approximation [82] (see Section

1.3.2).

The final goal of GRN modelling is to simulate a network, which will enhance

the comprehension of the observed phenomena. Up to now, it is still impossible

to infer a unique GRN which would uniquely describes all interactions in an

organism. For this reason, we should consider GRN being a "blueprint", rather

than an exact representative of interconnections between all genes. Neverthe-

less, to our knowledge [82] there are approximately 20000 genes in Human, and

advantage of GRN modelling approach is in its help to narrow the number of

possible interactions and consequently enhance the effectiveness of hypothesis

testing and future experimental design.
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1.3.2 Bulk data versus single cell (SC) data

Nowadays, single-cell RNA sequencing (scRNA-seq) is one of the most fre-

quently used SC technologies and can be generally grouped by SC isolation

technique and capture methods for library preparation [83]. Pioneered method

was developed by Tang et al. [84] back in 2009, and was lately followed by

alternative and more advanced scRNA-seq methods [85].

The scRNA-seq methods are multi-steps protocols which can vary in a few as-

pects: cell isolation, cell lysis, reverse transcription, amplification, transcript

coverage, strand specificity, UMI availability (see below). General outline of

scRNA-seq experiment and data preparation can be presented ordered as: (i)

isolation of SC; read alignment and expression quantification; (ii) quality con-

trol of the data; (iii) batch effect correction; (iv) scRNA-seq data normalization

(v); imputation of scRNA-seq data; (vi) dimensional reduction; (vii) count ta-

ble with expression value for each gene; (viii) data analysis and GRN inference

(see Figure 1.7).

One of the first techniques of SC isolation, is a limiting dilution, which utilise

pipette dilution to isolate cells. However this method has very low efficiency,

due to the statistical distributions of cells during the sampling. Next popular

method of cell isolation is based on the micromanipulation [86]. Even though

it allow to select specific area of the biological object, it is time consuming and

have few room for possible scalability. Recently, flow-activated cell sorting

(FACS) start to gain its popularity due to multiple advantages, such as high

throughput capacity, high purity of cell collection and accessibility of multi-

ple markers as a selection criteria for sorting of different cell populations [87].
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Figure 1.7. General pipeline of scRNA-seq experiment. Main steps of the scRNA-seq
protocol are highlighted and adapted from [83].

Nowadays, the development of microfluidic technology allows its application

in SC isolation. This technology allows to proceed and analyse the samples

with reasonable number of cell number and accessible analysis cost [88, 89, 90].

Recently, the single cell isolation, via microdroplet-based microfluidic technol-

ogy, starts to gain popularity [91]. One of the most developed commercial

platforms, 10X Genomics, allows to perform high throughput analysis with

a high efficiency [92, 93]. Next step in a SC analysis pipeline is a genera-

tion of scRNA-seq library, which should include the cell lysis, reverse tran-

scription, second-strand synthesis and cDNA amplification. To increase the

sequencing accuracy, researchers have added random 4-8bp sequences, known

as unique molecular identifiers (UMIs) during the transcription stage. The

usage of UMIs allows to remove PCR amplification bias, and increase the ac-
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curacy by uniquely counting each mRNA molecule [94]. After the collection of

the reads from scRNA-Seq, quality control step should be performed. At this

stage, low-quality bases and adapter sequences should be removed. If the UMI

barcoding is implemented, trimming should be performed and reads should

then be aligned. Further, selection of the reads associated to exonic loci would

be selected for the estimation of the gene expression matrix. Due to possi-

ble dropout or transient gene expression in SC, scRNA-seq tend to contain

zero-inflated counts, which should be further normalized. There are different

methods in the literature, aiming to improve the normalization step. Recently,

set of different algorithms to perform normalization of scRNA-seq data, were

summaries by Lytal et al. [95]. For instance, one of the normalization meth-

ods is implemented in R package’s NormalizeData function [96]. It based on

the division of the gene counts for each cell, followed by multiplying by the

scalling factor and natural log transormation log(α + 1). There are different

alternative methods of normalization, such as Single-Cell Reverse Transcrip-

tion () [97], Bayesian Analysis of Single-CellSequencing Data () [98], Gamma

Regression Model () [99], scran—Methods for Single-Cell RNA-SeqData Anal-

ysis [100], Robust Normalization of Single-Cell RNA-Seq Data () [101], Linear

Model and Normality Based Normalizing Transformation Method (Linnorm)

[102]. Existing methods have different effectiveness, different time of execution

and selection of appropriate method should be done, based on accordingly to

requirements of specific experiment [95]. After normalization and imputation,

the final count table for each gene is created, and different data analysis can be

applied, such as subpopulational identification, differentiating expression, cell

trajectory, and GRN inference (see Figure 1.7). Due to the scope of the thesis,
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we will mainly focus on the usage of count matrix, towards GRN inference,

which we will discuss below.

First attempts to simulate GRN were performed based on bulk technologies,

such as microarrays, RNA-seq, DHS-seqm, ATAC-seq and methylation-seq.

One of the main characteristics of bulk dataset is that those only measure

the average signal of the sample. Common methods of GRN inference from

bulk data include simple correlation, regression, ODEs, mutual information,

Gaussian graphical models and Bayesian approaches [103]. The bottleneck of

a GRN inference from bulk data lies in the cellular heterogeneity and the need

for averaging cell composition of the studied object [103]. With the develop-

ment of novel SC technologies, scientists gained a tool to access the stochastic

behavior of gene expression.

Unfortunately, standard algorithms of GRN inference applied to bulk data are

not suitable for SC data. Recently, Chen and Mar [104] evaluated the qual-

ity of GRN inference algorithms developed for a bulk data, including GENIE3

[105], ARACNE [106] and CLR [107]. At the same time, the similarity between

networks obtained by those methods did not present any significant overlap

between each other. The study has shown that it is important to develop

adapted algorithms for GRN inference based on SC data.

One of the possible reasons behind the insufficient quality of bulk methods for

inference of SC data can be due to the unique structure of SC data. They are

characterised by high sparsity, nonstandard distributions and increased data

dimension [108, 1, 109].

For instance, one of the features of SC data (low amount of mRNA available

for the scRNA-seq) implies that output data contains high amount of zero val-
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ues. Importantly, those zero values can be a direct representation of the low

number of mRNA molecules in a SC due to stochastic gene expression (biolog-

ical zeros), rather than technical artefacts (by low sensibility of the method).

Such property of SC data generates a range of complications for GRN infer-

ence. To overcome such issue algorithms were developed for imputation of

nonzero values to zero-value datapoints. Current methods are MAGIC [110],

scImpute [111], DrImpute [112], SAVER [113], ScUnif [114], PBLR [115], BIS-

CUIT [116] and deepImpute [117]. Because its effectiveness vary, there is still

no consensus in the scientific community on which algorithm is the more suit-

able for this role [118].

A second challenge is caused by high amount of zero values in the SC data,

resulting in a nonstandard (skewed) data distribution. SC data rarely exhibit

Guassian distributions and generally have a multi-modal shape. Such prop-

erty violates the statistical assumptions of most of bulk inference algorithms,

and consequently decreases their quality. Recent studies, performed by Pier-

son and Yau [119] and Rissso et al. [120], have resulted in the development of

methods to analyse the zero-inflated SC data distributions (zero inflated factor

analysis - ZIFA, and Zero-Inflated Negative Binomial-based Wanted Variation

Extraction - ZINB-Wave).

A third difficulty is the incorporation of the data from multiple experiments

into a unique set. Batch correction tools, traditionally applied for a bulk

datasets, such as limma [121] and ComBat [122], have very limited perfor-

mance in both simulated and real SC data [123]. Recently, significant progress

on the batch integration was achieved and new algorithms were developed,

such as canonical correlation analysis (CCA) [124], mnnCorrect [123], scmap
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[125] and singleR [126] which are capable to improve the assembling of the

data from the parallel experiments.

To dip further, a count table with expression values of each gene was gener-

ated. Different ways to infer GRN currently exist, to generate new knowledge

of the network pattern. For instance, GRN can be used to simulate a specific

set of TF, responsible for the state of the cell (static process), or to identify

target TFs or master regulators for a transition of the cell from one state to

another (dynamical process) [1]. There are different ways of performing GRN

inference. One group of methods is focused on establishment of logic behind

TFs combinations, responsible for the dynamical process of cell state transition

from one to another and can be achieved by application of Boolean networks

(Synthesis toolkit [127, 128] and BoolTraineR [129]). Others methods are fo-

cused on linking TFs to candidate target genes, with the aim to identifying

specific master regulators, responsible for specific cell state. Table 1.1 sum-

marizes different available tools for GRN inference data and specific features

of each method. Due to high level of complexity of mathematical framework,

we will not dive into details of each method. However we would describe

highly promising inference algorithm, developed in our lab by previous group

members (see Sections 1.3.4 and 1.3.5).
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Table 1.1. Summary of GRN inference tools from scRNA-seq, available in the literature
[130, 131, 132, 133, 134, 129, 135, 136, 137, 138, 139, 140, 141, 142, 143, 144, 145]. Adapted
from [1].
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1.3.3 Piecewise Deterministic Markov Processes

The process of gene transcription has been under detailed study for a long

time. Recently, different groups have published results, which testify that ei-

ther in prokaryotes [146, 147, 148], or in yeast [149, 150, 151], or in higher

eukaryotes [152, 153, 154], gene transcription is a discontinuous process and

mainly follows the rules of bursting kinetics [155]. The stochastic nature of

gene expression at single cell level was suggested to be partly responsible for

the phenotype variability in organisms [156]. To visualize the transcription

burst, a telegram model was introduced (see Figure 1.10), where "ON" is as-

sociated with a promoter being activated, "OFF" with promoter being in an

inactivated state. Suter et al. [155] have tracked the transcription dynamics

using the single-cell time-lapse bioluminescence imaging of mouse fibroblast,

during the expression of a short-lived luciferase reporter gene. They have com-

puted the switching rates between active and inactive state, kON and kOFF ,

the stability of mRNA and protein, transcription and translation rates. Suter

et al. [155] showed that there is a high gene-specificity of the bursting kinetic

at a SC level, and that the gene expression is a discontinues process.

A class of models which combines deterministic dynamics and random jumps

and allows to elucidate the stochastic behavior of the system is called Piece-

wise Deterministic Markov Processes (PDMP) [157]. Historically is was derived

from Piecewise-linear (PL) Markov processes, mainly applied in studies of the

queuing theory [158]. PL Markov processes were "static" and were developed

to compute the expected stationary average values of certain quantities. Fur-

ther development ended up with a generalization of the PL Markov model, i.e.
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PDMP. It includes all possible variations of non-diffusion models and allows to

formulate problems which can not be covered by PL theory. One of the reasons

for popularity of the PDMP in biology is due to its continuous deterministic

system nature combined with discrete random processes nature, what makes

it a particularly good candidate for the simulation of the gene expression.

Recently Herbach et al. [159] proposed a model, which creates a base for GRN

inference using PDMP. It was constructed from two-state model of gene ex-

pression [160] and was designed to study the dynamics of the system at the

promoter, transcription and translation levels as a whole object (see Figure

1.8) and can be described by a system of equations:



E(t) : 0
kON (P1,...,Pn)−−−−−−−−→ 1, 1

kOFF (P1,...,Pn)−−−−−−−−−→ 0

M ′(t) = s0E(t)− d0M(t)

P ′(t) = s1M(t)− d1P (t)

(1.6)

In System (1.6), kON(P1, ..., Pn) is responsible for gene activation (the promoter

switches from inactive to active state), kOFF (P1, ..., Pn) for gene inactivation

(the promoter switches from active to inactive) and both are dependent on the

proteins (P1, ..., Pn). The parameter s0 is a transcription rate, s1 is a trans-

lation rate, d0 is degradation rate of mRNA and d1 is a protein degradation

rate. E(t), M(t), P (t) are the quantities of gene ("G", see Figure 1.9), mRNA

("M", see Figure 1.9) and protein ("P", see Figure 1.9) respectively at time

t. The system of equations couples the stochastic dynamics of E(t), with the

rate equations for M(t) and P (t). The results of the simulation for model
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Figure 1.8. Schematic representation of the two-state model of gene expression. The
promoter (G), mRNA (M), protein (P) are considered, s0 is a transcription rate, s1 is a
translation rate, d0 is degradation rate of mRNA and d1 is a protein degradation rate, kON

is responsible for gene activation (the promoter switches from inactive to active state), kOFF

for gene inactivation (the promoter switches from active to inactive), adapted from [159].

(1.6) illustrate that the PDMP model of gene expression can be used to study

the stochastic behavior of the promoter activity and its effect on mRNA and

protein time-dependent behaviour (see Figure 1.8).

After establishing a model for one gene, Herbach et al. [159] have expanded

the system for multiple genes (see Figure 1.9). In such a construction, the

promoter parameters kON,i(P1, ..., Pn) , kOFF,i(P1, ..., Pn) are functions of the

proteins P1, ..., Pn i.e. the activity of gene i is mediated by protein levels. To

describe the effect of the protein of gene i on gene j, Herbach et al. [159] have

introduced the parameter θi,j, which estimates the strength of activation/re-

pression of the gene j by the protein of gene i (Pi).

To better represent the concept of coupled the PDMP model of i genes, we
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Figure 1.9. Illustrative simulation of the two-state model for a single gene. Top panel
describes the activity of the promoter (green spike means the promoter is "ON", no bar
means it’s "OFF"). Middle panel presents the associated mRNA levels over time (h), while
the bottom panel visualizes the corresponding effect on the protein level. From Herbach et
al. [159].

would complement System (1.6) with the index i:



Ei(t) : 0
ki,ON (P1,...,Pn)−−−−−−−−−→ 1, 1

ki,OFF (P1,...,Pn)−−−−−−−−−−→ 0

M ′
i(t) = s0,iEi(t)− d0,iMi(t)

P ′
i (t) = s1,iMi(t)− d1,iPi(t)

(1.7)

The correspondent interactions between genes of a coupled model are formed

based on the assumptions that kON and kOFF are described by following equa-

tions (1.8)-(1.9), and s0,i and s0,j performing the role of scaling constants. The

estimation of kON can be formulated as:

kON(P1, ..., Pn, Q) =
kONmin,i + kONmax,iβiΦi(P1, ..., Pn, Q)

1 + βiΦi(P1, ..., Pn, Q)
(1.8)
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Figure 1.10. Schematic representation of coupled network of two interacting genes, 1 and
2. kON,i , kOFF,i are functions of the protein Pi and stimuli (black flashes). θi,j , accounts
for the influence (activation or repression) of gene i on gene j through its protein (Pj). θ1,0
represents the action of the stimulus on gene i. Parameters kON , kOFF , s0, s1, d0 and d1
are the same than in Figure 1.9. Adapted from [159].

where

Φi(P,Q) =
1 + expθi,0 Q

1 +Q

G∏
j=1

1 + expθi,j(Pj/Hj)
γ

1 + (Pj/Hj)γ
(1.9)

and Hj is an interaction threshold of protein j, θi,j - an interaction parameter,

estimated during the inference, βi - a scaling parameter, (P1, ..., Pn)- proteins,

Q - a stimulus.

To summarise, Herbach et al. [159] have successfully developed a gene model

in terms of the PDMP, which describes the relationship between promoter,

mRNA and protein. The work performed by Herbach et al. [159] has defined

a basis for a promising inference algorithm, which we will discuss in Section

1.3.5.
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1.3.4 Iterative and executable framework for GRN Infer-

ence

Many different papers were recently published in the field of GRN inference,

however most of them still do not present an optimal performance, giving room

for search of alternative methods for GRN inference. One of the recent frame-

works, WASABI (WAveS Analysis Based Inference), introduced by Bonnaffoux

et al. [138] is an iterative algorithm, which relies on the model (1.7) and allows

to infer executable GRN. WASABI takes advantage of growing popularity and

accessibility of SC transcriptomic tools and uses time-sampled SC transcrip-

tomic data which allow to track the dynamic of the systems, and infer network

typologies with higher quality [138].

WASABI applies the concept of "waves" which considers that information pro-

vided by an external stimulus (i.e. any specific signal causing the perturbation

of the system), affects genes though a cascade of network from previous to next

gene. It represents the connection between the cause and its consequences, in

which cause always occurs earlier (the stimulus) on the time line than the con-

sequences (the effect of stimulus on the genes of the network are illustrated on

Figure 1.12).

To visualise the relationship between signal over time, one can present the

spread of the stimulus in the network (see Figure 1.12). As soon as stimulus

is received by the node A (activation reaction), it starts to be detected at

specific promoter wave time (Wprom,A,1) and increases the promoter activity of

node A. Further the stimulus reaches the gene D (repressing reaction) what
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Figure 1.11. Distribution of the stimuli (black flash) and corresponding temporal promoter
activity in the toy GRNs over time. Genes are presented by circles (gene A - black, gene B
- red, gene C - green, gene D - blue). Repression reactions between genes are presented by
T-ended lines, activation - by an arrow. Promoter wave times (Wprom,gene) correspond to
the inflection point of gene promoter activity of the gene i, adapted from [138].

decreases the promoter activity of node D, which has higher promoter time

(Wprom,D,1). Further, the effect of stimulus is transferred from the node A to

the node B (corresponding to the time Wprom,B,1 increasing node B promoter

activity, etc.). Being built on the PDMP model (see Section 1.1.3), WASABI

is capable to simulate the number of mRNA and protein molecules of each

node during the timeline [138].

When WASABI starts to proceed the input data, it first estimates the wave-

time for each gene of the network and orders genes according to it. As soon as

all candidate nodes are associated with specific wavetime, the main inference

algorithm is initialised (see Figure 1.13). Briefly, at primary iteration, the first

gene (the one with smallest value of wavetime, for instance, node A) forms

the candidate network. At the next iteration, the next gene in an ordered list

would be added to the initial gene node. For instance, at the second iteration,

node D would be added no the network and all possible interactions for the

current candidate network would be formed (between node A and D), and all
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the simulated SC data would be collected. Next step is an estimation of the

fit distances between simulated vs experimental SC data. Final step of the

iteration is to select best set of GRN candidates which have the smallest fit

distances and next iteration begins. The algorithm would be executed until

the best set of GRNs would be estimated (see Figure 1.13).

The biggest advantage of the WASABI framework is that it incorporates time-

stamped data, and allows to reconstruct the executable model. It helps to

perform a set of in-silico simulations based on the previous generated GRNs

and elucidate the candidate nodes responsible for a specific disease of interest.

WASABI has a list of advantages compared to alternative inference meth-

ods. First, it allows to infer the different causalities from the time stamped

data (including autoactivation and autorepression). Second, WASABI gener-

ates a range of GRN candidates, rather than a unique GRN and allows to

deeper understand the network topology. Third, it has not restricted only

to TFs but takes into account all types of biochemical reactions occurring in

the network. Fourth, WASABI integrates the proteomic bulk data to the SC

transcription data which further increase the understanding of the translation

and post-translational regulation. Fifth, in WASABI is implemented a par-

allel computing strategy, which in combination with a wave concept, allows

to significantly decrease the computational time, compared to a "brute force"

approach [138].

As a practical example of an application of WASABI, Bonnaffoux et al. [138]

presented results of in-silico validation and benchmarking of the algorithm for

different "toy" networks. They applied WASABI to study the time stamped

SC data (RT-qPCR) of primary chicken erythrocytes progenitor cells (T2EC)
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Figure 1.12. Visualization of each step of the iterative algorithm of GRN inference by
WASABI. A) Simulation of the effect of the stimuli on the first candidate genes (A1, D1,
and A1->D1). Panel shows the mRNA pattern for each simulated SC, and correspondent his-
togram of mRNA at specific timepoint (time of interest, depending on experimental setup).
B) The comparison between model-generated distribution vs experimentally-observed dis-
tribution and selection of a set of GRNs with the lowest difference. C) At the nth iteration
the next candidate gene (accordingly to wavetime sorting) is added, and steps from A) and
B) are performed again. Final selection of the set of the best candidate GRNs . Adapted
from [138].
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together with bulk proteomic data. WASABI has successfully inferred 364

GRN candidates. After analysis of the topology of the GRN candidates, the

authors have found a list of interesting results. First, they found that the

stimulus was a central regulator of GRN and most of the inferred early genes

were inhibited by the stimuli. Second, none GRN candidates contained "hubs

genes" affecting multiple genes in parallel. Third, the depth of the candidates

was limited by 3 levels, due to the time of protein degradation (for more de-

tails, see Bonnaffoux et al. [138]).

To summarize, WASABI is a highly promising algorithm for inferring a set

of candidate GRN, which allows to deeper understand the topology of net-

work. Due to executable nature of the model, one can test different outcomes

of the model, by tuning and testing different parameters of the PDMP, what

potentially can assist in elucidation of specific properties of the gene-to-gene

interconnections and assist in forming of hypothesis for future in-vitro valida-

tion. Due to the fact, that WASABI incorporates SC simulation for each GRN

topology of interest, we would use the SC generation section to elucidate the

candidate three-key GRNs of the human GC B cell (see Chapter 2).

1.4 Scope of current thesis

As we have discussed in current chapter, there is a constant interest to further

understanding of an adaptive immune response and its critical element - GC

B cell differentiation. In the next chapter, we will use coupled the PDMP

(see Section 1.3.4) of the three-key gene GRN (see 1.2.3) and will apply it

to human GC B cells SC RT-qPCR gene expression data (see Section 1.3.3).
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We will present and discuss how one can fit the experimental SC data using

coupled PDMP, what are advantages and limitations of our approach.
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2.1 Abstract

Germinal centers (GCs) are the key histological structures of the adaptive im-

mune system, responsible for development and selection of B cells, that produce

the high-affinity antibodies against antigens. Due to their level of complexity,

unexpected malfunctioning may lead to a range of pathologies, including vari-

ous malignant formations. One promising way to improve understanding of the

malignant transformation is to study the gene regulatory networks (GRNs).

They are responsible for orchestration and regulation of gene sets in charge for

the cell development and differentiation. Evaluation of the GRN structure and

its inference from gene expression data is a challenging task in systems biology.

Recent achievements in single cell (SC) transcriptomics allow the generation of

SC gene expression data which can be used to sharpen the knowledge on GRN

structure. In order to understand if GRN of three key gene regulators (BCL6,

IRF4, BLIMP1), influenced by two external stimuli signals represented by cell

surface receptors (BCR, CD40), can simulate the GC B cell differentiation, we

applied a stochastic executable model, namely coupled Piecewise Determin-

istic Markov Process (PDMP), and evaluated if it can fit SC transcriptomic

data from human lymphoid organ dataset. We showed that after parameter

tuning, the PDMP qualitatively recapitulates the distributions of mRNA of

germinal and plasmablast stages of B cell differentiation. Thus, the PDMP

can assist in validation of GRN structure and, in the future, can be used to

improve understanding of the different types of dysfunction of the regulatory

mechanisms.
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2.2 Introduction

Adaptive immune response is a complex mechanism, relying on B and T lym-

phocytes, which protects the organism against a range of pathogens. The

crucial elements of adaptive immune response, the Germinal Centers (GC),

are the structures in lymphoid organs where activated naive B cells are ex-

panded (in a Dark Zone, DZ) and selected (in a Light Zone, LZ) and can have

multiple exit fates, such as antibody producing cells (plasmablast and plasma

cells, PB_PC), or cells which are capable of long term storage of the informa-

tion related to the antigen (memory B cells, MC), or die via apoptosis [161,

162].

It is currently thought that B cell differentiation in GC is controlled by a

small network of transcription factors (TF) constituted by B-cell lymphoma

6 (BCL6), interferon regulatory factor 4 (IRF4) and PR domain zinc finger

protein 1 (BLIMP1) [2]. BCL6 is a TF controlling formation of GC, terminal

differentiation of B cells and lymphomagenesis [163, 30]. BCL6 disturbance

can be triggered by several mechanisms, including proteasome degradation by

BCR, T-cell-mediated CD40-induced IRF4 repression of BCL6 or disruption of

BCL6 autoregulation loop [29, 30]. In turn, IRF4 is a member of IRF family of

TF and has critical functions for the termination of GC B cell differentiation,

for immunoglobulin class switch recombination (CSR) and PC development

[164]. Impairment of IRF4 expression is tightly connected with appearance of

multiple malignancies [164]. In candidate GRN, IRF4 presence not only re-

press BCL6, but also activates BLIMP1 and is essential for the GC maturation

and B cell differentiation to plasmablast. Last, but not least, BLIMP1 is a
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TF, which regulates pathways responsible for B cell lineage (e.g., PAX5), for

GC proliferation and metabolism (e.g., MYC) [165, 166]. BLIMP1 is involved

in the induction of genes (e.g., XBP-1, ATF6, Ell2), facilitating the antibody

synthesis [167, 168, 169]. In candidate GRN, BLIMP1 and BCL6 mutually

repress each other.

Martinez et al. [2] developed a deterministic kinetic ODE model capable of

simulating normal and malignant GC exits using a GRN based on these 3 tran-

scription factors. For the normal differentiation of GC B cells towards PB_PC

stage, the kinetic ODE model fits microarray data at two steady-states: the

first one associated with the GC stage of B cell differentiation (with high levels

of BCL6 and low levels of IRF4 and BLIMP1), and the second one associated

with PB_PC stage (with low levels of BCL6 and high levels of IRF4 and

BLIMP1).

Recently, multiple protocols which are capable of generating scRNA-seq data

were developed and used to answer various questions in biology [83, 170]. At

the same time, different groups showed that in eukaryotes gene transcription

is a discontinuous process and follows the rules of bursting kinetics [152, 153,

154, 155]. Such results suggest that the stochastic nature of gene expression

at the SC level can be partly responsible for the phenotype variation in liv-

ing organisms [156]. Thus, by gaining access to a stochastic behavior of gene

expression, SC may lead to further improvement of the understanding of the

biological systems and their variability.

Nevertheless, the stochastic modelling of GRNs using SC gene expression data

is still in its early stage [171, 172] and have never been studied for GC B cells.

We have applied a class of stochastic models which combines deterministic dy-
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namics and random jumps, called Piecewise Deterministic Markov Processes

(PDMP) [157]. Herbach et al. [159] have constructed a two-state model of

gene expression to study the system’s dynamics at promoter, transcription

and translation levels for a GRN structure of interest. We applied this model

to the GRN of GC B cell differentiation based on three key genes, BCL6, IRF4

and BLIMP1 and simulated single B cell mRNA data [3]. We showed that the

PDMP model used for BCL6-IRF4-BLIMP1 GRN can qualitatively simulate

the SC mRNA patterns for normal B cell differentiation at GC and PB_PC

stages.

2.3 Material, Methods and Models

2.3.1 Single cell data

For SC simulations we used the B cells dataset from human lymphoid organs

published by Milpied et al. [3]. The authors have studied normal B cell

subsets from germinal centers of human spleen and tonsil and have performed

integrative SC analysis of gene expression. They used an adapted version of

the integrative single cell analysis protocol [173]. Shortly, the authors prepared

cells for flow cytometry cell sorting. Further in every 96-well plate the authors

sorted three to six ten-cell samples of the same phenotype as a single cell. They

performed multiplex qPCR analysis using the Biomark system (Fluidigm) with

96x96 microfluidic chips (fluidigm) and Taqmann assays (Thermofisher) [3].

They obtained results in the form of fixed fluorescence threshold to derive

Ct values. We used Ct values to derive Expression threshold (Et) values:
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Et= 30−Ct. When there was an unreliably low or undetected expression (Ct

> 30), Et was set to zero [3]. Using SC gene expression analysis of a panel of 91

preselected genes and pseudotime analysis (based on the cartesian coordinates

of SC on the first and second principal components of the PCA), the authors

separated GC DZ cells, GC LZ cells, memory cells and PB_PC cells.

Here we focused on three genes, BCL6, IRF4 and BLIMP1. We have selected

the SC gene expression values for BCL6, IRF4 and BLIMP1 for GC DZ cells

(317 SC) and for PB_PC (104 SC) (see Figure 2.5). The experimental dataset

includes at the GC B cell stage 30 SC with zero BCL6 mRNA amount, 292 SC

with zero IRF4 mRNA amount and 292 SC with zero BLIMP1 mRNA amount.

At the same time for the experimental dataset representing the end of the B

cell differentiation (the PB_PC SC), there were 25 SC with zero BCL6 mRNA

amount, 79 SC with zero IRF4 and 5 SC with zero BLIMP1 mRNA amount.

2.3.2 Kinetic ODE model

Martinez et al. [2] derived an ODE model, which simulates B cell differentia-

tion from mature GC cells towards PB_PC. Dynamics of each protein (BCL6,

IRF4 and BLIMP1) are presented as a function of a production rate (µ), a

degradation rate (λ), a dissociation constant (k) and a maximum transcrip-

tion rate (σ). This system is given by (2.1)-(2.3), where p, b and r account for
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proteins BLIMP1, BCL6 and IRF4, respectively:

dp

dt
= µp + σp

k2
b

k2
b + b2

+ σp
r2

k2
r + r2

− λpp (2.1)

db

dt
= µb + σb

k2
p

k2
p + p2

k2
b

k2
b + b2

k2
r

k2
r + r2

− (λb +BCR)b (2.2)

dr

dt
= µr + σr

r2

k2
r + r2

+ CD40− λrr (2.3)

In this model, CD40 and BCR act as stimuli on genes: BCR temporary re-

presses BCL6 and CD40 temporary activates IRF4.

2.3.3 PDMP model

The coupled PDMP model, which describes the coupling between the genes i

and j can be presented by the series of equations:



Ei(t) : 0
kon,i(P1,...,Pn,Qs)−−−−−−−−−−→ 1, 1

koff,i(P1,...,Pn,Qs)−−−−−−−−−−−→ 0

M ′
i(t) = s0,iEi(t)− d0,iMi(t)

P ′
i (t) = s1,iMi(t)− d1,iPi(t)

(2.4)

where Ei(t), Mi(t) and Pi(t) are the activation status of the promoter, the

quantities of mRNA and proteins of node i respectively for i ∈ {BCL6, IRF4,

BLIMP1}, protein Pi ∈ {P1, ..., Pn}, Qs for s ∈ {BCR,CD40} is a stimuli.

For each gene i, system (2.4) is defined by promoter state switching rates kon,i

and koff,i, by degradation rate of mRNA (d0,i), protein degradation rate (d1,i),

transcription rate (s0,i), translation rate (s1,i) and the interaction parameters

θi,j. The interactions between genes are described based on the assumption
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that kon,i(P1, ..., Pn, Qs) is a function of the proteins Pi and stimuli Qs of the

GRN given by:

kon,i(P1, ..., Pn, Qs) =
kmin
on,i + kmax

on,i βiΦi(P1, ..., Pn, Qs)

1 + βiΦi(P1, ..., Pn, Qs)
(2.5)

where

Φi(P1, ..., Pn, Qs) =
s=CD40∏
s=BCR

1 + expθs,i Qs

1 +Qs

n=3∏
j=1

1 + expθj,i(Pj/Hj,i)
γ

1 + (Pj/Hj,i)γ
(2.6)

Hj,i represents an interaction threshold for the protein j on gene i (including

stimuli BCR and CD40). Hj,i also accounts for interactions between BCR and

CD40 and the gene i (that is, with j = BCR or j = CD40). θj,i the interaction

parameter between the gene i and the protein j, βi a scaling parameter. The

effect of a stimuli Qs on a gene i uses an interaction parameter θs,i [159].

For model (2.4)-(2.6), the promoter state evolution between time t and t+ dt

is defined by Bernoulli distributed random variable [138]:

E(t+ dt) = Bernoulli(pr(t)) (2.7)

with probability pr(t) depending on current kon(P1, ..., Pn, Qs) and

koff (P1, ..., Pn, Qs) (for the sake of simplicity, they are denoted hereafter kon,

koff ), and promoter state at time t:

pr(t) = E(t)e−dt(kon+koff ) +
kon

kon + koff

(
1− e−dt(kon+koff )

)
(2.8)
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It follows that the mean value of the promoter equals, for every gene, kon/(kon+

koff ). This will be used in Section 2.4.1 to reduce the PDMP model (2.4)-(2.6)

to an ODE and compare it with the kinetic ODE model (2.1)-(2.3). Figure 2.1

illustrates the structure of System (2.4)-(2.6).

During the B cell differentiation in GC, B cells first receive BCR signal,

through follicular dendritic cells (FDC) interaction, that represses BCL6 and

then CD40, through T follicular helper (T-fh), activating IRF4. We have as-

sumed that the BCR was acting on BCL6 from 0h until 25h, and CD40 was

acting on IRF4 from 35h until 60h. Stimuli Qs were implemented in three

steps: first a linear increase (tBCR ∈ [0.5h; 1.5h]; tCD40 ∈ [35h; 36h]), then a

stable stimuli (tBCR ∈ [1.5h; 24h]; tCD40 ∈ [36h; 60h]), finally a linear decrease

(tBCR ∈ [24h; 25h]; tCD40 ∈ [60h; 61h]) (see Supplementary Figure S1).

We let the system evolve in the GC stage for 500h so it can reach a so-called

steady state before applying the stimuli. After the first stimulus (BCR) was

applied, we further simulated the system behavior for an additional 500h. To

summarize, the PDMP model (2.4)-(2.6) applied to BCL6-IRF4-BLIMP1 GRN

is defined by 40 parameters, whose values are given in Tables 2.2 to 2.5.

2.3.4 Model execution on the computational center

All models were established as a part of the WASABI pipeline [138] and were

implemented in Python 3.0 and PyCharm IDE. All computations have been

executed using the computational center of IN2P3 (Villeurbanne/France).
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Figure 2.1. Three-genes PDMP model of the GC B-cell, consisting of BCL6, IRF4 and
BLIMP1. A gene is represented by its promoter state (dashed rectangle), which can switch
randomly from on to off (and vice versa), with rates kon,i (koff,i). When promoter state
is on, mRNA molecules are continuously produced at s0,i rate. Proteins are constantly
translated from mRNA at s1,i rate. d0,i, d1,i are degradation rates of mRNA and proteins.
The interaction between a regulator gene j and a target gene i is defined by the dependence
of kon,i (koff,i) with respect to the protein level Pj of gene j and the interaction parameter
between the gene i and j (θi,j). IRF4 node has an autoactivation loop θ2,2. Additionally,
two external stimuli, BCR and CD40, act on the GRN.

2.3.5 Tuning of the PDMP model

Parameters estimation for ODE reduced PDMP model

For an initial guess, we have chosen random values of the parameters for ODE

reduced PDMP model (2.11), in the same order of magnitude as in Bonnaf-

foux et al. [138]. Further, we estimated the initial value of kon for IRF4

(kon, init, IRF4), based on the kinetic model from Martinez et al. [2]. Initial val-

ues of kon for BCL6 and BLIMP1 were selected in the same order of magnitude

as kon, init, IRF4.

Estimation of the parameters for the PDMP model, by automatized
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approach

After we have established the parameters for ODE reduced PDMP model

(2.11), and have shown that (2.11) has two steady states, we used these values

as initial guess for the PDMP model (2.4)-(2.6). Our goal was to further tune

the parameters until the point when the PDMP model (2.4)-(2.6) fits the data

described in Section 2.1.

We tested a possible effect of Hi,j values, θi,j values and kon, init on the qual-

ity of the fitting. We tested the values of interaction threshold Hi,j within

a set {0.01, 0.1, 1} for i, j ∈ {1, 2, 3}, (i! = j) and interaction threshold Hi,j

within a set {0.0001, 0.001, 0.1, 1, 100} for BCR repression stimuli on BCL6

node, CD40 activation stimuli on IRF4 and for H2,2. We have also tested the

values of interaction parameter θi,j by multiplying by a factor fθ ∈ {1, 5} for

i, j ∈ {1, 2, 3}(i! = j) and interaction parameter θi,j by multiplying by the

factor fθ ∈ {1, 10} for BCR repression stimuli on BCL6 node, CD40 activa-

tion stimuli on IRF4 and for θ2,2 (IRF4 autoactivation loop). This generated

approximately 8 × 106 combinations of parameters. During this automatized

tuning procedure, we selected a parameter set that allows the system to provide

the best fit of the experimental mRNA values for BCL6, IRF4 and BLIMP1

at the GC stage, based on a quality-of-fit criterion. This criterion was defined

as a comparison between the average model-derived values (Υ) versus the av-

erage experimental data (Ω), with an objective function (OF ) for set of genes

G = {BCL6, IRF4, BLIMP1} and stages ST = {GC,PB_PC}

OF =

|G|∑
δ′=1

|ST |∑
δ′′=1

∣∣∣∣∣Ωδ′,δ′′ −Υδ′,δ′′

Ωδ′,δ′′

∣∣∣∣∣ (2.9)
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to minimize for parameter set (PS) of 40 parameters from Tables 2.2-2.5, the

quality of fitting criterion is:

min
<PS>

OF (2.10)

Semi-manual tuning of PDMP model

Further, we performed a semi-manual tuning of the parameters of the PDMP

model to improve the quality of the fitting. We tested the values of the candi-

date parameters in an interval of interest, and fixed the rest of the parameters

(each simulation was performed for 200 SC). Then we selected the values of

the parameter of interest, which provided the best qualitative fitting (2.10) of

the experimental SC data. All the ranges of tested values are summarised in

Table 2.1.
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Parameter Definition Tested values Selected value
θ11 Interaction parameter [−200;−10−2] -0.2
θ21 Interaction parameter [−200;−10−2] -50
θ31 Interaction parameter [−200;−10−2] -0.5
θ22 Interaction parameter [0.1; 200] 11
θ13 Interaction parameter [−200;−0.1] -1
θ23 Interaction parameter [0.1; 200] 50

θBCR,1 Interaction parameter [0.1; 200] 200
θCD40,2 Interaction parameter [0.1; 200] 10
s0,BCL6 Transcription rate [0.1; 625] 100
s0,IRF4 Transcription rate [0.1; 625] 2.1

s0,BLIMP1 Transcription rate [0.1; 625] 100
d0,BCL6 Degradation rate of mRNA [10−3; 10] 0.05
d0,IRF4 Degradation rate of mRNA [10−3; 10] 0.05

d0,BLIMP1 Degradation rate of mRNA [10−3; 10] 0.007
s1,BCL6 Translation rate [1; 1000] 100
s1,IRF4 Translation rate [1; 1000] 160

s1,BLIMP1 Translation rate [1; 1000] 40
d1,BCL6 Degradation rate of protein [0.1; 10] 0.138
d1,IRF4 Degradation rate of protein [0.1; 10] 0.173

d1,BLIMP1 Degradation rate of protein [0.1; 10] 0.173
kon, init, BCL6 Initial value of kon,BCL6 [10−5; 10] 0.15
kon, init, IRF4 Initial value of kon, IRF4 [10−5; 10] 0.007

kon, init, BLIMP1 Initial value of kon,BLIMP1 [10−5; 10] 0.001

Table 2.1. Parameters tested during the semi-manual tuning of the PDMP model.
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2.3.6 Evaluation of model variability using Kantorovich

Distance

To compare distributions and to evaluate model variability, we have used the

Kantorovich distance (KD), which was defined by Baba et al. [174] and im-

plemented to Python 3.0 by Bonnaffoux et al. [138]. Consider two discrete

distributions p and q, defined on n bins of equal sizes, and denote ti the center

of the i-th bin. Then the Kantorovitch Distance (KD) between p and q is

given by

KD =
n∑

i=1

∣∣∣∣∣
i∑

j=1

p(tj)−
i∑

j=1

q(tj)

∣∣∣∣∣
We used KD to evaluate the variability of each SC mRNA generation by the

PDMP model, by calculating the KD value for each gene for multiple (n=200)

independent simulations.

2.4 Results

2.4.1 ODE reduced PDMP model

Application of GRN to study GC B cells differentiation is a recent approach

to gain deeper understanding of the regulatory mechanisms controlling the

GC B cell exit fates. In [2], Martinez et al. applied the kinetic ODE model

(2.1)-(2.3) to the BCL6-IRF4-BLIMP1 GRN network of GC B cell differenti-

ation and successfully simulated the GC B cell dynamics based on microarray

data (GSE12195). Before application of the PDMP model (2.4)-(2.6), we de-
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cided to test if the ODE reduced PDMP model (2.11) is able to have a similar

dynamic compared to the previously studied ODE kinetic model. Since the

kinetic ODE model (2.1)-(2.3) is a deterministic model, we need to simplify

the PDMP model (2.4)-(2.6) to perform a comparison. To reduce the PDMP

model (2.4)-(2.6) to an ODE and compare it with (2.1)-(2.3), we applied a sim-

plifying assumption and substituted the stochastic process E(t) by its mean

value ⟨E(t)⟩:



⟨E(t)⟩ = kon(t)

kon(t) + koff (t)

dM
dt

= s0⟨E(t)⟩ − d0M(t)

dP
dt

= s1M(t)− d1P (t)

(2.11)

Comparing mathematical formulas of systems (2.1)-(2.3) and (2.11) one can

see that it is possible to establish an initial value of the promoter state E(t) for

IRF4 gene in system (2.11) which will correspond to GC differentiation stage

(see Supplementary Material SM1). After rewriting System (2.11) in terms of

System (2.1)-(2.3), we obtained the candidate value of kon, init, IRF4 = 1.7 ×

10−3. Applying this value of kon, init, IRF4, ODE reduced PDMP System (2.11)

successfully simulated two steady states of IRF4, i.e. successfully recapitulates

the qualitative dynamics (see Figure 2.2).

Before application of BCR and CD40 stimuli, the system is first at a steady

state (simulating GC B cell stage) that corresponds to the low amount of IRF4

and BLIMP1 and a high amount of BCL6 mRNA molecules. After application

of both stimuli, the system has transitioned to a second steady state that

corresponds to a high number of IRF4 and BLIMP1 mRNA molecules and
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Parameter Version I, II, III
H12 1
H32 1
H33 1
θ11 -0.2
θ12 0
θ32 0
θ13 -1
θ33 0

d0,BCL6 0.05
d0,IRF4 0.05
s1,BCL6 100
s1,IRF4 160

s1,BLIMP1 40
d1,BCL6 0.138
d1,IRF4 0.173

d1,BLIMP1 0.173
koff, init, BCL6 1
koff, init, IRF4 1

koff, init, BLIMP1 1

Table 2.2. Parameter set for the PDMP model (2.4)-(2.6) and ODE reduced PDMP (2.11).
Version I - initial parameter set. Version II - parameter set obtained from the automatized
approach. Version III - parameter set obtained after semi-manual tuning. Parameters are
defined in the text.

Parameter Version I Version II Version III
H11 1 0.001 0.1
H13 0.1 1 0.01

HBCR,1 0.01 1 0.001
HCD40,2 1 0.001 1

θ21 -10 -100 -50
θ31 -2 -20 -0.5
θ22 8 5 11

θBCR,1 -200 -20 -200
θCD40,2 10 40 10
s0,IRF4 2 1 2.1

s0,BLIMP1 6.5 1 100

Table 2.3. Parameter set for the PDMP model (2.4)-(2.6) and ODE reduced PDMP
(2.11) system, presented parameters are different between all versions. Version I - initial
parameter set. Version II - parameter set obtained from the automatized approach. Version
III - parameter set obtained after semi-manual tuning. Parameters are defined in the text.
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Parameter Version I, II Version III
H22 0.01 0.001
H23 0.001 0.1
θ23 40 50

d0,BLIMP1 0.1733 0.007

Table 2.4. Parameter set for the PDMP model (2.4)-(2.6) and ODE reduced PDMP
(2.11), presented parameters equal between version I and II. Version I - initial parameter
set. Version II - parameter set obtained from the automatized approach. Version III -
parameter set obtained after semi-manual tuning. Parameters are defined in the text.

Parameter Version I Version II, III
H21 0.1 0.01
H31 1 0.01

s0,BCL6 6.5 100
kon, init, BCL6 0.1 0.15
kon, init, IRF4 0.0017 0.007

kon, init, BLIMP1 0.1 0.001

Table 2.5. Parameter set for the PDMP model (2.4)-(2.6) and ODE reduced PDMP (2.11),
presented parameters equal between version II and III. Version I - initial parameter set.
Version II - parameter set obtained from the automatized approach. Version III - parameter
set obtained after semi-manual tuning. Parameters are defined in the text.

low number of BCL6 mRNA molecules. However, for the current parameter

set (see Tables 2.2-2.5, version I), model (2.11) underestimates the amount of

IRF4 mRNA at both steady states (see Figure 2.2).

The dynamics of System (2.11) shows the existence of two steady-states for the

parameter set from Tables 2.2-2.5, version I. Noticeably, if we test a random

value of kon, init, IRF4 in combination with the parameters from Tables 2.2-2.5,

version I (see Supplementary Table S2), System (2.11) has only one steady-

state (see Supplementary Figure S2). To our knowledge, there may be more

than one set of parameter values associated with two steady states of the

System (2.11).

We showed that for the parameter set from Tables 2.2-2.5, version I, the ODE

reduced PDMP model (2.11) is capable to qualitatively recapitulate behavior of

GC B cell differentiation GRN (see Figure 2.2). Next we wanted to understand
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Figure 2.2. The behavior of the ODE reduced PDMP model for the nodes IRF4 (A), BCL6
(B) and BLIMP1 (C) of GRN (see Figure 2.1). BCR stimuli was applied from 0h until 25h
and CD40 stimuli from 35h until 60h. The microarray gene expression dataset from GEO
accession no. GSE12195 was used to estimate required parameters (see Equations (2.1)-(2.3)
and Tables 2.2-2.5, version I) and are shown as dots.

if the PDMP system (2.4)-(2.6) can fit the experimental SC data (described

in Section 2.3.1).

2.4.2 PDMP model applied to quantitative modelling of

B cell differentiation

2.4.2.1 Accessing the variability of the PDMP model

Due to the stochastic nature of the PDMP model (2.4)-(2.6), we should first

evaluate the variability of the model-generated SC data.
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When one executes the PDMP model (2.4)-(2.6) multiple times for the same

parameter set (Tables 2.2-2.5, version I) the resulting model-derived distribu-

tions are not exactly the same due to stochasticity of the model. We studied

how strongly shapes of distributions of simulated SC mRNA molecules vary

for the different executions of model (2.4)-(2.6).

For this purpose, we evaluated the level of variability of model (2.4)-(2.6) using

the Kantorovich Distance (see Section 2.3.6). We performed 200 independent

simulations of model (2.4)-(2.6) with a fixed parameter set (see Tables 2.2-2.5,

version I). We estimated the KD between pairs of model outputs, and obtained

a distribution of all KD that we call the model-to-model (m-t-m) distribution.

The shape of m-t-m distributions were different between conditions and stages

of differentiation. For instance, for BLIMP1, long tails were observed (see Fig-

ure 2.3). The reasonable question arises: what is the shape of distributions,

Figure 2.3. Model-to-model distributions for GC and PB_PC stages and the three genes,
BCL6, IRF4, BLIMP1. Model (2.4)-(2.6) has been used, with parameter values from Tables
2.2-2.5 (version I). Results are displayed for both GC and PB_PC stages, and for the
three genes. It shows the shape of distribution, median value, interquartile range and 1.5x
interquartile range of the KD.
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with the highest KD between each other, i.e. the distributions with the largest

differences according to KD. To answer this question, we plotted distributions

of the number of mRNA molecules for each node with the highest m-t-m KD

at GC and PB_PC stages (see Figure 2.4). Qualitatively, we did not detect

differences in the shapes of model-generated distributions with the highest KD

between each other. For all 6 nodes (BCL6 GC, IRF4 GC, BLIMP1 GC, BCL6

PB_PC, IRF4 PB_PC, BLIMP1 PB_PC), the shapes of distributions were

remarkably similar.

These results suggest that it may be sufficient to perform parameter tuning of

the PDMP System (2.4)-(2.6), using only one simulation run for each unique

parameter set.

2.4.2.2 Automatized approach

Then, we aimed to perform the search for the parameter set of the PDMP

model (2.4)-(2.6) which would fit the experimental data. We first applied the

strategy of straightforward parallel computation to find an optimal parameter

set describing the experimental data [3].
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Figure 2.4. The Kernel Density Estimate (KDE) plot and histograms of two model-
generated mRNA counts of BCL6, IRF4 and BLIMP1 at GC and PB_PC stages with
highest KD. The subgraphs A, C, E represent log2 (molecule+1) normalized for BCL6,
IRF4 and BLIMP1 compared between two models with highest KD between two of them at
GC stage. The subgraphs B, D, F represent log (molecule+1) normalized SC with BCL6,
IRF4 and BLIMP1 compared between two models with highest KD between two of them
at PB_PC stage (Parameters from Tables 2.2-2.5, version I). Simulation of 200 SC were
used based on the parameter set from ODE reduced System (2.4)-(2.6) (see Tables 2.2-2.5,
version I)
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We tested approximately 8× 106 combinations of parameter sets (see Section

2.3.5), then selected the best candidate based on the quality of BCL6, IRF4

and BLIMP1 fitting at the GC stage (see equations (2.9)-(2.10)).

The PDMP System (2.4)-(2.6) estimates the number of mRNA molecules in

a similar range of magnitude as in the experimental SC B cell dataset (see

Supplementary Figure S4). However, the parameter set candidate (see Tables

2.2-2.5, version II) generates model derived mRNA distributions which have a

sufficient overlap with experimental data for GC stage and insufficient overlap

for PB_PC stage (see Supplementary Figure S4). Distributions of the number

of mRNA molecules at PB_PC stage mostly underestimate the experimental

SC data (see Supplementary Figure S4B, D and F).

The automatized approach helped us to establish a parameter set which allows

the System (2.4)-(2.6) to correctly estimate the number of mRNA molecules

for 3 out of 6 nodes. However, to perform more directed and sensitive tuning

of the parameter set, we decided to further use a set of semi-automatized tests

(described in Section 2.3.5).

2.4.2.3 Semi-manual approach

In order to understand which parameters should be semi-manually tested, it

is important to focus on the GRN properties (see Figure 2.1) and which genes

can be responsible for possible imbalances. Thanks to the structure of BCL6-

IRF4-BLIMP1 GRN, where IRF4 activates BLIMP1 and represses BCL6, and

where IRF4 also has an autoactivation loop, we can hypothesise that model

(2.4)-(2.6) underestimates the experimental SC data due to low values of the

parameters responsible for IRF4 autoactivation (θ22), BCL6 repression by IRF4
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(θ21) and BLIMP1 activation by IRF4 (θ23).

Indeed, if IRF4 autoactivation (θ22) reaction is not efficient enough, there are

no sufficient number of IRF4 molecules to affect BCL6 and BLIMP1 at PB_PC

stage. Because IRF4 is only affected by an autoactivation loop, we started by

modulating the parameter related to this reaction. During the preliminary

tests we have noticed that this reaction is crucial for the cell state transition

from GC towards PB_PC and that when θ22 and s0, IRF4 have low absolute

values then the system cannot reach PB_PC stage, even after application of

the stimuli. It can be explained by the insufficient amount of IRF4 molecules

produced during the simulation run (see Supplementary Figure S4C and S4D).

On the other hand, when parameters θ22 and s0, IRF4 have high values, model

(2.4)-(2.6) transitions from GC towards PB_PC stage even before application

of stimuli. This may occur due to the high activity of autoactivation reaction,

which shifts the system to the second state, independently of the existence of

the stimuli. After comparison of the PDMP System (2.4)-(2.6) outputs for a

range of different θ22 and s0, IRF4 values (described in Table 2.1), we selected

the parameter set for which model (2.4)-(2.6) fits the experimental SC data

at IRF4 both at GC and PB_PC stages. Such model-derived SC pattern is

obtained using the values (θ22; s0, IRF4) = (11; 2.1). We additional performed

simulations to improve the quality of the fitting of BLIMP1 and BCL6 dis-

tributions by tested parameters which are directly responsible for the balance

between BLIMP1 and BCL6, such as interaction parameters (θ13, θ31, θ23). We

also tested parameters which can influence BCL6 and BLIMP1 indirectly, such

as transcription rates (s0, BCL6, s0, BLIMP1), and degradation rates of mRNA

(d0, BCL6, d0, IRF4, d0, BLIMP1).
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After comparison of the PDMP System (2.4)-(2.6) outputs, we selected the

parameters which allow the model to have a qualitative fit of the experimental

data for all nodes at GC and PB_PC stages (see Figure 2.5, and Tables 2.2-

2.5, version III). For this tuned parameter set, we see that the PDMP model

(2.4)-(2.6) can have good qualitative fitting of experimental data for all nodes.

Results also show that for this parameter set (version III), the PDMP model

(2.4)-(2.6) fits SC data at the GC stage for BCL6 (see Figure 2.5A). Model-

derived distributions of BLIMP1 were capable of showing overlap with the ex-

perimental data at the PB_PC stage (see Figure 2.5F), but it overestimated

the number of BLIMP1 mRNA molecules at the GC stage (see Figure 2.5E).

Current parameter set (Tables 2.2-2.5, version III) has difficulties to correctly

evaluate the number of zero values. The PDMP model (2.4)-(2.6) tends to

overestimate the number of BCL6 mRNA molecules at PB_PC stage, as well

as the number of IRF4 mRNA molecules at GC stage and number of BLIMP1

mRNA molecules at GC stage (see Figure 2.5). Nevertheless, this parameter

set allowed the model to generate SC with the amount of mRNA in a similar

level of magnitude as the experimentally assessed values.
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Figure 2.5. The Kernel Density Estimate (KDE) plot and histograms of model-generated
and experimental mRNA counts of BCL6, IRF4, BLIMP1 at GC and PB_PC stages. The
subgraphs A, C, E represent log (molecule+1) normalized SC with BCL6, IRF4 and BLIMP1
compared between the model estimations at GC stage (grey) vs the experimental data from
GC B cells (blue). The subgraphs B, D, F represent log (molecule+1) normalized SC with
BCL6, IRF4 and BLIMP1 compared between the model estimations at PB_PC stage (grey)
vs the experimental data from PB_PC cells (green). Simulation of 200 SC were used based
on the parameter set, selected after semi-automatized parameter screening (see Tables 2.2-
2.5, version III). Performed based on dataset from Milpied et al. [3]
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Mean Value Model Estimated Value Experimental Value
µGC,BCL6 6.0 5.62
µGC, IRF4 1.0 0.08

µGC,BLIMIP1 4.69 0.34
µPB_PC,BCL6 5.26 1.25
µPB_PC, IRF4 1.49 1.68

µPB_PC,BLIMP1 7.03 6.91

Table 2.6. Mean values of simulations normalized as mRNA log(molecule+1) for the
distribution generated by model (2.4)-(2.6) and the experimental data, see Figure 2.5. Based
on the parameter set Tables 2.2-2.5, version III.

2.5 Discussion

In this work we first have rewritten an ODE reduced PDMP model (2.11) in

terms of kinetic ODE model (2.1)-(2.3) and established an initial parameter

value kon, init, IRF4. We further have shown that for the parameter set (see Ta-

ble 2.2-2.5, Version I), the ODE reduced PDMP model (2.11) simulates two

steady states.

Secondly, we evaluated the effect of stochasticity of the multiple independent

generations of the number of mRNA molecules by the PDMP model (2.4)-(2.6)

and we confirmed that for the same parameter set there is no noticeable differ-

ence between each model-generated outputs for BCL6-IRF4-BLIMP1 GRNs

(see Figure 2.4). These results allow to perform a combined parameter screen-

ing with a confidence that for each candidate parameter set, the algorithm

needs to perform only one run of the PDMP model (2.4)-(2.6).

Lastly, we showed that the PDMP model (2.4)-(2.6) can simulate distribu-

tions of the number of mRNA molecules for BCL6, IRF4, BLIMP1 at GC and

PB_PC stages with same order of magnitude than experimental data.

However, as a future scope of work, few strategies to improve the final param-
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eter set (see Tables 2.2-2.5, version III) can be investigated.

At first, due to the fact that in BCL6-IRF4-BLIMP1 GRN, IRF4 depends only

on its autoactivation reaction, we only have succeeded to directly rewrite ODE

reduced PDMP model (2.11) in terms of kinetic model (2.1)-(2.3) and estimate

the value of kon, init, IRF4. It would be advantageous to additionally develop a

process, which would allow to directly estimate the values of kon, init, BCL6 and

kon, init, BLIMP1, using the same logic. However, because BLIMP1 depends on

BLIMP1, IRF4 and BCL6 (see Equation (2.1)) and BCL6 depends on both

IRF4 and BLIMP1 (see Equation (2.2)), the rewriting of system (2.4)-(2.6) in

terms of (2.1)-(2.3) will require additional calculations and simplifications.

Secondly, we can evaluate an effect of mutual repression between BCL6 and

BLIMP1 (see Figure 2.1) by performing more extensive parameter search. Cur-

rent parameter set (see Tables 2.2-2.5, version III) makes the PDMP model

(2.4)-(2.6) overestimates a number of mRNA molecules of BLIMP1 at GC

stage. Increasing BCL6 repression of BLIMP1 could potentially decrease the

quantity of BLIMP1 at the GC stage.

Third, it could be interesting to investigate the effect of the duration of the

BCR and CD40 stimuli on the differentiation from GC B cells towards PB_PC.

Multiscale modelling of GCs performed by Tejero et al. [56] showed that CD40

signalling in combination with asymmetric division of B cells results in switch

from MC to PB. It would be good to evaluate a possible application of the

PDMP model to study the effect of combined CD40 and BCR signalling with

different intensity and duration at the SC level.

Additionally, one can evaluate the effects and inclusion of additional genes into

the BCL6-IRF4-BLIMP1 GRNs and their impact on the quality of the fitting
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of the data by the PDMP. One of the possible candidate to incorporation to

GRN is paired box protein 5 (PAX5) which plays an important role in directing

of lymphoid progenitors towards B cell development [175]. PAX5 positively

regulates interferon regulatory factor 8 (IRF8) and BTB and CNC homologue

2 (BACH2) and which also positively regulates IRF4. In turn, IRF8 and

BACH2 negatively regulates BLIMP1 at early stage of B cell differentiation.

During further development, BLIMP1 starts to repress PAX5, consequently

decreasing the expression of IRF8 and BACH2. The correct orchestration of

PAX5-IRF8-BACH2 during the B cell differentiation is important for the suc-

cessfully differentiation towards antigen producing cells (PB_PC), while its

malfunction can cause aberration in GC B cell development [176].

CD40 stimulation of B cells initiates NF-κB signalling that is associated with

cellular proliferation. In B cells, NF-κB activates IRF4, negatively regulates

BACH2 what leads to positive regulation of BLIMP1 and consecutively re-

pression of BCL6 [30, 177].

Another important transcription factor (TF) in GC development is MYC,

which regulates B cell proliferation [178] and the DZ B cell phenotype [179].

MYC activates the histone methyltransferase enhancer of zeste homologue 2

(EZH2), which is responsible for the repression of IRF4 and BLIMP1 [180,

181, 182, 183].

The transcription factors mentioned above are present in SC RT-qPCR dataset

from Milpied et al. [3] and could be used to extend BCL6-IRF4-BLIMP1 GRN.

Inclusion of the additional TF may have both positive and negative effects on

application of PDMP model (2.4)-(2.6). On the one side, it can increase the

computational time and the number of parameters required for System (2.4)-
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(2.6). On the other side, because inclusion of the TF can more precisely

describe the biological system it could improve the quality of the fitting. How-

ever, any inclusion of new nodes to GRN should be carefully evaluated and only

essential TF should be added. For instance, there is no advantageous in addi-

tion of TF that only have one downstream output. As example, MYC activates

E2F Transcription Factor 1 (E2F1) and further activates EZH2. For this rea-

son, incorporation of the chain MYC-E2F1-EZH2 should have similar outcome,

as incorporation of simplified MYC-EZH2 reaction. This is expected, because

in the modelling, intermediate elements of one-to-one redundant reactions can

be omitted without significant changes in the quality of the simulations.

Overall, the parameter’s tuning of a nonlinear model is not a trivial task

and requires a combined approach. For instance, a modulation of any re-

action in BCL6-IRF4-BLIMP1 GRN (for instance, activity of IRF4 activation

of BLIMP1), causes a consecutive decrease of the number of BCL6 mRNA

molecules. For this reason, the combination of the fully automatized and

semi-automatized strategies is an optimal approach to improve the quality of

the fitting of the experimental SC data of GC B cells. At first, the direct

automatized screening allows to test the candidate space of parameter set in a

general manner, and then the semi-automatized screening more precisely tune

the PDMP model (2.4)-(2.6).

To further continue our study, we could also use scRNA-seq dataset from

Milpied et. al [3]. The authors have produced scRNA-seq dataset from GC

B cells and analysed the similarities between scRNA-seq and SC RT-qPCR

dataset. Even though the gene-gene correlation levels were lower in scRNA-

seq comparing to SC RT-qPCR, scRNA-seq analysis confirmed the observation

70



obtained by SC RT-qPCR [3]. From the stochastic modelling perspective, com-

bining the data from SC RT-qPCR and scRNA-seq should give an additional

information to improve evaluation of variability of the data and quality of the

fitting.

To summarise, the PDMP model (2.4)-(2.6) is capable to qualitatively simu-

late and depict the stochasticity of the experimental SC gene expression data

of human B cell at the GC and PB_PC stages of differentiation using the

GRN of three-key genes BCL6-IRF4-BLIMP1. These results are encouraging,

and suggest that our model may be used to test the different B cell exits from

GC. Future steps may include testing of the PDMP model (2.4)-(2.6) on the

alternative SC datasets [184, 185, 186] and investigate the malignant forma-

tions, and evaluate differences of the GRN comparing to the normal B cell

differentiation from GC towards PB_PC.
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Chapter 3

Discussion and perspectives

SC PDMP system for modelling GRN of GC B cells

In our work we have used a novel stochastic PDMP model for a GRN of three

key TF responsible for B cell differentiation (BCL6, IRF4, BLIMP1), applied

to SC transcriptomic data from human lymphoid organs (spleen and tonsil)

[3].

We first rewrote the currently available kinetic ODE model (2.1)-(2.3) [2]

in terms of ODE reduced PDMP model (2.11) and estimated the value of

kon, init, IRF4 parameter. We have shown that for an estimated value of kon, init, IRF4,

ODE reduced PDMP model (2.11) successfully recapitulates two steady states

associated with GC B cell differentiation (see Figure 2.2). We then focused

on the full PDMP model dynamics. We have applied KD and estimated the

variability of the PDMP model. We have shown that the PDMP model has

qualitatively similar outputs and a unique run is sufficient for performing the

parameter tuning (see Figure 2.4).

Finally, we performed a combination of automatized and semi-manual tuning,

which allowed us to reproduce the stochastic variation of the SC data both at
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the GC and PB_PC stages of differentiation (see Figure 2.5). Our results are

promising and show that the PDMP model can be used to recapitulate the

behavior of the GC B cell differentiation towards PB_PC and can potentially

improve an understanding of the GC B cell development.

Sensitivity and identifiability analysis

Modelling of complex systems faces multiple uncertainties which complicate

the estimation of the parameters and decrease the model’s efficacy [187]. For

instance, variation by orders of magnitude of some parameters of the model

may not significantly influence the quality of the fitting of the experimental

data [188]. Another challenge is establishing parameters that are functionally

related to each other, i.e. interdependent parameters [189]. From the biologi-

cal point of view, complex systems should possess robustness against external

perturbation and internal noise, which in modelling language are represented

by parameters with low sensitivity or insensitivity [188].

Tuning of the parameters for a high-dimensional stochastic model is not a

trivial task. Our approach combines automatized and semi-manual tuning of

parameters of the PDMP model and showed that the model can qualitatively

reproduce the experimental SC data. However, sensitivity and identifiability

analysis can be performed for better evaluation of the effect of each parameter

on the PDMP model and potentially improve the tuning efficiency.

To understand which parameters are essential for the improvement of the data

fitting by the PDMP model, we could perform an identifiability analysis [190,

191, 192]. Identifiability analysis is widely used for deterministic (ODE) mod-

els but is in an early adoption phase in stochastic modelling [193]. Browning et
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al. [193] have presented an analysis of structural identifiability (i.e. parameters

which can be estimated from unlimited noisy data) and practical identifiabil-

ity (i.e. parameters can be estimated from the limited noisy experimental

data). The authors used Markov chain Monte Carlo methods (MCMC) [194,

195] to study practical identifiability and DAISY [196] to study structural

identifiability of various models, including birth-death process model, two-

pool model, epidemic model, β-insulin-glucose circuit [193]. However, because

PDMP model has higher complexity compared to the stochastic differential

equation (SDE) model from Browning et al. [193], structural identifiability

analysis may be hardly achieved for our model. We could rather perform a

practical identifiability analysis which can be helpful to evaluate the reactions

candidates to include in our BCL6-IRF4-BLIMP1 network, avoiding redun-

dant nodes (exclusion of which, will not decrease the model’s performance)

[193]. On the other side, practical application (pros/cons) of the identifiability

analysis for the PDMP model should be evaluated, taking into consideration

the high computational costs of the MCMC method for stochastic models of

GRN. A successful analysis of the PDMP model identifiability could allow us

to decrease the number of parameters that should be tuned for our GRN (see

Figure 2.1).

After determining which parameters of the models are identifiable and which

are unidentifiable, one can perform an additional study of the parameters of

the model, by using sensitivity analysis [188]. Sensitivity analysis allows eval-

uating which parameters are more relevant in the model, which parameters

require additional tuning, and also assists in the evaluation of the robustness

of the model [197].
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There are multiple approaches for sensitivity analysis, such as Monte Carlo

simulations, Fisher’s information matrix with sensitivity measures, Girsanov

transformation method and others [198, 199, 200, 201, 200, 202, 203]. Some

authors use alternative algorithms while trying to adapt sensitivity methods

for the stochastic models. For instance, Eric A. Sobie’s group introduced pa-

rameter randomization followed by multivariable regression and showed that

this method allows having precise predictions of biological data with low com-

putational time [204, 205, 206].

However, due to the complexity of the PDMP model and due to the fast in-

crease in degrees of freedom with addition of genes to the GRN, those strategies

will be computationally expensive. For this reason, a detailed evaluation of the

most appropriate algorithm, which will provide an optimal ratio time versus

the effectiveness of sensitivity analysis, should be performed. For the PDMP

model applied to BCL6-IRF4-BLIMP1 GRN, we can attempt to apply the

sensitivity analysis suggested by Eric A. Sobie’s group and compare it to a

standard MCMC sensitivity analysis [204, 205, 206].

A deeper analysis of the relevance of each parameter of the PDMP model,

accessed via identifiability and sensitivity analysis can be advantageous. This

will allow the establishment of candidate parameters with the highest effect

on the quality of the fitting of experimental data by the PDMP model.

Experimental SC dataset

In our work we have used a SC RT-PCR dataset describing GC B cell from

human lymphoid organs at GC and PB_PC stages of differentiation [3]. To

our current knowledge, it was one of the most recent and detailed SC charac-
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terizations of human GC B cell differentiation.

The next step should be an application of the PDMP model to another SC

dataset of the same biological system and an evaluation of how well the

model simulates the experimental SC data obtained from an alternative tech-

nique (scRNA-seq). However, combining SC RT-PCR experimental data with

scRNA-seq experimental data is not a trivial task, because different approaches

are used to extract transcriptomic information from the cells [207, 208]. To

our current knowledge, there is still no direct way to establish the common

unit between scRNA-seq and SC RT-PCR. Richard et al. [209] have presented

the relationship between the number of mRNA molecules of each gene in a sin-

gle cell and the value of Ct obtained by SC RT-PCR. The number of mRNA

molecules in a cell could be a candidate for the common unit between scRNA-

seq and SC RT-PCR. However, current scRNA-seq protocols are only capable

to estimate relative, rather than quantitative gene expression [210, 211, 212,

213, 214].

For this reason, instead of directly combining SC RT-PCR and scRNA-seq

datasets, alternative strategies should be used. We should evaluate how dif-

ferent the parameter set of the PDMP model will be while fitting the experi-

mental data from SC RT-PCR versus while fitting the experimental data from

scRNA-seq. It is currently believed that scRNA-seq is highly correlated with

the standard transcriptomic tools (SC RT-PCR) [215, 216]. For the GC B cell

differentiation, Milpied et al. [3] also showed high similarity for the GC B cell

dataset. The authors have collected scRNA-seq and SC RT-PCR datasets dur-

ing the same experimental design and showed similar sources of heterogeneity

between datasets. For this reason, we could expect that the PDMP model
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would be able to fit each of the datasets with minor changes.

As a first approach to evaluate the performance of PDMP model between two

experimental datasets, we can perform a combination of parameter’s tuning

(see Section 2.3.5) starting with the parameter set obtained from previous tun-

ing (based on SC RT-PCR) and then tune the parameters set, until PDMP

will be able to fit the scRNA-seq data. After this, one needs to evaluate which

parameters are different between the parameter set obtained after SC RT-PCR

tuning and the parameter set obtained after additional tuning of scRNA-seq

dataset. As a second approach, one can perform independent parameter tuning

starting with random values of the parameter values (with the same order of

magnitude as Bonnaffoux et al. [138]) and tune the parameters of the model-

based only on the scRNA-seq experimental data. Then one can compare the

values of parameter sets for the PDMP model between each independent tun-

ing procedure.

In any case, unless the study will be done, it is hard to predict which approach

will be more advantageous. For this reason, both strategies should be explored

and implemented.

Recently, Holmes et al. [186] group have performed 10x Genomics scRNA-seq

for cells from human tonsils which were classified as DZ and LZ cells based on

the expression of CXCR4 and CD83 markers. Both Holmes et al. [186] and

Milpied et al. [3] have used 10X Genomics. For this reason it is important to

evaluate how different will parameter values be when fitting data from Milpied

et al [3] and data from Holmes et al [186]. Evaluating differences between

parameter sets we could look for possible correlations between the differences

in those experimental data sets. Because those datasets are taken from similar
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biological systems we could expect the parameter sets for the PDMP to be

similar too.

At last, in order to remove possible sample-related variation between differ-

ent batches, we could perform the meta-analysis of scRNA-seq datasets from

Holmes et al. [186] and Milpied et al. [3] and combine it in one dataset

using the method for batch correction [217]. Further we could perform the fit-

ting of the data by PDMP model and evaluate what will be the parameter set

allowing the model to mimic the experimental data and how it will be different.

Simulation of GC B cells at DZ and at LZ

During the GC maturation, B cells transition from DZ to LZ and re-enter to

DZ for further rounds of SHM. Milpied et al. [3], had performed pseudotime

analysis of human GC B cells and separated GC B cells at DZ versus LZ. SC

data showed detectable differences in gene expression patterns between DZ

and LZ [3]. Because some authors suggest that DZ/LZ markers may repre-

sent the transitory state [186, 218], it will be important to evaluate how the

stochastic modelling of GRN will be capable to detect the differences in GRN

state between DZ and LZ GC B cells to further clarify that differences.

During B cells maturation in GC different mechanisms down-regulate the

amount of BCL6. As currently known, those mechanisms include BCL6 degra-

dation caused by antigen-triggered BCR activation, CD40 triggered up-regulation

of IRF4 expression and consecutive BLIMP1 up-regulation [2].

During the inclusion of LZ data to our model, we should evaluate and test the

time at which we should fit the experimental data for the LZ GC cells. For

this, we could add the additional parameter which will correspond to the time
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after the BCR stimuli when cells will have the LZ gene expression pattern.

To our current knowledge, the precise time for B cell migration from DZ to

LZ in humans is not known. However, experiments in mice showed that after

4-6 hours, 50% of cells have migrated from DZ to LZ [219]. Later, Beltman

et al. [220] constructed a model of GC B cells migration from DZ to LZ

and estimated this time to be in the range of few hours. Based on these re-

sults, we could decrease the space for tuning this parameter in our simulations.

Effect of the stimuli on the model behaviour

During the differentiation from GC B cell towards PB_PC, cells receive BCR

signal from the antigen (repressing BCL6) and T-cell-mediated stimulation

through CD40 (activating IRF4). Koike et al.[221], Yam et al. [222] and

Tejero et al. [56] suggest that the intensity and the duration of stimuli may

be responsible for different B cell differentiation fates. Simulation of different

stimuli duration and different intensities of the stimuli in the PDMP model

could improve the quality of the fitting and the way the model represents the

experimental data.

Modification and extension of BCL6-IRF4-BLIMP1 GRN

GC B cell development is a robust and well-controlled mechanism, which allows

selecting the B cells producing antibodies with high affinity to the antigen. It is

currently thought that GC B cell differentiation can be described by the three

key regulatory transcription factors BCL6, IRF4 and BLIMP1 [2]. However,

an extension of the BCL6-IRF4-BLIMP1 GRN with additional TFs, partici-

pating in GC B cell development, could be advantageous and could potentially
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improve the fitting of the experimental dataset. The addition of the candidate

TFs should allow the PDMP model to more precisely describe the biological

process during the differentiation. It would also allow the PDMP model to

have access to additional experimental SC information from the complemen-

tary genes to tune the parameters. Inclusion of the relevant TF candidates

could allow better depicting the relationship between genes, which may be lost

while using only three nodes BCL6-IRF4-BLIMP1 GRN. We have analysed

possible candidate nodes, which may be relevant in the GC B cell differenti-

ation and which are available in the experimental dataset from Milpied et al.

[3].

First available candidate for incorporation to the BCL6-IRF4-BLIMP1 GRN

is the PAX5-IRF8-BACH2 pathway (paired box protein 5, interferon regula-

tory factor 8, BTB and CNC homologue 2, see Figure 3.1A). PAX5 is a TF

that plays an important role in directing the lymphoid progenitors towards B

cell differentiation [223]. PAX5 positively regulates IRF8, BACH2, and IRF4.

PAX5 also negatively regulates BLIMP1 via IRF8 and BACH2 [176]. At the

same time, IRF4 also indirectly regulates PAX5 via BLIMP1 repression of

PAX5 [176, 224].

One also could include NF-κB (factor nuclear kappa B), initiated by the CD40

stimulus (see Figure 3.1B). NF-κB is a TF that is associated with the pro-

liferation of B cells, which positively regulates IRF4 and positively regulates

BLIMP1 via BACH2. In turn, BACH2 is positively regulated by BCL6 [30,

177, 225].

Another possible candidate for extension of initial BCL6-IRF4-BLIMP1 GRN,

is MYC-EZH2 (c-Myc, enhancer of zeste homologue 2, see Figure 3.1C). MYC
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Figure 3.1. The candidate genes to include to BCL6-IRF4-BLIMP1 GRN. A) PAX5-IRF8-
BACH2; B) NF-κB - BACH2; C) MYC-EZH2.
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is an important TF regulating B cell proliferation and DZ B cell phenotype

[178, 179]. MYC is also responsible for indirect activation of epigenetic reg-

ulation of GC B cell differentiation, via EZH2 and for negative regulation of

IRF4 and BLIMP1. During the differentiation, MYC is repressed by BCL6

(before the formation of GC) and by BLIMP1 during differentiation towards

plasma cells [226].

The addition of genes to the key BCL6-IRF4-BLIMP1 GRN may be performed

in different ways. One of the possibilities is to add all the candidate TFs pre-

sented in the SC dataset and perform the sensitivity analysis and parameter

tuning of the PDMP model. This approach is straightforward and will take

into account all possible interconnections between candidate TFs. However,

this approach may be computationally expensive for GRN with a complex

structure.

Alternatively, we can add one branch at each step (for instance, PAX5-IRF8-

BACH2), and then perform the sensitivity, identifiability analysis and parame-

ter’s tuning, and then add the next candidate branch. This strategy can create

additional information regarding the way how the PDMP model fits experi-

mental data for different GRN structures. Following this logic, when all the

nodes will be added to the GRN, one would have a complete analysis of the

model’s robustness and its response to GRN modification.

Ideally, the inclusion of the genes to the network or modification of duration

and intensity of the stimuli should be followed by a comparison of experiment

with model-generated data and additionally, by sensitivity and identifiability

analysis.

It is important to evaluate how the PDMP model’s capacity to fit the ex-
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perimental data will vary while including the regulators with unique regu-

lation properties (i.e. MYC-EZH2) versus ones that have similar regulatory

properties (i.e. PAX5-IRF8-BACH2 and NF-κB-BACH2). For instance, only

MYC-EZH2 adds the repression effect on IRF4 which may be an important

regulatory mechanism, which is not present in other reactions.

GRN inference using SC data

One of the alternative approaches to investigate, build, complement and mod-

ify GRN structure is to use a novel pipeline WASABI [138]. This algorithm

allows to infer GRN using the experimental time-stamped SC transcriptomic

and bulk proteomic data [138]. WASABI infer GRN by adding nodes "node-

by-node" using as the main source information an experimental data, which

allows diminishing an effect of predefined knowledge. WASABI can be helpful

to evaluate which nodes and pathways may be added to BCL6-IRF4-BLIMP1

GRN to improve the representation of the experimental SC dataset.

However, to access all the advantages of the inference of GRN via WASABI,

one will need an access to the time-stamped experimental data. Depending

on the experimental design (cost versus effectiveness), it can be required up

to 3-4 time points to follow GC B cell development (at each timepoint SC

data should be collected and analysed). It is a very promising and challeng-

ing experimental design that should have been generated within the COSMIC

consortium, and it should have allowed identifying which TFs are playing an

essential role. Such a dataset also should have helped to establish what may be

an optimal GRN regulating GC B cell differentiation and also help to analyse

possible candidates TFs responsible for malignant GC B cell differentiation.
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However, due to a pandemic outbreak, such a dataset has not been generated

yet.

Application of SC PDMP model for the aberrant B cell differen-

tiation

The advantage of GRN modelling of biological systems is that it allows to study

normal conditions and compare those to different pathological cases. As was

shown by Martinez et al. [2], kinetic ODE model of BCL6-IRF4-BLIMP1 is

capable to simulate different malignant fates of GC B cell differentiation exits,

including DLBCL, loss of BCL6 autoregulation, constitutive high expression

of BCL6, synergistic loss of IRF4 and BLIMP1-mediated BCL6 silencing and

reduced BLIMP1 stability.

One of the ways to use PDMP model is to analyse the parameter set tuned for

the normal GC B cell differentiation towards PB_PC and try to simulate SC

gene expression of the pathological condition by modulating the activity of the

reaction of interest (for instance θi,j). For instance, the most frequent genetic

aberration in DLBCL affects BCL6 promoter region [2]. To simulate it, we

can attempt to fit the experimental data, using the PDMP model. We can

start with the parameter set tuned to the normal condition and then perform

additional tuning of the parameters responsible for the BCL6 regulation (i.e.

θ3,1, θ2,1 or θ1,1) until the model fits SC dataset from the pathological condition

[3, 186, 185].

Alternatively, we can tune the parameter set directly to the malignant SC con-

dition, and analyse which parameters of the PDMP model are different from

the parameter set corresponding to the normal GC B cell development.
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Those approaches may lead to a candidate parameter set that can be responsi-

ble for a specific pathological condition. After establishing the parameters that

can be candidates for the specific pathological condition (for instance θi,j), one

could use the molecular biology tools to perform silencing/overexpression of

the specific gene of the network in-vitro or in-vivo to validate the hypothesis

obtained from the PDMP model parameter tuning (i.e. confirm the impor-

tance of candidate parameter in the biological system).

scRNA modelling in a multi-omic world and its place in systems

biology

SC technologies have revolutionized the way biology can study multiscale pro-

cesses orchestrating the normal cell development and its aberration, by pro-

viding multidimensional high-throughput data at different timepoints [227].

There are different strategies to extract and to structure the information from

the high-dimensional data towards predictive models: artificial intelligence

(AI) techniques and mechanistic models [228, 159].

AI unites unsupervised and supervised machine learning (ML) techniques. Un-

supervised ML includes dimension reduction algorithms, latent methods and

normalization procedures which are aimed at extracting the most relevant

information from SC multi-dimensional data and presenting essential factors

responsible for a specific biological behavior [229, 230]. Recently developed

ML analysis of SC data based on topology methods showed that it is capa-

ble of recapitulating complex nonlinear regulatory processes in the biological

system [231, 232, 233]. On the other hand, the supervised ML apply the con-

cept of "training set" (i.e. currently known knowledge) to teach the model to
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classify the unknown datasets which can be applied to automatic SC classifi-

cation, annotation and regression [234, 235, 236, 237, 238]. However in order

to improve understanding and establish the connections between the biologi-

cal mechanisms and the inferred nonlinear properties obtained from the data

the novel subfield, interpretable AI, is currently under development [227, 239].

Interpretable AI approach is facing the task to extract the relevant knowledge

from the multiple ML models, applied to the dataset of interest [240]. As an

example, Wang et al. [241] used interpretable AI to identify groups of genes

responsible for distinct subcellular types.

The second class of the models currently used for the SC analysis is a class

of mechanistic models that incorporates the carefully analysed and reviewed

prior biological knowledge to the analysis of the novel experimental data [242,

243]. GRN is used to model the relationship between different TF and target

genes. GRN allows studying the inter and intra cellular interactions on the

different levels of the cell regulation, responsible for the cell development and

for the cell fates. The advantage of GRN over the non supervised machine

learning technique is that GRN combines together pre-existing knowledge and

reasoning behind biological mechanisms with the experimental dataset [242].

Multiple algorithms for GRN inference from SC transcriptomic data have been

recently developed [138, 244, 245, 246]. Nevertheless, because the mechanistic

GRN models are built on the previously known rules and assumptions, it may

limit the search of the new unknown regulations by adding pre-existing biases

of known regulations. Recent algorithm WASABI (discussed above) infers the

network based on the input SC transcriptomic and bulk proteomic and can

overcome this limitation [138].
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However, there is still room for further improvement in the extraction of use-

ful information from complex datasets. Integration of the multi-omic data,

which will combine the transcriptomic, spatial transcriptomic, epigenomic,

proteomic, metabolomic and fluxomic still seems to be a hardly achievable goal

[247, 248, 249, 250, 251]. It is common to analyse different omics separately

and cross-validate the obtained conclusions, but complete multidimensional in-

tegration is not reached yet. Nevertheless, future analysis of multiscale models,

will improve the quality of the studied biological system and its regulations in

a complete, multilevel way and promises to open a new era in our understand-

ing of the mechanisms of living organisms at normal and pathological cases

[252, 253, 254, 255, 256, 257, 258].
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Supplementary Material

SM1 Mathematical reduction of the PDMP model

and estimation of kon,init

From Martinez et al. [2], one can see that IRF4 is a crucial node and its

autoactivation reaction is responsible for the bistability switch from the GC

to PB_PC during B cell differentiation. At the same time, equation (2.3)

which describes the dynamics of IRF4 only depends on IRF4. Based on those

observations, we have decided to use IRF4 as connecting edge between models

(2.4)-(2.6) and (2.1)-(2.3).

Starting from the stochastic PDMP model (2.4)-(2.6) written for IRF4, we

reduced it to an ODE version by making a simplifying assumption. We sub-

stituted of the stochastic process E(t) by its mean value ⟨E(t)⟩


dMIRF4

dt
= s0, IRF4⟨EIRF4(t)⟩ − d0, IRF4MIRF4(t)

dPIRF4

dt
= s1, IRF4MIRF4(t)− d1, IRF4PIRF4(t)

(SF.1)

We are looking for the parameter set of System (SF.1) which will allow ODE

reduced PDMP (2.11) to reproduce the same behavior than the kinetic ODE

model (2.1)-(2.3) (i.e. two steady states). At steady state, left part of equa-
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tions of System (SF.1) equal zero, namely, dM
dt

= 0 and dP
dt

= 0, and after

simplification of the right part of equations of System (SF.1):

MIRF4(t) =
s0, IRF4⟨EIRF4(t)⟩

d0, IRF4

PIRF4(t) =
s1, IRF4s0, IRF4⟨EIRF4(t)⟩

d0, IRF4d1, IRF4

(SF.2)

Introducing the new variable c:

c =
s1, IRF4s0, IRF4

d1, IRF4d0, IRF4

we can write (SF.2) as:

PIRF4(t) = c⟨EIRF4(t)⟩ (SF.3)

In Martinez et al. [2], IRF4 behavior was described by equation (2.3), that is

dr

dt
= µr + σr

r2

k2
r + r2

+ CD40− λrr (SF.4)

i.e. in our notation it can be written as:

dpIRF4

dt
= µIRF4 + σIRF4

p2IRF4

k2
IRF4 + p2IRF4

+ CD40− λIRF4 pIRF4 (SF.5)

Assuming that CD40 = 0 at the beginning of the simulation, that equation

(SF.5) is at the steady state, that λIRF4 is a degradation rate of protein for
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IRF4 and using (SF.3), we write (SF.4) written as:

µIRF4 + σIRF4
c2(⟨EIRF4(t)⟩)2

k2
IRF4 + c2(⟨EIRF4(t)⟩)2

− cd1, IRF4⟨EIRF4(t)⟩ = 0 (SF.6)

Equation (SF.6) can be written as:

cd1, IRF4⟨EIRF4(t)⟩ = µIRF4 + σIRF4
c2(⟨EIRF4(t)⟩)2

k2
IRF4 + c2(⟨EIRF4(t)⟩)2

(SF.7)

Solving equation (SF.7) in terms of ⟨EIRF4(t)⟩ leads to:

c3d1, IRF4(⟨EIRF4(t)⟩)3 − (⟨EIRF4(t)⟩)2(µIRF4c
2 + σIRF4c

2)+

+cd1, IRF4k
2
IRF4(⟨EIRF4(t)⟩)− µIRF4k

2
IRF4 = 0

and can be simplified in the form:

a′(⟨EIRF4(t)⟩)3 − b′(⟨EIRF4(t)⟩)2 + c′(⟨EIRF4(t)⟩) + d′ = 0 (SF.8)

where



a′ = c3d1, IRF4

b′ = µIRF4c
2 + σIRF4c

2

c′ = cd1, IRF4k
2
IRF4

d′ = −µIRF4k
2
IRF4
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Because parameters a′, b′, c′ are positive and d′ is negative, there is at least one

positive root to (SF.8). Further, we fitted the parameters µIRF4, σIRF4, kIRF4,

applying fitting procedure from Martinez et al. [2] and using the experimen-

tal data accession no. GSE 12195 (see Tables 2.2-2.5), and we found that

EIRF4(tinit) value which would correspond to a bistable regime of system (2.1)-

(2.3) is:

EIRF4(tinit) = 1.7× 10−3

We also know from Section 2.3.3 that:

⟨EIRF4⟩ =
kon

kon + koff

Further assuming that at initial time t = tinit , kon << koff and kon = αkoff ,

with α << 1, one can define α = EIRF4

1−EIRF4
= 1.7 × 10−3. Assuming koff ≈ 1

(koff, init, IRF4 ≈ 1) allows to estimate the value of kon for IRF4, which should

keep ODE reduced PDMP model (2.11) in a two steady state regime:

kon, IRF4 = 1.7× 10−3 (SF.9)

Further, we called the value (SF.9), the initial value kon, init for IRF4.

Such procedure establish an initial guess for model (2.11) parameter set, based

on the previous knowledge of ODE model (2.1)-(2.3), applied to experimental

SC data of interest [3]. Thanks to the structure of the model (2.1)-(2.3), we

are able to apply this strategy to estimate kon, init, IRF4. Further, we assume

that kon, init, BCL6 and kon, init, BLIMP1 values are in a similar range.
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SM2 Supplementary Figures

Supplementary Figure S1. The scheme of application of the stimuli Qs, where s ∈
{BCR,CD40}. Stimuli Qs were implemented in three steps: AB - linear increase (tBCR ∈
[0.5h; 1.5h]; tCD40 ∈ [35h; 36h]), BC - stable stimuli (tBCR ∈ [1.5h; 24h]; tCD40 ∈ [36h; 60h]),
CD - linear decrease (tBCR ∈ [24h; 25h]; tCD40 ∈ [60h; 61h]).
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Supplementary Figure S2. Absence of bistability in the ODE reduce PDMP model
(2.11), due to random parameter values. The average behavior of the ODE reduced PDMP
model (2.11) for the nodes IRF4 (A), BCL6 (B) and BLIMP1 (C) of GRN (see Figure
2.1). BCR stimuli was applied from 0h until 25h and CD40 stimuli - from 35h until 60h.
Parameters used for (2.11) are listed in Supplementary Table S3 accordingly to Bonnaffoux
et al. [138] of kon, init, IRF4 = 0.1 (taken randomly in a same order of magnitude).
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Supplementary Figure S3. The Kernel Density Estimate (KDE) plot and histograms
of model-generated and experimental mRNA counts of BCL6, IRF4, BLIMP1 at GC and
PB_PC stages. The subgraphs A, C, E represent log (molecule+1) normalized SC with
BCL6, IRF4 and BLIMP1 compared between the model estimations at GC stage (grey)
vs the experimental data from GC B cells (blue). The subgraphs B, D, F represent log
(molecule+1) normalized SC with BCL6, IRF4 and BLIMP1 compared between the model
estimations at PB_PC stage (grey) vs the experimental data from PB_PC cells (green).
Simulation of 200 SC were used based on the parameter set from ODE reduced System
(2.4)-(2.6) (see Tables 2.2-2.5, version I). Experimental SC dataset from Milpied et al. [3]
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Supplementary Figure S4. The Kernel Density Estimate (KDE) plot and histograms
of model-generated and experimental mRNA counts of BCL6, IRF4, BLIMP1 at GC and
PB_PC stages. The subgraphs A, C, E represent log (molecule+1) normalized SC with
BCL6, IRF4 and BLIMP1 compared between the model estimations at GC stage (grey)
vs the experimental data from GC B cells (blue). The subgraphs B, D, F represent log
(molecule+1) normalized SC with BCL6, IRF4 and BLIMP1 compared between the model
estimations at PB_PC stage (grey) vs the experimental data from PB_PC cells (green).
Simulation of 200 SC were used based on the parameter set, selected after automatized
parameter screening strategy (see Tables 2.2-2.5, version II). Performed based on dataset
from Milpied et al. [3]
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Supplementary Figure S5. "Model-to-model and model-to-data distributions for GC
and PB_PC stages and the three genes, BCL6, IRF4, BlIMP1. Graphs show the shape
of distribution, median value, interquartile range and 1.5x interquartile range of the m-t-m
and m-t-d distributions. Parameter set used is summarised in Tables 2.2-2.5, version III.
Dataset from Milpied et al. [3]
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Supplementary Figure S6. The Kernel Density and histograms of model-generated
distributions with biggest and smallest KD between model-generated and experimental data
distribution. The subgraphs A, C, E represent log (molecule+1) normalized SC with BCL6,
IRF4 and BLIMP1 compared between the model with the lowest (red) and highest (green)
KD from experimental data at GC stage (grey) vs the experimental data from GC B cells
(blue). The subgraphs B, D, F represent log (molecule+1) normalized SC with BCL6, IRF4
and BLIMP1 compared between the model with the lowest (red) and highest (green) KD
from experimental data estimations at PB_PC stage vs the experimental data from PB_PC
cells (blue). GC - Germinal centre and PB_PC - Plasma Blast and Plasma cells. stage(node)
min vs max vs exp data stands for 1) distribution with the lowest KD vs experimental data
for a node 2) distribution with the highest HD vs experimental data for a node. Simulation
of 200 SC were used based on the parameter set, selected after semi-automatized parameter
screening (see Tables 2.2-2.5, version III). Performed based on dataset from Milpied et al.
[3].
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SM3 Supplementary Tables

Parameter Value Property
µIRF4 0.99 Production rate
σIRF4 10.16 Maximum transcription rate
kIRF4 6.20 Dissociation constant

Supplementary Table S1. Parameter values of System (2.1)-(2.3) obtained after fitting
the kinetic ODE model to microarray data accession no. GSE 12195.

Parameter Value Property
µIRF4 0.74 Production rate
σIRF4 18.5 Maximum transcription rate
kIRF4 10.02 Dissociation constant

Supplementary Table S2. Parameter values of System (2.1)-(2.3) obtained by fitting
the kinetic ODE model to SC data from Milpied et al. [3].
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Parameter Values
H11 1
H21 0.1
H31 1
H12 1
H22 0.01
H32 1
H13 0.1
H23 0.001
H33 1

HBCR,1 0.01
HCD40,2 1

θ11 -0.2
θ21 -10
θ31 -2
θ12 0
θ22 8
θ32 0
θ13 -1
θ23 40
θ33 0

θBCR,1 -200
θCD40,2 10
s0,BCL6 6.5
s0,IRF4 2

s0,BLIMP1 6.5
d0,BCL6 0.05
d0,IRF4 0.05

d0,BLIMP1 0.1733
s1,BCL6 100
s1,IRF4 160

s1,BLIMP1 40
d1,BCL6 0.138
d1,IRF4 0.173

d1,BLIMP1 0.173
kon, init, BCL6 0.1
kon, init, IRF4 0.1

kon, init, BLIMP1 0.1
koff, init, BCL6 1
koff, init, IRF4 1

koff, init, BLIMP1 1

Supplementary Table S3. Parameters of System (2.11) with values accordingly to Bon-
naffoux et al. [138].
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Mean Value Model Estimated Value Experimental Value
µGC,BCL6 2.62 5.62
µGC, IRF4 0.19 0.08

µGC,BLIMP1 1.61 0.34
µPB_PC,BCL6 2.68 1.25
µPB_PC, IRF4 0.33 1.68

µPB_PC,BLIMP1 0.92 6.91

Supplementary Table S4. Mean values of model output generated by (2.4)-(2.6) and the
experimental data, see Supplementary Figure S3. Based on the parameter set from Tables
2.2-2.5, version I.

Mean Value Model Estimated Value Experimental Value
µGC,BCL6 5.20 5.62
µGC, IRF4 0.08 0.08

µGC,BLIMP1 0.35 0.34
µPB_PC,BCL6 5.31 1.25
µPB_PC, IRF4 0.1 1.68

µPB_PC,BLIMP1 0.3 6.91

Supplementary Table S5. Mean values of model output generated by (2.4)-(2.6) and the
experimental data, see Supplementary Figure S4. Based on the parameter set from Tables
2.2-2.5, version II.

Mean Value Model Value 1 Model Value 2 Experimental Values
µGC,BCL6 6.73 7.15 5.62
µGC, IRF4 0.09 0.22 0.08

µGC,BLIMIP1 0.34 0.62 0.34
µPB_PC,BCL6 5.53 5.74 1.25
µPB_PC, IRF4 1.41 0.99 1.68

µPB_PC,BLIMP1 6.46 4.95 6.91

Supplementary Table S6. Mean values of model outputs, generated by System (2.4)-
(2.6). Model estimated values of run 1 represents the distributions generated by the PDMP
model (2.4)-(2.6) with minimum KD to experimental data. Model estimated values of run 2
represents the distributions generated by the PDMP model (2.4)-(2.6) with maximum KD
to experimental data (see Supplementary Figure S6). Based on the parameter set Tables
2.2-2.5, version III.
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