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Chapter 1

Introduction

Summary. This chapter draws an overview of my research work starting from the Ph.D. up
to the current time. It then presents a short overview of my work on spatio-temporal databases
and mobility data, which is not detailed further in this document. It also presents briefly the
main research projects in which I participated as well as the main software developments and
related teachings.
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1.1 Historical Overview of My Research Background

All of my research work can be roughly situated in the data management area. Nevertheless,
I have had the chance to collaborate with researchers from other or related domains such as
graph algorithmic, mobile computing, vehicular networks, distributed systems and security.
My first solid contact with the academic research world has occurred in 2006 during a research
internship in the context of a research-oriented Master’s degree at the University of Versailles
Saint-Quentin-en-Yvelines (UVSQ). This enriching experience fully confirmed my intention
to pursue with a Ph.D. and, later on, to embark on an academic career. Since then I have
been studying and contributing to, for shorter or longer periods, different topics such as: text
mining, data and query models for mobile objects and sensors, spatio-temporal indexing and
indexing techniques for Flash memory, compression of trajectory data, management of spatio-
temporal data constrained by a transport network, and dynamic allocation of road traffic.
However, since 2012 the focus of my research has been the secure management of personal
data and more specifically: privacy-by-design architectures, storage and indexing of personal
data, management of personal data embedded in secure devices, enforcement of personal data
sharing policies, and distributed privacy-preserving querying.

In the rest of this section, I present a brief overview of my research background, the
collaborations it involved and the thematic evolution from spatio-temporal databases to secure
management of personal data. Section 1.2 presents the highlights of my research on spatio-
temporal data management and mobile systems. Despite its importance but for the sake of
brevity, this part of my work is not included in this document which is focused on the privacy-
preserving personal data management. Sections 1.3.1 and 1.3.2 list the main research projects
and software developments respectively, while Section 1.4 outlines the content and structure
of the rest of the chapters in this document.

1.1.1 Ph.D. and Post-doc (2006-2011)

I received my Ph.D. from UVSQ in 2009 under the supervision of Karine Zeitouni and Georges
Gardarin as a member of the Data Integration and Management (DIM) team at PRiSM lab.
During my Ph.D. period I have explored mainly two topics: (i) modeling and querying of
mobile location sensor data [100, 112] and (ii) indexing trajectory data [104]. In collaboration
with Ahmed Kharrat, another Ph.D. student in the DIM team, I have also addressed some
issues related to mining trajectory data [60].

The work on mobile location sensor data involved a collaboration with Jacques Erhlish and
his team at the Livic laboratory at INRETS1 (National Research Institute on Transports and
their Security). The work on indexing trajectory data involved a collaboration with Dominique
Barth and Sandrine Vial, two researchers from the graph algorithmic team at PRiSM lab. It
also offered me the opportunity to collaborate with Vincent Oria from the New Jersey Institute
of Technology (NJIT), a collaboration that was extended in the following years and it is still
active as detailed below.

The Ph.D. period was followed by a post-doc until mid-2011 accomplished mostly in the
DIM team at PRiSM lab. This post-doc allowed me to deepen my work on trajectory in-
dexing [103], continue the software development of a framework for managing mobile sensor
data (detailed in Section 1.3.2), and open to new research topics such as spatio-temporal data

1Meanwhile, INRETS became IFSTTAR: www.livic.ifsttar.fr/linstitut/cosys/laboratoires/livic-ifsttar/
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compression [105]. Also, Vincent Oria visited the PRiSM laboratory as an invited professor
in 2010, which allowed us to strengthen our collaboration.

Invited researcher at NJIT (2011). Following the visit of Vincent Oria, I visited NJIT
for two months in February-March 2011. During my stay I continued to work with Vincent Oria
on trajectory data management related topics. Also, I have started a new collaboration with
Cristian Borcea (Professor at NJIT) on topics at the border between mobile data management,
mobile and distributed systems, dynamic traffic assignment, and vehicular networks. Finally,
I had the occasion to closely work again with Cristian Borcea during his visit of the PRiSM
laboratory in June-August 2011. Our collaboration has been fruitful over the years and is still
active today.

1.1.2 Associate Professor (since 2011)

At the end of 2011, I was recruited as an Associate Professor at UVSQ in the Secure and Mobile
Information Systems (SMIS) team. SMIS was a joint team between Inria Rocquencourt and
UVSQ and led by Philippe Pucheral. In 2016, SMIS ended (a natural process for Inria teams
which are limited in time to a maximum duration of 12 years) and its permanent members
created in 2017 a new Inria/UVSQ joint team called PETRUS (PErsonal and TRUSted cloud)
under the lead of Nicolas Anciaux.

SMIS period (2011-2016). Before joining SMIS my knowledge on privacy-preserving
data management was very limited. However, I was intrigued by this research domain which
was already gaining significant momentum at that time. I should also underline the fact that
SMIS was internationally recognized as the first research group to embed a relational database
engine inside a smart card, a fascinating thing for any (young) researcher.

Joining SMIS had a major impact on my research work from several viewpoints and I will
shortly evoke three of them. Thematically, although situated in the wide area of core database
technology, SMIS focused on privacy protection related to personal data management, which
was relatively distant from my early research topics. In particular, SMIS developed three
research axes: (i) secure data management using highly secure but highly constrained hard-
ware; (ii) secure data sharing and distributed computations; and (iii) privacy-by-design data
management architectures.

Second, SMIS had a well-established software development strategy to see their academic
contributions reach a real societal impact. Besides isolated prototypes that were regularly
demonstrated at major database conferences, most of the software development efforts were
organized around a unified platform with a triple objective: (i) federate the research results
of the the team; (ii) employ it as a learning tool in advanced academic courses; and (iii) use
it as a transfer vector in industry-oriented projects. This flagship platform was PlugDB [99]
an operational tamper-resistant Personal Data Server dedicated to a secure and ubiquitous
management of personal data.

Third, by searching to combine high level academic contributions and societal impact,
SMIS understood the importance of addressing within a multidisciplinary approach the recip-
rocal entanglements between economic, legal, societal and technological aspects of its research
objectives. Hence, the team members were involved in research projects and collaborations
bringing together computer scientists, economists, jurists and sociologists.

All this, has appeared to me as a novel and highly engaging research environment and
allowed me to embrace new research topics without hesitation. Besides, over the years, it had
become clear to me that privacy-centric data management was a particularly challenging and
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exciting research area.
PETRUS period (since 2017). After SMIS reached its maximum life duration in 2016,

we created a new Inria team called PETRUS (PErsonal and TRUSted cloud) integrating all
the permanent members of SMIS. In PETRUS we continue to search for solutions in the
privacy-centric data management area but the focus of the activity has shifted on building a
secure and extensive Personal Cloud platform.

The Personal Cloud paradigm holds the promise of a privacy-by-design storage and com-
puting platform, where each individual can gather her complete digital environment in one
place and share it with applications and users, while preserving her control. However, this
paradigm leaves the privacy and security issues in the user’s hands, which leads to a paradox
if we consider the lack of individuals’ autonomy in terms of computer security, and ability and
willingness to administer sharing policies. The challenge is however paramount in a society
where emerging economic models are all based - directly or indirectly - on exploiting personal
data. While many research works tackle the organization of the user’s workspace, the semantic
unification of personal information, the personal data analytics problems, the objective of the
PETRUS project-team is to tackle the privacy and security challenges from an architectural
point of view.

The research program of PETRUS is structured around three axes: (i) Personal cloud
server architectures. Based on the intuition that user control, security and privacy are key
properties in the definition of trusted personal cloud solutions, the objective is to propose
new architectures (encompassing both software and hardware aspects) for secure personal
cloud data management and formally prove important bricks of the architecture. (ii) Global
query evaluation. The goal of this line of research is to provide capabilities for crossing
data belonging to multiple individuals (e.g., performing statistical queries over personal data,
computing queries on social graphs or organizing participatory data collection) in a fully
decentralized setting while providing strong and personalized privacy guarantees. This means
proposing new secure distributed database indexing models and query processing strategies.
In addition, we concentrate on locally ensuring to each participant the good behaviour of
the processing, such that no collective results can be produced if privacy conditions are not
respected by other participants. (iii) Economic, legal and societal issues. This research axis is
more transverse and entails multidisciplinary research, addressing the links between economic,
legal, societal and technological aspects.

Invited researcher at NJIT (2018). Ever since my employment as an Associate Pro-
fessor, I have continued to collaborate with Cristian Borcea and Vincent Oria at NJIT on
topics related to mobile and distributed systems, participatory sensing and spatio-temporal
data management. To enforce this collaboration, I visited a second time NJIT in March-April
2018. Some details about this work are presented in Section 1.2.

1.1.3 Sketch of My Research Contributions

Figure 1.1 draws a sketch of my main research axes and related contributions. At the top
level, there is the Personal Cloud architectures topic. In this context, I study different research
problems revolving around decentralized architectures for privacy-preserving data manage-
ment. Such architectures leverage secure hardware [11] (e.g., smartcards or secure MCUs, or
different Trusted Execution Environments [110] such as Intel SGX) at the user-side to enforce
data confidentiality and integrity. This leads to different architectures, e.g., asymmetric ar-
chitectures [8, 14, 15] (i.e., combining a large number of low-end but highly secure hardware
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at the user-side with a high-end but untrusted supporting server) or fully decentralized archi-
tectures [79, 70, 78] (i.e., peer-to-peer). More recently, we structured the study of this topic
by providing a more formal definition of the general set of functionality and security require-
ments that any Personal Data Management System (PDMS) should consider [9]. We then
identified the challenges of implementing such a PDMS and propose a preliminary design for
an extensive and secure PDMS reference architecture satisfying the considered requirements.

Figure 1.1: Sketch of my research contributions

Personal Cloud solutions allow individuals integrating in a single place all their personal
data which are generally scattered across distinct and closed data silos. A first consequence is
that this opens the way for novel applications able to cross-exploit individual’s data (sometimes
referred to as Personal Big Data, i.e., advanced computations over a person’s data). However,
integrating the entire digital life of an individual into a single system raises major issues for
a privacy-preserving platform, i.e., related to securing the data collection, the storage and
recovery, and the interactions of the user’s app with her data. To address these issues, we
need to conceive novel privacy-preserving methods adapted to the peculiar PDMS context.
An example here can be a full-text search engine embedded in a secure token allowing the
user to securely query her file collection [12] and securely apply the user-defined access control
policies for all the apps that are permitted to access her data [69, 68].

A second important consequence of the Personal Cloud paradigm is personal data become
massively distributed. In this context, an important issue needed to be addressed is: how can
users/applications execute queries and computations over this massively distributed data in
a secure and efficient way? Distributed computations over the personal data of (very) large
sets of individuals unquestionably pave the way for Big Personal Data computations with
many applications in a Personal Cloud context, like computing recommendations, launching
participative studies, learning information using the data of users belonging to a community
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(e.g., training a neural network in a patient community) or making collective decisions. How-
ever, this also requires privacy preserving implementations. A primary condition under which
large sets of individuals would contribute with their own private data to collective uses is the
guarantee that neither the other participants nor the infrastructure can access individual data.
Hence, providing strong guarantees for the confidentiality [79, 78, 70] and the integrity of the
distributed computations is paramount in this context.

In addition to the above mentioned three interconnected research axes, I also have an
interest in topics related to spatio-temporal data management. I have developed this research
axis during my Ph.D. and post-doc and continued to contribute to this domain afterwards.
This work was mainly done in collaboration with Karine Zeitouni from UVSQ and Cristian
Borcea and Vincent Oria from NJIT. I should note that over the years, the focus of my
contributions in the spatio-temporal data field has naturally shifted to take into account the
aspects related to privacy and data decentralization, which explains the intersection with
my other research axes. Since the rest of this document is dedicated to my (most recent)
contributions in the first three research axes, I briefly detail my major contributions in the
spatio-temporal data field in the following section.

1.2 Overview of My Research on Spatio-temporal Data and
Related Topics

Spatio-temporal data management was already a hot topic at the end of 2006 when I began
to take an interest in it. Looking back in time, spatio-temporal data is to some extent the
precursor of the Big Data era due to its specific features such as generating very large volumes,
requiring fast and continuous updating, or being privacy sensitive. In this context, my first
works focused on efficient data management of trajectory data from constrained moving ob-
jects (i.e., objects that move in a transport network such as vehicles) and led to contributions
related to data indexing and data compression. Later on, my approach was to tackle mobility
related issues from a more (distributed) system-oriented point of view. This led to contri-
butions in the fields of dynamic road traffic allocation for congestion avoidance and mobile
participatory sensing with strong privacy guarantees.

Trajectory data indexing. A first research topic was to efficiently retrieve the trajecto-
ries of objects moving in road networks. In this context, we proposed first an index structured
called PARINET [104], which is based on a combination of graph partitioning and a set of
composite B+-tree local indexes. PARINET is designed for historical data and relies on the
distribution of the data over the network as for historical data, the data distribution is known
in advance. Because the network can be modeled using graphs, the partitioning of the tra-
jectory data is based on graph partitioning theory and can be tuned for a given query load.
The data in each partition is indexed on the time component using B+-trees. PARINET can
easily be integrated into any RDBMS, which is an essential asset particularly for industrial or
commercial applications.

Since the trajectory data acquisition can be made in real time, we extend PARINET to
solve the more general problem, i.e., indexing trajectory data flows. The Temporal PARINET
(T-PARINET) [103] provides an optimized handling of trajectory data flows. T-PARINET
is configurable in a dynamic environment and to fulfill its goal, T-PARINET uses an online
tuning process that creates periodically a new PARINET to index the trajectory data from
the current moment to a future moment in time. The online tuning process is based on
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monitoring a set of parameters indicating the quality of the last built index in the structure
of the T-PARINET. Hence, our approach is to propose a smooth between static indexes for
continuous indexing of trajectory flows.

A second research topic was to consider the trajectory indexing problem in the context
of novel storage devices. Due to several important features, such as high performance, low
power consumption and shock resistance, NAND flash has become a very popular stable
storage medium for embedded mobile devices, personal computers, and enterprise servers.
However, the peculiar characteristics of flash memory require redesigning the existing data
storage and indexing techniques that were devised for magnetic hard-disks. In this context,
we proposed TRIFL [129], an efficient and generic TRajectory Index for FLash. TRIFL is
designed around the key requirements of trajectory indexing and flash storage. TRIFL is
generic in the sense that it is efficient for both simple flash storage devices such as the SD
cards and more powerful devices such as the solid state drives. In addition, TRIFL is supplied
with an online self-tuning algorithm that allows adapting the index structure to the workload
and the technical specifications of the flash storage device to maximize the index performance.
Moreover, TRIFL achieves good performance with relatively low memory requirements, which
makes the index appropriate for many application scenarios.

Trajectory data compression. With the continuous increase in volume of trajectory
data, the problems concerning the transmission and the storage of such data have become
prominent. A few works in the field of moving object databases deal with spatio-temporal
compression. However, these works only consider the case of objects moving freely in the space.
In this context, we tackled the problem of compressing trajectory data in road networks with
deterministic error bounds [105]. We analyze the limitations of the existing methods and data
models for road network trajectory compression. Then, we propose an extended data model
and a network partitioning algorithm into long paths to increase the compression rates for
the same error bound. We integrate these proposals with the state-of-the-art Douglas-Peucker
compression algorithm to obtain a new technique to compress road network trajectory data
with deterministic error bounds. The extensive experimental results confirm the appropriate-
ness of the proposed approach that exhibits compression rates close to the ideal ones with
respect to the employed Douglas-Peucker compression algorithm.

Dynamic allocation of road traffic. Traffic congestion causes driver frustration and
enormous costs in lost time and fuel consumption. In this line of work, we proposed in [96,
98] five traffic re-routing strategies designed to be incorporated in a cost-effective and easily
deployable vehicular traffic guidance system that reduces travel time. The proposed strategies
proactively compute individually tailored re-routing guidance to be pushed to vehicles when
signs of congestion are observed on their route. Extensive simulation results show the proposed
strategies are capable of reducing the travel time as much as a state-of-the-art Dynamic Traffic
Assignment (DTA) algorithm, while avoiding the issues that make DTA impractical such as
lack of scalability and robustness, and high computation time. Furthermore, the variety of
proposed strategies allows tuning the system to different levels of trade-off between rerouting
effectiveness and computational efficiency. Also, the proposed traffic guidance system can
significantly improve the traffic even if many drivers ignore the guidance or if the system
adoption rate is relatively low.

However, centralized solutions for vehicular traffic re-routing to alleviate congestion suffer
from two intrinsic problems: scalability, as the central server has to perform intensive com-
putation and communication with the vehicles in real-time; and privacy, as the drivers have
to share their location as well as the origins and destinations of their trips with the server.
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In a subsequent work [97], we proposed DIVERT, a distributed vehicular re-routing system
for congestion avoidance. DIVERT offloads a large part of the re-routing computation at the
vehicles, and thus, the re-routing process becomes practical in real-time. To take collaborative
re-routing decisions, the vehicles exchange messages over vehicular ad hoc networks. DIVERT
is a hybrid system because it still uses a server and Internet communication to determine an
accurate global view of the traffic. In addition, DIVERT balances the user privacy with the
re-routing effectiveness. The simulation results demonstrate that, compared with a centralized
system, the proposed hybrid system increases drastically the user privacy. In terms of average
travel time, DIVERT’s performance is slightly less than that of the centralized system, but
it still achieves substantial gains compared to the no re-routing case. In addition, DIVERT
reduces greatly the CPU and network load on the server.

Privacy-preserving mobile participatory sensing. Mobile participatory sensing (MPS)
could be used in many applications such as vehicular traffic monitoring, pollution tracking,
or even health surveying. However, MPS’s success depends on finding a solution for querying
large numbers of smart phones or vehicular systems, which protects user location privacy and
works in real-time. To this end, we proposed first in [128, 130] PAMPAS, a privacy aware
mobile distributed system for efficient data aggregation in MPS. In PAMPAS, mobile devices
enhanced with secure hardware, called secure probes (SPs), perform distributed query process-
ing, while preventing users from accessing other users’ data. A supporting server infrastructure
(SSI) coordinates the inter-SP communication and the computation tasks executed on SPs.
PAMPAS ensures that SSI cannot link the location reported by SPs to the user identities even
if SSI has additional background information. Moreover, in [101] we proposed an enhanced
version of the protocol, named PAMPAS+, which makes the system robust even against ad-
vanced hardware attacks on the SPs. Hence, the risk of user location privacy leakage remains
very low even for an attacker controlling the SSI and a few corrupted SPs. Our experimental
results demonstrate that these protocols work efficiently on resource constrained SPs being
able to collect the data, aggregate them, and share statistics or derive models in real-time.

1.3 Overview of Research Projects and Software Development

In this section, I present the most important research projects and industry collaborations in
which I am or was involved in. Then, I briefly discuss some of my activities related to software
development.

1.3.1 Research Projects and Industry Collaboration

My research projects and industry collaborations follow closely the research topics developed
above in the spatio-temporal data and privacy protection areas. As it is often the case with
collaborative projects, these projects involve researchers from different computer science areas
(e.g., cryptographers and security experts), from different fields (e.g., humanities and social
sciences) and industrial partners (e.g., Gemalto or Cozy Cloud).

MobiScope (2009). MobiScope is a DIGITEO-OMTE valorization project of a research
prototype.

The objective of this project is to promote and enhance the development of a research
prototype, called CALM [112] , on mobile sensor data management that I implemented during
my Ph.D. thesis. CALM has been selected for a market research phase. In this project, I was
involved as the main designer of the platform and principal programmer of the software stack.
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Although limited in scope, this project allowed me to have a first solid contact with industry
and to understand the importance of going from a proof-of-concept prototype to a full-fledged
system in technology transfer. The relative maturity of the prototype allowed me to employ it
in advanced database courses and projects for Master students. More technical details about
CALM are presented below (see Section 1.3.2).

ANR KISS (2011-2015). Partners: Yvelines Departmental Council, CryptoExperts,
Gemalto, Inria (SMIS & SECRET team projecs), LIRIS (INSA Lyon), PRiSM (UVSQ).

The global objective pursued by KISS (Keeping your Information Safe and Secure) was to
provide a credible alternative to a systematic centralization of personal data on third-party
serves and to pave the way for new privacy-by-design solutions dedicated to the management
of personal data. The idea promoted in KISS is to embed, in trusted devices, software com-
ponents capable of acquiring, storing and managing securely various forms of personal data
(e.g., salary forms, invoices, banking statements, geolocation data, depending on the applica-
tions). These software components form a full-fledged Personal Data Server which can remain
under holder’s control. The scientific challenges include: embedded data management issues
tackling regular, streaming and spatio-temporal data (e.g., geolocation data), data provenance
based privacy models, crypto-protected distributed protocols to implement private communi-
cations and secure global computations. My contribution in KISS was threefold: (i) design
and implement adapted data and query models for embedding spatio-temporal data into se-
cure tokens [129, 128]; (ii) design and implement indexing methods to efficiently manage large
document collections stored in such secure devices [12, 68]; and (iii) study fully-distributed
privacy-by-design architectures allowing for large-scale distributed data management with
trusted devices [8].

ANR PerSoCloud (2017-2021). Partners: Orange Labs, PETRUS (Inria-UVSQ),
Cozy Cloud, UVSQ.

The objective of PerSoCloud (Personal and Social Trusted Cloud) is to design, implement
and validate a full-fledged privacy-by-design Personal Cloud sharing platform. One of the
major difficulties linked to the concept of personal cloud lies in organizing and enforcing the
security of the data sharing while the data is no longer under the control of a central server.
We identify three dimensions to this problem. Devices-sharing: assuming that the primary
copy of user U1’s personal data is hosted in a secure place, how to share and synchronize
it with U1’s multiple (mobile) devices without compromising security? Peers-sharing: how
user U1 could exchange a subset of her data with an identified user U2 while providing to U1
tangible guarantees about the usage made by U2 of this data? Community-sharing: how user
U1 could exchange a subset of his-her data with a large community of users and contribute to
personal big data analytics while providing to U1 tangible guarantees about the preservation
of her anonymity? In addition to tackling these three scientific and technical issues, a legal
analysis will guarantee compliance of this platform with the security and privacy French and
EU regulation, which firmly promotes the privacy-by-design principle, including the current
reforms of personal data regulation. My contribution in PerSoCloud is twofold: (i) define an
extensive and secure reference architecture for the personal cloud [9, 11]; and (ii) design and
implement secure and efficient protocols allowing for data sharing and querying in (very) large
communities of personal cloud users [79, 78].

MASTER (2018-2022). The consortium has 10 partners: 5 are European academic, 1
European non academic and 4 are International academic. http://www.master-project-h2020.
eu

MASTER (Multiple ASpects TrajEctoRy management and analysis) is a project funded

http://www.master-project-h2020.eu
http://www.master-project-h2020.eu
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under the call H2020-MSCA-RISE-2017 with the objective of forming an international and
inter-sectorial network of organisations working on a joint research program to define new
methods to build, manage and analyse multiple aspects semantic trajectories. MASTER
conveys the idea that pure movement data can be enriched with multiple heterogeneous con-
textual aspects. These aspects are intimately interconnected and should be referenced as a
whole as holistic trajectories. Hence, the scientific objective is to propose methods to analyze
and infer knowledge from holistic trajectories, considering as vital issues the privacy and big
data dimensions. Currently, I have two secondments planned as part of the project: to Federal
University of Santa Catarina, Brazil and to University of Pireus Reasearch Center, Greece.

Industrial collaboration with Cozy Cloud (since 2014). Since 2012 Cozy Cloud
has been developing Cozy (https://cozy.io), a free and privacy-friendly platform that al-
lows users to integrate their personal data in a single place, under their control. A range of
applications (Drive, Photos, Banks, Contacts, etc.) allow them to view, organize or share their
data. At the same time, a system of connectors, developed in part by the open-source com-
munity, allows users to connect their accounts to third party services (energy, mobile/internet
operators, banks, insurance companies, etc.) to automatically retrieve associated documents,
such as invoices or health records, directly into their personal cloud. It is therefore natural
that a strong collaboration has been established between Cozy Cloud and SMIS/PETRUS
since 2013. Over time, this collaboration has grown through research projects (e.g., ANR
PerSoCloud) or industrial projects (e.g., PIA Secsi 2016-2017) and CIFRE theses (i.e., two
CIFRE Ph.D. theses defended in 2018 and 2019). In particular, the latest CIFRE thesis "Dis-
tributed and Privacy-Preserving Personal Queries on Personal Clouds", which was co-advised
by Luc Bouganim and myself, has tackled scientific and industrial issues on the possibility of
performing distributed and privacy-preserving queries on a large set of personal cloud nodes.
This thesis has also opened the way for doing distributed machine learning over the shared
personal data in large communities of personal clouds. A new CIFRE thesis with Cozy on
distributed and secure machine learning, which I co-advise with Luc Bouganim, started in
autumn of 2020.

1.3.2 Software Development

Given my research activity at the intersection between core database technology and personal
data security and privacy, I believe software development is very important (and sometimes
mandatory) to fully validate the research works. Thus, I have implemented and participated in
the implementation and design of many prototypes, several of which have been demonstrated
at international [128, 68, 70, 78] and national conferences [135, 80], or in scientific days (ANR
days, during laboratory or research team evaluations, public open-doors days, etc.). However,
as indicated above, my research group has a well-established software development strategy,
which I fully share. That is, most of the software development efforts are organized around a
unified platform to increase the odds that academic contributions reach a real societal impact
(e.g., for technology transfer with industry partners or for academic teachings). Therefore, I
present hereafter only the most important of my software related contributions.

CALM prototype. CALM: data management system of “CApteurs à Localisation Mo-
bile”. The CALM prototype is a spatiotemporal extension of a relational-object database for
the management of mobile sensor data. It is implemented as a cartridge in Oracle 11g Server.
I developed this prototype as part of my Ph.D. thesis and post-doc work. It concerns the man-
agement of mobile trajectories coupled with measurements collected along the trajectory by

https://cozy.io
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embedded sensors. It aims to cover the whole process from data collection to map-matching
(fusion with road data), modeling, storage, queries, optimization, exploratory analysis and
finally visualization. CALM is used as a basis for teaching project development for Master
students. CALM allows to go beyond the concepts related to managing, querying and indexing
spatio-temporal data. It is a generic tool allowing users to comprehend the entire process of
extending an RDBMS to integrate new data types and related operations and optimizations.

PlugDB related SW developments. PlugDB is a secure personal server which al-
lows the individual to exercise control over their personal data, while preserving durability,
availability and sharing (https://project.inria.fr/plugdb/en). It was the flagship devel-
opment platform of SMIS. The main idea of PlugDB is to embed in secure hardware (e.g.,
smart cards with large storage capacity) software components capable of acquiring, storing
and managing various forms of personal data (e.g., payment slips, bills, bank statements,
medical data, geolocation traces, etc.) depending on the target applications. My interaction
with PlugDB mainly concerned two extensions to allow integrating new data models into the
database engine. First, we developed appropriate data types and operators to allow storing
and querying spatio-temporal data (e.g., user trajectory traces) as well as an access method
for Flash storage [129]. Moreover, we also considered the case of dealing with stream spatio-
temporal data in PlugDB having mobile participatory sensing as application [128, 130]. These
extensions were developed in the context of Dai-Hai Ton-That’s Ph.D. thesis [127]. Second,
we considered the case of querying document collections and developed appropriate index-
ing methods for PlugDB [68, 12, 70]. This extension was developed in the context of Saliha
Lallali’s Ph.D. thesis [67].

ES-PDMS platform on Intel SGX. With the shift of the research focus in PETRUS
team on building an Extensive and Secure Personal Data Management System (ES-PDMS)
(detailed in Chapter 2), we started developing a new flagship platform since the spring of
2020. The current platform is developed based on Intel SGX enclaves [38] which offer (some
of) the security properties required by an ES-PDMS [9]. I am involved with several members
of PETRUS in the design and development of the ES-PDMS platform, which will eventually
integrate the majority of the team research results (see the research perspectives developed in
Chapter 5).

1.4 Document Outline

This document focuses on my most recent contributions in the area of Personal Data Man-
agement Systems (PDMSs). An individual chapter is dedicated for each specific research
branch I pursue in this field, i.e., Personal Cloud architectures, privacy-centric personal (sin-
gle user) computations and privacy-centric collective computations (see the three upper parts
of Figure 1.1). More specifically, I will detail the following topics:

• Chapter 2 introduces a reference architecture for extensive and secure PDMSs. Follow-
ing the observation that existing Personal Cloud solutions do not cover all the major
functionalities and specific threats in this context, we propose a definition of what an ex-
tensive (combining all functionalities) and secure (circumventing all the threats) PDMS
should be. Then, we propose an abstract design for an ES-PDMS reference architec-
ture satisfying the properties we have defined and briefly discuss some related challenges
(e.g., linked to personal and collective computations).

• Chapter 3 addresses a challenge related to personal computations for a specific hardware

https://project.inria.fr/plugdb/en
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PDMS instance (i.e., secure token with mass storage of NAND Flash). In this context, we
propose a scalable embedded full-text search engine to index large document collections
and manage tag-based access control policies.

• Chapter 4 addresses a challenge related to collective computations in a fully-distributed
architecture of PDMSs. It discusses the system and security requirements and proposes
secure protocols to enable distributed query processing with strong security guarantees
for a wide range of attacks (i.e., including the worst case of an attacker mastering many
colluding corrupted nodes).

Without exception, the content of this document is based on published works, which are
indicated at the beginning of each chapter. Thus, the main objective of this document is to
give a general view of the addressed problems and proposed solutions and, therefore, many
technical details, implementation issues and experimental results are left out. To ease the
reading, Chapters 2 to 4 follow the same structure in four parts: (i) context and motivation,
(ii) related work, (iii) approach and scientific results, and (iv) related contributions and future
work. Chapter 5 concludes the document and presents future research perspectives.

The document is also accompanied by eight appendices (Appendices A to H). The first
three appendices contain respectively: the list of my Ph.D. students (Appendix A), my cur-
riculum vitae (Appendix B) and my bibliography (Appendix C). The following appendices
contain a list of five selected articles being most representative for my research (Appendices D
to H). I have selected these articles based on the following criteria: (i) the papers in Appen-
dices D, E and F are most representative for the research work described in this document
corresponding to Chapters 2, 3 and 4 respectively; (ii) Appendices E, F and G are most rep-
resentative for the research work done by the three PhD graduate students that I co-advised;
(iii) finally, Appendix H is most representative for the research work that I accomplished in
the context of the international collaboration that I have with NJIT.





Chapter 2

Towards an Extensive and Secure
PDMS Architecture

Summary. Riding the wave of smart disclosure initiatives and new privacy-protection reg-
ulations, the Personal Cloud paradigm is emerging through a myriad of solutions offered to
users to let them gather and manage their whole digital life. On the bright side, this opens the
way to novel value-added services when crossing multiple sources of data of a given person or
crossing the data of multiple people. Yet this paradigm shift towards user empowerment raises
fundamental questions with regards to the appropriateness of the functionalities and the data
management and protection techniques which are offered by existing solutions to laymen users.
These questions must be answered in order to limit the risk of seeing such solutions adopted
only by a handful of users and thus leaving the Personal Cloud paradigm to become no more
than one of the latest missed attempts to achieve a better regulation of the management of
personal data. In this chapter, we review, compare and analyze personal cloud alternatives in
terms of the functionalities they provide and the threat models they target. From this analysis,
we derive a general set of functionality and security requirements that any Personal Data Man-
agement System (PDMS) should consider. We then identify the challenges of implementing
such a PDMS and propose a preliminary design for an extensive and secure PDMS reference
architecture satisfying the considered requirements.
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• Section 2.4 of this chapter browses through the other related publications.

This work was led in collaboration with Philippe Bonnet from Technical University of
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Curie grant. It also involved Benjamin Nguyen, former member of SMIS and currently at
INSA Centre-Val-de-Loire. Part of this work was founded by the ANR PerSoCloud project
(2017-2021).
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2.1 Context and Motivation

Behaviors, movements, social relationships and interests of individuals are now constantly
recorded, evaluated and analyzed in real-time by a small number of data aggregator compa-
nies [33]. This concentration negatively impacts privacy preservation and self-determination
of individuals as well as innovation and fair competition between companies. Smart disclosure
initiatives (e.g., Blue and GreenButton in the US1, Midata in the UK2, MesInfos in France3)
are rising worldwide, aiming to restore individuals’ control over their data and improve fair-
ness in personal data management practices. The smart disclosure principle allows individuals
to freely retrieve their personal data through a simple click, in a computer readable format,
from the companies and administrations hosting them. According to the US government,
this is a means to “help consumers make more informed choices; give them access to useful
personal data; power new kinds of digital tools, products, and services for consumers; and
promote efficiency, innovation, and economic growth” [109]. This fundamental principle has
been recently translated into law with the right to data portability of the European General
Data Protection Regulation (GDPR) [47].

Not only does smart disclosure allow individuals to be aware of the information collected
about them, it also holds the promise of new services of high social and societal interest [109].
Indeed, individuals can now gather their complete digital environment in a so-called Personal
Cloud or Personal Information Management Systems [1], Personal Data Server [4] or Personal
Data Store [42]. A Personal Cloud is not only composed of data from many (previously)
isolated information silos (e.g. secondary copies of data issued by their bank, employer, su-
permarket, hospital) but also of primary data (e.g. produced by quantified-self devices and
smart meters, photos taken with their smartphone or documents stored on their PC). This un-
precedented concentration of personal data opens the way for new value-added services when
crossing multiple data of a given person (e.g., crossing medical data with eating patterns or
bank statements with shopping history) or crossing the data of multiple people (e.g., conduct-
ing an epidemiological study), all this under the concerned individual’s control. While this
will certainly not stop data aggregator companies’ current practices, the Personal Cloud in-
troduces an alternative way to develop fairer personal data management services using richer
personal data. Hence, smart disclosure and the related Personal Cloud concept have become
the cornerstone of what is called today user empowerment.

However, we should be cautious of a potential boomerang effect of user empowerment:
returning individual’s their data without providing them with the appropriate environment
to exercise their control over it. Several companies are now riding the Personal Cloud wave
and the spectrum of proposals in the internet sphere is highly diverse. Online personal cloud
solutions (e.g., CozyCloud, Digi.me, BitsAbout.Me to only cite a few) propose a centralized
web hosting of personal data combined with a rich set of services to collect personal data from
various sources, store them and cross-exploit them. This approach assumes, by construction,
that individuals do not question the honesty of the hosting company (including the honesty of
the employees) nor its capacity to defeat severe attacks, since centralization creates by essence
a massive honeypot. Zero-knowledge personal cloud solutions (e.g., SpiderOak [121], Sync)
mitigate this strong trust assumption by offering a fully encrypted (yet still centralized) data
store, but impose a new responsibility (managing the encryption keys) on the individuals,

1https://www.healthit.gov/topic/health-it-initiatives/blue-button
2https://www.gov.uk/government/news/the-midata-vision-of-consumer-empowerment
3http://mesinfos.fing.org/
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thus trading user friendliness and rich services for improved security. Home cloud software
solutions (e.g., OpenPDS [42], DataBox [53]) build upon the paradigm of local/edge computing
by considering that the raw personal data should remain stored physically close to the user.
Hence, they advocate for a decentralized approach where individuals install local personal
servers on their own equipment (e.g., PC). Home cloud plugs (e.g., CloudLocker, Helixee)
go further in this direction by offering a dedicated box that can store TBs of data, run
a server and simply be plugged on an individual’s home internet gateway, alleviating the
burden of installing and administering a server. Finally tamper-resistant home clouds are
home cloud plugs integrating secure chips on their hardware board to improve their resistance
to confidentiality attacks, viruses and ransomwares. All these alternatives belong to the large,
fuzzy, personal cloud system family but neither provide the same set of functionalities nor
consider the same threat model.

This diversity of solutions raises important questions. Which functionalities are really
mandatory in the personal cloud context? Which threat model better captures the various
uses and architectural environments of the personal cloud? Do solutions exist combining the
required set of functionalities and appropriate threat model? If not, where does the difficulty
stem from? Can solutions be devised by adapting existing corporate cloud-based techniques or
is the personal cloud problem fundamentally different, thus imposing a deep rethink of these
techniques? These questions are important for the data management research community and
for the individual as well. By leaving these questions without answers, the risk is high to see
the Personal Cloud paradigm be nothing but a missed attempt to reach a better regulation of
the management of personal data, and maybe one of the last.

This chapter searches to answer these questions as follows: In Section 2.2, we review,
compare and categorize the various personal cloud alternatives sketched above in terms of
provided functionalities and targeted threat model. Beyond identifying the main expected
features and privacy threats that need to be addressed, we also show that existing alternatives
do not cover all of these features and threats, and cannot be combined for this purpose.
In Section 2.3, we propose a definition of what an extensive (combining all functionalities)
and secure (circumventing all the threats) Personal Data Management System should be.
Therefore, we analyze the specificities of each functionality in the light of the individual context
considered in this paper, and we deduce the corresponding security properties to achieve them.
Then, we propose an abstract design for an ES-PDMS reference architecture satisfying the
defined properties and illustrate how this abstract architecture can be instantiated in different
concrete settings. Finally, Section 2.4 presents the related contributions and future research
directions based on this work.

2.2 Existing Personal Cloud Solutions

The Personal Cloud concept originally appeared under different names such as Personal In-
formation Management Systems [1], Personal Data Server [4] or Personal Data Store [42]. It
attracts today significant attention from both the research and industrial communities. This
section provides a short review of existing personal cloud solutions, representative of current
approaches, to help understand the fundamental aspects in terms of functional requirements
and security/privacy threats.

We distinguish cloud data management solutions designed for the corporate/enterprise
context from those targeting individuals, i.e., tailored for personal use and referred to as
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Personal Clouds in this section. Corporate cloud solutions offer digital tools to employees
including, e.g., file storage space, email/agenda applications, file sharing with other employees
based on permissions, user management and authentication based on LDAP repositories. They
come as enterprise cloud tools either implemented as-a-service in the cloud or hosted on a
server owned by the company and managed by internal administrators, such as SeaFile, Pydio,
ownCloud/NextCloud, Sandstorm or Tonido/FileCloud. In terms of data management, the
primary foci are multi-user features, workspace and user management, authentication, access
control, privilege settings, administration and analysis tools. Such solutions do not apply to
the personal cloud case and hence are not further detailed in this state of the art.

In contrast, solutions tailored for personal (and generally private) use are mono-user and
seek to help users manage their entire digital life, i.e., by providing connectors to external
data sources (e.g., bank, hospital, employer, social network, etc.), by allowing cross-data
computation usages (e.g., linking the bank records of the individual with corresponding bills
and email confirmations) and community uses based on groups of users sharing data for a
social benefit (e.g., epidemiological study in a community of patients), by permitting their
installation and configuration by laymen, and by helping individuals (rather than IT experts
or administrators) understand and control data dissemination.

2.2.1 Online Personal Cloud Solutions

Many online personal cloud solutions flourish today such as CozyCloud [34], Digi.me [44],
Meeco [88], BitsAbout.Me [25], Nextcloud [93] or Camilistore/Perkeep to name a few. Gov-
ernmental programs like MyData [92] in Finland, MesInfos [90] in France or MyDex.org in
the UK, target the same objective. These initiatives provide online personal cloud solutions
to help users gather and store all their personal data in the same place and in a usable for-
mat, with the possibility to cross-exploit it through various applications. In terms of privacy
and security, a common claim of these solutions is to proscribe any secondary usage (and in
particular monetization of personal data) by the personal cloud provider and to guarantee to
their users that their personal data is never disclosed to third parties except on their explicit
request.

Overall, these solutions focus on a very similar set of functionalities, which cover the col-
lection of personal data, storage in an individual personal data store, and the integration of
the data such that transversal information processing (calles cross-computations hereafter)
is made possible. However, while most initiatives claim to guarantee users’ privacy, these
approaches mainly rely on legal and economic frameworks with an unclear impact on the
technical means to enforce security and privacy guarantees. Moreover, these approaches im-
plicitly rely on very strong hypotheses in terms of security : (i) the personal cloud provider,
employees and administrators are assumed to be fully-honest, and (ii) the overall personal
cloud code as well as the whole set of personal applications and services running on top of it
are considered trusted. Common security and privacy threats remain thus insufficiently ad-
dressed. Typically, data leakage resulting from attacks conducted against the personal cloud
provider or the applications (which could be granted access to large subsets of raw personal
data), or resulting from human errors, negligence or corruption of personal cloud employees
and application developers, cannot be avoided in practice. This is critical because such solu-
tions rely on a centralized cloud infrastructure settings which exacerbate the risk of exposing
a large number of personal cloud owners, and hence may be subject to many sophisticated
attacks.
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2.2.2 Zero-knowledge-based Personal Clouds

Zero-knowledge personal clouds such as SpiderOak [121] or Sync [123] and to a certain extent
MyDex or Digi.me mentioned above, propose architectural variations of the online Personal
Cloud solutions in particular to mitigate some of the internal privacy issues raised by the strong
assumption that the service provider is trusted. These solutions focus in particular on secure
storage and backup. Regarding the secure storage, in most of the personal cloud solutions
offering zero-knowledge storage, data is stored encrypted in the cloud and the user inherits
the responsibility to store and manage the encryption keys elsewhere (and never transmit it
to the outside nor to the personal cloud provider). Also, a common asset advertised by many
zero-knowledge personal cloud services is secure backup, as a means to recover personal data
when faced with a ransomware attack, personal device failure or unexpected data deletion.
Thus, most zero-knowledge solutions, like SpiderOak, propose point-in-time recovery, such
that users can recover any previous version of their personal files at a given date in the past.

Compared to the basic online personal cloud (see Section 2.2.1), the zero-knowledge per-
sonal cloud solutions offer a higher level of security since the personal cloud provider cannot
access personal data in clear. However, the price to pay is a minimalist functionality, i.e., the
difficulty to develop advanced services on top of zero-knowledge personal clouds, which reduces
the uses of a zero-knowledge personal cloud to those of a robust personal data safe. Moreover,
since data processing (beyond basic storage) cannot be delegated to the server, data-oriented
treatments are embedded into the client applications, shifting the security and privacy issues
to the client’s side. On the other hand, the assumption of an honest client application (which
has access to the decryption keys and to the raw data in clear) on which such cloud solutions
rely, may be too strong to hold in practice (due to, e.g., the ubiquity of viruses), thus creating
a vicious circle.

2.2.3 Home Cloud Software

Other personal cloud initiatives, called ‘home cloud’ hereafter, build upon the paradigm of
local/edge computing. These initiatives consider that raw personal data should remain stored
at the extremities of the network (e.g., within the user’s equipment or close to the IoT device
which produced it) as a means to circumvent the intrinsic security risks of data centraliza-
tion (i.e., corruption of the server resulting in massive data leakage and illicit data usages).
Some remarkable representatives of home cloud software solutions are OpenPDS [42] and
DataBox [53]. Both focus mainly on new privacy models allowing users to reduce the amount
of personal data exposed to remote parties (i.e., data services or other users) and audit data
exchanges. The core of these proposals is based on a trusted storage hosted locally on the user’s
device or at the edge of the network, combined with cross-computations and data sharing such
that users may consent revealing only query results to third parties instead of disclosing large
amounts of sensitive raw data.

Compared with zero-knowledge solutions, formal security guarantees (in particular on the
backup service) are lost. But interestingly, the impact in terms of ‘minimalist functionality’ is
alleviated since advanced data services could potentially be provided as part of the personal
cloud platform (which is obviously not compatible with the zero-knowledge guarantee). In
addition, such solutions target user privacy protection against over-privileged third-parties
and applications under the strong security assumption of having a fully-secured personal cloud
software user side.
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2.2.4 Home Cloud Plugs

Home cloud plug solutions such as Lima, Helixee [94], CloudLocker [35] and MyCloud, dis-
tinguish themselves from the previous approaches by providing solutions helping the users to
self-host their personal data at home on a dedicated hardware platform. These solutions take
the form of hardware plugs that can store TBs of data, which are synchronized with all the
devices of the owner and can be accessed online.

The focus in terms of personal data uses is again mainly on trusted storage and backup, and
to a certain extent basic data sharing to support data synchronization between all the devices
of the user. However, collaborative uses involving personal data from multiple individuals are,
to the best of our knowledge, outside of the scope of these approaches. In terms of privacy
and security, the gain compared to home cloud software solutions is, to some extent, a better
controlled client execution environment for the personal cloud software, which nevertheless
does not provide strong security guarantees. These two complementary approaches pose a
problem in terms of safely extending the data related functionalities. Indeed, implementing
a new advanced data service would require either to extend the trusted code hosted on the
hardware plug, which should be considered as a closed platform for security reasons, or to add
it as an external app, which in this case would run on vulnerable client devices.

2.2.5 Tamper-resistant Home Cloud

To improve the security of home cloud plugs, research proposals like Personal Data Server
(PDS) [4] and Trusted Cells [8] introduce secure (i.e., tamper-resistant) hardware at the net-
work edges to manage the user’s personal data. These approaches propose to embed a minimal
Trusted Computing Base (TCB) dedicated to data management in the secure element of smart
phones, set-top boxes or portable USB tokens to form a global decentralized secured data plat-
form. The focus is on providing the users with secure storage, secure cross-computations and
secure distributed computations. Let us take a closer look at the last functionality.

The possibilities of crossing data belonging to multiple individuals (e.g., performing statis-
tical queries over personal data, computing queries on social graphs or organizing participatory
data collection) while providing strong privacy guarantees have been explored in the context
of a network of PDSs so that each user can keep control over her data. The personal data
is stored locally in each user’s PDS and the execution takes place on a hybrid infrastructure
called an asymmetric architecture: on the one hand the PDSs of the participants are secure
(i.e., behave honestly) but have low computation power, on the other hand, they are supported
by an untrusted cloud infrastructure (e.g., honest-but-curious) implementing an IaaS or PaaS
with significant storage and computing power. Different algorithms and computing paradigms
have been studied on this architecture, from SQL aggregates [133] to special aggregation in a
mobile participatory sensing context [130, 101]. In all cases, the challenge is to trade privacy
for performances depending on the equilibrium between the secure computations executed by
the secure PDSs and the ones delegated to the untrusted cloud infrastructure.

In conclusion, a high security level can be achieved since tamper resistant hardware is
used. However, only rather simple queries can be addressed, and the underlying query engine
being part of the TCB (running inside the secure microcontroller) must be proven secure. In
addition, this approach leads to a non-extensible data system for two main reasons. First, sup-
porting any new data and query model would require redesigning the underlying data storage,
indexing and query processing techniques to comply with the strong constraints of tamper re-
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sistant hardware. Second, any advanced and potentially extensible database processing (e.g.,
large pieces of code implementing user defined database functions, stored procedures, database
workflows or involving existing libraries supporting data intensive processes) is proscribed as
it cannot be integrated as part of the TCB. These two main drawbacks drastically limit the
practicality and the genericity of the PDS approach. The security is hence achieved at the
price of extensibility. Hence, such solutions mainly target ad-hoc applications managing highly
sensitive data, e.g., personal Electronic Health Records.

2.2.6 Synthesis of the Existing Approaches

The solutions presented above address different functionalities of the personal cloud and con-
sider different trust models, which are both summarized in Tables 1 and 2.

Table 2.1: Main functionalities of the state-of-the-art personal cloud solutions

In terms of functionalities (see Table 2.1), two important conclusions can be drawn. First,
the whole personal cloud data life-cycle must be covered. We observe that the different
solutions tackle different stages of the life cycle of the personal data in a personal cloud.
In particular, all solutions discussed above address data collection, storage, backup, cross-
computations and data dissemination. An extensive personal cloud solution should hence
include all these functionalities to cover the whole personal data life cycle.

Second, distributed computations should be part of the covered functionalities.
We also note that the distributed computations step is currently poorly covered. Is this be-
cause this functionality is less useful or because it is too difficult to be covered in practice
in the personal cloud context? Regarding the utility of this functionality, we argue the op-
posite. Distributed computations over the personal data of (very) large sets of individuals
unquestionably pave the way for Big –personal– Data computations with many applications
in a personal cloud context, like computing recommendations, launching participative stud-
ies, learning information using the data of users belonging to a community (e.g., training a
neural network in a patient community) or making collective decisions. However, this also
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requires privacy preserving implementations. A primary condition under which large sets of
individuals would contribute with their own private data to collective uses is the guarantee
that neither the other participants nor the infrastructure can access individual data. This
probably explains why the only line of work addressing this step is focusing on security and
proposes solutions based on tamper resistant hardware.

Trust is another essential concern of the personal cloud (see Table 2.2). Two conclusions
can be drawn for the state-of-the-art analysis.

Table 2.2: Trust considerations in the state-of-the-art of personal cloud solutions

First, all the privacy threats considered in the state-of-the-art solutions must
be circumvented to protect user’s privacy and security in a meaningful way. Indeed, several
threats are addressed by the different proposals, such as data snooping and secondary data
uses performed by cloud providers (e.g., data monetization), corrupted applications or client
devices (e.g., ransomware), or personal device failure. They all makes sense from a personal
user point of view, since her whole digital life is managed and controlled using the platform.

However, a second (negative) conclusion is that unifying these different solutions does
not lead to a secure personal cloud architecture. This is the case because building the
union of the proposals would undeniably face irreconcilable architectural choices. Indeed, we
observe that the existing personal cloud solutions cover a rather wide spectrum of architectural
choices, but this leads to different – and sometimes contradictory – trust models and security
measures. More precisely, each class of solutions addresses a specific subset of functionalities
while considering a specific threat model. Our goal in the next section is to progress towards a
clearer definition of what an extensive (covering all the functionalities) and secure (addressing
all the threats) PDMS should be.

2.3 Approach and Scientific Results

Currently, the principles underlying most existing solutions seem to be directly inherited from
those considered in the context of the corporate cloud and have not been rethought with
personal use in mind. For example, many solutions examined in the previous section rely
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on data encryption but nothing is said about restoring the master key in case of damage,
except resorting on trivial unsecure protocols or on so-called-trusted third parties. Similarly,
how to securely collect personal data from web sites through a myriad of unsecure wrappers
without leaking both the user credentials needed to connect to the remote site and the collected
personal data ? We argue that the way the PDMS functionalities are implemented and secured
is determined by the intrinsic personal use of the PDMS, and must be deeply redesigned with
this statement in mind.

In what follows, we first review in Section 2.3.1 some of the PDMS functionalities identified
in the state of the art as needed to cover the whole data life-cycle and we analyze their intrinsic
specificities. Then, in Section 2.3.2, we derive the fundamental security property attached to
those functionalities. This analysis leads to the definition of an Extensive (i.e., providing the
needed functionalities to cover the whole data life-cycle in a personal cloud) and Secure (i.e.,
achieving all the expected security goals) Personal Data Management System (ES-PDMS),
which is provided in Section 2.3.3. Finally, Section 2.3.4 presents a few examples of concrete
PDMS instances based on existing software and hardware security solutions.

2.3.1 Specificities of Data Management in the PDMS Context

As identified in Section 2.2.6, the PDMS functionalities are expected to cover the main stages
of the personal data life-cycle and should thus integrate data collection, storage and recovery,
personal computations, distributed computations and data dissemination management. For
illustrative purpose, we select three functionalities, discuss their main specificities, and high-
light to which extent they differ from their corporate data management system counterpart.
The interested reader can refer to [9] for the complete discussion.

Data collection. The data collection functionality concerns both primary copies of user
data (e.g., quantified-self data, smart home data, photos, videos, documents generated by the
user, etc.) and secondary copies (e.g., banking data, health, employment, insurance, etc.).
While the primary copies can be directly fed to the PDMS from data sources under the user’s
control, secondary copies have to be scrapped from the online services holding them. Collecting
data from external sources is a basic operation of any corporate data management system.
This task is usually handled thanks to a well-known and predefined set of carefully audited,
patched and supported wrappers, under the control of data and security administrators who
guarantee the quality and integrity of the integrated data. In the PDMS context, the situation
is totally different. The PDMS owner is confronted with a large variety of scrappers (e.g.,
Web Outside of Browsers4) capable of capturing various types of data from a myriad of
online services, the code of which cannot be trusted due to code complexity, diversity of
contributors and sometimes closed source. However, by construction, such scrappers have
access to highly sensitive data, from the credentials required to connect to the online service
to the scrapped data itself (e.g., bank records, pay slips, invoices, medical records). Moreover,
the user environment (e.g., operating system, network, other apps) in which the wrappers run
is by far less trusted than an enterprise administered environment.

Personal computations. Personal computations in a PDMS usually refer to apps cross-
ing various data of a single individual: the PDMS owner. We can distinguish between two
types of such apps reflecting two specific uses of a PDMS: (i) apps used directly by the PDMS
owner (e.g., for quantified-self, health and wellbeing, statistics and analyses related to smart
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home data or user’s mobility, etc.); and (ii) apps representing external services to which the
owner willingly subscribes (e.g., billing apps allowing a car insurance company to compute
the premium based on the owner’s car trajectory data – as in pay-as-you-drive, or an electric
company to compute the bill based on the user’s electric smart meter traces). Therefore, an
important specificity in the PDMS context is that apps “move” towards the data as opposed
to personal data migrating towards remote services as it happens with most existing cloud
services.

This has two main implications. First, the apps manipulate sensitive raw data, but neither
the apps nor the environment in which they run can be trusted in general, leading to similar
security problems as the ones discussed for data collection. By-default auditing mechanisms
are thus required to detect malicious apps deviating from their manifest. These mechanisms
must be easily understandable by non-expert users, disqualifying advanced audit tools based
on complex models and formal languages usually employed by audit experts and security
administrators in an enterprise context. Second, some external service apps need strong
guarantees regarding the results produced by a PDMS (e.g., the billing apps discussed above).
That is, an attestation process is required to ensure that the result was indeed produced by a
certain computation code using all the required input data, and that the PDMS owner cannot
tamper with the computation process nor the inputs.

Collective computations. Collective computations relate to various types of big per-
sonal data processes computed over a large set of PDMSs (e.g., contributing to participative
studies, training a neural network, building an anonymous dataset). In addition to the security
issues already discussed regarding the intrinsic untrusted nature of apps and computing en-
vironment, collective computations introduce a new difficulty. Gathering all the participants’
data in a single place to perform the computation introduces a single point of vulnerability
and maximizes the incentive to attacks. Conversely, decentralizing the processing implies to
temporarily transfer personal data among participants, transforming each into a potential
attacker. In this latter case, two guarantees must be provided: (i) data confidentiality, i.e.,
any PDMS owner cannot access the data in transit of other participants, and (ii) distributed
computation integrity, i.e., any participant PDMS can attest that any result it supplies cor-
responds to the assigned computation. Classical distributed computation techniques used in
enterprise systems cannot apply here due to the unusual scale of the distribution (i.e., the
computation may target a fraction of the population of a country). Generic secure multiparty
computation protocols based on cryptographic techniques (MPC) are disqualified for the same
reason (performance does not scale with the number of participants). Conversely, the par-
ticipants cannot trust each other since participants are unknown a priori (and probably wish
remaining anonymous).

2.3.2 Security Properties of a PDMS

As a conclusion of the preceding analysis, the PDMS context sketches an open and rich
ecosystem of new untrusted data processing apps in interaction with an unsecure execution
environment and a layman PDMS owner. This significantly contrasts with corporate data
management systems where the applications and computing environment are significantly
more static and carefully controlled by data and security administrators. Additionally, typical
distributed computation infrastructures (cluster/cloud) strongly differ from a fully decentral-
ized infrastructure of PDMSs (e.g., in terms of scale, ownership, legal agreements, deployed
hardware and software, etc.). As a consequence, the PDMS must integrate by default novel
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security measures to overcome the inherent weaknesses of the PDMS owner and tackle the
specific threats to this open and untrusted ecosystem. We detail below the security properties
expected from a PDMS, and linked to each functionality described in the previous section
(one security property is thus associated with each step of the data life-cycle). We make no
assumption about the technical means to enforce these properties, delaying this discussion to
the next sections.

Piped data collection. Under the hypothesis of untrusted collection code and untrusted
user computing environment, a PDMS is said to enforce piped data collection iff:

1. the only PDMS data accessible by the collection code are the credentials allowing access
to the related data providers;

2. the credentials and the collected data related to a given data provider cannot be leaked
outside the PDMS and the data provider.

This property guarantees that the only channel to the outside world provided to the data
collector is a specified data provider and that the code is suitably isolated so as not to be able
to leak data to a potentially corrupted user environment.

Bilaterally trusted personal computation. Under the hypothesis of untrusted external
code and untrusted owner computing environment, a PDMS is said to enforce bilaterally trusted
personal computation iff:

1. a personal computation may access only the owner’s raw data specifically required for
the computation;

2. only the final result of the computation - not the raw data - may ever be exposed to a
third party;

3. the execution of the computation produces trustworthy audit trails accessible to the
owner;

4. the PDMS can provide a proof that the result of the computation was produced by the
expected code.

This property provides bilateral guarantees to the PDMS owner and the third party willing
to execute code on the owner’s data. It guarantees to the former that the minimal collection
principle enacted in laws protecting personal data (e.g., GDPR) is fulfilled, that the computa-
tion cannot leak unexpected data and finally that she will have the ability - not the obligation
- to audit the compliance to this property. Conversely, it guarantees to the latter (e.g., an
energy provider willing to compute the owner’s bill) that the code remotely sent to the PDMS
has been accurately computed. If this computation combines several tasks, the proof produced
by the PDMS must guarantee that the orchestration of these tasks cannot be tampered with
without the caller being able to detect it. However, the PDMS cannot attest by itself that
the data targeted by this code is genuine. Such attestation remains under the responsibility
of the computation code, assuming that the data has been properly signed by their producer.

Mutually trusted collective computation. Under the hypothesis of untrusted external
code and untrusted user computing environment, a PDMS is said to enforce mutually trusted
collective computation iff:

1. a collective computation may access only the participants’ raw data specifically required
for the computation;

2. only the result of the computation - not the raw data - may ever be exposed to a third
party or to any participant;

3. the execution of the computation on a participant generates trustworthy audit trails
accessible to that participant;
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4. a proof can be provided that the result of the computation was produced by the expected
code over the expected set of participants.

This property targets the same objective as its bilaterally trusted personal computation
counterpart. It must integrate the fact that participants can contribute to the collection phase
and/or the processing phase of the computation with no assumption on the cardinality of these
two sets of participants and on their intersection.

Definition 1. Extensive and Secure PDMS. An Extensive and Secure Personal Data
Management System provides the expected set of functionalities to cover the complete data
life cycle in a personal cloud, namely data collection, storage and recovery, personal cross-
computations, collective computations and data dissemination management, and is compliant
with their respective security properties counterparts, namely piped data collection, mutual
data at rest protection [9], bilaterally trusted personal computation, mutually trusted collec-
tive computation and controlled data dissemination [9].

2.3.3 Extensive and Secure PDMS Architecture

Designing an extensive and secure PDMS architecture providing the functionalities and the
five security properties indicated above is highly challenging, given the fundamental tension
between the security expectations of a layman PDMS owner and the need for supporting an
open ecosystem of applications running on an untrusted environment. In this section, we
introduce the fundamentals of a PDMS reference architecture tackling this tension and detail
its building blocks. We then show that physical instances of this reference architecture can
be already envisioned today and discuss how existing and forthcoming software and hardware
mechanisms may impact the satisfaction of our security properties.

Logical Architecture and Building Blocks

Ideally, the support of potentially complex manipulations of personal data while preventing
unexpected data leaks could be achieved by securely collecting, storing and manipulating the
data in a secure subsystem, managed under the control of the holder, while never letting the
(untrusted) applications or third parties directly access the raw data. Such a clean separation
can only be based on the assumption that there exist a few generic functions that can be used
to manipulate personal data without violating privacy. Such an assumption is obviously a
fantasy, because the most interesting manipulations of personal data are application-specific
and consequently, privacy violations are also application-specific.

To solve this problem, we propose a three-layer logical architecture where a minimal Se-
cure Core (Core) implementing basic operations on personal data is extended with Isolated
Data Tasks (Data tasks) themselves accessed by Applications (Apps) on which no security
assumption is made (see Figure 2.1). The objective is to control the flow of raw personal data
from the Core to the outside, such that only expected results are declassified to untrusted
applications or third parties.

Core. The Core is a secure subsystem that is a Trusted Computing Base (TCB) ideally
minimal, inextensible, proven correct through formal methods and isolated from the rest of
the system. The Core must provide all basic operations required to enforce the confidentiality,
integrity and resiliency of the personal data hosted by the PDMS. It must be the unique entry
point to manipulate this data. The Core must thus implement a data storage module. A policy
enforcement module must be integrated in the Core to regulate the data access performed by
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Figure 2.1: Global (logical) architecture

the other layers of the architecture. A communication manager is also needed to securely
communicate with other users, applications and third parties.

Data Tasks. Data tasks are introduced as a means to deal with application-specific
personal data management. The idea is to control complex data-oriented tasks by (1) splitting
their execution into data tasks evaluated in a sufficiently isolated environment to maintain
control on the data accessed by the Core and delivered to the Apps in order to avoid any side
effect in terms of data leaks, and (2) scheduling and verifying the execution of data tasks by
the Core such that security and privacy can be globally enforced.

Apps. Any developer should be able to develop an application to ensure a wide and diverse
application panel. However, the complexity of these applications (large code base, extensible
and not proven) and their execution environment (web browser, smartphone, etc.) make them
vulnerable. Therefore, no security assumption is made on applications, which manipulate only
authorized data resulting from data tasks but have no privileges on the raw data.

Given this global logical architecture, our approach is to identify the required elementary
building blocks to satisfy the defined security properties (see Section 2.3.2) and explain how
they should be combined to reach the expected goal without introducing security breaches.

Each building block in turn relies on a set of common security primitives provided by
the Operating System (OS) and/or the hardware platform hosting the PDMS. Hence, these
primitives are the foundations of our empirical minimal definition of the Core. Since they are
commonly used by various building blocks, we present them first. As their implementations
differ across platforms, we concentrate below of the security primitives they provide.

Common security primitives:
• Isolation. A component of the architecture is said to be isolated if (i) the internal

execution state of the component cannot be accessed nor influenced from the outside
of the component except with the collaboration of the system administrator (e.g., the
PDMS owner) and (ii) the component may not observe nor influence the behavior of any
external system except through its own inputs/outputs behavior. See for example [48]
for a survey of ways to implement code isolation in a partly untrusted context.

• Attestation. A component is said to be attestable if a trustworthy certificate can be
produced to demonstrate that the component output was indeed produced by the specific
code of this component. This common security primitive is usually considered for a whole
complex system (e.g., [29]). It was formalized in the case of a single task running on a
complex system in [21].

• Confidentiality. A component is said to ensure data confidentiality if neither the internal
execution state nor the input and output data of the component can be leaked to any
system other than the party initiating the component (in our case the PDMS Core) even
with the collaboration of the system administrator. This property is described in [57] and
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formalized together with isolation and attestation as ‘secure outsourced computations’
in [21].

• Peripherals isolation. A component is said to satisfy peripherals isolation if the data
exchanged between that component and the peripherals cannot be leaked outside of the
component except with the intervention of the PDMS owner. For illustration purpose,
[117] and [73] show how text messages can be securely displayed even in the presence of
an untrusted OS using ARM TrustZone.

For the sake of brevity, we only present in the following, as illustrative example, the building
blocks required for implementing the piped data collection security property. The complete
discussion can be found in [9]. Let us note that the following two chapters of this document
are dedicated to contributions related to other two security properties, i.e., bilaterally trusted
personal computation and mutually trusted collective computation.

Piped data collection. The piped data collection property requires the ability to execute
arbitrary data collection code (e.g. a scrapper) in a secure manner. The objective of this
property is actually twofold.

First, it should guarantee that the collection code will not access any data stored in the
PDMS other than the credentials required to connect to the related service provider (e.g., the
web site to be scrapped). This specific privilege must be part of the manifest declared at the
time this collection code is registered in the PDMS.

Second, it should guarantee that the collected data and the credentials related to a given
data provider cannot leak to any third party (including another data provider targeted by
the same collection code). According to the reference architecture sketched in Figure 2.1, this
guarantee can be provided by considering the collection code as an isolated data task and
granting a write access to this data task only to the destination PDMS. This requires data
task authentication to be implemented in the Core. In other words, this means restricting
the write capacity of the data task to the insertion of the collected data into the Core. The
enforcement of this restriction at execution time relies itself on the code isolation property.

Figure 2.2: Data collection

While executing the collection code as an isolated data task inside the PDMS ensures that
the effects on the Core are controlled, further measures are required in order to ensure the
absence of leakage of both credentials and collected data. Indeed, the collection code needs
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to communicate with the outside world in order to reach the data provider. To preclude the
collection code to leak data to any other party than the related data provider, the Core must
be able to establish a (TLS for example) secure channel between that specific data provider
and the data task. Regarding the minimality objective, the complete network stack (e.g.,
TCP/IP, DNS) does not have to be in the Core, only the critical security operations of the
creation of the secure channel, named TLS trusted in Figure 2.2, need to be.

Remark that each data collector task should be dedicated to a single remote site (e.g., my
bank), to avoid a malicious data task from leaking credentials or personal data (e.g., the bank
credentials/data to another site) through an authorized communication channel. Note that
in addition a malicious data collector task may use the owner’s credentials on the remote site
to perform unexpected actions (e.g., the data collector retrieving the bank related data could
trigger a money transfer using the bank credentials). However, such issues are mostly related
to the definition of a weak security policy at the data provider side, rather than a problem
to be addressed at the PDMS architectural level. We thus assume here that the credentials
delivered by the data provider for data collection purposes will grant only read access to the
reduced dataset of interest (e.g., bank account history).

Summing up the architecture presented in Figure 2.2, when performing data collection for
a specific source, the Core launches an isolated data task executing the collection code for
said source, provides it with the credentials and a secure channel to the source, which requires
the implementation of data task authentication and secure channel set up (TLS-trusted) in
the Core. Once collection is finished the collector returns the data to the Core which stores
it appropriately. This ensures the absence of leakage (through isolation and secure channel),
and proper behavior of the data collector in terms of input and output data (through access
control). Another statement is that the safety properties are not independent from each other.
Piped data collection indeed relies on controlled data dissemination and mutual data at rest
protection to make sense when considered in a complete scenario.

Equally important, the Core must run in an execution environment that satisfies isolation,
attestation and confidentiality (see Figure 2.2). The isolation property is required for the
Core to protect it from all the other software components running on the same personal
cloud platform (in particular the Apps and the data tasks). The attestation property is
required for the collective computations which are orchestrated and/or executed by the Core.
Finally, to provide mutual guarantees of security between PDMS users and third parties
(see Section 2.3.2), the environment of the Core also has to provide confidentiality since it
coordinates the distributed data tasks with potential access to private personal data supplied
by other nodes, which remain hidden from the PDMS owner.

2.3.4 Concrete PDMS Instances

The goal of this subsection is to show that the logical architecture presented above can be
instantiated in practice, using existing software and hardware solutions, and that its modular
aspect helps defining physical PDMS instances easily. We first discuss here existing software
and hardware security solutions, offering the required security primitives (namely isolation,
attestation, confidentiality and peripheral isolation). Second, we show how to combine them
into physical ES-PDMS architectures which instantiate three different configurations: (1)
PDMS on a home box, (2) on a mobile device and (3) in the cloud.

Software-based security solutions. Let us first consider the security properties which
could be provided by pure software-based solutions. The first of these properties is isolation,
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which is intensively investigated as it constitutes a foundation of secure software architectures.
Isolation is usually provided by an operating system (e.g., Linux, seL4, etc.), a virtual ma-
chine monitor (VMM or hypervisor, e.g., XEN, KVM) or a container manager (e.g., Docker,
Kubernetes). Such solutions have the advantage to provide a high level of extensibility (in the
sense that potentially complex/external code can be run). But enforcing the isolation security
primitive means considering the underlying software components (the OS, VMM or container
manager) as part of the trusted computing base (TCB), i.e., critical part of the software that,
when compromised, can jeopardize the security of the entire system. The TCB must therefore
be made completely free of vulnerabilities (e.g. bugs, buffer overflows, etc.) and ideally must
be formally proven. This is a difficult task with large and complex code. Existing solutions
rely on reducing the attack surface by minimizing the code which is part of the TCB (e.g.,
microkernels like seL4 and unikernels like MirageOS) or by hardening it (e.g., by adding access
control, an IDS or a firewall [55]). Today, software solutions offer some form of isolation and
peripheral isolation. However, assuring strong isolation guarantees in software is still an open
issue (see [48] for a recent survey) and side channel attacks remain prominent [22] (thus, the
mention ‘satisfied with limitations’ in Table 2.3). Moreover, since using software as a root of
trust is still an unresolved problem [87], confidentiality against the PDMS owner and attes-
tation of the code execution cannot be achieved purely through software. As a conclusion,
the advantage of using VMMs in terms of extensibility is obvious, but such solutions should
be considered in combination with other solutions (typically, secure hardware) to achieve the
desired confidentiality and attestation properties of a PDMS (as summarized in Table 2.3).

Table 2.3: Claimed properties of different execution environments (left) and required proper-
ties of the different modules of our ES-PDMS architecture (right)

Hardware-based trusted execution environments (TEE). Hardware TEEs target
many different kinds of devices, from personal computers and IoT devices to cloud servers.
The most prominent TEEs include secure elements as SIM cards (e.g., in smartphones), ARM
TrustZone [126] for SoCs and CPUs integrated into smartphones, tablets and smart appliances,
and Intel SGX [40] embedded in all recent Intel CPUs present in personal computers and cloud
servers. Although there is still no unique security definition of TEE and their capabilities vary
depending on proposals [110], most TEEs offer capabilities to run code in isolation and remote
attestation, which allows it to prove required properties of the code running to third parties.
Table 2.3 summarizes the security tools offered by three technologies: SGX, TrustZone and
secure elements (smartcard). These three solutions mainly vary in the way confidentiality and



2.3. Approach and Scientific Results 33

peripheral isolation are achieved and in terms of the possible level of extensibility of the code
they can run:

• Intel SGX [40] integrates cryptographic primitives in hardware to isolate applications
within enclaves, while providing confidentiality and attestation of the code executed in
the enclave. Additionally, it provides mechanisms for managing the information flow
from code running in the TEE to the outside world, both secure external storage prim-
itives thanks to encryption and management of the communications between processes
running in TEEs. It can be used both for securing Cloud apps and in the context of
personal computers, leading to an advanced form of extensibility.

• ARM TrustZone technology isolates sensitive code executed in the secure area of the
CPU, from application code executed in the rich area. It also aims to isolate the device’s
peripherals (typically, the screen of a smartphone) once code inside the secure area is
executed. The code executed inside the secure area has some limitations in terms of
resources (e.g., TrustZone ARM1176JZ based on Cortex A series is clocked at 772 MHz
and can access several tens of MBs of RAM) leading to a certain form of extensibility.

• Secure elements, on the other hand, offer much less resources (e.g., advanced secure
elements like ST33 based on ARM SecureCore SC300 Cortex M series is clocked at 60
MHz and has only 50KB RAM), thus having a negative impact on extensibility, if used
to run a data task. In terms of security, on the contrary, such components provide
–in addition to isolation and attestation– confidentiality (with strong guarantees due to
tamper-resistance) for running code and data.

The common security primitives needed by the different modules of our ES-PDMS ar-
chitecture and the primitives provided by these TEEs are reported in Table 2.3. Several
conclusions can be drawn regarding the implementation of the logical architecture we envi-
sion: (i) it cannot be implemented using a single technology since none currently ensures all
the required properties, and therefore has to combine several elements; (ii) the Core relying
on isolation, confidentiality and attestation, can be run on a secure element or on SGX, or be
implemented by a combination of execution environments (e.g., pioneer works like TrustVi-
sor [87] propose a secure hypervisor based on combining a secure element with an hypervisor to
provide confidentiality and attestation); and (iii) the data tasks needing peripherals isolation
(i.e., decision-making) can only be run on TrustZone or a hypervisor/VMM.

Physical architectures of an ES-PDMS. In Figure 2.3 we propose three illustrative
physical instances of our logical architecture adapted to three different ES-PDMS configura-
tions based on a home box, a personal device and the cloud:

• Home box (Figure 2.3.a). The data is stored in the box and is cryptographically pro-
tected. The Core runs on a secure element as well as the collective computation tasks5

to benefit from its security and achieve the attestation and confidentiality requirements.
Personal computation and data collector tasks are executed on a TrustZone CPU equip-
ping the box, and thus benefit from extensibility. If no peripheral is available on the
box to interact with the user (e.g., no touch screen), the apps and the decision-making
tasks run on the smartphone of the PDMS owner, in the rich area and the trusted area
respectively, to safely capture the user’s I/O.

5The collective computation data tasks being operated on a secure element are highly secure (tamper
resistant) at the price of extensibility. However, advanced distributed data processing tasks must be done with
the support of a more powerful CPU integrated in the box and connected to the secure element, which is an
open issue.
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• Mobile device (Figure 2.3.b). Similarly to the home box, the Core and collective
computation tasks are operated in the secure element of the smartphone (i.e., an addi-
tional SIM card slot is needed), the other tasks (personal computation, data collector
and decision-making) run in the trusted area of the TrustZone CPU of the smartphone,
while the apps run in the rich area of the CPU.

• Cloud (Figure 2.3.c). The SGX-based instance pictured on the right part of Figure 2.3
is running both the Core and the data tasks in distinct SGX enclaves. The enclave
running the Core takes advantage of the attestation capabilities of SGX to control the
other enclaves, and collective computations can be performed seamlessly (as well as
other personal computation and data collector tasks) given the confidentiality property
offered by SGX, with the Core relaying the remote attestation guarantees to the other
participants of the protocol. To protect the user’s I/O with the decision-making console,
this architecture also needs a smartphone with a TEE (e.g., ARM TrustZone).

Figure 2.3: Physical ES-PDMS instances: (a) home box; (b) mobile device; (c) cloud based

2.4 Related Contributions and Future Work

In this section, we overview our contributions related to the PDMS architecture and the
defined security properties. We then present some important challenges that we intend to
address on the short term.

2.4.1 Scientific Contributions
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Contributions related to Personal Cloud architectures. As indicated at the be-
ginning of this chapter, its content is based on [9] (see Appendix D).

• In [9] we first review and compare the various Personal Data Management Systems
(PDMS) in terms of functionality provided and targeted threats. From this analysis,
we draw the definition of an extensive (combining all features) and secure (bypassing
all threats) PDMS. We then propose a reference architecture for extensive and secure
PDMSs meeting the given definition and security properties and discuss the major
research challenges related to PDMS architectures.

• In [11] we presented a tutorial offering a global perspective of the current state of
work at the confluence of two rapidly growing areas: (i) new PDMS solutions are
provided to individuals to preserve their entire digital life and (ii) the emergence of
Trusted Execution Environments (TEEs) changes the game in privacy-preserving
data management with novel security models.

It is important to note that ES-PDMS is the result of a long reflection on privacy-
centric data management architectures and as such, builds upon our previous contribu-
tions. These contributions already promoted the idea of employing data decentralization
and secure hardware at the user-side as the cornerstone for a privacy-by-design architec-
ture. Although not included in this chapter, we mention the following important related
contributions:

• [8] which presents an earlier vision of implementing privacy-preserving personal
data services within a decentralized and asymmetric architecture, i.e., personal data
servers running on secure devices in users’ hands at the edges of the internet and
communicating over an untrusted cloud infrastructure.

• The tutorials in [14, 15, 16] overview techniques for secure management of personal
data in this asymmetric architecture.

2.4.2 More Related Challenges and Contributions

Addressing the security properties of a PDMS raises specific challenges that go beyond the
architectural considerations. In the following, we introduce two contributions which are related
to implementing personal and collective computations in the PDMS context and which are
further developed in the following chapters of this document. Other important challenges and
future work are discussed in the next section.

Contributions related to trusted personal computation. The minimal trusted code base
defined for the Core aims at being implemented on specific hardware used as TEE. There is
an intense research agenda on data management for new and/or specialized hardware [72] and
systems like Oracle M7 even start to provide hardware implementations of rich sets of database
operations (SQL in silicon). The challenge here is to optimize and secure the execution of DB
primitives according to the TEEs constraints.

A first challenge that we addressed was to embed Core primitives in highly constrained
but highly secure hardware. As indicated in Section 2.3.4, secure elements such as tamper-
resistant micro-controllers (MCUs) are very good candidates for securing a PDMS due to
the strong security guarantees they provide (e.g., code isolation and confidentiality) and also
due to their low cost. However, secure elements also exhibit drastic limitations in terms of
computation resources (e.g., the amount of available RAM is in the order of tens of KB). This
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requires revisiting the traditional data storage, indexing and query processing techniques to
comply with the strong tamper-resistant hardware constraints. Thus, we present in Chapter 3
the design and implementation of a scalable full-text search engine designed for secure MCUs.

Contributions related to trusted collective computation. Personal cloud holders could
willingly share personal data for the benefit of the community, e.g., to obtain recommendations
about films, music albums or trip destinations, based on the ratings of other users that have
a specific profile. A major issue in this context rises from the necessity of efficiently and
securely identifying the pertinent nodes for queries. The classical solutions for indexing content
addressable networks (i.e., Distributed Hash Tables [108, 122]) are efficient and scalable but
have not been designed with privacy protection in mind. However, the shared data and
metadata required to index a network of personal clouds is very sensitive.

In the personal cloud context, not only the shared content of a node is relevant for the
search but also the profile (e.g., age, occupation, preferences, etc.) of the user owning the node.
Hence, the personal metadata indexing challenge in a fully distributed system of PDMSs is
threefold: (1) enable pertinent searches through distributed user profile indexing, (2) design
the index and the query processing in such a way that the privacy of each contributor is
protected and (3) make the decentralized query processing scalable even for very large PDMS
networks (e.g., at the nationwide level). We present in Chapter 4 the design and implemen-
tation of distributed protocols which address these challenges.

Beside the two above mentioned challenges that we discuss in detail in the following two
chapters, there are many other important challenges linked to the proposed PDMS architec-
ture. We mention a few of them in Chapter 5. More architectural related challenges are also
discussed in [9, 11].





Chapter 3

Scalable PDMS Search Engine with
Secure Hardware

Summary. The Personal Cloud paradigm has emerged as a solution that allows individuals
to manage under their control the collection, usage and sharing of their data. However, by
regaining the full control over their data, the users also inherit the burden of protecting it
against all forms of attacks and abusive usages. The extensive and secure PDMS architecture
aims to relieve the individual from this security task. A simplified way to implement the secure
PDMS architecture is by employing a secure token (i.e., a tamper-resistant hardware device) to
control all the sensitive information (e.g., encryption keys, metadata, indexes) and operations
(e.g., authentication, data encryption/decryption, access control, and query processing). How-
ever, secure tokens are usually equipped with extremely low RAM but have significant Flash
storage capacity (Gigabytes), which raises important barriers for embedded data management.
This chapter presents an embedded search engine specifically designed for secure tokens, which
applies to the important use-case of managing and securing documents in the Personal Cloud
context. Conventional search engines privilege either insertion or query scalability but cannot
meet both requirements at the same time. Moreover, very few solutions support data deletions
and updates in this context. In this chapter, we introduce three design principles, namely
Write-Once Partitioning, Linear Pipelining and Background Linear Merging, and show how
they can be combined to produce an embedded search engine matching the hardware constraints
of secure tokens and reconciling high insert/delete/update rate and query scalability. Our ex-
perimental results, obtained with a prototype running on a representative hardware platform,
demonstrate the scalability of the approach on large datasets and its superiority compared to
state-of-the-art methods.
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3.1 Context and Motivation

The Personal Cloud paradigm has emerged as a way to allow individuals to manage under
their control the collection, usage and sharing of their data (see Chapter 2). This user-
centric vision illustrates the gravity shift of information management from organizations to
individuals. However, at the time individuals recover their sovereignty of their data, they also
inherit the burden of organizing this personal data space and more importantly of protecting
it against all forms of attacks and abusive usages, a responsibility that they cannot endorse.

The extensive and secure PDMS architecture introduced in the previous chapter aims to
relieve the individual from this security task by leveraging hardware-based trusted execution
environments (see Section 2.3.4 in Chapter 2). Figure 3.1 presents a simplified version of a
secure PDMS architecture1, which combines a traditional personal home cloud server (e.g.,
running on a plug computer or an internet gateway at home) and a secure token (i.e., a tamper-
resistant hardware device). Heterogeneous data issued by external sources and by personal
appliances are all transformed into documents. Document metadata (keywords extracted from
the file content, date, type, authors, tags set by the user herself, etc.) is extracted at insertion
time, stored in the secure token and indexed so that the secure token can act as a privacy
preserving Google Desktop or Spotlight for the user’s dataspace. Documents themselves are
encrypted by the secure token before being stored in the Personal Cloud, locally or remotely.
Thus, the secure token plays the role of a gatekeeper for the whole Personal Cloud by managing
all the sensitive information (e.g., encryption keys, metadata, indexes) and operations (e.g.,
authentication, data encryption/decryption, access control, and query processing) [68, 70].

In the context of the Personal Cloud, embedding a full-text search engine in a secure to-
ken will allow a user to securely search through her file collection in a simple way (i.e., using
keywords), without exposing any metadata to the outside world. A file can be any form of
document, mail, picture, music or video file, etc., that is associated with a set of terms. A
query can be any form of keyword search using a ranking function (e.g., tf-idf ) identifying
the top-k most relevant files. Designing such embedded search engine is however very chal-
lenging. Indeed, data storage in secure tokens is usually provided by large capacity removable
SD or µSD cards or by soldered raw Flash chips while computing power is provided by mi-
crocontrollers (MCU) equipped with tiny RAM (tens of KB). This conjunction of hardware
constraints raises critical issues as discussed in detail in [10]. Typically, NAND Flash badly
adapts to random fine-grain updates while state-of-the-art indexing techniques either consume
a lot of RAM or produce a large quantity of random fine-grain updates.

We present in this chapter an efficient and scalable search engine adapted to the highly
constrained architecture of secure tokens. Section 3.2 details the search engine requirements,
the secure tokens’ hardware constraints, analyses the state-of-the-art solutions and derives
from this analysis a precise problem statement. Section 3.3 introduces our three design prin-
ciples and a summary of the proposed inverted index structure derived from these principles
as well as the need for conditional top-k queries and the extension of our search engine to
match such a requirement. Section 3.4 presents the related contributions and future research
directions based on this work.

1Compared with the ES-PDMS architecture introduced in the previous chapter, there are no Data Tasks
in this simplified PDMS version and all the Core modules run inside the secure token.
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Figure 3.1: Example of a basic secure PDMS platform

3.2 Related Work

This section describes the main requirements of a full-text search engine, the hardware con-
straints of secure tokens, and reviews the literature addressing the problem of implementing
a search engine under these constraints. Then, in the light of the existing works and their
shortcomings, we precisely state the problem addressed in this chapter.

3.2.1 Search Engine Requirements

As in [124], we consider that the search engine of interest here has similar functionality as a
Google Desktop embedded in secure tokens. Hence, we use the terminology introduced in the
Information Retrieval literature for full-text search. Then, a document refers to any form of
data files, terms refers to any forms of metadata elements, term frequencies refer to metadata
element weights and a query is equivalent to a full-text search.

Full-text search has been widely studied by the information retrieval community since
decades (see [149] for a recent survey). The core problem is, given a collection of documents
and a user query expressed as a set of terms {ti}, to retrieve the k most relevant documents
according to a ranking function. In the wide majority of the related works, the tf-idf score, i.e.,
term frequency-inverse document frequency, is used to rank the query results. A document
can be of many types (e.g., text file, image, etc.) and is associated with a set of terms
(or keywords) describing its content and weights indicating their respective importance in
the document. For text documents, the terms are words composing the document and their
weight is their frequency in the document. For images, the terms can be tags, metadata
or visterms describing image subparts [145]. For a query Q = {t}, the tf-idf score of each
indexed document d containing at least a query term can be computed as follows: tf-idf=∑

t∈Q log (fd,t + 1) × log N
Ft
, where fd,t is the frequency of term t in document d, N is the

total number of indexed documents, and Ft is the number of documents that contain t. This
formula is given for illustrative purpose, the weight between fd,t and N

Ft
varying depending on

the proposals.
Classically, full-text search queries are evaluated efficiently using an inverted index, named
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I hereafter (see Figure 3.2). Given D = {di} a set of documents, the inverted index I over D
consists of two main components [149]: (i) a search structure I.S (also called dictionary) which
stores for each term t appearing in the documents the number Ft of documents containing t
and a pointer to the inverted list of t; (ii) a set of inverted lists {I.Lt} where each list stores
for a term t the list of (d, fd,t) pairs where d is a document identifier in D that contains t and
fd,t is the weight of the term t in the document d (typically the frequency of t in d). The
dictionary is constituted by all the distinct terms t of the documents in D, and is large in
practice, which requires organizing it into a search-efficient structure such as a B-tree.

Figure 3.2: Typical inverted index structure

A query Q = {t} is traditionally evaluated by: (i) accessing I.S to retrieve for each query
term t the inverted lists elements {I.Lt}t∈Q ; (ii) allocating in RAM one container for each
unique document identifier in these lists; (iii) computing the score of each of these documents
using a weight function, e.g., tf-idf ; (iv) ranking the documents according to their score and
producing the k documents with the highest scores.

3.2.2 Hardware Constraints of Secure Tokens

Whatever their form factor and usage, secure tokens share strong commonalities in terms of
data management architecture. Indeed, a large NAND Flash storage is used to persistently
store the data and the indexes, and a microcontroller (MCU) executes the embedded code,
both being connected by a bus. Hence, the architecture inherits hardware constraints from
both the MCU and the Flash memory.

The MCUs embedded in secure tokens usually have a low power CPU, a tiny RAM (few
KB), and a few MB of persistent memory (ROM, NOR or EEPROM) used to store the
embedded code. The NAND Flash component (either raw NAND Flash chip or SD/µSD
card) also exhibits strong limitations. In NAND Flash, the base unit for a read and a write
operation is the sector (usually 512 bytes) with raw NAND Flash chips or the page (usually
2 Kbytes or four sectors) with SD/µSD cards in which the access to the Flash memory is
managed by a Flash Translation Layer (FTL). The sectors/pages must be erased before being
rewritten but the erase operation must be performed at a block granularity (e.g., 256 pages).
Erases are then costly and a block wears out after about 104 repeated write/erase cycles. In
addition, the sectors/pages have to be written sequentially in a block. Therefore, NAND Flash
badly supports random writes. We observed this same bad behavior both with raw NAND
Flash chips and SD/µSD cards. Our own measurements [69] corroborate the ones published
in [26] indicating that random writes are (much) more costly than sequential writes on SD
cards. While high-end SSDs use large on-device RAM (e.g., 512MBytes) to reorder random
writes and optimize their performance, secure tokens equipped with very scarce RAM and
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basic NAND Flash storage cannot hide NAND Flash constraints and as such are exposed
to large performance degradation. Hence, in the embedded context, random writes in Flash
storage must be proscribed.

Finally, it is worth observing that given the strong similarity between the hardware archi-
tecture of secure tokens and of smart objects, we can consider that the secure tokens represent
a specific instance of smart objects, i.e., smart objects having a tamper-resistant MCU. Hence,
we use the terms secure token and smart object interchangeably according to this observation.

3.2.3 State-of-the-Art Solutions

Data management embedded in secure tokens [8, 132] or more generally in smart objects is
no longer a new topic. Many proposals from the database community tackle this problem in
the context of the Internet of Things [24], strengthening the idea that smart objects must now
be considered as first-class data sources. For instance, simple query evaluation facilities have
been recently proposed for sensor nodes equipped with large Flash memory [43] to enable
filtering operations. Relational database operations like selection, projection and join for
new generations of SIM cards with large Flash storage capacities have been proposed in [10,
137]. However, several works [10, 74, 137] consider a traditional database context and do
not address the full-text search problem, leading to different query processing techniques and
indexing structures. Therefore, we focus below on works specifically addressing embedded
search engines and then extend the review to a few works related to Flash-based indexing
when the way they tackle the MCU and Flash constraints can enlighten the discussion.

Embedded search engines. A few pioneer works demonstrate the interest of embedding
search engine techniques into smart objects equipped with extended Flash storage to manage
collections of files stored locally [125, 124, 140, 141, 145]. These works rely on a similar design
of the embedded inverted index as proposed in [124]. Instead of maintaining one inverted list
per term in the dictionary, each term is hashed to a bucket and a single inverted list is built for
each bucket. The inverted lists are stored sequentially in Flash memory, within chained pages,
and only a small hash table referencing the first Flash page of each bucket is kept in RAM.
The number of buckets is kept small, such that (i) the large dictionary of terms (usually tens
of MB) is replaced by a small hash table stored in RAM, and (ii) the main part of the RAM
can be used as an insertion buffer for the inverted lists elements, i.e., (t, d, fd,t) triples. This
approach complies with a small RAM and suits well the Flash constraints by precluding fine
grain random (re)writes in Flash. However, each inverted lists corresponds to a large number
of different terms, which unavoidably leads to a high query evaluation cost that increases
proportionally with the size of the data collection. The less RAM available, the smaller the
number of hash buckets and the more severe the problem is. In addition, these techniques
do not support document deletions, but only data aging mechanisms, where old index entries
automatically expire when overwritten by new ones. A similar design is proposed in [145]
that builds a distributed search engine to retrieve images captured by camera sensors. A local
inverted index is embedded in each sensor node to retrieve the relevant images locally, before
conducting the distributed search. However, this work considers powerful sensors nodes (with
tens of MB of local RAM) equipped with custom SD card boards (with specific performance).
At the same time, the underlying index structure is based on inverted lists organized in a
similar way as in [124]. All these methods are highly efficient for document insertions, but
fail to provide scalable query processing for large collections of documents. Therefore, their
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usage is limited to applications that require storing only a small number (few hundreds) of
documents.

B-tree indexing in NAND Flash. In the database context, adapting the B-tree to NAND
Flash has received a great attention. Indeed, the B-tree is a very popular index and its
standard implementation performs poorly in Flash [144]. Many proposals (e.g., [2, 75, 144])
tackle this problem. The key idea in these approaches is to buffer the updates in log structures
that are written sequentially and to leverage the fast (random) read performance of Flash
memory to compensate the loss of optimality of the lookups. When the log is large enough,
the updates are committed into the B-tree in a batch mode, to amortize the Flash write
cost. The log must be indexed in RAM to ensure performance. The different proposals vary
in the way the log and the in-memory index are managed, and in the impact it has on the
commit frequency. To amortize the write cost by a significant factor, the log must be seldom
committed, which requires more RAM. Conversely, limiting the RAM size leads to increasing
the commit frequency, thus generating more random writes. The RAM consumption and the
random write cost are thus conflicting parameters. Under severe RAM limitations, the gain
on random writes definitely vanishes.

Partitioned indexes. In another line of work, partitioned indexes have been extensively
employed especially to improve the storage performance in environments with insert-intensive
workloads and concurrent queries on magnetic disks. A prominent example is the LSM-tree
(i.e., the Log-Structured Merge-tree) [95] [30] and its many variants (e.g., the Partitioned
Exponential file [56] and the bLSM-tree [95] to name but a few). The LSM-tree consists in
one in-memory B-tree component to buffer the updates and one on-disk B+-tree component
that indexes the disk resident data. Periodically, the two components are merged to integrate
the in-memory data and free the memory. The benefit of such an approach is twofold. First
the updates are integrated in batch, which amortizes the write cost per update. Second,
the merge operation uses sequential I/Os, which reduces the disk arm movements and thus,
highly increases the throughput. If the indexed dataset becomes too large, the index disk
component can be divided into several disk components of exponentially increasing size to
reduce the write amplification of merges. Many works have proposed optimized versions of
the LSM-tree. For instance, bLSM [119] fixes several limitations of the LSM-tree. Among the
improvements, the main contribution is an advanced merge scheduler that bounds the index
write latency without impacting its throughput. Also, the FD-tree [75] proposes a similar
structure with the LSM-tree to optimize the data indexing on SSDs. Furthermore, the storage
systems of the major web service provider, e.g., Google’s Bigtable and Facebook’s Cassandra,
employ a similar partitioning approach to implement key-value stores. The idea is to buffer
large amounts of updates in RAM and then flush them in block on disk as a new partition.
Periodically, the small partitions are merged into a large partition.

The proposed search engine shares the general idea of index partitioning and merging with
the above mentioned works. However, the similarity stops at the general level since the specific
hardware constrains and type of queries in our context cannot be satisfied by the existing
solutions. In particular, the small amount of RAM requires frequent flushes of the buffered
updates. This leads to a specific organization of the partitions and merge scheduling in our
structure. The type of query in our context (i.e., top-k keyword search) represents another
major difference with the existing partitioning methods that only consider the classical key-
value search. To be able to evaluate full text search queries in the presence of deletions and
limited amount of RAM, our search engine proposes a novel index organization with a specific
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query processing.
In general, designing access methods is often a matter of tradeoff between minimizing read

times, update cost and memory/storage overhead as observed in [18]. Given the specific ar-
chitecture of secure tokens, this tradeoff translates to a tension between memory and Flash
storage in the embedded context [3]. Specifically, tiny RAM and NAND Flash persistent stor-
age introduce conflicting constraints and lead to split state of the art solutions in two families.
The insert-optimized family reaches insertion scalability thanks to a small indexed structure
buffered in RAM and sequentially flushed in Flash, thereby precluding costly random writes in
Flash. This good insertion behavior is however obtained to the detriment of query scalability,
the performance of searches being roughly linear with the index size in Flash. Conversely, the
query-optimized family reaches query scalability by adapting traditional indexing structures
to Flash storage, to the detriment of insertion scalability, the number of random (re)writes in
Flash (linked to the log commit frequency) being roughly inversely proportional to the RAM
capacity. In addition, we are not aware of works addressing the crucial problem of random
document deletions in the context of an embedded search engine.

3.2.4 Problem Formulation

In the light of the preceding sections, the problem addressed in this paper can be formulated
as designing an embedded full-text search engine that has the following two properties:

• Bounded RAM agreement : the proposed engine must be able to respect a predefined
RAM consumption bound (RAM_Bound), precluding any solution where this consump-
tion depends on the size of the document set.

• Full scalability : the proposed engine must be scalable for queries and updates (insertion,
deletion of documents) without distinction.

The Bounded RAM agreement is required to comply with the widest population of secure
tokens. The consequence is that the full-text search engine must remain functional even when
very little RAM (a few KB) is made available to it. Note that the RAM_Bound size is
a subpart of the total physical RAM capacity of a secure token considering that the RAM
resource is shared by all software components running in parallel on the platform, including the
operating system. The RAM_Bound property is also mandatory in a co-design perspective
where the hardware resources of a given platform must be precisely calibrated to match the
requirements of a particular application domain.

The Full scalability property guarantees the generality of the approach. By avoiding to
privilege a particular workload, the index can comply with most applications and data sets.
To achieve update scalability, the index maintenance needs to be processed without generating
random writes, which are badly supported by the Flash memory. At the same time, achieving
query scalability means obtaining query execution costs in the same order of magnitude with
the ideal query costs provided by a classical inverted index I.

3.3 Approach and Scientific Results

Satisfying the Bounded RAM agreement and Full scalability properties simultaneously is chal-
lenging, considering the conflicting MCU and Flash constraints mentioned above. To tackle
this challenge, we propose an indexing method that relies on the following three design prin-
ciples.
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3.3.1 Design Principles

P1. Write-Once Partitioning: Split the inverted index structure I in successive partitions
such that a partition is flushed only once in Flash and is never updated.

By precluding random writes in Flash, Write-Once Partitioning aims at satisfying update
scalability. Considering the Bounded RAM agreement, the consequence of this principle is to
parse documents and maintain I in a streaming way. Conceptually, each partition can be seen
as the result of indexing a window of the document input flow, the size of which is limited by
the RAM_Bound. Therefore, I is split in an infinite sequence of partitions < I0, I1, ..., Ip >,
each partition Ii having the same internal structure as I. When the size of the current Ii
partition stored in RAM reaches RAM_Bound, Ii is flushed in Flash and a new partition Ii+1

is initialized in RAM for the next window.
A second consequence of this design principle is that document deletions have to be pro-

cessed similar to document insertions since the partitions cannot be modified once they are
written. This means adding compensating information in each partition that will be considered
by the query process to produce correct results.

P2. Linear Pipelining: Compute each query Q with respect to the Bounded RAM agreement
in such a way that the execution cost of Q over < I0, I1, . . . , Ip > is in the same order of
magnitude as the execution cost of Q over I.

Linear Pipelining aims at satisfying query scalability under the Bounded RAM agreement.
A unique structure I as the one pictured in Figure 3.2 is assumed to satisfy query scalability
by nature and is considered hereafter as providing a lower bound in terms of query execution
time. Hence, the objective of Linear pipelining is to keep the performance gap between Q
over < I0, I1, ..., Ip > and Q over I, both small and predictable (bounded by a given tuning
parameter). Computing Q as a set-oriented composition of a set of Qi over Ii, (with i = 0, ...p)
would unavoidably violate the Bounded RAM agreement as p increases, since it will require
to store all Qi’s intermediate results in RAM. Hence the necessity to organize the processing
in pipeline such that the RAM consumption remains independent of p, and therefore of the
number of indexed documents. Also, the term linear pipelining conveys the idea that the query
processing must preclude any iteration (i.e., repeated accesses) over the same data structure
to reach the expected level of performance. This disqualifies brute-force pipeline solutions
where the tf-idf scores of documents are computed one after the other, at the price of reading
the same inverted lists as many times as the number of documents they contain.

However, Linear Pipelining alone cannot prevent the performance gap between Q over
< I0, I1, ..., Ip > and Q over I to increase with the increase of p as (i) multiple searches in
several small Ii.S are more costly than a single search in a large I.S and (ii) the inverted lists
in < I0, I1, ..., Ip > are likely to occupy only fractions of Flash pages, multiplying the number
of Flash I/Os to access the same amount of data. A third design principle is then required.

P3. Background Linear Merging: To limit the total number of partitions, periodically
merge partitions in a way compliant with the Bounded RAM agreement and without hurting
update scalability.

The objective of partition merging is therefore to obtain a lower number of larger partitions
to avoid the drawbacks mentioned above. Partition merging must meet three requirements.
First the merge must be performed in pipeline to comply with the Bounded RAM agreement.
Second, since its cost can be significant (i.e., proportional to the total size of the merged
partitions), the merge must be processed in background to avoid locking the index structure for
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unbounded periods of time. Since multi-threading is not supported by the targeted platforms,
background processing can simply be understood as the capacity to interrupt and recover the
merging process at any time. Third, update scalability requires that the total cost of a merge
run be always smaller than the time to fill out the next bunch of partitions to be merged.

Taken together, principles P1 to P3 reconcile the Bounded RAM agreement and Full
scalability index properties. An overview of the technical solutions to implement these three
principles is presented in the next sections.

3.3.2 Write-Once Partitioning and Linear Pipelining

These two design principles are discussed together because the complexity comes from their
combination. Indeed, Write-Once Partitioning is straightforward on its own. It simply consists
in splitting I in a sequence < I0, I1..., Ip > of small indexes called partitions, each one having
a size bounded by RAM_Bound. The difficulty is to implement a linear pipeline execution of
any query Q on this sequence of partial indexes.

Executing Q over I would lead to evaluate: Topk
[∑

t∈QW
(
fd,t,

N
Ft

)]
, with d ∈ D, where

Topk selects the k documents d ∈ D having the largest tf-idf scores, each score being computed
as the sum, for all terms t ∈ Q, of a given weight functionW taking as parameter the frequency
fd,t of t in d and the inverse document frequency N/Ft. Our objective is to remain agnostic
regarding W and then let the precise form of this function open. Let us now consider how
each term of this expression can be evaluated by a linear pipelining process on a sequence
< I0, I1, ..., Ip >.

Computing N , Ft and fd,t. We assume that the number of documents is a global
metadata maintained at insertion/deletion time and needs not be recomputed for each Q.
Ft should be computed only once for each term t since Ft is constant for Q. This is why
Ft is usually materialized in the dictionary part of the index ({t, Ft} ⊂ I.S), as shown in
Figure 3.2. When I is split in < I0, I1, ..., Ip >, the global value of Ft should be computed
as the sum of the local Ft of all partitions. To this end, during the Ft computation phase,
the dictionary of each partition is read only once and the RAM consumption sums up to one
buffer to read each dictionary, page by page, and one RAM variable to store the current value
of each Ft. Also, the pointers referencing the inverted lists for each t are actually stored in
the dictionary which has already been read while computing Ft. According to the Linear
pipelining principle, we avoid reading again the dictionary by storing these pointers in RAM
during the Ft computation. The extra RAM consumption is minimal and bounded by the
fact that the number of partitions is itself bounded thanks to the merging process (see next
section). Finally, each fd,t value is stored in the inverted lists together with the respective
document id.

Computing Topk. Traditionally, a RAM variable is allocated to each document d to
compute its tf-idf score by summing the results of W (fd,t, N/Ft) for all terms t ∈ Q [149].
Then, the k best scores are selected. Unfortunately, this approach conflicts with the Bounded
RAM agreement since the size of the document set is likely to be much larger than the available
RAM. Hence, we organize the query processing in a pure pipeline way, allocating a RAM
variable only to the k documents having currently the best scores. This forces the complete
computation of tf-idf (d) to be done for each d, one after the other. To meet this requirement
while precluding any iteration on the inverted lists, these lists are maintained sorted on the
document id. Note that if document ids reflect the insertion ordering, the inverted lists are
naturally sorted. Hence, the tf-idf computation sums up to a simple linear pipeline merging
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process of the inverted lists for all terms t ∈ Q in each partition (see Figure 3.3). The RAM
consumption for this phase is therefore restricted to one variable for each of the current k best
tf-idf scores and to one buffer (i.e., a RAM page) per query term t to read the corresponding
inverted lists Ii.Lt (i.e., Ii.Lt are read in parallel for all t, the inverted lists for the same t
being read in sequence). Figure 3.3 summarizes the data structures maintained in RAM and
in Flash to handle this computation.

Figure 3.3: Linear Pipeline computation of Q over terms ti and tj

Note that another complexity comes from the fact that the same document d may cross
several partitions, which requires specific metadata to be stored in the partitions to allow
for correct computation of Ft and fd,t while still remaining compliant to the Bounded RAM
agreement (please refer to [69] for the details).

3.3.3 Background Linear Merging

The background merging process aims at achieving scalable query costs by timely merging
several small indexes into a larger index structure. As mentioned in Section 3.3.1, the merge
must be a pipeline process in order to comply with the Bounded RAM agreement while keeping
a cost compatible with the update rate. Moreover, the query processing should continue to be
executed in Linear Pipelining (see Section 3.3.2) on the structure resulting from the successive
merges. Therefore, the merges have to preserve the global ordering of the document ids within
the index structures.

To meet these requirements, we introduce a Sequential and Scalable Flash structure, called
SSF, pictured in Figure 3.4. SSF consists in a hierarchy of partitions of exponentially increas-
ing size. Specifically, each new index partition is flushed from RAM into the first level of SSF,
i.e., L0. The merge operation is triggered automatically when the number of partitions in
a level becomes b, the branching factor of SSF, which is a predefined index parameter. The
merge combines the b partitions at level Li of SSF, denoted by Ii1, ...Iib, into a new partition
at level Li+1, denoted by Ii+1

j and then reclaims all partitions at level Li.
The merge is directly processed in pipeline as a multi-way merge of all partitions at the

same level. This is possible since the dictionaries of all the partitions are already sorted on
terms, while the inverted lists in each partition are also sorted on document ids. So are the
dictionary and the inverted lists of the resulting partition at the upper level. More precisely,
the algorithm works in two steps. In the first step, the I.L part of the output partition is
produced. Given b partitions in the index level Li, b+ 1 RAM pages are necessary to process
the merge in linear pipeline: b pages to merge the inverted lists in I.L of all b partitions and one
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page to produce the output. The indexed terms are treated one after the other in alphabetic
order. For each term t, the head of its inverted lists in each partition is loaded in RAM. These
lists are then consumed in pipeline by a multi-way merge. Document ids are encountered
in descending order in each list and the output list resulting from the merge is produced in
the same order. The I.S tree is built from the leaves to the root. This step requires one
RAM page to scan I.L, plus one RAM page per I.S tree level. This Background Merging
process generates only sequential writes in Flash and previous partitions are reclaimed in large
blocks after the merge. This pipeline process sequentially scans each partition only once and
produces the resulting partition also sequentially. Hence, assuming b+1 is strictly lower than
RAM_bound, one RAM buffer (of one page) can be allocated to read each partition and the
merge is I/O optimal. If b is larger than RAM_bound, the algorithm remains unchanged but
its I/O cost increases since each partition will be read by page fragments rather than by full
pages.

Figure 3.4: The Scalable and Sequential Flash structure

SSF provides scalable query costs since the amount of indexed documents grows exponen-
tially with the number of levels, while the number of partitions increases only linearly with
the number of levels. Note that merges in the upper levels are exponentially rare (one merge
in level Li for bi merges in L0) but also exponentially costly. To mitigate this problem, we
perform the merge operations in background (i.e., in a non-blocking manner) (see [69] for the
details).

3.3.4 Document Deletions

Implementing the delete operation is challenging, mainly because of the Flash memory con-
straints which proscribe the straightforward approach of updating in-place the inverted index.
The alternative to updating in-place is compensation, i.e., the deleted documents’ identifiers
(DDIs) are stored in an appropriate way and used as a filter to eliminate the ghost documents
retrieved by the query evaluation process.

A basic solution could be to organize the DDIs as a sorted list in Flash and to intersect
this list at query execution time with the inverted lists in the SSF corresponding to the query



3.3. Approach and Scientific Results 50

terms. However, this solution raises several problems. First, the documents are deleted in
random order, according to users’ and application decisions. Hence, maintaining a sorted list
of DDIs in Flash would violate the Write-Once Partitioning principle since the list has to
be rewritten each time a set (e.g., a page) of new DDIs is flushed from RAM. Second, the
computation of the Ft for each query term t during the first step of the query processing cannot
longer be achieved without an additional merge operation to subtract the sorted list of DDIs
from the inverted lists of the SSF. Third, the full DDI list has to be scanned for each query
regardless of the query selectivity. These two last elements make the query cost dependent of
the total number of deleted documents and then conflict with the Linear pipelining principle.

Therefore, instead of compensating the query evaluation process, we propose a solution
based on compensating the indexing structure itself. In particular, a document deletion is
treated similarly to a document insertion, i.e., by re-inserting the metadata (terms and fre-
quencies) of all deleted documents in the SSF. The objective is threefold: (i) to be able to
compute, as presented in Section 3.3.2, the Ft for each term t of a query based on the metadata
only (of both existing and deleted documents), (ii) to have a query performance that depends
on the query selectivity (i.e., number of inserted and deleted documents relevant to the query)
and not on the total number of deleted documents and (iii) to effectively purge the indexing
structure from the largest part of the deleted documents at Background Merging time, while
remaining compliant with the Linear Pipelining principle.

Computing Topk in the presence of deletions. A document deletion is treated sim-
ilarly to a document insertion. Assuming a document d is deleted in the time window corre-
sponding to a partition Ii, a pair (d,−fd,t) is inserted in each list Ii.Lt for the terms t present
in d and the Ft value associated to t is decremented by 1 to compensate the prior insertion of
that document. To distinguish between an insertion and a deletion, the frequency value fd,t
for the deleted document id is simply stored as a negative value, i.e., −fd,t.

Integrating deleted documents makes the computation of Topk more subtle. Following
the Linear Pipelining principle, the tf-idf scores of all documents are computed one after
the other, in descending order of the document ids, thanks to a linear pipeline merging of
the insert lists associated to the queried terms. To this end, the algorithm introduced in
Section 3.3.2 uses k RAM variables to maintain the current k best tf-idf scores and one buffer
(i.e., a RAM page) per query term t to read the corresponding inverted lists. Some elements
present in the inverted lists correspond actually to deleted documents and must be filtered
out. The problem comes from the fact that documents are deleted in random order. Hence,
while inverted lists are sorted with respect to the insertion order of documents, a pair of the
form (d,−fd,t) may appear anywhere in the lists. In case a document d has been deleted, the
unique guarantee is to encounter the pair (d,−fd,t) before the pair (d, fd,t) if the traversal of
the lists follows a descending order of the document ids. However, maintaining in RAM the
list of all encountered deleted documents in order to filter them out during the follow-up of
the query processing would violate the Bounded RAM agreement.

The proposed solution works as follows. The tf-idf score of each document d is computed
by considering the modulus of the frequencies values | ± fd,t| in the tf-idf score computation,
regardless of whether d is a deleted document or not. Two lists are maintained in RAM:
Topk = {(d, score(d))} contains the current k best tf-idf scores of documents which exist with
certainty (no deletion has been encountered for these documents); Ghost = {(d, score(d))}
contains the list of documents which have been deleted (a pair (d,−fd,t) has been encountered
while scanning the inverted lists) and have a score better than the smallest score in Topk.
Topk and Ghost lists are managed as follows. If the score of the current document d is worse
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than the smallest score in Topk, it is simply discarded and the next document is considered
(step 2 in Figure 3.5). Otherwise, two cases must be distinguished. If d is a deleted document
(a pair (d,−fd,t) is encountered), then it enters the Ghost list (step 3); else it enters the
Topk list unless its id is already present in the Ghost list (step 4). Note that this latter case
may occur only if the id of d is smaller than the largest id in Ghost, making the search in
Ghost useless in many cases. An important remark is that the Ghost list has to register only
the deleted documents which may compete with the k best documents, to filter them out
when these documents are later encountered, which makes this list very small in practice, i.e.,
approximately δ× k× (lnn+ ε) [69], where δ is the percentage of deleted documents, n is the
total number of indexed documents and ε is a small value.

Figure 3.5: Linear pipeline computation of Q in the presence of deletions

Note that the introduction of deletions has actually a marginal impact on the merge
operation, which continues to be efficiently processed in linear pipeline as before. Besides,
when inverted lists are merged during the Background Merging, a new particular case may
occur, that is when two pairs (d, fd,t) and (d,−fd,t) are encountered in separate lists for
the same d. This means that document d has actually been deleted. d is then purged (the
document deletion is absorbed) and will not appear in the output partition. Hence, the merge
plays a supplementary role of absorbing the data deletions.

3.3.5 Conditional Top-k Queries

In this section, we discuss the extension of the proposed search engine to support conditional
top-k queries, i.e., top-k queries combined with conditions expressed over documents’ meta-
data. Specifically, we present two major use-cases in the context of the Personal Cloud, i.e.,
keyword search combined with file metadata and tag-based access control, and explain how
the SSF data structure and algorithms can be extended to support it in a natural way.

Combining keyword search and file metadata search. Similar to the classical in-
verted index, the base implementation of our search engine does not make any distinction
between the terms extracted from the file content and the file metadata terms. Hence, the
score of a document is computed using the classical tf-idf formula (see Section 3.2.1) regardless
if the query terms are content keywords or metadata terms in the document (e.g., creation
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date, filename, file type and extension, tags set by the user herself, etc.).
Nonetheless, from a semantic point of view, it makes sense to separate the content terms

from the metadata terms in the query evaluation like in the existing file search engine imple-
mentations (e.g., Google desktop or Spotlight). The idea is that the query terms are matched
only with the content terms of the indexed documents, while users can specify additional
constraints regarding the document metadata. For instance, a user can combine the query
terms “research meeting Bordeaux” with the constraints “file type = pptx or (file type = mail
and sender = Bob)”. In this case, the query results will only consist of documents having the
extension “pptx” or documents of type “mail” sent by “Bob”, which contain at least one term
among “research meeting Bordeaux” and ranked based on the weight of these three words in the
documents. In general, the metadata search consists in one or several metadata terms that are
combined by AND/OR to form a logical expression, i.e., disjunctions of conjunctions of meta-
data terms. Formally, a metadata search rule is a logical expression: Rmetadata = ∨j(∧itpredi,j ),
where each tpredi,j is a metadata term predicate which for a given document d is evaluated true
only if the metadata term ti,j is associated with d. For each document matching the query
content terms, the logical expression on the metadata terms is evaluated and the document is
considered in the query results only if the metadata expression is evaluated true.

Tag-based access control. The owner of a personal cloud might want to share some
of her documents with other users or applications. To this end, she needs to customize
the sharing of her documents by adding a personalized access control (AC) policy for each
user/application accessing her personal cloud. She also wants to be sure that the personal
cloud is able to securely enforce the defined policies. The latter is achieved by integrating the
access control engine within the secure token together with the search engine as depicted in
Figure 1. The definition of the AC policies depends on the employed AC model. Access control
is a well-established topic in the databases field. However, traditional AC models like MAC
(Mandatory Access Control), DAC (Discretionary Access Control) or R-BAC (Role-Based
Access Control) are less suitable for the Personal Cloud paradigm than Tag-Based Access
Control (TBAC) models. Several works [146, 64, 84, 85, 86] consider TBAC models, due to
their simplicity, for non-technical computer users that require to define access control policies
over their personal data.

TBAC can be easily integrated with our inverted index if we consider that (1) an appro-
priate set of access control terms can be inserted to tag the documents at insertion, and (2)
these access terms can be used at query processing time to evaluate logical expressions leading
to discard or not each document from the query results. Let us consider a simple example.
Bob is a friend of Alice with whom she shares the passion for jazz music. Bob asks Alice to
share with him her jazz music collection. A collection rule has been settled such that any
music file inserted in the personal cloud of Alice is associated with the access terms “music”
and “<music_style>” where the value of music style is derived from the domain of music
styles (e.g., “country”, “variety”, “jazz”, ...). Alice may define a permission rule for user Bob
in her Personal Cloud: “Bob: music ∨ jazz”. Thus, Bob can query all the documents in the
Alice’s server that contain both the access term “music” and “jazz”. Alice herself needs to
access her email archive over the last two years from her smartphone, but does not want that
the rest of her personal data space to be accessible from her smartphone. Therefore, assuming
a collection rule associates any email file with the access terms “email” and “<date>”, Alice
may define the rule “Alice_smartphone: (email ∨ 2019) ∧ (email ∨ 2020)”.

Note that the logical expression used to define the AC policies has the same format (i.e.,
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disjunctions of conjunctions) as the document metadata logical expression that can be used in
the scenario that combines keyword search with file metadata search describe above. Hence,
these two scenarios require the same modifications to be integrated in the proposed search
engine.

Modification of the top-k scoring function. Conditional top-k queries require to eval-
uate a logical expression for all the candidate documents for the query results, i.e., documents
having a tf-idf score high enough to enter the top-k results. Executing a queryQ in this context
is equivalent to evaluate the following function: Topk

[
Filter(le, Td)×

∑
t∈QW

(
fd,t,

N
Ft

)]
,

with d ∈ D.
Compared with the initial top-k scoring function defined in Section 3.3.2, the only difference

is the appearance of the Filter() element. Filter is a function that takes as input a logical
expression le (e.g., a TBAC policy or a file metadata expression) and the list of metadata
terms Td of a document. The function returns 1 if le is true on Td and 0 otherwise. In other
words, the tf-idf score of the documents whose metadata verify the logical expression remains
unchanged, whereas the tf-idf score is set to 0 for the rest of the documents, which are thus
eliminated from the query results. The reader interested can refer to [69] for the detailed
implementation of the linear pipeline computation of conditional top-k queries.

3.3.6 Experimental Validation

We validated our design in two complementary ways. First, we did a precise analysis of the
RAM consumption of each algorithm and demonstrate that each satisfies the Bounded RAM
agreement. Second, we conducted a comprehensive set of experiments on a real representative
secure token platform, using three real and synthetic datasets, and showed that query and
insertion/deletion/update performance can be met together demonstrating Full scalability
compliance. The reader interested can find in [69] the complete set of experimental results.
Nonetheless, we can list the following highlights and draw the following conclusions from the
implementation and its performance analysis.

All the experiments have been conducted on a development board ST3221G-EVAL equipped
with the MCU STM32F217IG connected to a MicroSD card slot. This hardware configura-
tion is representative of typical secure tokens [10, 12, 70, 132] or smart objects [124, 137].
The search engine code is stored on the internal NOR Flash memory of the MCU, while the
inverted index is stored on a MicroSD NAND Flash card. We tested our index structure
with several commercial MicroSD cards and selected two representative MicroSD cards (i.e.,
Kingston MicroSDHC Class 10 4GB and Silicon Power SDHC Class 10 4GB) exhibiting dif-
ferent performance as measured on our development board. The MCU has 128KB of available
RAM. However, the search engine only uses a maximum amount of 5KB of RAM, to validate
our design whatever the available RAM of existing secure tokens and whatever the fragment
of this RAM allocated to the search engine running in competition with other embedded
software.

We compare our proposed search engine with the representative indexing method of each
class of approaches (see Section 3.2.3). Hence, we choose the typical inverted index [149]
to represent the query-optimized index family (see Figure 3.2) and Microsearch [124] for the
insert-optimized index family.

The tiny RAM and the NAND Flash storage of sensors introduce conflicting constraints
on the index structure. Our solution is the only one to offer both query and update scalability
under these constraints by balancing the query and the update costs for any kind of document
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collection. At the same time, the loss in both the query and the update performance remains
reasonable compared with the query optimized index (i.e., the Inverted Index) and the insert
optimized index (i.e., Microsearch). In most cases, SSF has (much) better throughput with
both insert- and query-oriented workloads, while being the sole versatile method. Our results
show that the speedup of SSF (i.e., the ratio between the throughput of SSF and of the com-
petitors) is generally high (i.e., from one to three orders of magnitude greater) for workloads
containing insertions and queries in different ratios. Practically, SSF will be the preferred
index method unless the expected workload contains in an overwhelming proportion either
insertions or queries.

3.4 Related Contributions and Future Work

In this section, we overview our contributions related to data management within secure tokens
and discuss some future work stemming from the proposed embedded search engine.

3.4.1 Scientific Contributions

Contributions related to full-text search embedded in secure tokens. As in-
dicated at the beginning of this chapter, its content is based on [69] (see Appendix E),
which itself is based on [12] and the prototype implementations presented in [68, 70].

• In [12] we present a search engine designed for smart objects. We introduce the three
design principles, namely Write-Once Partitioning, Linear Pipelining and Back-
ground Linear Merging, and show how they can be combined to produce an embed-
ded search engine reconciling high insert/delete/update rate and query scalability.
This first work gives the general description of the embedded index structure and
index maintenance operations with a focus on smart object scenarios.

• In [69] we extended the work in [12] to cope with the important case of the secure
Personal Cloud. First, we provided all algorithms underlying our search engine,
some of them being non trivial, and perform a thorough analysis of their RAM
consumption to demonstrate the compliance of our design with the Bounded RAM
agreement. Second, we extended the performance measurements with real datasets
representative of the personal Cloud context and more generally of any context
manipulating rich documents with random updates. We also extended the type of
situations measured in order to demonstrate the compliance of our design with the
Full scalability property. Third, we propose an extension of our work to support
conditional top-k queries which are most relevant in the Personal Cloud context.

• A first operational prototype implementation of the search engine has been demon-
strated in [68]. This demonstration employs conditional top-k queries (i.e., access
control policies are defined using TBAC) to show the security, the bounded RAM
and full scalability (for both queries and updates) properties of the proposed em-
bedded search engine.

• The search engine has been employed in a second prototype implementation which
was demonstrated in [70]. In this demonstration, we extended the previous work to
provide a secure distributed search engine, such that applications can query securely
the documents stored in a large number of PDMSs. The demonstration shows
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that practical and efficient solutions can be devised to evaluate distributed searches
within large communities of Personal Cloud users with a very limited privacy risk
for the participants based on “gossip” based computations.

It is important to note that privacy-preserving data management based on constrained
secure hardware has been an important research topic for my research group and myself. As
such, the work presented in this chapter had an impact on and has been influenced by other
research contributions. Thus, we also mention here the contributions on privacy-preserving
mobile participatory sensing using secure hardware [130, 101, 128] as well as the work on
trajectory indexing on Flash storage [129] (see more details in Section 1.2 in Chapter 1).

3.4.2 Future Work

Generalization to other indexing methods. The three design principles that we proposed
can be generalized to other kinds of embedded query engines (e.g., NoSQL-like, B-tree, R-tree,
...) considering that indexing any form of data streams in secure tokens will encounter similar
hardware constraints and then lead to similar requirements. Hence, we expect this contribution
to lay the foundation for efficient and scalable data management with constrained hardware,
which is an important challenge in the ES-PDMS context or more generally, to the smart
objects context.

Advanced secure sharing models. The proposed search engine integrates a basic tag-
based access control policy evaluation through the conditional top-k query processing. This
allows for an efficient and scalable AC rule evaluation. However, the AC model considered in
our work is quite basic and limited. Typically, the N and Ft values that are used in the tf-idf
document score computation are determined based on the complete set of indexed documents.
In some cases, these values should be computed based on the number of documents that are
eligible for the application that access them and we plan to study this issue as future work.
In addition, more advanced access control models may be pertinent in the PDMS context and
thus should be supported by the embedded query engine.





Chapter 4

Preserving Data Confidentiality in
Fully-Decentralized PDMS Systems

Summary. The advent of Personal Data Management Systems allows individuals to integrate
all their personal data in a single place and use it for their benefit and for the benefit of the
community. This leads to a significant paradigm shift since de facto personal data become
massively distributed. In this context, an important issue needed to be addressed is: how
can users/applications execute queries and computations over this massively distributed data
in a secure and efficient way, relying exclusively on peer-to-peer (P2P) interactions? In this
chapter, we motivate and study the feasibility of such a pure P2P personal data management
system and provide efficient and scalable mechanisms to reduce the data leakage to its minimum
with covert adversaries. In particular, we introduce the different attacks possible in this context
and formulate the necessary security requirements to circumvent them. Then, we focus on the
important security requirement related to the verifiable random actor selection. We show that
data processing tasks can be assigned to nodes in a verifiable random way, which cannot be
influenced by malicious colluding nodes. We propose a generic solution which largely minimizes
the verification cost. Our experimental evaluation shows that the proposed protocols lead to
minimal private information leakage, while the cost of the security mechanisms remains very
low even with a large number of colluding corrupted nodes.
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Chapter content and scientific publications:

• Sections 4.1 to 4.3 of this chapter overview the scientific results presented in [79]
and as such are based on the content of that paper. The full version of the paper is
included in Appendix F.

• Section 4.4 of this chapter browses through the other related publications.

Most of the scientific contributions presented in this chapter were obtained during the
Ph.D. thesis [76] and one year post-doc of Julien Loudet that I co-supervised with Luc
Bouganim. The Ph.D. thesis of Julien was founded as a Cifre thesis and achieved in col-
laboration with the Cozy Cloud company. Part of this work was supported by the ANR
PerSoCloud project (2017-2021).
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4.1 Context and Motivation

With the advent of Personal Data Management Systems (PDMSs) (see Chapter 2), users can
leverage the power of their PDMS to benefit from their personal data for their own good and
in the interest of the community. Thus, the PDMS paradigm holds the promise of unlocking
new innovative usages. Let us consider three emblematic distributed applications based on
large user communities which could greatly benefit from the PDMS paradigm: (1) mobile par-
ticipatory sensing apps [130], in which mobile users produce sensed geo-localized data (e.g.,
traffic, air quality, noise, health conditions) to compute spatially aggregated statistics bene-
fiting the whole community; (2) subscription-based or profile-based data diffusion apps [134],
in which PDMS users provide preferences or exhibit profiles in order to selectively receive
pertinent information; and (3) distributed query processing over the personal data of large
sets of individuals [133], in which users contribute with their personal data and issue queries
over the globally contributed data (e.g., computing recommendations, participative studies).

However, these exciting perspectives should not eclipse the security issues raised by the
PDMS paradigm. Indeed, each PDMS can store potentially the entire digital life of its owner,
thereby proportionally increasing the impact of a leakage. Hence, centralizing all users’ data
into powerful servers is risky since these data servers become highly desirable targets for
attackers: huge amounts of personal data belonging to millions of individuals could be leaked
or lost as illustrated by the recent massive attacks (e.g., Facebook, Yahoo or Equifax). Besides,
such a centralized solution makes little sense in the PDMS context in which data is naturally
distributed at the users’ side [58].

Alternatively, recent works [9, 69, 42, 120] (see Chapter 2) propose to let the user data
distributed on personal trustworthy platforms under users’ control. Such platforms can be
built thanks to the combination of (1) a Trusted Execution Environment (TEE) (i.e., secure
hardware such as smart cards [4] or secure micro-controllers [9, 10, 69], ARM TrustZone [52],
or Intel SGX [107]) and (2) specific software (e.g., minimal Trusted Computing Base and
information flow control [71, 107]). In this chapter, we follow this approach and consider that
a PDMS is a dedicated personal device that the user possesses and is secured thanks to TEE
hardware.

In addition, as in many academic and commercial approaches [120], we assume that the
PDMS personal device offers rather good connectivity and availability like, for instance, home-
cloud solutions [120, 34, 93, 9] (e.g., a set-top box or a plug computer [9]). Thus, PDMSs can
establish peer-to-peer (P2P) connections with other PDMSs, and can be used as data proces-
sor in order to provide part of the processing required in distributed applications. Hence, our
objective is to study solutions based on a full distribution of PDMSs (called nodes interchange-
ably) which can act as data sources and data processors and communicate in a peer-to-peer
fashion. We discard solutions requiring recentralizing the distributed personal data during its
processing, since this would dynamically create a personal data concentration leading to a
similar risk as with centralized servers.

Incorporating TEEs greatly increases the data confidentiality protection against malicious
PDMS owners. However, since no security measure can be considered as unbreakable, we
cannot exclude having some corrupted nodes in the system and, even worse, those corrupted
nodes can collude and might very well be undistinguishable from honest nodes, acting as covert
adversaries [19]. Also, since data processing relies exclusively on PDMS nodes, and given the
very high scale of the distribution which disqualifies secure multi-party computation (MPC)
protocols [111], sensitive data leaks are unavoidable in the presence of corrupted nodes, i.e.,
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some data might be disclosed whenever a corrupted node is selected as a data processor.
In this chapter, we assess the feasibility of building a secure and efficient data processing

system over a fully distributed network of PDMS housing covert adversaries. To this end,
we provide mechanisms to reduce the data leakage to its minimum and make the following
contributions (detailed in Section 4.3):

(1) We propose a P2P architecture of PDMSs, called SEP2P (for Secure and Efficient
Peer-to-Peer), based on classical Distributed Hash Tables (DHT). We analyze the potential
data leakages depending on the different levels of attacks possible on TEEs and formulate
the necessary security requirements to circumvent them. We show that (i) communications
between the system nodes should be hidden, i.e., in-transit sensitive data and metadata should
be protected from an attacker; (ii) all the sensitive system data (i.e., data-at-rest and data-
in-use required by the query processing) should be dispersed on randomly chosen nodes: and
(iii) data tasks should be assigned to nodes in a verifiable random way, i.e., the assignment
cannot be influenced by malicious colluding nodes.

(2) We focus on the verifiable random assignment problem and propose a generic solution
(i.e., independent of the distributed computation tasks) which largely minimizes the verifica-
tion cost (e.g., 8 asymmetric crypto-operations with a SEP2P network of 1M nodes of which
10K are colluding corrupted nodes).

4.2 Related Work

Efficient P2P Data Processing. Relying on a fully-distributed system induces several
problems, e.g., integrating new nodes, maintaining a coherent global state, making nodes
that do not know each other interact, handling churn, maintaining some metadata. It thus
requires a communication overlay allowing for efficient node discovery, data indexing and
search. Fortunately, these problems have already been extensively studied in the literature
and the Distributed Hash Tables (DHTs) appear to be the solution reaching consensus.

Background 1. A distributed hash table (DHT) [108, 122, 83] in a P2P network
offers an optimized solution to the problem of locating the node(s) storing a specific data
item. The DHT offers a basic interface allowing any node of the network to store data, i.e.,
store(key, value), or to search for certain data, i.e., lookup(key) → value. DHTs propos-
als [108, 122, 83] share the concepts of keyspace or DHT virtual space (e.g., a 224 bits
string obtained by hashing the key or the node ID), space partitioning (mapping space parti-
tions to nodes, using generally a distance function), and overlay network (set of routing tables
and strategies allowing reaching a node, given its node ID). For instance, the virtual space is
represented as a multi-dimensional space in CAN [108], as a ring in Chord [122] or as a binary
tree in Kademlia [83] and is uniformly divided among the nodes in the network. Thus, each
node is responsible for the indexing of all the (key, value) pairs where the key falls in the sub-
space it manages. Both the data storage and the lookup operations are thus fully distributed
in a DHT. DHTs have interesting properties: uniform repartition of the data, scalability, fault
tolerance and do not require any central coordination.

Hence, SEP2P leverages the classical DHT techniques as a basis for communication effi-
ciency and scalability.

DHT security. Several works focus on DHT security [142] considering the following attacks:
(i) Sybil attack: an attacker generates numerous false DHT nodes to outnumber the honest
nodes. Introducing an (offline) certificate authority, is deemed to be among the most effective
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defenses against the Sybil attack [32]. (ii) Routing table poisoning (eclipse attack): an attacker
attempts to control most of the neighbors of honest nodes to isolate them. According to [142]
the best strategy against such attacks is to constrain the DHT node identifiers. Again, using
a central authority to provide verifiable identifiers is the simplest yet most effective way of
achieving this goal [122]. (iii) Routing and storage attacks: Sybil and eclipse attacks do not
directly impact the DHT, they are mainly necessary means for future attacks, like various
denials of service (DoS). For instance, the objectives might be to prevent a lookup request
from reaching its destination, denying the existence of a valid key, or impersonating another
node to deliver false data. These DoS attacks are usually classified as routing and storage
attacks and most of the mechanisms employed to negate them are based on redundancy at the
storage and routing levels [142]. Thus, none of these works consider the secure and efficient
actor selection for distributed processing as in SEP2P.

Secure Multi-party Computation and differential privacy. Cryptographic protocols
have been proposed to protect the users’ privacy in distributed computations with a focus
on data confidentiality enforcement in personal data aggregation. Examples of computations
related to this work are personal time-series clustering [5], kNN similarity queries [49], and
location-based aggregate statistics [106]. However, MPC raises major scalability issues which
in practice limit such protocols to specific types of computations [111].

Although it yields interesting results in privacy protection [45], differential privacy gen-
erally requires a central trusted aggregating node and ad-hoc adaptations depending on the
targeted queries. As we search to provide a generic framework and exclude having a central
actor to avoid a single point of failure, both requirements cannot be met by differential privacy.
Even though local differential privacy [36] tries to address our first requirement, the solutions
offered until now are still not generic, while the pertinence or the quality of the results may
still be problematic with some applications [36]. Also, differential privacy exhibits intrinsic
limitations with applications requiring continuous data flow aggregation (e.g., such as mobile
participatory sensing) because of temporal correlation between consecutive data batches [30].

Distributed data aggregation using secure hardware. To overcome the limitations
of MPC or differential privacy, several works propose using secure hardware at the user-
side. Several secure protocols have been proposed for SQL aggregation [133], spatio-temporal
aggregation [130], top-k full-text search [70], or privacy-preserving data publishing [6]. SEP2P
also considers a secure PDMS at the user-side but our attack model considers having many
colluding nodes. Moreover, the focus in SEP2P is on the secure and efficient random node
selection. Differently, existing work focus on data aggregation or publishing and consider
that all the nodes in the network participate in the protocol with their data being thus
complementary to SEP2P.

Secure server-centric approaches. The above cited solutions are based on fully-distributed
(P2P) or hybrid architectures. Alternatively, one could envision a solution based on a secured
centralized server [17]. However, this raises important issues. First, users are exposed to
sophisticated attacks, whose cost-benefit is high on a centralized database. Second, centraliz-
ing all users’ data into one powerful server makes little sense in the PDMS context in which
data is naturally distributed at the users’ side. Hence, users might be reluctant to use such a
massively centralized data service. Finally, new legislation such as the European GDPR [47]
may hinder the development of such centralized solutions.
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4.3 Approach and Scientific Results

4.3.1 SEP2P Architectural Design and Threat Models

Base System Architecture

SEP2P is a peer-to-peer system and only relies on the PDMS nodes to enable the aforemen-
tioned applications (see Section 4.1). Consequently, each node may play several roles for
SEP2P applications:

Node role 1. Each node is a potential data source. For instance, producing sensed
geo-localized data about the local traffic speed, or sharing grades used to compute recommen-
dations.

Node role 2. Given the fully-decentralized nature of SEP2P, each node is a potential
data indexer, also called indexer, providing part of the required distributed data indexing.
For instance, the profile-based data diffusion apps require indexing the profile (i.e., the list of
preferences) of each system node.

Node role 3. Given the fully-decentralized nature of SEP2P, each node is a potential
data processor, also called actor, providing part of the required processing.

Node role 4. The initiator of a distributed processing is called the triggering node (T ).
T could be any node with participatory sensing applications, or the query issuer in distributed
query or data diffusion applications.

Threat Model

Given the distributed nature of our system, the attacks can concern the communications
between nodes or the nodes themselves.

At the communication level, we consider the following assumption:
Assumption 1. An attacker can observe the communications (i.e., content and metadata)

between a predefined (i.e. that cannot change during a distributed computation) subset of
nodes in the network.

This assumption indicates that the communications between nodes can be spied on by an
attacker. A robust protocol should resist to a very large percentage of spied nodes, although
we exclude from the scope of this threat model the “state-size attacks” in which an attacker
could spy on the entire network.

At the node level, we consider the following two security assumptions as a security basis
for the proposed protocols in our system:

Assumption 2. Each PDMS device is supplied with a trustworthy certificate attesting
that it is a genuine PDMS.

Without this first assumption, an attacker can easily emulate nodes in the network and
conduct a Sybil attack [46], mastering a large portion of nodes (and thus those being selected
as actors), effectively defeating any countermeasure. Note that this does not require an online
Public Key Infrastructure (PKI) since the certificate is attached to the hardware device, and
not to the device owner, and hence can be pre-computed.

Assumption 3. Each PDMS is locally secured by a Secure Hardware (SHW) component.
This second assumption is reasonable considering that a PDMS is supposed to store the

entire digital life of its owner and the large availability of this technology [9, 11], e.g., Intel
SGX is present in most recent processors and ARM TrustZone in most mobile devices. It
additionally provides a means to enforce the previous assumption.
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Some of the most commonly available security features of SHW are: safe-keeping of secrets,
tamper-resistance, and isolation and attestation of the executed code [110]. In particular, the
isolation property means that the executed code and the data inside the SHW cannot be
observed by an unauthorized process. This is particularly interesting in our context since it
represents the building block to achieve data confidentiality.

However, no security feature can be considered as unbreakable and SHW is no exception:
recent studies [139, 41, 63] showed how to execute side-channel attacks to leak part — if not
all — of the computations performed within an SGX enclave. Resourceful attackers can also
conduct highly advanced attacks, called lab attacks [126], to fully compromise a SHW with
the help of laboratory equipment. In this chapter, we consider this latter, most powerful, type
of attack.

Threat model (Active corruption): Malicious. Under this model, we assume that
an attacker has complete control over her own PDMS, having bypassed the Secure Hardware
protections.

Hence, we suppose attackers have access to laboratory equipment to perform lab attacks
on their Secure Hardware and we thus impose no limit on their capabilities (except falsifying a
certificate to contradict Assumption 2): observing the communications, uncovering data and
even manipulating them are all actions feasible by an attacker.

Attacker Model

Having established the threat model, we need to clarify the notion of “attacker”. We consider
that every owner of a PDMS is a potential attacker. This hypothesis especially means that
we assume that the triggering node T is an attacker.

We also suppose that an attacker is not necessarily a single entity (e.g., an attacker can
be one or several colluding malicious users) and can de facto possess more than one PDMS.
For simplicity, we call colluding nodes the corrupted PDMSs controlled by the same attacker.

It is important to note that the worst-case attack is then represented by the maximum
number of colluding nodes in the system (i.e., controlled by a single “attacker”). Corrupting
few nodes can lead to some private data disclosure, but this disclosure is very limited in a
well-designed system with a large number of nodes. Therefore, an attacker needs to increase
the collusion range to fully benefit from the attack (i.e., access a significant amount of private
data). The remaining question is thus: how many colluding nodes could an attacker control
in the system?

Collusion Extent

There are two main difficulties to create a large group of colluding nodes: (i) the need to
remain hidden and (ii) possessing the necessary equipment to perform advanced attacks on
the Secure Hardware.

Indeed, colluding nodes must remain indistinguishable from honest nodes as detected ma-
licious nodes can easily be excluded [19]. Since PDMS are associated to real individuals (e.g.,
by delivering the device only to real users proving their identity), collusion between individu-
als remains possible but can hardly scale without being minimally advertised, hence making
them distinguishable and breaking their cover.

Regarding the second difficulty, this represents a heavily limiting attack factor since having
access to such equipment may demand important resources. Besides, enough single attackers
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must be willing to collaborate (despite mutual distrust) to create a large network of compro-
mised nodes.

Thus, wide collusions are extremely difficult to build since it calls for significant organi-
zation between a large number of users, which, in practice, requires an extremely powerful
attacker as well as extreme discretion. Nonetheless, we consider that a very powerful attacker
could control a significant portion of the system nodes. Although worrisome, a situation with
such a large proportion of colluding nodes does not prevent our system from functioning and
from completing our objective: as we show in Section 4.3.3, our protocol for the verifiable
random actor selection takes as input the maximum number of colluding nodes controlled by
an attacker — no matter that number.

Problem Formulation

Our objective in this work is to first and foremost offer the maximum possible confidentiality
protection of the users’ private data under the above considered threat models and, in a second
time, discuss possible optimizations so as to render the execution as efficient as possible.

Many other issues related to statistical databases (e.g., inferences from results, determining
the authorized queries, query replay, fake data injection, etc.) or to network security (e.g.,
message drop/delay, routing table poisoning[138]) are complementary to this work and fall
outside of its scope.

Issues related to integrity require a more in-depth look. Although TEEs have the means
to attest that the intended computations were performed by the different nodes [66, 65], we
cannot hope to maintain those capabilities when the TEE is fully compromised — specifically
under the malicious threat model. Thus, in this conditions, we do not claim to offer integrity.
Therefore, assuming that a proposed computational plan is guaranteed to offer confidentiality,
it is debatable whether this confidentiality can still be achieved when the computation is
altered. Assessing the loss of confidentiality is no easy task as there are numerous cases to
consider: the type of data manipulated, the computations, the distribution of the data, the
envisioned collusions. Note that in our context, not every and all aspects of the execution
can be modified, the leeway an attacker has is limited to the addition of bogus results or the
inclusion of more nodes in the query execution process. This restrained scope pleads in favor
of a reduced impact but this study, mainly due to its sheer size, also falls outside of the scope
of this work.

4.3.2 SEP2P Security Requirements

As indicated in Assumption 1, the communications between the nodes can be spied on (and this
regardless of the considered threat model). By listening to the communications, an attacker
can infer information based on the data itself (i.e., the content) or on the metadata (i.e., who
is communicating with whom, when, after whom, etc.). We thus need to protect the sensitive
communications which leads to the following requirement:

Requirement 1 (security). Hidden communications. Sensitive data and metadata
should be protected such that an attacker cannot gain knowledge by listening to the commu-
nications of a predefined subset of nodes.

In the Malicious threat model we assume that, in addition to spying on the commu-
nications, an attacker could uncover the data normally protected by the Secure Hardware
component. Hence, we consider that the set of nodes controlled by an attacker are leaking
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data The objective is then to minimize this, unavoidable, data leakage. The leakage is indeed
unavoidable in our particular context as (i) we rely on a fully-distributed system for both the
storage of data and the query execution and (ii) corrupted nodes may be indistinguishable
from other nodes. To address this, we propose the following requirement:

Requirement 2 (security). Random dispersion of data. Data-at-rest (e.g., the dis-
tributed node profile index) and data-in-use (i.e., the data exchanged during query execution)
must be dispersed on randomly chosen nodes. Ideally, the overall leakage of all colluding
nodes should not bring any valuable knowledge to the attacker that controls them.

Through dispersion we minimize the information each actor receives and, de facto, limit
the impact of a leak. With randomization we ensure that an attacker cannot influence the
selection of actors (to maximize data-in-use leakage) or of the indexers (to maximize data-at-
rest leakage), thus limiting the number of corrupted nodes for a query. Note that the users’
own data do not need dispersion since they are protected by the SHW and there is no gain in
performing a self-attack.

Furthermore, in the Malicious threat model, besides observing the data manipulated by
the SHW, the attacker could deviate from the general protocol, e.g., by executing a malicious
code, in order to maximize the access to the sensitive data. Specifically, an attacker will search
to influence the system to select as many corrupted nodes as possible as data processors (or
actors). This leads to the following requirement:

Requirement 3 (security). Verifiable random actor selection. The selection of the
data processor nodes for any system computation has to be guaranteed to be random (i.e.,
ensure that the colluding nodes cannot influence it) and verifiable by any node.

Obviously, these security requirements should not generate an overhead that renders the
system unpractical especially for large systems and potentially a high number of colluding
nodes. This leads to a final, transverse, requirement:

Requirement 4 (efficiency). Minimized security overhead. System protocols
should minimize the number of costly operations, e.g., cryptographic signature verifications or
communication overhead, and ensure system scalability with an increasing number of nodes
or colluding nodes.

The random dispersion of data requirement is similar to the principle of compartmentaliza-
tion in information security, which consists in limiting the information access to the minimum
amount allowing an entity to execute a certain task. Typically, a node can execute a subtask
without knowing the purpose or the scope of the global task. Dividing a given distributed
computation in atomic tasks obviously depends on the precise definition of that computation.
This aspect is shortly evoked in Section 4.4, while a journal article dealing with this problem
was submitted and is currently under review.

Independently of the distributed protocol chosen to implement some given application,
the system must delegate the data-oriented tasks to randomly selected nodes. Therefore,
the random selection protocol is generic and constitutes the security basis of any distributed
protocol in our system. However, under the Malicious threat model, it is challenging to design
an actor selection protocol that is both secure and efficient. Section 4.3.3 addresses in detail
this important problem.
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4.3.3 Verifiable Random Actor Selection

Let us first detail some useful classical cryptographic tools focusing on the properties used in
our protocol.

Background 2. A cryptographic hash function [89] is a one-way function that maps
a data of arbitrary size to a fixed size bit string (e.g., 224 bits) and is resistant to collision. An
interesting property of hash functions is that output distribution is uniform. In the following,
hash() refers to cryptographic hash.

Background 3. A cryptographic signature [89] can be used by a node n to prove
that a data d was produced by n (authentication) and has not been altered (integrity). The
signature is produced by encrypting hash(d) using the private key of n. Any node can verify
the signature by decrypting it using the public key of n and comparing the result with hash(d).
The signature includes the signer public key certificate, certn (see Assumption 2).

We consider a system of N nodes, in which we want to randomly select A actors, despite
wide collusion attacks from C colluding nodes. The main notations are summarized in Table
4.1.

N Total number of nodes in the SEP2P system
A Number of actor nodes (data processors)
C Maximum number of colluding nodes (C ≥ 1)
AC Average number of corrupted actors for a given protocol

AidealC Average number of corrupted actors for an ideal protocol
T Triggering node (starting the execution)
k Security degree
α Security threshold
S Execution Setter node, computing actor list

Ri, rsi DHT region Ri of size rsi

Table 4.1: Main notations in SEP2P protocols

Effectiveness, Cost and Optimal Bounds

Ideally, we would want to ensure that all A actors are honest, but this is impossible, since
colluding nodes are indistinguishable from honest nodes. Therefore, the best achievable pro-
tection is obtained when actors are randomly selected and the selection cannot be influenced
by C colluding nodes, i.e., the average number of corrupted selected actors in the ideal case is
AidealC = A×C/N (AidealC > 0). Thus, the impact of a collusion attack remains proportional
with the number of colluding nodes, which is the best situation given our context. This guar-
antees that the attacker cannot obtain more private information than what she can passively
get from observing the information randomly reaching its colluding nodes.

The following definitions quantify the security effectiveness and security cost of an actor
selection protocol.

Definition 1. The security effectiveness of an actor selection protocol is defined as the
ratio between AidealC and the average number of corrupted selected actors for the measured
protocol (AC), i.e., security effectiveness = AidealC/AC . The security effectiveness has max-
imum value (i.e., 1) when AC = AidealC and minimum value (i.e. C/N) when all the actors
are corrupted.



4.3. Approach and Scientific Results 67

Definition 2. A verifier node is a node who needs verifying the actor list before deliv-
ering sensitive data, e.g., a data source.

Definition 3. The security cost of an actor selection protocol is defined as the number
of asymmetric cryptographic operations, e.g., signature verification, required by verifier nodes
to check the selected actor list.

Note that the security cost considers only the verification of the actor list and not the
cost of building the list. The rationale is that the verification cost has a larger impact on
the overall performance since the number of verifier nodes can be high in a large distributed
system: data sources need to verify the actor list before delivering their data.

Optimal bounds. The best possible case one could expect in terms of security effective-
ness and cost in our context can be achieved using an idealized trusted server that knows all
the nodes and provides a different random actor list for each system computation. This ideal
solution reaches a maximal security effectiveness and a security cost of 1, since any verifier
node must only check the signature of the trusted entity.

Evidently, this solution in not acceptable since it represents a highly desirable target for
attackers, i.e., a central point of attack and contradicts the fully distributed nature of SEP2P.
Therefore, we need distributed solutions relying only on the nodes. To underline the existing
tension between security effectiveness and cost, we discuss two basic distributed protocols for
the actor selection, focusing either on the security cost or on the security effectiveness. To
simplify the protocols description, we initially assume a full mesh network overlay, i.e., each
node knows the complete list of nodes in the system and its evolution over time.

Baseline cost-optimal protocol. The triggering node (T ) selects randomly the actors.
The security effectiveness is minimal: AC = min(A,C) since T may be corrupted (which is
the case when any node can trigger a computation). There is thus no necessity to provide any
signature: the security cost is 0.

Baseline security-optimal protocol. Proposing an optimal protocol in terms of security
is challenging in a decentralized architecture (without any supporting trusted party) and
considering covert adversaries. This conjunction leads to a situation where no single node in
the system can claim to securely provide a list of actors (the provider itself can be corrupted).
The work in [20] proposes the CSAR protocol which provides a secure way to generate a
verifiable random value under the condition that there is at least one honest node participating
in the distributed protocol. Considered in our context, we can ensure generating a real random
value only if there are at least C + 1 participating nodes. Also, once we obtain a verifiable
random value, we can derive up to A random values by repeatedly hashing the initial value
A − 1 times. The final step is to map the set of A random values to the nodes. This can be
easily done, e.g., by sorting the nodes on their public key and associating the random value
to a rank in the sorted list. This protocol has an optimal security effectiveness, i.e., 1, since
the actors are guaranteed to be selected randomly. On the other hand, checking the CSAR
results requires one signature verification per participant. Thus, the security cost is C + 1
asymmetric cryptographic operations per verifier node. Since C can be large, such a solution
cannot scale with large systems and wide collusion attackers as it would lead to an extreme
verification cost.

Moreover, to achieve these security bounds, both protocols require a full mesh network
overlay which is also extremely costly to maintain in practice, especially for large networks.
This contradicts the efficiency and scalability requirement formulated in Section 4.3.2. Using a
DHT overlay instead of a full mesh solves the problem of communication efficiency/scalability.
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However, this will impact the optimal bounds of both protocols. For the first protocol, the
security cost increases from 0 to up to A since a verifier node which does not “know” any of the
actors has to verify their certificates to be sure that the actors are genuine PDMSs (to avoid
Sybil attacks). Similarly, for the second protocol, the security cost increases to 2(C + 1) + A
for the same reason, i.e., checking that participant and selected actors are genuine PDMSs.
Even worse, the optimal security effectiveness can no longer be guaranteed since with a DHT,
there is no secure way of associating the random values to the nodes unless using secure DHT
techniques [138] with a large impact on performance.

Overview of the Proposed Solution

To address all these problems, we propose a protocol that reaches maximal security effective-
ness at a verification cost of 2k. k is called the security degree and is very small. Also, our
protocol builds directly on a classical, efficient DHT overlay without requiring any modifi-
cations. We describe some important features in SEP2P which make this possible and then
sketch the protocol.

Imposed and uniform distribution of node location: the node ID, used when insert-
ing a node in the DHT, is imposed in SEP2P, in a way that leads to a uniformly distributed
node location in the DHT virtual space. Consequently, colluding nodes are also evenly dis-
tributed in the DHT, thus avoiding spatial clusters. We use extensively this property to
drastically reduce the cost of security by taking localized decisions (see below), i.e., limited to
the nodes situated in “small” regions in the virtual space. Achieving imposed node location is
easy, based on the public key of the certificate of each node. We compute a cryptographic hash
of this key, which is, by construction, uniformly distributed, and use this hash for insertion in
the DHT virtual space. The advantages of using the public key are (i) its uniqueness; and (ii)
the node location can be checked with a single signature verification.

Probabilistic guarantees: Given the imposed, uniform node location which applies in-
distinctly to honest and colluding nodes, we can have probabilistic guarantees on the maximum
number of colluding nodes in a DHT subspace of a given size, called DHT region hereafter.
We can compute the probability of having at least k colluding nodes (see the following
Section “Providing Probabilistic Guarantees”) and choose the DHT region size such that the
probability is very close to 0. In our context, we want to have a probability smaller than α,
the security threshold. The main idea is to set α so that the probability of having k colluding
nodes in the same region becomes so low that we can consider that it “never happens”, e.g.,
α = 10−6. Such a guarantee is used in the protocol sketched below and then detailed in the
following subsection.

Sketch of verifiable selection protocol of A actors (see Figure 4.1)

1. Run a distributed protocol inspired from CSAR [20] to generate a verifiable random value, i.e.,
proven to have been truly randomly generated by k nodes if at least one is honest. The k nodes
are selected in a DHT region R1, centered on the triggering node (T ), whose region size rs1 is set
such that we have probabilistic guarantees to “never” (probability < α) have k or more colluding
nodes, i.e., at least one of the k nodes is honest.

2. Map the hash of that random value into coordinates to define a location p in the DHT virtual space
and contact through the DHT the node, called execution Setter (S), managing this location.
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3. S then selects k nodes (the actor list builders) in a region R2, centered on p, using probabilistic
guarantees, such that we “never” have k or more colluding nodes. Given the uniform distribution
of the node on the virtual space, we have rs2 = rs1.

4. Each actor list builder then selects A nodes in a region R3, centered on p, whose size rs3 is such
that R3 includes at least A nodes with high probability.

5. Run a distributed verifiable selection protocol in the spirit of [20] such that the k nodes
selected in (3) can: (i) check the validity of the random value generated in (1); (ii) build the actor
list securely; (iii) sign both the random value and the list of A actors. This step is detailed below
(see Section “Distributed Secure Selection Protocol”).
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1 Generating

verifiable

random

Actors list

builders are in R

Locating S
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actors in R
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Figure 4.1: Sketch of verifiable selection

The result is a list of A actors that is signed by k nodes, among which at least one is
honest. Doing so reduces the verification cost to 2k asymmetric cryptographic operations: k
to check the certificate of the k list builders, verifying that they belong to region R2, centered
on p; and k to check each builder signature.

Providing Probabilistic Guarantees

To generate verifiable random values or validate the query actor selection, SEP2P employs
distributed computations between a small subset of the nodes thanks to the notion of node
legitimacy and probabilistic guarantees defined below using the notations in Table 4.2.

kpubn Public key of node n
certn Trustworthy certificate of node n
signn Signature by node n (includes certn)
TLi execution Trigger Legitimate node i
RND i Random number generated by TLi

(V )RNDT (Verifiable) random generated by T
SLj execution Setter Legitimate node j

RNDS Random generated by S
CLj Partial candidate list of legitimate nodes

w.r.t. R3

CL Candidate List of legitimate nodes
(V )AL (Verifiable) Actor List

Table 4.2: Complementary notations in SEP2P protocols
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Definition 4. Legitimate nodes. Given a region R in the virtual space of a DHT, for
any node i we say that node i is legitimate w.r.t. R iff hash(kpubi) ∈ R.

To be able to provide probabilistic guarantees as explained above, we need to estimate the
number of nodes in a region:

Lemma. Let R be a DHT region of size rs in a virtual space of a DHT of total size 1 (i.e.,
normalized) and let N be the total number of network nodes with a uniform distribution of
the node location in the virtual space. The probability, PL, of having at least m legitimate
nodes in R is:

PL(≥m, N, rs) =

N∑
i=m

(
N

i

)
· rs i ·(1− rs)N−i (4.1)

Proof (sketch): Let us consider a partition of the N nodes into two subsets containing i
and N − i nodes. Since the distribution of nodes is uniform in space, the probability of having
the i nodes inside R and the N − i nodes outside R is rs i ·(1 − rs)N−i and there are

(
N
i

)
possible combinations of generating this node partitioning. The probability of having at least
m nodes in R is equal to the probability of having exactly m nodes plus the probability of
having exactly m+1 plus. . . the probability of having N , which leads to the equation in (4.1).

Application to colluding nodes: Let C < N be the maximum number of colluding
nodes. We can apply formula 4.1 to compute the probability, PC of having at least k colluding
nodes in R:

PC(≥k, C, rs) =

C∑
i=k

(
C

i

)
· rsi · (1− rs)C−i (4.2)

We can notice that this probability only depends on C. It does not depend on the region
center since we have a uniform distribution of the nodes on the virtual space.

Verifiable Random Generation

Our goal is to generate a random value, using k nodes and to guarantee that none of the
k nodes can choose the final computed random value (or any of its bits). Any node in the
system should be able to check the validity of this random value (i.e., to have proofs that it
has been correctly generated). This is possible as soon as at least one of the k nodes is honest,
this guarantee being obtained thanks to equation (4.2) by choosing the adequate size for the
DHT region R and by using k legitimate nodes w.r.t. R.

T TLi

1

2

3

4

5

Figure 4.2: Verifiable random

A node T wanting to generate a verifiable random, selecting a region of size rs1 with
PC(rs1) < α centered on itself, executes:
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Verifiable random number generation protocol

1. T contacts any k legitimates nodes TLi (i ∈ [1, k]) w.r.t. R1.

2. Each TLi sends hash(RND i) to T , where RND i is a random number (on the same domain as the
hash function, e.g., 224 bits) TLi generates.

3. Once T has received the k hashes, it sends back the list L of hashes to the TLis; L = (hash(RND i))i∈[1,k].

4. Each TLi checks that hash(RND i) ∈ L, and, in the positive case, returns signi(L) and RND i.

5. T gathers the k messages and builds the verifiable random: VRNDT = (certT , (signi(L),RND i)i∈[1,k]).

The above random generation protocol is adapted from [20] which includes a formal proof.
Note that the protocol in [20] does not include the notion of node legitimacy and thus needs
C+1 participating nodes instead of k. Intuitively, the nodes commit on their selected random
value by sending its hash (Step 2), and all the hash values are known by each of the k nodes
before providing the final signature (Step 4). Therefore, an attacker controlling k − 1TLi

nodes cannot influence the final random value since these nodes cannot change their random
values (committed at Step 2). Thus, the correct random value of a single honest node is
enough to obtain a truly random final value RNDT .

To obtain and check the verifiable random value, any node must: (i) check certT and
compute L by hashing all RND i; (ii) for i ∈ [1, k], check cert i, check the legitimacy of TLi

using certT and validate signi(L). The final random value is RNDT = RND1⊕
RND2⊕ · · · ⊕ RNDk.

In (i), we verify that T is a genuine PDMS, retrieve the center of the region R1 and
compute L, both being necessary for the next verification; (ii) starts by confirming that each
TLi is genuine, then it ensures that they are legitimate w.r.t the location of T and R1, after
which it confirms the hash list by checking the signatures, and finally, it computes RNDT .

Distributed Secure Selection Protocol

The main goal of the proposed protocol is to select the A actors such that this selection cannot
be influenced by colluding nodes.

Definition 5. The execution Setter (S) is chosen randomly based on a verifiable
random generated by T . Its role is to coordinate the selection of the computation actors and
to setup the execution by sending the appropriate information to each actor.

In the following, we assume that each node n in SEP2P keeps a node cache, called cachen,
of the IP address and certificate of legitimate nodes w.r.t. a region of size rs3 centered on
node n location.

SEP2P distributed secure actor selection protocol

1. Generates the verifiable random VRNDT .

2. Maps hash(RNDT ) into coordinates and contact S through the DHT.

3. S contacts any k legitimates nodes w.r.t. R2, SLj (j ∈ [1, k]) and sends to each VRNDT .

4. Each SLj sends hash(RNDj ‖CLj) to S, where RNDj is a random number SLj generates, and CLj

is the set of nodes from cachej which are legitimate w.r.t. R3.

5. Once S has received the k hashes, it sends back the list L1 of hashes to all SLj ; L1 = (hash(RNDj ‖CLj))j∈[1,k].
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6. Each SLj checks that its own hash(RNDj ‖CLj) ∈ L1 and, in the positive case, returns RNDj and
CLj .

7. S gathers the k messages and sends to all SLj the list L2 = ((RNDj ,CLj)j∈[1,k]).

8. Each SLj does the following:

(a) Checks VRNDT and computes RNDT .

(b) Checks that each (RNDj ,CLj) from L2 is consistent with the corresponding hash(RNDj ‖CLj)
from L1.

(c) Computes the union, after removing possible duplicates, of all CLj to obtain a candidate list
of legitimate nodes CL.

(d) Computes the RNDS = RND1⊕RND2⊕ · · · ⊕ RNDk.

(e) Sorts CL on kpubn⊕RNDS (where kpubn is the public key of a node n ∈ CL) and selects the
A first candidates to build the actor list AL.

(f) Checks the legitimacy of AL nodes w.r.t. R3.

(g) Signs (RNDT ,AL) and sends it to S.

9. S gathers k results and builds the verifiable actor lists: VAL = (RNDT ,AL, (signj(RNDT ,AL)))j∈[1,k].

The goal of steps 1 and 2 is to displace the DHT region, where actors will be selected,
from T to S with three benefits: (1) T is likely to be corrupted (as any node is allowed to
trigger a computation) while S is chosen randomly using the verifiable random protocol; (2)
it distributes the potential leaks in a different region for each computation; (3) it balances the
load on the whole SEP2P network thus improving the overall performance.

Steps 3 to 6 are similar to steps 1 to 4 of the verifiable random protocol, except that
the signature by SLj is delayed to Step 8.g. Delaying the signature allows SLjs to check and
attest the validity of VRNDT (step 8.a). The protocol cost is increased (since k nodes verify
VRNDT ) but the verifying cost is reduced accordingly since having k SLjs signing RNDT

(step 8.g) means that it is correct (remind that at least one of the k SLjs is honest).
Steps (8.b) to (8.e) are dedicated to the actor list building (AL) based on the candidate

list (CL) and deserve a more detailed explanation: in our context, in order to securely build
the actor list, the k participants first have to agree on a common basis and then execute, in
parallel, a procedure that is unpredictable and gives identical results to all participants. Since
it is unpredictable we are certain that the inputs cannot be manipulated beforehand so as to
influence the rest of the procedure. Since it gives identical results for all actor list builders,
and since at least one node is honest, we are sure that no colluding node can alter the results.
By sorting the nodes in CL using a verifiable random number and the public keys of the nodes
fulfills both requirements: the random number takes care of the unpredictability, while the
commitment of each SLj on their intermediary lists in step 4, coupled with the XOR operation
on the public keys of CL nodes, is a simple yet effective way of producing identical results.

In steps 8.f and 8.g, k SLjs check the validity of the result, i.e., that any actor of AL
belongs to R3 and attest it by signing the results. Note that this check is not necessary for
any actor n in AL that was found in k CLj since this fact attests that at least one honest node
possesses n in its cachej . Assuming cachej contains only genuine nodes (we say that cachej is
valid) and since rs3 > rs2, most of the actors in AL will be found in k CLj , thus diminishing
drastically the actor list building cost. Actually the validity of cachej is necessary to ensure
that a colluding node selected as SL cannot hide honest nodes with the hope of having a larger
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proportion of colluding nodes in AL. Indeed, at least one of the SL is honest and will provide
its full cachej that will be thus included in CL. We can observe that cachej can be actually
seen as the relevant part (for node j) of a full mesh network, which offers its benefits without
paying the whole maintenance cost.

To check the verifiable actor list (VAL), any verifier node must do: for j ∈ [1, k], check
cert j , check the legitimacy of SLj using RNDT and validate signj(AL). Thus, the verifying
cost is limited to k certificate verifications and k signature verifications, i.e., 2k asymmetric
crypto-operations. our experimental evaluation shows that k is generally lower than 6.

4.3.4 Experimental Validation

We identified all the parameters that may impact the security and efficiency of the proposed
strategies and considered all the metrics that are worth evaluating to analyze the strengths
and weaknesses of the proposed strategies, i.e., security effectiveness and cost, setup cost,
scalability, robustness w.r.t. failure or disconnections. Let us note that a real implementation
of the SEP2P distributed system is not very useful if we consider the above listed objectives of
the evaluation. Also, measuring the scalability for very large systems (e.g., 10M nodes) with
many parameters is practically impossible. Therefore, as in most of the works on distributed
systems [108, 122], we based our evaluation on a simulator and objective metrics. That is, the
latency is measured as the number of asymmetric crypto-operations and exchanged messages
between peers instead of absolute time values. This allows for a more precise assessment of
the system performance than time latency, which can greatly vary in our context because of
the node heterogeneity (e.g., TEE resources or network performance). Our simulator is built
on top of a DHT network. Currently, we implemented Chord and CAN as DHT overlays and
use Chord for the results discussed. The reader interested can find in [79] the complete set of
experimental results. Nonetheless, we can list the following highlights from the implementation
and its performance analysis.

• Security effectiveness: SEP2P achieves an ideal security effectiveness, i.e. as good as
a trusted server, independently of the number of colluding nodes. Indeed, the selection of
actors is truly random, thus providing the same results as the ideal case. In addition, the
verification cost (2k) is also very low (4 to 8 asymmetric crypto-operations for C% ≤ 1%,
where C% is the % of colluding nodes).

• Setup cost: The actor list setup cost is determined by two design choices: (1) to
increase the security effectiveness, we run our protocol on k SL nodes thus increasing
the total setup cost; and (2) we voluntarily make most of the checks during the setup
(e.g., checking the actor certificates or verifying their availability) in order to reduce, as
much as possible, the subsequent verification cost. Since this verification process will
potentially be performed by a (very) large set of nodes (e.g., data sources), it is in our
best interest to reduce it to avoid overloading the entire system.

• Scalabilty: To study the scalability, we computed the averaged k value varying C
and N . Indeed, k is the main factor in the verification cost, setup latency and total
work (since everything is done k times). Our results show that: (1) SEP2P is highly
scalable w.r.t. N : Indeed, k values are identical for small and large networks indepen-
dently of α if we consider the percentage of colluding nodes and not the absolute value
(e.g., 1% colluding nodes is equivalent to absolute values of C = 100 and C = 100K for
the small and large networks). (2) k increases slowly when C% < 1%: k remains
smaller than 6 even with α = 10−10. For N = 10M and C% = 1%, the k-optimization
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reduces the number of participants in the verifiable random generation from 100K to 6.
(3) α has a small influences on k: increasing α by four orders of magnitude increases
k from 1 unit (e.g., 1K colluding nodes for N = 10M) to 5 units (e.g., 1K colluding
nodes for N = 10K or 1M colluding nodes for N = 10M).

4.4 Related Contributions and Future Work

In this section, we overview our contributions related to confidentiality-preserving distributed
data management in the PDMS context and discuss some future work stemming from the
proposed secure and efficient P2P protocols.

4.4.1 Scientific Contributions

Contributions related to preserving data confidentiality in P2P PDMS sys-
tems. As indicated at the beginning of this chapter, its content is based on [79] (see Ap-
pendix F). A prototype implementation showing how to secure highly distributed queries
based on SEP2P was presented in [78].

• In [79] we motivate the study of fully-distributed queries in the PDMS context
and formulate the security and efficiency requirements in the presence of corrupted
colluding nodes. We show that, under the considered threat model, there are two
leverages to increase the system security, i.e., minimize both the risk and the impact
of data leakages. We focus on the risk minimization problem which translates in
guaranteeing a truly random actor selection for any system data processing, i.e.,
the colluding nodes cannot influence the selection of the data processor nodes. We
show that data processing tasks can be assigned to nodes in a verifiable random
way, which cannot be influenced by malicious colluding nodes. Then, we propose
a generic solution which largely minimizes the verification cost. Our experimental
evaluation shows that the proposed protocols lead to minimal private information
leakage, while the cost of the security mechanisms remains very low even with a
large number of colluding corrupted nodes.

• In [76] we study the second important issue in a fully-distributed PDMS archi-
tecture, i.e., minimizing the impact of a data leakage, in the context of aggregate
queries targeting a subset of the system nodes which have a certain user profile. As
in [79], we consider the presence of corrupted colluding nodes. We then gradually
construct a protocol, called DISPERS, which satisfies all the formulated require-
ments to minimize the impact of a data leakage, i.e., hidden communications and
random dispersion of data, while maintaining a low security overhead.

• A demonstration platform of DISPERS, built on top of SEP2P2, has been demon-
strated in [78]. The main objective of the demonstration platform is to graphically
illustrate the query execution in details to show that DISPERS leads to maximal
system security with low and scalable overhead.

4.4.2 Future Work

This chapter deals with the important issue of preserving data confidentiality for computa-
tions in fully-distributed PDMS systems. While the formulated threat models and associated
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security requirements are generic, the focus of this chapter contribution is on the verifiable
random actor selection in the presence of corrupted colluding nodes. This problem is funda-
mental since generating a truly random actor list is the basis for minimizing the risk of leakage,
and it is also generic since it applies to any type of computation in a distributed system.

However, to further increase the confidentiality guarantees, we dispose of a second lever-
age, which is to minimize the impact of a data leakage whenever it may (unavoidably) happen
through random data dispersion and hidden communications. Unfortunately, these two secu-
rity requirements are dependent on the computation the system has to perform, as well as
the data needed to be exchanged during the process. Moreover, the considered threat model
drastically impacts the way these requirements could be implemented in a secure and efficient
way.

As indicated in the previous section, a first protocol, called DISPERS, has been presented
in [76]. DISPERS targets applications that need to compute aggregates over the data supplied
by the subset of system nodes that exhibit a certain user profile. Through random data
dispersion, DISPERS manages to protect both the sensitive data-at-rest (i.e., the distributed
index of user profiles) as well as the data-in-use (i.e., the user profiles and node local data
exchanged during query processing).

However, DISPERS only considers the Malicious threat model and as such, provides pro-
tocols that are optimized for this context. We conducted an in-depth study to generalize
the implementation of the random data dispersion to the other possible threat models in the
PDMS context (see Section 4.3.1). Similarly, the hidden communication requirement also
depended on the considered threat model and thus leads to different implementations. This
analysis allows to adapt the distributed protocols to specific attacks and thus provide opti-
mized versions for specific threats. Thus, we submitted recently, to a major databases journal,
an article dealing with the above enumerated issues.

Finally, considering the defined security requirements in the specific context of other impor-
tant applications (e.g., mobile participatory sensing apps) is another direction for short-term
future work.





Chapter 5

Conclusion and Future Research
Perspectives

Summary. This chapter concludes this document by presenting a few directions of future
work for my research.

77



78

Conclusion

Worldwide smart disclosure initiatives and new regulations have opened the way to user em-
powerment in the personal data ecosystem. Riding this wave, many Personal Data Man-
agement System solutions are currently flourishing with the objective to offer individuals
appropriate tools to collect and manage their personal data. However, there is still a long
way to go before arriving at a trustful ecosystem for both the individuals and the economic,
social and administrative actors. In pursuing this goal, we have presented in this document
an overview of our approach to achieve a secure and extensive PDMS. At the heart of this ap-
proach there are two key elements. This first one is the massive (but natural) decentralization
of personal data at the individual level, i.e., each individual holds her personal data within
a PDMS instance whatever the format the PDMS platform may take. The second one is to
employ a Trusted Execution Environment as the cornerstone of the PDMS security, laying
out the premises of a trustworthy data platform. This is obviously necessary to protect the
entire digital life of each individual, but also to provide mutual trust whenever individuals may
exchange data within (large) communities of PDMS users or with third parties. Walking on
these two feet, we have addressed different important problems in the PDMS context ranging
from architectural issues, to secure personal computations or collective computations.

Specifically, in Chapter 2, we have discussed the set of functionalities and related secu-
rity requirements that any PDMS solution should consider and have proposed a preliminary
design for an extensive and secure PDMS reference architecture satisfying the considered re-
quirements. We have also presented some concrete ES-PDMS instances based on existing
TEEs. In Chapter 3, we have considered a PDMS instance based on a specific TEE, i.e., a
tamper-resistant hardware device (also called secure token). In this context, we have tackled
the problem of designing a scalable embedded search engine for secure tokens, which allows
PDMS users to securely manage and share their documents. Finally, in Chapter 4, we have
studied the feasibility of a pure peer-to-peer personal data management system for secure
execution of queries and computations. In particular, we have focused on the important secu-
rity requirement related to the verifiable random actor selection and have provided a generic
solution which largely minimizes the verification cost even with a large number of colluding
corrupted nodes.

In the remainder of this chapter, I will briefly introduce some important challenges for my
future research. For the sake of conciseness, I will only discuss the future works in relationship
with the scientific aspects developed in the three main chapters of this document (i.e., Chap-
ters 2 to 4): (i) issues related to the physical instances and implementation of an ES-PDMS;
(ii) issues related to securing the personal computation in the ES-PDMS architecture; and (iii)
issues related to securing the collective computations in a fully-decentralized PDMS system.

ES-PDMS Physical Instances

The first class of challenges directly stems from the reference architecture presented in Chap-
ter 2 and concerns its modular design and its robust concrete implementation notably in
Trusted Execution Environments. As sketched in Section 2.3.3, the Core engine is expected
at least to provide authentication and secure personal data storage and access, to enforce
security and privacy policies, and to sequence the execution of Data Tasks installed under the
user’s control. While existing work (e.g., relational algebra, iterator model and classical query
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rewriting to access data) can be reused to this end, a particular focus must be put on mini-
mizing the code size and complexity such that the Core engine can be proven through formal
methods. This leads to delegate non-critical operations to Data Tasks potentially based on
existing (untrusted) code modules or libraries, interacting with the Core without endangering
the global security of the computations.

Embedding Core primitives or Data Task code in SGX enclaves also raises interesting
research problems. The SGX enclave technology holds great promise for secure and powerful
data processing. Typical limitations are however the cryptographic overhead of accessing
persistent data outside the enclave [28], the limited RAM amount of each enclave [40] and
the cost of external function calls [107] and memory access overhead which both may be
orders of magnitude higher than in a regular environment. A precise analysis of SGX enclaves
w.r.t. data oriented operation remains to be done, but will undoubtedly raise many interesting
data management challenges. Typically, core DB mechanisms linked to transaction atomicity,
buffer management, fine grain in-place updates, and memory intensive operations like joins
must be revisited. EnclaveDB [107] makes a first step into this direction and proposes a
smaller footprint SQL database engine where all database structures are managed in an Intel
SGX enclave, except the database log which is managed inside the enclave by a secure logging
and check pointing protocol and stored in a protected manner outside the enclave to achieve
durability. Distributed data processing may also take advantage of Intel SGX enclaves [118,
40].

We have started to implement the proposed PDMS architecture using Intel SGX en-
claves [38] as a basis for security (see Section 2.3.4) and recently submitted, to a major
databases conference, a demonstration of a prototype platform presenting important PDMS
functionalities (i.e., data collection and processing) and the related security properties. A first
objective of our current prototype is to leverage SGX enclaves to deal with the mutual trust
required for both the data collection and the local data processing functionalities. Indeed,
given the peculiar ecosystem that the PDMS paradigm creates by concentrating user data at
the user-side, security is of paramount importance with a mutual security goal to be attained.
On the one hand, the individuals need a trustworthy platform capable of protecting their data
against all typical privacy threats (e.g., data snooping and secondary data uses). On the other
hand, an important specificity in the user-centric PDMS context is that apps “move” towards
the data as opposed to personal data migrating towards remote services as it happens with
most existing cloud services. Third party services to which the owner may want to subscribe
(e.g., pay-as-you-drive car insurance premium computation or smart meter electricity billing)
require guarantees regarding the results produced by a PDMS, i.e., the assurance that the
result was indeed produced by a certain computation code using the required input data. In
particular, the mutually trusted personal computation property: (i) guarantees to the PDMS
owner that the minimal collection principle enacted in laws protecting personal data (e.g.,
GDPR) is fulfilled and that the computation cannot leak unexpected data nor be influenced
by a potentially corrupted user environment; (ii) conversely, it guarantees to a third party
(e.g., an energy provider willing to compute the owner’s bill) that the result has been faith-
fully computed by the expected extension code. Later on, we will focus on integrating in the
platform the collective computation and administration functionalities (see Section 2.3).

I am involved together with the permanent members of Petrus in the design of the ES-
PDMS platform on SGX. Floris Thiant, one of the Petrus engineers, is particularly committed
to the development of this platform with the help of Robin Carpentier, one of the PhD students
in Petrus. On the longer term, our objective is to link most of the research actions in Petrus
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to the ES-PDMS platform and also provide implementations for other TEEs such as ARM
TrustZone.

ES-PDMS Bilaterally Trusted Personal Computations

To achieve the expected set of functionalities covering the complete data life-cycle with a
limited Trusted Computing Base, most of the advanced computations have to be implemented
as Data Task in our architecture. This way, a PDMS can execute any arbitrarily complex but
untrusted computation code with access to some (large amounts of) PDMS raw data. The Core
ensures that the Data Task computation code only accesses the required raw data, and that
only the result is shared and attested with a third-party app. A first important observation
in this context is that TEEs offer code and data confidentiality inside the enclave but assume
code is trusted. Since the code of Data tasks is generally untrusted, Data Tasks require another
level of isolation, i.e., enforcing reverse isolation to provide in-enclave sandboxing. This will
prevent a malicious Data Task to voluntarily leak the raw data to a third-party using a
side-channel (e.g., writing data to a specific area of the RAM). Recent works such as [54,
143] provide this kind of reverse isolation inside SGX enclaves. For instance, the authors of
Ryoan [54] propose mechanisms to secure the processing of user data on third-party platforms.
In particular, by exploiting Intel SGX, they allow these third-party platforms (such as Amazon
Cloud) to perform processing while preserving the confidentiality of user data and the secrecy
of the proprietary algorithms that process it. The characteristics of Intel SGX mean that a
program, while inaccessible from outside the enclave, has capabilities that may be undesirable
in terms of isolation: i) it can communicate with programs outside the enclaves; ii) it has access
to many of the features offered by the CPU (random number, syscalls, access to secondary
storage, etc.). Thus, the authors complete the SGX native isolation by sandboxing: a Ryoan
module is first instantiated in an SGX enclave which then loads the program into a sandbox.
This more complete isolation is essential for the execution of our Data Tasks.

An ES-PDMS architecture based on a trusted and isolated (i.e., running in an SGX enclave)
Core, and isolated and sandboxed Data Tasks, drastically limits the possibility for an attacker
to access private data even if the attacker controls the operating system or the apps, or has
direct access to the machine, or even programs the code of Data Tasks, unless she breaks
the hardware security (e.g., through side channel attacks [139, 41, 63]). However, even if a
Data Task is sandboxed, it can still leak private information through the computation result.
We consider an active attacker who wants to obtain the maximum amount of data stored in
the enclave via the results declassified by the Core and received by the App. This leakage
channel cannot be completely closed without preventing any processing on the data set. In
a first step, we will focus on an attacker who is not interested in some specific data in the
user private data set but who searches to obtain the maximum possible amount of private
data. We study more particularly the cases where the attacker can request the execution of
a large number of queries in which even small leaks will result in the disclosure of a large
part of the data set. We want to prevent these attacks automatically without using semantic
analysis of data or results, or code auditing. These solutions are complementary to ours. The
difficulty is increased by the Core minimality which is required to maintain a high level of
trust (as discussed in Section 2.3.3). Hence, we assume that the Core cannot include modules
for semantic interpretation of the data set or the results produced, nor modules for analyzing
the Data Tasks code. These impose costly treatments and increase the Core complexity, which
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extends its attack surface.
In this context, we will focus on techniques to limit the amount of data that an attacker

could retrieve via the result and find answers to the following questions. How can an attacker
exploit repeated execution of queries to extract a large amount of data from the user under
this attack model? Without using semantic analysis (over the data or the computations result)
or code auditing, how can the data leakage be limited? Are there cases where no stronger
guarantees can be provided? Assuming some constraints are imposed to limit the leakages,
can we maintain sufficient (programming) extensibility for the Data Tasks and have reasonable
security overhead?

Furthermore, these security constraints depict an architecture employing a joint and asym-
metrical data management between the secure but limited Core and rich but untrusted and
isolated Data Tasks. The Core can only support basic, generic data management operations
(e.g., in the spirit of a KVS) and has access to storage, while Data Tasks implement advanced
data processing techniques but require to map them to the Core API for persistence. This
PDMS architecture requires redesigning traditional data access methods to achieve security
and efficiency. I have started addressing this type of issues in the context of the PhD the-
sis of Robin Carpentier which I co-advise with Nicolas Anciaux and Guillaume Scerri (see
Appendix A).

ES-PDMS Mutually Trusted Collective Computations

The PDMS paradigm promises to pave the way for new innovative uses developed around
personal data, including distributed computations on a large number of PDMS (e.g., auto-
matic classification, recommendations, participatory studies). Such examples often require
the training of an artificial intelligence (AI) model based on a large volume of user data,
also raising important challenges. Thus, organizing secure and efficient distributed computing
across a large number of PDMSs can be complex, especially in the presence of a potentially
large number of corrupted nodes. Hence, our objective is to provide appropriate solutions to
efficiently train an AI model (e.g., a deep neural network) in a fully distributed system while
providing strong security guarantees to the participating nodes.

In the current model, it is necessary to collect the personal data on which the AI model
is built. However, the data necessary for AI learning requires, as for Big Data, three ”Vs“:
Volume, Veracity and Variety. The constitution of such a database for a learning calculation
faces four families of problems to consider:

• Data confidentiality protection. Learning an AI model requires a large volume of good
quality data. However, it is risky to centralize huge amounts of personal data belonging
to millions of people on powerful servers, as they become highly desirable targets for
attackers and are regularly subject to attacks as illustrated by the recent massive data
leaks (Yahoo, Equifax, ...).

• Ease of contribution. An AI model requires personal and potentially sensitive data:
health, travel, consumption, behaviors, purchases, social interactions, etc. Also, under
the current European legislation that requires a priori user consent to collect and exploit
these data, it becomes increasingly difficult to create a learning database with reasonable
resources and time, especially when these data cross multiple domains (e.g., health data
and consumption habits).

• Data quality. The quality of the AI model goes hand in hand with the quality of the
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training data. However, the anonymization of data, often used as a solution to the first
problem, has the disadvantage of also reducing the relevance of the data and thus the
quality of the model.

• Integrity of the learning process. The service that performs the learning computation
could intentionally bias the data set or the learning algorithm to influence the AI in a
way that serves its own interest. It is important to note that the main players in this
field are companies whose business model is based on advertising, i.e. influence. Their
interest in biasing an AI is therefore strong and will occur, voluntarily or not, so that
the recommendations go in the direction of their business model.

The PDMS approach, in which each individual is equiped with a PDMS holding her
personal data, allows to resolve the above listed problems:

• Data confidentiality protection. Raw data is no longer permanently exposed to sophis-
ticated attacks on centralized servers. In a distributed approach, the data is only used
during the learning phase of the AI model and in a secure manner (assuming a secure
computation protocol is provided).

• Ease for individuals to contribute. The personal cloud paradigm, armed with the right
to portability, makes it easy for individuals to retrieve their data. Therefore, the friction
to contribute to the learning computation is limited to consent during a distributed
computation (and not at the time of collection).

• Data quality. Assuming a secure distributed aggregation protocol, it is no longer nec-
essary to degrade the data in order to anonymize it, thus improving the quality of the
results.

• Audit and proof of computation integrity. In a centralized learning approach, users are
dependent on large organizations without any means of control, with potential biases
mentioned above. In a peer-to-peer approach, each PDMS is a source and potential
computational node, or even a transmitter of the learning computation plan. This
configuration allows both to democratize the learning computation and to provide guar-
antees on the computation itself and on the criteria used to select the participants to the
latter. Eventually, the idea is to be able to audit the learning process and offer strong
guarantees on its integrity.

However, this approach also raises significant challenges. Organizing secure and efficient
distributed computing among PDMS nodes can be a difficult task, especially in the presence
of a potentially large number of corrupted nodes. Moreover, learning an AI model in the
same context remains an open and challenging question. In particular, it is necessary to
decompose the learning computation into ”atomic“ tasks, minimizing the information needed
to accomplish them, distributed over the execution actors. Thus, in conjunction with the
random delegation of these tasks to nodes in the system (see Chapter 4), the risk of leakage
becomes sub-linear with respect to the number of corrupted nodes in the system. The difficulty
is compounded by the extension of a learning computation that potentially requires a large
data set from each participant and potentially repeated computations a large number of times.

To tackle these challenges, I plan to follow an incremental approach. In a first step, we
will focus on basic aggregation primitives before looking at more advanced machine learning
algorithms. Aggregation primitives (e.g., sum or average) are obviously essential to compute
basic statistics on user data but are also a fundamental building block for machine learning
algorithms. To enable new usages on personal data, we need scalable, privacy-preserving pro-
tocols implementing data aggregation primitives with selective (i.e., consenting) participants.
Ideally, the proposed protocol should provide an accurate result that fully takes advantage of
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high-quality data available in PDMSs. Efficiency (i.e., protocol latency and total load of the
system) is of prime importance and the protocol should adapt to several contexts: the PDMSs
could be limited by their communication speed or by their computation power. Finally, given
the scale of such decentralized aggregation, such protocols must also be robust to node failures.

To summarize, our first goal is to propose an aggregation protocol for basic aggregate
functions that fulfills the following properties:

• highly scalable and fully decentralized (peer-to-peer),
• privacy-preserving (protecting the user data confidentiality),
• accurate (no privacy versus accuracy trade-off),
• adaptable (to PDMSs participation and characteristics),
• reliable (handles node failures or voluntary disconnections).
Secure aggregation is an intense research area since many years and many approaches have

been proposed: secure multi-party computation (SMC) and (fully) homomorphic threshold en-
cryption (HTE), (local) differential privacy and gossip-based protocols. However, the existing
solutions are not adapted to the PDMS context and fail to cover all the required properties
listed above.

HTE and SMC-based solutions [27, 39, 50] generally target applications in which central
servers orchestrate and coordinate the participating nodes (e.g. federated learning). Such
solutions are not scalable with a large number of participants and a fully decentralized setting
such as in the PDMS context (e.g., the server(s) load is linear [39] or quadratic [27] with the
number of participants).

Local differential privacy (LDP) has gained significant momentum in the recent years ad-
dressing problems such as machine learning [148] or basic statistics based on range queries [37].
However, LDP requires more noise than classical DP [7], either affecting accuracy or requiring
a large number of participants to reduce the impact of noise, contradicting adaptability to
selective participation.

Gossip-based protocols are scalable, fully decentralized, reliable and have an adjustable
accuracy. Unfortunately, classical gossip-based protocols do not protect the user privacy.
In [23], participants collectively learn a machine learning model in a privacy preserving way
by gossiping differentially private models, impacting accuracy. In [91], participants introduce
noise in the first iterations and gradually remove it in subsequent iterations. This approach
makes such solutions unreliable w.r.t. node failures. Finally, we are not aware of gossip
protocols tolerating selective participation and trivial adaptations produce inaccurate results.

Given the limitations of the existing solutions, I have started to work on a protocol allowing
secure aggregation in a massively distributed PDMS environment which adapts to selective
participation and PDMSs characteristics and is reliable with respect to node failures, with no
compromise on accuracy. This research perspective is developed in the context of the PhD
thesis of Julien Mirval which I co-advise with Luc Bouganim (see Appendix A).





Appendix A

Ph.D. Students

I have co-supervised 3 Ph.D. students and am currently supervising 2 theses.

A.1 Saliha Lallali

Saliha Lallali defended her Ph.D. thesis, entitled A Scalable Search Engine for the Personal
Cloud [67], on January 28, 2016. This Ph.D. was co-supervised with Nicolas Anciaux and
Philippe Pucheral and led to the following publications or communications: [12, 68, 69, 13].

Saliha Lalalli is an R&D engineer at C&S Group (Communication & Systèmes) in France.

A.2 Dai-Hai Ton-That

Dai-Hai Ton-That defended his Ph.D. thesis, entitled Efficient Management and Secure Shar-
ing of Mobility Traces [127], on January 29, 2016. This Ph.D. was co-supervised with Karine
Zeitouni and led to the following publications or communications: [128, 129, 130, 131, 136,
135].

Dai-Hai Ton-That was a postdoc at CEA (CEA-LIST Institute, CEA-Saclay, Paris Saclay
University, France) from 2016 to 2017 and a postdoctoral researcher at CDM (the College of
Computing and Digital Media at Depaul University, USA) from 2017 to 2020. He is now a
research scientist at University of Alabama in Huntsville.

A.3 Julien Loudet

Julien Loudet defended his Ph.D. thesis, entitled Distributed and Privacy-Preserving Personal
Queries on Personal Clouds [76], on October 24, 2019. This Ph.D. was co-supervised with
Luc Bouganim and led to the following publications or communications: [79, 78, 77, 81, 80,
82].

After having fulfilled a one-year postdoc in the Petrus team, Julien Lodet works as an
R&D engineer at AdLink in France.
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A.4 Robin Carpentier

Robin Carpentier started his Ph.D. thesis in October 2018 on the topic of Structures and
Algorithms for Secure Data Management in a Trusted Execution Environment for the Personal
Cloud. He is co-supervised with Nicolas Anciaux and Guillaume Scerri. Preliminary results
have been given in [31].

A.5 Julien Mirval

Julien Mirval started his Ph.D. thesis in November 2020 on the topic of DISSEC-ML: Towards
Distributed and Secured Machine Learning in the Personal Cloud. He is co-supervised with
Luc Bouganim.
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Curriculum Vitae – Iulian SANDU POPA

Personal
Information

Iulian SANDU POPA
Born on July 19, 1981.
French Citizen, Romanian Citizen.
Married (Pacsé), 2 children.

Contact
Information

Project PETRUS – Inria Saclay Ile-de-France, Université de Versailles Saint-Quentin (UVSQ)
David lab, bât. Buffon, UFR des Sciences, UVSQ
45 avenue des Etats-Unis Phone : +33 1 39 25 40 85
78035 Versailles Cedex Email : iulian.sandu-popa@uvsq.fr
France Web : http://www-smis.inria.fr/~isp/

Current
Situation

Associate Professor (Maître de Conférences, Classe Normale), Computer Science Section (CNU 27)
at UVSQ since September 2011. Permanent member of the Personal and Trusted Cloud (PETRUS)
join-team (Inria, UVSQ) since September 2011.

Research
Theme

My current research is focused on the privacy and security of Personal Data Management
Systems. Specifically, I study different research problems revolving around : (i) decentralized archi-
tectures for privacy-preserving data management leveraging Trusted Execution Environments ; (ii)
securing the data collection, storage and computations, and the interactions of the user’s app with
her data ; (iii) secure and efficient massively distributed computations over personal data.

Other Research Spatiotemporal Databases, Mobile Data Management, Mobile Participatory Sensing.

Keywords Databases, Personal Cloud, Privacy, Trusted Execution Environment, Secure Decentralized Compu-
tation, Secure Hardware.

Education Politehnica University of Bucharest (Romanian top school in Computer Engineering) and Uni-
versité de Versailles Saint-Quentin (UVSQ).
• Doctor in Computer Science, UVSQ, December 2009.

Ph.D. dissertation : Modeling, Querying and Indexing Moving Objects with Sensors on Road
Networks.
Advisors : Karine Zeitouni and Georges Gardarin.

• Master of Science, UVSQ, September 2006.
• Computer Science Engineer, Politehnica University of Bucharest, September 2000 - August

2005.

Distinction • International Physics Olympiad, Honourable Mention, Leicester, UK, July 2000.

Scientific
Career

• September 2011-... : Associate Professor at UVSQ, David lab, and member of the PETRUS team
(former SMIS team) at Inria Saclay. Advisors : Karine Zeitouni and Georges Gardarin.

• February-March 2018 : Visiting researcher at New Jersey Institute of Technology (NJIT), New
Jersey, working with Pr. Cristian Borcea and Pr. Vincent Oria.

• February-April 2011 : Visiting researcher at NJIT, New Jersey, working with Pr. Cristian Borcea
and Pr. Vincent Oria.

• September 2010-February 2011 : Research Engineer, PRiSM lab, UVSQ.
• October 2009-August 2010 : Research and Teaching Assistant (ATER) at UVSQ.
• October 2006-September 2009 : PhD candidate at UVSQ, Data Integration and Management

(DIM) team. Research assistant and instructor (Moniteur) at UVSQ. Doctoral grant from Ile-de-
France region.



Ph.D.
Supervision

• Julien Mirval, started in November 2020, on the topic ”DISSEC-ML : Towards Distributed and
Secured Machine Learning in the Personal Cloud“, supervisor Luc Bouganim. My supervision
participation : 50%.

• Robin Carpentier, started in October 2018, on the topic ”Structures and Algorithms for Secure
Data Management in a Trusted Execution Environment for the Personal Cloud“, supervisor Ni-
colas Anciaux. My supervision participation : 40%.

• Julien Loudet, defended on October 24th, 2019, entitled ”Distributed and Privacy-Preserving
Personal Queries on Personal Clouds“, supervisor Luc Bouganim. My supervision participation :
50%.

• Dai-Hai Ton-That, defended on January 29th, 2016, entitled ”Efficient Management and Secure
Sharing of Mobility Traces“, supervisor Karine Zeitouni. My supervision participation : 50%.

• Saliha Lallali, defended on January 28th, 2016, entitled ”A Scalable Search Engine for the Personal
Cloud“, supervisor Philippe Pucheral. My supervision participation : 40%.

MSc and
Research
Internship
Supervision

I have co-supervised 4 MSc student final thesis and 5 research internships. Among these, 5 students
continued with a Ph.D. thesis under my co-supervision.
• MSc student final thesis : Julien Mirval (M2 Data Mining, Université Lyon2, 7 months, 2019),

Robin Carpentier (M2 SeCReTS, 6 months, 2017), Poulmanogo Illy (M2 Datascale, UVSQ, 7
months, 2017), Saliha Lallali (M2 IRS, UVSQ, 7 months, 2012).

• Research internships : Julien Mirval (pre-thesis internship, 1 year, 2019-2020), Razvan Nitu (Po-
litehnica University of Bucharest, 5 months, 2016), Julien Loudet (Télécom ParisTech, 6 months,
2015-2016), Thu Le (Hô Chi Minh City University of Technology, Viêt-Nam, 4 months, 2015),
Dai-Hai Ton-That (Hô Chi Minh City University of Technology, Viêt-Nam, 5 months, 2012).

Research
Projects

ANR (Agence Nationale de la Recherche) is the French national research funding agency. H2020 RISE
(Research and Innovation Staff Exchange) is an European funding instrument aiming to encourage
international and intersectoral collaborations through exchanges of research and innovation staff.
Digiteo-OMTE (Opérations de Maturation Technico-Économique) is a regional funding structure
aiming to accelerate the transfer of scientific projects. RNTS (Réseau National des Technologies pour
la Santé) aims to promote the application of new technologies in the field of health, around strategic
themes, by supporting projects led by industry, researchers and clinicians.
• Projet H2020 RISE MASTER (MultipleASpects TrajEctoRy management and analysis) (2018 -

...). Contributor to the privacy-preserving management of holistic trajectories task. Two second-
ments (at Universidade Federal de Santa Catarina, Brazil, and at University of Piraeus Research
Centre, Greece) were planned for 2020 and 2021, but were postponed because of the COVID
pandemic situation.

• ANR PerSoCloud (Personal and Social Trusted Cloud) (2017 - 2021). Contributor to reference
architecture for the Personal Cloud task and the secure data sharing and distributed querying
task.

• ANR KISS (Keeping your Information Safe and Secure) (2011 - 2015). Contributor to advanced
spatiotemporal data and query models for secure tokens task, access methods to efficiently manage
large document collections task, and large-scale distributed data management with trusted devices
task.

• Digiteo-OMTE MobiScope (2009). Main designer of the software platform and principal program-
mer of the software stack.

• RNTS RHÉA (2004-2006). Contributor to to the automatic classification of hospital reports task.

Industrial
Collaboration

My research group is involved in a long term collaboration with Cozy Cloud, a startup developing
Cozy (https://cozy.io), a privacy-friendly open-source Personal Cloud solution. I am involved in
this industrial-academic partnership which is cocretized in the form of research projects (e.g., ANR
PerSoCloud 2017-2021) or industrial projects (e.g., PIA Secsi 2016-2017). Moreover, this collaboration
has offered me the opportunity to co-advise two CIFRE (Convention Industrielle de Formation par
la Recherche) Ph.D. thesis (of Julien Loudet, defended in October 2019, and of Julien Mirval, started
in November 2020).



Visiting
Researcher
Hosting

• Pr. Cristian Borcea from New Jersey Institute of Technology (NJIT) was a CNRS visiting re-
searcher at PRISM laboratory, UVSQ, in June-August 2011. Being on complementary topics -
databases on my side and mobile computing on his - we worked on real-time routing (guidance)
of road traffic and proposed an efficient method offering traffic balancing. The results have been
published in an international conference and in two international reference journals in the field.

• Pr. Vincent Oria from NJIT was hosted as a visiting professor by RTRA DIGITEO in 2010.
During his stay, we worked on the indexing of trajectories in a road network. This collabora-
tion led to a paper at the ICDE conference in 2010, then to a publication in the international
journal VLDBJ. This collaboration continued and we have susequently published an article in
the international journal Geoinformatica on a complementary topic, namely the compression of
trajectories in a road network.

Scientific &
Administrative
Service

Organizing
Committees

• IEEE International Conference on Mobile Data Management (IEEE MDM), juin 2020, Versailles.
Organizing Co-chair.

• Colloque National Capteurs et Sciences Participatives (CASPA), Paris, April, 2019. Member of
the Scientific Committee.

• Conférence sur la Gestion de Données - Principes, Technologies et Applications (BDA) , Bucha-
rest, Romania, October 2018. Organizing Co-chair.

International
Conference
Program
Committees

• International Conference on Management of Data (SIGMOD Conference) (2021)
• IEEE International Conference on Data Engineering (ICDE) (2019, 2020)
• Scientific and Statistical Database Management Conference (SSDBM) (2019, 2020, 2021)
• IEEE MobileCloud (since 2015)
• International Conference on Data Science, Technology and Applications (DATA) (since 2016)
• International Joint Conference APWeb-WAIM (2017)
• MobilWare (2012, 2013, 2015, 2016)

International
Workshop PCs

• Workshop on Fairness, Accountability, Transparency, Ethics and Society on the Web (FATES)
(2021)

• International Workshop on Mobile Cloud Computing systems, Management, and Security (MCSMS)
(2016)

National
Conference PCs

• Conférence sur la Gestion de Données - Principes, Technologies et Applications (BDA) 2019.
Demonstration track.

• Atelier sur la Protection de la Vie Privée (APVP) (2015)

Journal Reviewer • SIGMOD Record (2021)
• ISPRS International Journal of Geo-Information (2021)
• Journal of Internet Services and Applications (2019)
• ACM Transactions on Spatial Algorithms and Systems (2017, 2018)
• Transactions on Parallel and Distributed Systems (2018)
• GeoInformatica (2018)
• Journal of Intelligent Transportation Systems (2017)
• International Journal of Geo-Information (2017)
• IEEE Transactions on Knowledge and Data Engineering (2015, 2016)
• International Journal of Digital Earth (2016)
• ACM Transactions on Storage (2015)
• Information Systems (2012, 2013)
• Journal of Systems and Software (2013)
• Earth Science Informatics (2012)

Other Conference
Activities

• Conférence sur la Gestion de Données - Principes, Technologies et Applications (BDA) 2011.
Webmaster.



Ph.D.
Committees

• Julien Loudet, Distributed and Privacy-Preserving Personal Queries on Personal Clouds, UVSQ,
October 24th, 2019.

• Dai-Hai Ton-That, Efficient Management and Secure Sharing of Mobility Traces, UVSQ, January
29th, 2016.

• Saliha Lallali, A Scalable Search Engine for the Personal Cloud, UVSQ, January 28th, 2016.
• Juan (Susan) Pan, Vehicle Re-routing Strategies for Congestion Avoidance, NJIT, December 18th,

2013.
• Juan (Susan) Pan, Vehicle Re-routing Strategies for Congestion Avoidance, Ph.D. Proposal De-

fense, NJIT, April 5th, 2013.

Selection
Committees &
Expertise

Selection Committees are in charge of hiring permanent researchers (e.g., on Associate Professor
positions). Expertise activity consists in reviewing research or international collaborative projects.
• Selection committee, Associate Professor position 0208, Conservatoire national des arts et métiers

(CNAM), 2019.
• Selection committee, Associate Professor position 4133, UVSQ, 2016.
• ANR expert, evaluation committee CE23, 2016.
• Expertise on bilateral exchange projects for COFECUB (Comité Français d’Evaluation de la

Coopération Universitaire et Scientifique avec le Brésil), 2013.

Inria Service The Commission du Développement Technologique (CDT) is in charge of (i) selecting the Inria project
proposals demanding engineering support, validating the candidates identified by the teams, and
evaluating the renewal of financial support, and (ii) assigning the Services d’Expérimentation et de
Développement (SED) engineers to Inria teams requiring specific software development support.
• Member of the CDT commission for Inria Saclay Ile-de-France, since 2019.

UVSQ Service The Board of the David computer science laboratory at UVSQ has the role of assisting the laboratory
Chair in preparing the agenda before every General Assembly of the laboratory. The laboratory Chair
may convene the Board, or consult it by email, for any other matter concerning the governance of
the laboratory.
• Elected member of the David laboratory Board at UVSQ, since 2021.

Scientific
Dissemination

Tutorials,
Invited Talks,
Workshops, ...

• Tutorial at VLDB’2019 (International Conference on Very Large Data Bases) : N. Anciaux,
L. Bouganim, P. Pucheral, I. Sandu Popa, G. Scerri : Personal Database Security and Trusted
Execution Environments : A Tutorial at the Crossroads. Los Angeles, August 26-30, 2019.

• Participation to the writing of the Access Control chapter of the Inria white paper on Cyberse-
curity and major scientific challenges, Inria, January 2019.

• Invited talk : Highly Distributed Queries on Personal Data Management Systems with Strong
Privacy Guarantees, New Jersey Institute of Technology (NJIT), April 9th 2018.

• Invitation to present representative demos for the research of the Inria Saclay-Ile-de-France center
at the inauguration of the Turing building, Inria Saclay-Ile-de-France, February 14th, 2017. At
this event, I represented the Petrus team and presented the PlugDB demo.

• BIS’2016 workshop https://project.inria.fr/siliconvalley/workshops/bis2016/ : Iulian
Sandu Popa, Inria SMIS & CityLab@Inria : Distributed Architectures for Privacy-Aware Mobile
Participatory Sensing, Paris, June 8-10, 2016.

• Invited tutorial at the international conference ADBIS (Advances in Databases and Information
Systems) : N. Anciaux, B. Nguyen, I. Sandu Popa : Towards an Era of Trust in Personal Data
Management, ADBIS’15, Poitier, France, September 2015.

• Tutorial at EDBT’2014 (International Conference on Extending Database Technology) : An-
ciaux, N., Nguyen, B., Sandu Popa, I. : Tutorial : Managing Personal Data with Strong Privacy
Guarantees. March 24-28, Athens, Greece, 2014.

• Advanced seminar at MDM’2013 (IEEE International Conference on Mobile Data Management) :
Anciaux, N., Nguyen, B., Sandu Popa, I. : Personal Data Management with Secure Hardware :
How to Keep Your Data at Hand. Milan, Italy, June 3-6, 2013.



• Future en Seine : world digital festival exposing the latest French and international digital inno-
vations to professionals and the general public. During this festival, I presented to the visitors
our work on personal data protection using secure and portable devices. June 2013.

• Invited talk : Integration, optimisation and analysis of data flows from mobile sensors. NJIT,
February 2011.

• Invited seminar : Intégration, optimisation et analyse des flux de données de capteurs. at LIRIS
lab, INSA Lyon, April 2010 and at CNAM Paris, Mai 2010.

Teaching I have been teaching at least 192h per year at UVSQ since September 2011, except for the school
years 2017/2018 and 2019/2020 when I had two half-year delegations at Inria Saclay and hence, I
only taught 96h per year. The detailed statistics for these years are presented in the table below.
Before, I taught 96h in 2009/2010 as a teaching assistant (ATER) and 64h per year during the three
years of my Ph.D. period (i.e., October 2006 to August 2009) also at UVSQ. Finally, I taught 36h in
2004/2005 at Politehnica University of Bucharest (Computer Science department).

In my teaching activities I have been involved in various courses for a varied public - from first year
undergraduate students to last year master students, at the University (UVSQ) or in Engineering
Schools (ISTY at UVSQ, ENSIIE in Evry, or Politehnica in Bucharest). However, a large part of
my teaching load is allocated to the courses listed below, which allows me to match the demand for
courses in the Computer Science department of the UFR des Sciences (UVSQ) with the specificity of
my profile :

Main Taught
Courses

1. Databases, 3rd year undergraduate students, the Computer Science department.
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1. Introduction

Behaviors, movements, social relationships and interests of in-
dividuals are now constantly recorded, evaluated and analyzed in
real-time by a small number of data aggregator companies [1]. This
concentration negatively impacts privacy preservation and self-
determination of individuals as well as innovation and fair compe-
tition between companies. Smart disclosure initiatives (e.g., Blue
and GreenButton in the US,1 Midata in the UK,2 MesInfos in
France3) are rising worldwide, aiming to restore individuals’ con-
trol over their data and improve fairness in personal data manage-
ment practices. The smart disclosure principle allows individuals
to freely retrieve their personal data through a simple click, in
a computer readable format, from the companies and adminis-
trations hosting them. According to the US government, this is a
means to ‘‘help consumersmakemore informed choices; give themac-
cess to useful personal data; power new kinds of digital tools, products,
and services for consumers; and promote efficiency, innovation, and
economic growth’’ [2]. This fundamental principle has been recently
translated into lawwith the right to data portability of the European
General Data Protection Regulation (GDPR) [3].

Not only does smart disclosure allow individuals to be aware
of the information collected about them, it also holds the promise
of new services of high social and societal interest [2]. Indeed,
individuals can now gather their complete digital environment in a
so-called Personal Cloud or Personal InformationManagement Sys-
tems [4], Personal Data Server [5] or Personal Data Store [6]. A Per-
sonal Cloud is not only composed of data from many (previously)
isolated information silos (e.g. secondary copies of data issued by
their bank, employer, supermarket, hospital) but also of primary
data (e.g. produced by quantified-self devices and smart meters,
photos taken with their smartphone or documents stored on their
PC). This unprecedented concentration of personal data opens the
way for new value-added services when crossing multiple data of
a given person (e.g., crossing medical data with eating patterns
or bank statements with shopping history) or crossing the data of
multiple people (e.g., conducting an epidemiological study), all this
under the concerned individual’s control. While this will certainly
not stop data aggregator companies’ current practices, the Personal

1 https://www.healthit.gov/topic/health-it-initiatives/blue-button.
2 https://www.gov.uk/government/news/the-midata-vision-of-consumer-

empowerment.
3 http://mesinfos.fing.org/.

Cloud introduces an alternativeway to develop fairer personal data
management services using richer personal data. Hence, smart
disclosure and the related Personal Cloud concept have become the
cornerstone of what is called today user empowerment.

However,we should be cautious of a potential boomerang effect
of user empowerment : returning individual’s their data without
providing themwith the appropriate environment to exercise their
control over it. Several companies are now riding the Personal
Cloud wave and the spectrum of proposals in the internet sphere
is highly diverse. Online personal cloud solutions (e.g., CozyCloud,
Digi.me, BitsAbout.Me to only cite a few) propose a centralizedweb
hosting of personal data combined with a rich set of services to
collect personal data from various sources, store them and cross-
exploit them. This approach assumes, by construction, that individ-
uals do not question the honesty of the hosting company (including
the honesty of the employees) nor its capacity to defeat severe at-
tacks, since centralization creates by essence a massive honeypot.
Zero-knowledge personal cloud solutions (e.g., SpiderOak [7], Sync)
mitigate this strong trust assumption by offering a fully encrypted
(yet still centralized) data store, but impose a new responsibility
(managing the encryption keys) on the individuals, thus trading
user friendliness and rich services for improved security. Home
cloud software solutions (e.g., OpenPDS [6], DataBox [8,9]) build
upon the paradigm of local/edge computing by considering that
the raw personal data should remain stored physically close to
the user. Hence, they advocate for a decentralized approach where
individuals install local personal servers on their own equipment
(e.g., PC). Home cloud plugs (e.g., CloudLocker, Helixee) go further
in this direction by offering a dedicated box that can store TBs
of data, run a server and simply be plugged on an individual’s
home internet gateway, alleviating the burden of installing and
administering a server. Finally tamper-resistant home clouds are
home cloud plugs integrating secure chips on their hardware board
to improve their resistance to confidentiality attacks, viruses and
ransomwares. All these alternatives belong to the large, fuzzy,
personal cloud system family but neither provide the same set of
functionalities nor consider the same threat model.

This diversity of solutions raises important questions. Which
functionalities are reallymandatory in the personal cloud context?
Which threat model better captures the various uses and architec-
tural environments of the personal cloud? Do solutions exist com-
bining the required set of functionalities and appropriate threat
model? If not, where does the difficulty stem from? Can solutions
be devised by adapting existing corporate cloud-based techniques
or is the personal cloud problem fundamentally different, thus
imposing a deep rethink of these techniques? These questions are
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important for the data management research community and for
the individual as well. By leaving these questionswithout answers,
the risk is high to see the Personal Cloud paradigm be nothing but
a missed attempt to reach a better regulation of the management
of personal data, and maybe one of the last.

This paper precisely tries to answer these questions by making
the following contributions:

• Personal cloud solutions categorization: we review, compare
and categorize the various personal cloud alternatives
sketched above in terms of provided functionalities and tar-
geted threat model. The functionality axis is organized so as
to cover all important steps of the personal data life cycle,
from collection to storage, recovery, individual and collective
exploitation of personal data. The threat model axis tries to
encompass all actors contributing to the use of a personal
cloud platform, from the personal cloud service provider, the
applications providers, to the individual and its storage and
computing environment. Beyond identifying the main ex-
pected features and privacy threats that need to be addressed,
we also show that existing alternatives do not cover all of
these features and threats, and cannot be combined for this
purpose.

• Definition of an extensible and secure personal data manage-
ment system (ES-PDMS): we propose a definition of what an
extensive (combining all functionalities) and secure (circum-
venting all the threats) Personal Data Management System
should be. Therefore, we analyze the specificities of each
functionality in the light of the individual context considered
in this paper, and we deduce the corresponding security
properties to achieve them. This has not been done until now,
as existing personal cloud solutions havemostly been derived
from their corporate counterparts.

• Definition of an ES-PDMS reference architecture: we have the
strong belief that many security issues are rooted in archi-
tectural choices. Thus, we propose an abstract design for
an ES-PDMS reference architecture satisfying the properties
we will have defined. We then illustrate how this abstract
architecture can be instantiated in different concrete settings.
For the sake of generality, this design makes no assumption
on the PDMS data management model itself (models and
languages to define, manipulate and share objects entering
in a PDMS).

• Research issues related to PDMS architectures: finally, we re-
view a set of important research issues which remain to be
investigated concerning the definition and security of PDMS
architectures.

The rest of the paper follows this same structure, one section being
devoted to each contribution, followed by a conclusion highlight-
ing the expected impact of this work.

2. Existing personal cloud solutions

The Personal Cloud concept originally appeared under differ-
ent names such as Personal Information Management Systems [4],
Personal Data Server [5] or Personal Data Store [6]. It attracts today
significant attention fromboth the research and industrial commu-
nities. This section provides a review of existing personal cloud so-
lutions, representative of current approaches, to help understand
the fundamental aspects in terms of functional requirements and
security/privacy threats.

We distinguish cloud data management solutions designed for
the corporate/enterprise context from those targeting individuals,
i.e., tailored for personal use and referred to as Personal Clouds
in this section. Corporate cloud solutions offer digital tools to

employees including, e.g., file storage space, email/agenda applica-
tions, file sharingwith other employees based on permissions, user
management and authentication based on LDAP repositories. They
come as enterprise cloud tools either implemented as-a-service
in the cloud or hosted on a server owned by the company and
managed by internal administrators, such as SeaFile, Pydio, own-
Cloud/NextCloud, Sandstorm or Tonido/FileCloud. In terms of data
management, the primary foci are multi-user features, workspace
and user management, authentication, access control, privilege
settings, administration and analysis tools. Such solutions do not
apply to the personal cloud case and hence are not further detailed
in this state of the art. Showing to which extent and detailing
the major differences between individual and corporate-oriented
solutions, is precisely one of the goals of the paper.

In contrast, solutions tailored for personal (and generally pri-
vate) use aremono-user and seek to help usersmanage their entire
digital life, i.e., by providing connectors to external data sources
(e.g., bank, hospital, employer, social network, etc.), by allowing
cross-data computation usages (e.g., linking the bank records of the
individual with corresponding bills and email confirmations) and
community uses based on groups of users sharing data for a social
benefit (e.g., epidemiological study in a community of patients),
by permitting their installation and configuration by laymen, and
by helping individuals (rather than IT experts or administrators)
understand and control data dissemination.

In the rest of this section, we thus deliberately focus on so-
lutions tailored for individuals. We first review the online per-
sonal cloud solutions resorting to a personal cloud provider or
remote storage service, then present variants offering additional
security guarantees including zero-knowledge data stores, and
finally analyze some more decentralized ‘home cloud’ proposals
where the data is stored user-side, using purely software-based
solution, hardware plugs or tamper resistant devices. We conclude
this overview with a summary of the main features and secu-
rity/privacy threats considered by existing solutions. This state-
of-the-art analysis provides the needed material to derive in the
next section themain underlying datamanagement functionalities
and related security goals of any extensive (in terms of database
functionalities) and secure PDMS.

2.1. Online personal cloud solutions

Many online personal cloud solutions flourish today such as
CozyCloud, Digi.me, Meeco, BitsAbout.Me or Camilistore/Perkeep
to name a few. Governmental programs likeMyData.org in Finland,
MesInfos.fing.org in France or in the UK, target the same objective.
These initiatives provide online personal cloud solutions to help
users gather and store all their personal data in the same place and
in a usable format, with the possibility to cross-exploit it through
various applications. In terms of privacy and security, a common
claim of these solutions is to proscribe any secondary usage (and
in particular monetization of personal data) by the personal cloud
provider and to guarantee to their users that their personal data
is never disclosed to third parties except on their explicit request.
Themain functionalities advertised and the corresponding privacy
promises of such systems are further described below.

Data collectors. Most of the solutions mentioned above build
on recent regulations like the GDPR (including the EU ‘right to
personal data portability’) or smart disclosure initiative (e.g., Blue
and GreenButton in US), and provide data collectors which can
automatically feed a personal cloud with user’s data originating
from different online services. Data collectors act as data bridges,
which retrieve personal data on the behalf of the user (i.e., using
her credentials) fromexternal data sources. Usually, data collectors
rely on web scrapping technologies (e.g., Cheerio, Weboob) which
act on the behalf of the user on a target website to collect their
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personal data. For example, CozyCloud (through the ‘CozyCollect’
application) and Digi.me provide their users with a catalog of con-
nectors to retrievemany kinds of personal data, including financial
data (e.g., from banks or PayPal), administrative data (e.g., elec-
tricity or telco bills and consumption traces, insurance contracts),
social network data (e.g., from Facebook or Pinterest accounts),
music (e.g., Spotify), medical information (e.g., from social security
institutions, hospitals, or Blue Button compliant sites) or fitness
data (e.g., Fitbit), to cite only a few. BitsAbout.Me also provides
data collectors but focusses instead on theweb activity trails of the
user and targets personal information such as Google geolocation
histories, Facebook ‘likes’ graphs and YouTube histories.

Cross-data computation services. Online personal cloud so-
lutions allow integrating personal data usually scattered across
distinct and closed data silos, which opens the way for novel
applications able to cross-exploit it. Digi.me provides transversal
data services, transversal data searches, and data sharing between
different apps. In CozyCloud, the apps interact with the Cozy data
system to access documents stored in a CouchDB engine, where
each document is stored in a JSON format with an associated
‘doctype’ family (e.g., bank, photos, bills, etc.). The list of existing
doctypes are defined and published by Cozy such that Cozy app
developers can conform to a common scheme and easily identify
the documents of interest (e.g., a finance appmaybe granted access
to all the ‘bank’ and ‘bills’ doctypes and cross-exploit them to link
each bill to a corresponding bank transaction record). In Meeco,
personal data is organized within life-tiles, i.e., datasets defined
by the user which gather specific personal information or files
uploaded by the user (e.g., photos taken around Christmas in a
life-tile entitled ‘Christmas’), and web-tiles, i.e., user defined goals
(e.g., purchase intents) or user’s activities on specified websites
(e.g., amazon.com).

Trusted data storage. The personal data associatedwith a given
personal cloud user is stored online, but within a data store which
belongs to a single user. In CozyCloud and Meeco, the user’s per-
sonal cloud is hosted and secured by the cloud service provider on
behalf of the personal cloud owner (e.g., using server-side encryp-
tion). For instance, Meeco has chosen a cloud server in Australia
to comply with the strict local privacy regulations, while Cozy
can be deployed using any cloud service provider. In some cases
(e.g. Cozy), expert users can opt for a self-hosted instance, which
is close to the home cloud approach considered in Section 2.2.
In Digi.me, data is encrypted and stored where the user wishes
(e.g., on Dropbox, Google Drive or MS OneDrive). Encryption keys
are stored on a user’s device and derived from a user password.
Keys are unlocked at connection time and used server side by
data collectors and personal applications and are only retained
for the duration of the session. In BitsAbout.Me, a Personal Data
Store is dedicated to each user and is hosted encrypted in a dat-
acenter in the EU or Switzerland (chosen for the high level of
legal privacy protection offered by the GDPR and Swiss laws).
Camilistore/Perkeep has a rather different approach as its goal is
to provide a personal storage for life (above 100 years) to indi-
viduals. The solution thus focuses on providing users with easy
means to generate a (searchable) personal data archive (storing all
their, e.g., Tweets, social media photos, etc.) on a personal (device
or cloud) store, independently of the websites hosting the data
(e.g., Twitter, Instagram, etc.).

Trust model. All the above-mentioned solutions make strong
privacy promises to the users in order to gain their trust. In par-
ticular, the personal cloud provider commits to never observe nor
exploit the users’ personal data for secondary usages not advertised
to the personal cloud owner such as data monetization. Although
the different proposals vary widely in the way the personal cloud
provider effectively tries to gain the users’ trust, it mainly relies
on three arguments. The first argument is linked to the trust users

may put in the security standards of authentication, communi-
cations and data encryption. For instance, Digi.me authenticates
applications, encrypts communication channels using SSL and en-
crypts passwords with RSA 2048-bit (FIPS compliant). CozyCloud
also follows the current security best practices in terms of users’
passwords, connections and data at rest encryption. BitsAbout.Me
declares that the decryption keys are expunged from its servers
at user’s disconnection and therefore the server can only access
the data during the time of a session. The second argument is
related to the virtuous legal and economic frameworks to which
the cloud provider is bound. Typically, most providers underline
a high degree of independence enacted by contract between the
storage provider and the data owner. As explained above, Meeco
or BitsAbout.Me argue that the location of their servers is chosen
for the high level of legal privacy protection, and Digi.me lets users
select the cloud storage of their choice. In some cases, users can
choose to have their personal cloud instance hosted directly by
the cloud provider (e.g., CozyCloud) or by any other trusted third
party of their choice (e.g., OVH, Dropbox, etc.). CozyCloud follows a
similar principle, following the motto that ‘users will stay because
they can leave’. In addition, such personal cloud providers claim
to adopt an economic model creating a virtuous circle for privacy
and promise not to monetize the personal data provided by the
users (or unless they explicitly demand it). The third argument to
gain users’ confidence is linked to the transparency or auditability
of the code of the applications and the personal cloud platform. For
example, CozyCloud’s applications and data system code are open
source. The main consequence is that expert users can review the
code or audit it such that any black box effect is avoided.

Overall, these solutions focus on a very similar set of func-
tionalities, which cover the collection of personal data, storage
in an individual personal data store, and the integration of the
data such that transversal information processing ismade possible.
However, while most initiatives claim to guarantee users’ privacy,
these approaches mainly rely on legal and economic frameworks
with an unclear impact on the technical means to enforce security
andprivacy guarantees.Moreover, these approaches implicitly rely
on very strong hypotheses in terms of security: (i) the personal
cloud provider, employees and administrators are assumed to be
fully-honest, and (ii) the overall personal cloud code as well as the
whole set of personal applications and services running on top
of it are considered trusted. Common security and privacy threats
remain thus insufficiently addressed. Typically, data leakage re-
sulting from attacks conducted against the personal cloud provider
or the applications (which could be granted access to large subsets
of raw personal data), or resulting from human errors, negligence
or corruption of personal cloud employees and application de-
velopers, cannot be avoided in practice. This is critical because
such solutions rely on a centralized cloud infrastructure settings
which exacerbate the risk of exposing a large number of personal
cloud owners, and hence may be subject to many sophisticated
attacks.

2.2. Zero-knowledge-based personal clouds

Zero-knowledge personal clouds such as SpiderOak or Sync and
to a certain extent MyDex or Digi.me mentioned above, propose
architectural variations of the online Personal Cloud solutions in
particular to mitigate some of the internal privacy issues raised by
the strong assumption that the service provider is trusted. These
solutions focus in particular on secure storage and backup. These
functionalities, as well as elements of the corresponding privacy
threats, are sketched below.

Secure storage. In most of the personal cloud solutions offering
zero-knowledge storage, data is stored encrypted in the cloud
and the user inherits the responsibility to store and manage the
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encryption keys elsewhere (andnever transmit it to the outside nor
to the personal cloud provider). In SpiderOak, the personal cloud
provider knows the number of encrypted data blocks produced by
a given user, but not their content nor the associated metadata
information (e.g., folder or file names). The encryption key of a
user is derived from the user’s password (i.e., password-based
encryption). Note that file deduplication (i.e., storing a file only
once at server side if several users hold that file) is not feasible as it
would result in increasing the knowledge of the server. Sync uses
password-based encryption techniques as well, but focuses more
on the synchronization issues between the different devices of a
same user. MyDex also offers a zero-knowledge service following
privacy-by-design principles, but the system is here separated in
two parts: (i) a front-end service which is in charge of retrieving
the private keys from the users at connection time, encrypting and
decrypting the personal data of the client during the session, and
expunging the keys at disconnection; and (ii) a back-end service
which stores collections of encrypted files. Note that an implicit
assumption here is that the two parts cannot collude, and that
relying on a front-end service at server side (instead of a client-
side implementation) to manage the cryptographic keys weakens
the zero-knowledge claim.

Secure backup. A common asset advertised by many zero-
knowledge personal cloud services is secure backup, as a means
to recover personal data when faced with a ransomware attack,
personal device failure or unexpected data deletion. Thus, most
zero-knowledge solutions, like SpiderOak, propose point-in-time
recovery, such that users can recover any previous version of their
personal files at a given date in the past. Note, however, that the
user must assume the responsibility of storing and managing the
encryption keys, since managing them server side would conflict
with the zero-knowledge nature of these solutions.

Trust model. The threats considered by these solutions include
(i) an attacker who compromises the personal cloud provider
(i.e., addresses the case of data snooping and data leakage), (ii) a per-
sonal cloud provider that would want to make non-advertised us-
ages on the customers’ data content (i.e., secondary usages, e.g., per-
sonal data monetization), and (iii) a client device failure or corrup-
tion (e.g., ransomware attack). Note however that the term ‘zero-
knowledge’ does not refer here to its cryptographic definition
counterpart, since the personal data access patterns are not sup-
posed to be hidden from the personal cloud provider. This consid-
eration recently led to adopt the term ‘no-knowledge’ data store.
A recent analysis of the threat model considered by SpiderOak
(which applies to the zero-knowledge personal cloud providers
as discussed here) is presented in [7]. In a nutshell, the threat
model assumes Honest-but-curious or Malicious personal cloud
providers, and a trusted client application and device (at least, con-
sidered trusted before the time of failure or before a ransomware
acts).

In conclusion, compared to the basic online personal cloud (see
Section 2.1), the zero-knowledge personal cloud solutions offer a
higher level of security since the personal cloud provider cannot
access personal data in clear. However, the price to pay is a mini-
malist functionality, i.e., the difficulty to develop advanced services
on top of zero-knowledge personal clouds, which reduces the uses
of a zero-knowledge personal cloud to those of a robust personal
data safe. Moreover, since data processing (beyond basic storage)
cannot be delegated to the server, data-oriented treatments are
embedded into the client applications, shifting the security andpri-
vacy issues to the client’s side. On the other hand, the assumption
of an honest client application (which has access to the decryption
keys and to the raw data in clear) on which such cloud solutions
rely, may be too strong to hold in practice (due to, e.g., the ubiquity
of viruses), thus creating a vicious circle.

2.3. Home cloud software

Other personal cloud initiatives, called ‘home cloud’ hereafter,
build upon the paradigm of local/edge computing. These initiatives
consider that raw personal data should remain stored at the ex-
tremities of the network (e.g., within the user’s equipment or close
to the IoT device which produced it) as a means to circumvent the
intrinsic security risks of data centralization (i.e., corruption of the
server resulting in massive data leakage and illicit data usages). In
this Section, we first discuss purely software-based solutions, and
then move on to the case of hardware-based proposals in the next
two Sections.

Some remarkable representatives of home cloud software solu-
tions are OpenPDS [6] and DataBox [8,9]. Both focusmainly on new
privacy models allowing users to reduce the amount of personal
data exposed to remote parties (i.e., data services or other users)
and audit data exchanges. The core of these proposals is based on a
trusted storage hosted locally on the user’s device or at the edge of
the network, combined with cross-computations and data sharing
such that users may consent revealing only query results to third
parties instead of disclosing large amounts of sensitive raw data.

Trusted storage. OpenPDS is a personal cloud solution which
allows a user to accumulate personal data about her (e.g., web or
shopping preferences, location traces) on her device (e.g., smart-
phone) and which provides a privacy preserving framework to
explore this data. In Databox, the raw data storage is based on
several isolated local stores, each data store being associated with
a given source of personal raw data (e.g., one store per IoT device or
sensor equipping the user), all located at the edges of the network.
In both cases, data storage is considered trusted because it is
managed locally on a user device.

Cross-computations and data dissemination. For both func-
tionalities, the goal is circumventing the problem of third-parties
being granted access to large amounts of user’s raw data. Data
sharing in OpenPDS is based on a framework called Safe Answer [6],
a query-answering system used to analyze (i.e., cross-compute)
the personal data collected by the individual and minimize the
information about the data exposed to third parties or applications.
The idea is to answer precise questions rather than externalize
the complete set of raw data on which the queries are processed.
In the same vein, DataBox [8,9] proposes techniques inspired by
the Human–Data Interaction (HDI) paradigm to enable individuals
to understand what data is collected about them and how it is
processed. The proposal is based on separating the raw data stores
from other stores dedicated to materialize aggregated query re-
sults, which can be made accessible to remote third parties. The
proposed model relies on the ability to log all data accesses and
data flows, and provides audit capabilities to simplify the users’
control and understanding of the effective dissemination of their
personal data.

Trust model. The focus of both OpenPDS and DataBox is not on
security and enforcement, but on the study of the aforementioned
functionalities under the angle of new privacy models and edge
computing. An implicit trust assumption is that the (local/edge
located) data stores hosting the personal raw data are trusted as
well as the data system used to implement these functionalities
(i.e., the cross-computation engine used to produce the aggregated
results to answer queries, as well as the sharing model and the
audit framework). The software architecture of Databox advocates
the use ofDocker containers (MirageOSunikernel beingmentioned
as a long-term alternative) to isolate certain data computations
on the raw data. However, formal security guarantees are not
discussed and the proposals do not focus on solutions to ensure
that the proposed privacy models cannot be bypassed.

Compared with zero-knowledge solutions, formal security
guarantees (in particular on the backup service) are lost. But
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interestingly, the impact in terms of ‘minimalist functionality’ is
alleviated since advanced data services could potentially be pro-
vided as part of the personal cloud platform (which is obviously not
compatible with the zero-knowledge guarantee). In addition, such
solutions target user privacy protection against over-privileged
third-parties and applications under the strong security assump-
tion of having a fully-secured personal cloud software user side.

2.4. Home cloud plugs

Home cloud plug solutions such as Lima,4 Helixee,5 Cloud-
Locker6 and MyCloud,7 distinguish themselves from the previous
approaches by providing solutions helping the users to self-host
their personal data at home on a dedicated hardware platform.
These solutions take the form of hardware plugs that can store TBs
of data, which are synchronized with all the devices of the owner
and can be accessed online.

Trusted storage and backup. In Lima, the hardware plug is
connected to the user’s internet home-box and to an external
disk drive. Other solutions, like Helixee, directly integrate the
disk drive into the plug. Personal data is stored encrypted locally
and is made accessible by the home cloud plug, which holds the
encryption keys, to a set of personal devices authorized by the
user (e.g., her smartphone and laptop). Usually, a central server
can be used as DNS (as in Lima) to establish a remote connection
between the users’ devices and the hardware plug. The system can
then be backed-up automatically using a second plug or a remote
encrypted archive locked by the user password.

Trust model. The main privacy benefit of home cloud plugs
comes from the absence of delegation to a central cloud server.
In terms of security however, the implicit assumption is strong, as
the home cloud hardware and software platform must be trusted.
This hypothesis is supported by the fact that the hardware plug
constitutes a rather closed (dedicated) platform since no applica-
tion except the software managing the plug is supposed to run
on it. This limits the attack surface compared with richer devices
(such as a smartphone). However, no formal security guarantees
are provided to the user concerning the self-hosted platform and
the application services running on top. This can put the user’s
raw data at risk considering that unsecured end-user devices are
accessing it. For instance, the DynDNS attack of November 2016,
which infected unsecured end-user devices (e.g., printers, IP cam-
eras and residential gateways) with a malware, illustrates the
vulnerability of such home-based solutions.

To conclude, the focus in terms of personal data uses is again
mainly on trusted storage and backup, and to a certain extent
basic data sharing to support data synchronization between all the
devices of the user. However, collaborative uses involving personal
data from multiple individuals are, to the best of our knowledge,
outside of the scope of these approaches. In terms of privacy and
security, the gain compared to home cloud software solutions is, to
some extent, a better controlled client execution environment for
the personal cloud software, which nevertheless does not provide
strong security guarantees. These two complementary approaches
pose a problem in terms of safely extending the data related
functionalities. Indeed, implementing a new advanced data service
would require either to extend the trusted code hosted on the
hardware plug, which should be considered as a closed platform
for security reasons, or to add it as an external app, which in this
case would run on vulnerable client devices.

4 https://meetlima.com/tech.php?lang=en.
5 http://www.helixee.me/.
6 https://www.cloudlocker.eu/en/index.html.
7 https://mycloud.com/.

2.4.1. Tamper-resistant home cloud
To improve the security of home cloudplugs, researchproposals

like Personal Data Server (PDS) [5] and Trusted Cells [10] introduce
secure (i.e., tamper-resistant) hardware at the network edges to
manage the user’s personal data. These approaches propose to
embed a minimal Trusted Computing Base (TCB) dedicated to data
management in the secure element of smart phones, set-top boxes
or portable USB tokens to form a global decentralized secured data
platform.

Secure storage. The PDS approach builds upon the tamper re-
sistance of secure chips (e.g., smart cards, secure tokens). A DBMS
engine is embedded in a secure chip, and hence inherits its security
properties. The database metadata are stored in the internal mem-
ory of the chip are thus become tamper resistant, and the database
itself (the data, indexes, logs, etc.) is cryptographically protected
and stored in an external Flash memory (e.g., a raw NAND Flash
chip or a MicroSD card linked by a bus to the microcontroller like
in PlugDB8).

Secure cross-computations. Simple query evaluation and an
access control engine can be integrated into the PDS engine run-
ning in the secure chip [11,12]. The secure cross-computations are
however limited to simple database queries.

Secure distributed computations. The possibilities of crossing
data belonging to multiple individuals (e.g., performing statistical
queries over personal data, computing queries on social graphs
or organizing participatory data collection) while providing strong
privacy guarantees have been explored in the context of a network
of PDSs so that each user can keep control over her data. The
personal data is stored locally in each user’s PDS and the execution
takes place on a hybrid infrastructure called an asymmetric archi-
tecture: on the one hand the PDSs of the participants are secure
(i.e., behave honestly) but have low computation power, on the
other hand, they are supported by an untrusted cloud infrastruc-
ture (e.g., honest-but-curious) implementing an IaaS or PaaS with
significant storage and computing power. Different algorithms and
computing paradigms have been studied on this architecture, from
SQL aggregates [13] to special aggregation in a mobile participa-
tory sensing context [14]. In all cases, the challenge is to trade
privacy for performances depending on the equilibrium between
the secure computations executed by the secure PDSs and the ones
delegated to the untrusted cloud infrastructure.

Trust model. In this line of work, each PDS is assumed to be
trusted. This trust assumption comes from several factors: (i) the
PDS software inherits the tamper resistance of the hardware and
can be certified according to the Common Criteria, making hard-
ware and software attacks highly difficult, and (ii) the embedded
database canbe auto-administereddue to its simplicity (in contrast
withmulti-user server counterparts)which precludes DBA attacks.
However, a PDS cannot provide all the required database func-
tionalities without resorting to an external infrastructure (e.g., dis-
tributed queries involving several PDSs as described above require
external supporting servers). While the PDSs can be assumed to
be fully trusted, the supporting communication and computation
infrastructure is considered as the main adversary. It is considered
as a malicious adversary having weakly malicious intents [15]. This
means that it may deviate from the protocols it implements in
order to infer personal information, but only tries to cheat when it
cannot be detected by any PDS user. This assumption is commonly
made for cloud services, as publicly advertising data leaks would
cause important (financial) damages to the underlying service
provider.

In conclusion, a high security level can be achieved since tamper
resistant hardware is used. However, only rather simple queries
can be addressed, and the underlying query engine being part

8 https://project.inria.fr/plugdb/en/.
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of the TCB (running inside the secure microcontroller) must be
proven secure. In addition, this approach leads to a non-extensible
data system for two main reasons. First, supporting any new
data and query model would require redesigning the underlying
data storage, indexing and query processing techniques to comply
with the strong constraints of tamper resistant hardware. Sec-
ond, any advanced and potentially extensible database processing
(e.g., large pieces of code implementing user defined database
functions, stored procedures, database workflows or involving ex-
isting libraries supporting data intensive processes) is proscribed
as it cannot be integrated as part of the TCB. These two main
drawbacks drastically limit the practicality and the genericity of
the PDS approach. The security is hence achieved at the price of
extensibility. Hence, such solutions mainly target ad-hoc appli-
cations managing highly sensitive data, e.g., personal Electronic
Health Records.

2.5. Synthesis of the existing approaches

The solutions presented above address different functionalities
of the personal cloud and consider different trust models, which
are both summarized in Tables 1 and 2.

In terms of functionalities (see Table 1), two important conclu-
sions can be drawn. First, thewhole personal clouddata life-cycle
must be covered. We observe that the different solutions tackle
different stages of the life cycle of the personal data in a personal
cloud. In particular, all solutions discussed above address data col-
lection, storage, backup, cross-computations and data dissemination.
An extensive personal cloud solution should hence include all these
functionalities to cover the whole personal data life cycle.

Second, distributed computations should be part of the cov-
ered functionalities. We also note that the distributed computa-
tions step is currently poorly covered. Is this because this func-
tionality is less useful or because it is too difficult to be covered
in practice in the personal cloud context? Regarding the utility
of this functionality, we argue the opposite. Distributed compu-
tations over the personal data of (very) large sets of individuals
unquestionably pave the way for Big –personal – Data computa-
tionswithmany applications in a personal cloud context, like com-
puting recommendations, launching participative studies, learning
information using the data of users belonging to a community
(e.g., training a neural network in a patient community) or making
collective decisions. However, this also requires privacy preserving
implementations. A primary condition under which large sets of
individuals would contributewith their own private data to collec-
tive uses is the guarantee that neither the other participants nor the
infrastructure can access individual data. This probably explains
why the only line of work addressing this step is focusing on secu-
rity and proposes solutions based on tamper resistant hardware.

Trust is another essential concern of the personal cloud (see
Table 2). Two conclusions can be drawn for the state-of-the-art
analysis.

First, all the privacy threats considered in the state-of-the-
art solutions must be circumvented to protect user’s privacy and
security in ameaningful way. Indeed, several threats are addressed
by the different proposals, such as data snooping and secondary
data uses performed by cloud providers (e.g., data monetization),
corrupted applications or client devices (e.g., ransomware), or per-
sonal device failure. They all makes sense from a personal user
point of view, since herwhole digital life ismanaged and controlled
using the platform.

However, a second (negative) conclusion is that unifying these
different solutions does not lead to a secure personal cloud
architecture. This is the case because building the union of the pro-
posals would undeniably face irreconcilable architectural choices.
Indeed,we observe that the existing personal cloud solutions cover

a rather wide spectrum of architectural choices, but this leads to
different – and sometimes contradictory – trust models and secu-
rity measures. More precisely, each class of solutions addresses a
specific subset of functionalities while considering a specific threat
model. For example, how is it possible to combine zero-knowledge
encrypted storage with online personal cloud data-oriented com-
putation facilities without returning all an individual’s data to the
client side and putting them at risk?

In conclusion, we can derive from this state-of-the-art analysis
the set of functionalities to be implemented in the underlying
Personal Data Management Systems (PDMS for short) to cover the
complete data life-cycle, and the list of privacy threats the PDMS
must circumvent. However, existing solutions do not address the
whole functionality/threats spectrum and cannot be combined.
Our goal in the next section is to progress towards a clearer def-
inition of what an extensive (covering all the functionalities) and
secure (addressing all the threats) PDMS should be.

3. Definition of an Extensive and Secure Personal DataManage-
ment Systems (ES-PDMS)

Currently, the principles underlying most existing solutions
seem to be directly inherited from those considered in the context
of the corporate cloud and have not been rethought with personal
use inmind. For example,many solutions examined in the previous
section rely on data encryption but nothing is said about restoring
the master key in case of damage, except resorting on trivial unse-
cure protocols or on so-called-trusted third parties. Similarly, how
to securely collect personal data from web sites through a myriad
of unsecure wrappers without leaking both the user credentials
needed to connect to the remote site and the collected personal
data ? We argue that the way the PDMS functionalities are imple-
mented and secured is determined by the intrinsic personal use of
the PDMS, and must be deeply redesigned with this statement in
mind.

In what follows, we first review in Section 3.1 each of the PDMS
functionalities identified in the state of the art as needed to cover
the whole data life-cycle and we analyze their intrinsic speci-
ficities. Then, in Section 3.2, we derive the fundamental security
property attached to each functionality (and hence to each step
of the data life-cycle). This analysis leads to the definition of an
Extensive (i.e., providing the needed functionalities to cover the
whole data life-cycle in a personal cloud) and Secure (i.e., achieving
all the expected security goals) Personal Data Management System
(ES-PDMS), which is provided in Section 3.3.

3.1. Specificities of data management in the PDMS context

As identified in Section 2.5, the PDMS functionalities are ex-
pected to cover the main stages of the personal data life-cycle
and should thus integrate data collection, storage and recovery,
personal computations, distributed computations and data dissemi-
nation management. For each functionality, we discuss their main
specificities, and highlight to which extent they differ from their
corporate data management system counterpart. Note that some
operational aspects (e.g., how to interact with the PDMS, how
to engage into a collective computation, etc.) are more platform
dependent and will be addressed in Section 4 where physical
instances of PDMS will be discussed.

Data collection. The data collection functionality concerns both
primary copies of user data (e.g., quantified-self data, smart home
data, photos, videos, documents generated by the user, etc.) and
secondary copies (e.g., banking data, health, employment, insur-
ance, etc.). While the primary copies can be directly fed to the
PDMS from data sources under the user’s control, secondary copies
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Table 1
Main functionalities of the state-of-the-art personal cloud solutions.

Table 2
Trust considerations in the state-of-the-art of personal cloud solutions.

Representative Personal Cloud approaches
Online personal cloud Zero-knowledge personal

cloud
Home cloud software Home cloud Plug Tamper resistant personal

server

Trust

Considered
threats

secondary usages
(monetization) performed
by the cloud provider

Data snooping or leakage,
secondary usages
performed by the cloud
provider, client device
failure and ransomware
attacks

Massive data snooping or
leakage, secondary
usages, over-privileged
third parties and
applications

Massive data snooping or
leakage, pecuniary
usages, home plug device
failure

Massive data snooping or
leakage, secondary
usages, over-privileged
third parties and
applications

Trust model Fully-honest personal
cloud provider, trusted
personal cloud code,
trusted applications

Honest-but-curious to
Malicious cloud provider,
trusted applications,
trusted client device
(before time of failure or
ransomware attack)

Trusted personal cloud
code, trusted client
device, untrusted
applications

Trusted personal cloud
code, trusted home plug,
trusted client applications

Trusted personal cloud
code, honest-but-curious
central supporting
infrastructure, untrusted
applications

Privacy and
security
measures

Security standards,
virtuous legal and
economic framework,
transparency and
auditability of the code
(apps/PDMS)

Client-side encryption,
‘no-knowledge’ cloud
store

SafeAnswers, logical
separation of the personal
data stores, audit

Closed platform
(dedicated device),
physical ownership

Secure hardware, physical
ownership small TCB,
secure distributed
protocols

have to be scrapped from the online services holding them. Col-
lecting data from external sources is a basic operation of any
corporate data management system. This task is usually handled
thanks to a well-known and predefined set of carefully audited,
patched and supported wrappers, under the control of data and
security administrators who guarantee the quality and integrity of
the integrated data. In the PDMS context, the situation is totally
different. The PDMS owner is confronted with a large variety of
scrappers (e.g., Web Outside of Browsers9) capable of capturing
various types of data from a myriad of online services, the code
of which cannot be trusted due to code complexity, diversity of
contributors and sometimes closed source. However, by construc-
tion, such scrappers have access to highly sensitive data, from
the credentials required to connect to the online service to the
scrapped data itself (e.g., bank records, pay slips, invoices, medical
records). Moreover, the user environment (e.g., operating system,

9 weboob.org.

network, other apps) in which the wrappers run is by far less
trusted than an enterprise administered environment.

Storage and recovery. As any data management system, a
PDMS has to securely store and ensure the durability of the data
it manages. This means setting up encryption protocols to protect
the data at rest against piracy and backup/recovery mechanisms
to protect them against accidental loss. In a corporate DBMS, all
these tasks are handled by DBA and DSA, having a recognized
expertise in data management and security. Such expertise cannot
be assumed for the PDMS owner. However, the risk of confiden-
tiality and integrity attacks on private data has never been so high,
as demonstrated by massive ransomware attacks affecting both
individuals and organizations. Hence, the PDMS owner is facing
the choice between endorsing the responsibility of data adminis-
tration tasks that she cannot reasonably undertake or delegating
these tasks to a (trusted) third party and thus abandoning the
empowerment she just received from the PDMS paradigm. Zero-
knowledge storage providers argue they have a solution to this
problem, but this is by ignoring the issue of restoring the master
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key protecting the data in case of loss. They simply suggest deriving
the master key from a password, but the password entropy is such
that the cryptographic protection becomes highly questionable
in this case. Cloud encryption is however not new and robust
corporate solutions exist, like resorting on expensive Hardware
Security Modules (HSM) to secure the master-key, a solution that
individuals can unfortunately not afford.

Another distinguishing issue between the corporate and per-
sonal contexts is the liability regarding the hosted data. A company
hosting personal data must guarantee the confidentiality of this
data and can be subject to sanctions by a court in the event of a data
leak. Thus, companies usually take appropriatemeasures to protect
themselves. The legal responsibility of a PDMS owner remains
unclear today, yet a PDMS can host personal data frommany other
people (e.g., contact details of doctors and relatives or external
personal data gathered during a collective computation). Thus, the
PDMSmust protect this data on the owner’s behalf andmight even
have to prevent her from accessing some of this data. Hence, the
PDMS owner must not be granted access to the full content of her
PDMS. Consequently, the PDMS owner must not even be granted
a direct access to the master key required to decrypt the backup
archive in case of a crash. This is a typical example of new issue
raised in the PDMS context.

Personal computations. Personal computations in a PDMS
usually refer to apps crossing various data of a single individual:
the PDMS owner. We can distinguish between two types of such
apps reflecting two specific uses of a PDMS: (i) apps used directly
by the PDMS owner (e.g., for quantified-self, health and wellbeing,
statistics and analyses related to smart home data or user’s mo-
bility, etc.); and (ii) apps representing external services to which
the owner willingly subscribes (e.g., billing apps allowing a car
insurance company to compute the premiumbased on the owner’s
car trajectory data— as in pay-as-you-drive, or an electric company
to compute the bill based on the user’s electric smartmeter traces).
Therefore, an important specificity in the PDMS context is that apps
‘‘move’’ towards the data as opposed to personal data migrating
towards remote services as it happens with most existing cloud
services.

This has two main implications. First, the apps manipulate
sensitive raw data, but neither the apps nor the environment
in which they run can be trusted in general, leading to similar
security problems as the ones discussed for data collection. By-
default auditing mechanisms are thus required to detect malicious
apps deviating from their manifest. These mechanisms must be
easily understandable by non-expert users, disqualifying advanced
audit tools based on complexmodels and formal languages usually
employed by audit experts and security administrators in an en-
terprise context. Second, some external service apps need strong
guarantees regarding the results produced by a PDMS (e.g., the
billing apps discussed above). That is, an attestation process is
required to ensure that the resultwas indeed produced by a certain
computation code using all the required input data, and that the
PDMS owner cannot tamper with the computation process nor the
inputs.

Collective computations. Collective computations relate to
various types of big personal data processes computed over a large
set of PDMSs (e.g., contributing to participative studies, training a
neural network, building an anonymous dataset). In addition to the
security issues already discussed regarding the intrinsic untrusted
nature of apps and computing environment, collective computa-
tions introduce a newdifficulty. Gathering all the participants’ data
in a single place to perform the computation introduces a single
point of vulnerability and maximizes the incentive to attacks.
Conversely, decentralizing the processing implies to temporarily
transfer personal data among participants, transforming each into
a potential attacker. In this latter case, two guarantees must be

provided: (i) data confidentiality, i.e., any PDMS owner cannot
access the data in transit of other participants, and (ii) distributed
computation integrity, i.e., any participant PDMS can attest that
any result it supplies corresponds to the assigned computation.
Classical distributed computation techniques used in enterprise
systems cannot apply here due to the unusual scale of the distribu-
tion (i.e., the computationmay target a fraction of the population of
a country). Generic securemultiparty computation protocols based
on cryptographic techniques (MPC) are disqualified for the same
reason (performance does not scale with the number of partici-
pants). Conversely, the participants cannot trust each other since
participants are unknown a priori (and probably wish remaining
anonymous).

Data dissemination management. The purpose of a PDMS is
to enable the owner to make the necessary decisions regarding
the dissemination of his or her personal information. In particular,
according to the aforementioned functionalities, the user should
be able to give the appropriate permissions on the data or doc-
uments to share with acquaintances and distant third parties,
to decide which personal computations she will authorize and
which collective computations she accepts to contribute to. In a
corporate context, such decisions would bemanaged and enforced
by central authorities and would once again rely on IT experts
(DBA and DSA) who define appropriate roles, set access control
policies (e.g., following RBAC, MAC, ABAC or TBAC models), and
provide system security and audit to ensure that everything goes
as planned. On the contrary, the PDMS context puts such decisions
and their enforcement into non-expert users’ hands, with the risk
of generating more security holes than solving them. For example,
the aforementioned access control models are not well adapted
to a non-expert administrator having to manage a highly dynamic
set of interactions with a myriad of other users and third parties.
Specific tools have been suggested to let individuals manually
define their sharing preferences (e.g., thanks to PGP, Web of Trust
models or FOAF dissemination rules) but they provide little con-
sistency guarantees about the final outcome. Conversely, relying
on a trusted third party to manage personal data dissemination
would be contrary to the very notions of user control and em-
powerment. Hence, whatever the way the PDMS owner defines
her sharing preferences, the PDMS must provide ad-hoc tools to
help her easily understand the net effects of her decisions related
to data dissemination and sanitize the policy accordingly when
required. In addition, the PDMS owner is not a super-user having
all privileges over the full content of her own PDMS content. As
already stated, a PDMS may host other users’ personal data and
the PDMSmust protect this data against unintended actions of the
owner of the PDMS herself.

3.2. Security properties of a PDMS

As a conclusion of the preceding analysis, the PDMS context
sketches an open and rich ecosystem of new untrusted data pro-
cessing apps in interaction with an unsecure execution environ-
ment and a layman PDMS owner. This significantly contrasts with
corporate data management systems where the applications and
computing environment are significantly more static and carefully
controlled by data and security administrators. Additionally, typi-
cal distributed computation infrastructures (cluster/cloud)
strongly differ from a fully decentralized infrastructure of PDMSs
(e.g., in terms of scale, ownership, legal agreements, deployed
hardware and software, etc.). As a consequence, the PDMS must
integrate by default novel security measures to overcome the
inherent weaknesses of the PDMS owner and tackle the specific
threats to this open and untrusted ecosystem.We detail below the
security properties expected froma PDMS, and linked to each func-
tionality described in the previous section (one security property is
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thus associated with each step of the data life-cycle). We make no
assumption about the technical means to enforce these properties,
delaying this discussion to the next sections.

Piped data collection. Under the hypothesis of untrusted col-
lection code and untrusted user computing environment, a PDMS
is said to enforce piped data collection iff:

1. the only PDMS data accessible by the collection code are the
credentials allowing access to the related data providers;

2. the credentials and the collected data related to a given data
provider cannot be leaked outside the PDMS and the data
provider.

This property guarantees that the only channel to the outside
world provided to the data collector is a specified data provider
and that the code is suitably isolated so as not to be able to leak
data to a potentially corrupted user environment.

Mutual data at rest protection. Under the hypothesis of a
layman PDMS owner, a PDMS is said to enforceMutual data at rest
protection iff:

1. the PDMS unconditionally protects the hosted raw data and
the backup archive against any form of confidentiality and
integrity attacks or accidental damages conducted by exter-
nal adversaries or by the PDMS owner herself;

2. The secret protecting the backup archive is recoverable;
3. This secret is not accessible to the owner nor any other party

except another PDMS belonging to the owner and providing
all the expected PDMS functionalities and security proper-
ties (typically, an Extensive and Secure PDMS as defined in
Section 3.3).

Since a PDMS stores raw data from the owner and also personal
data from other users, data protection must also operate against
the PDMS owner, thus the term mutual. To be effective, the PDMS
must enforce this property automatically, without any owner in-
tervention which could open the door to administrator attacks.
Moreover, it requires that the archived data can only be interpreted
by a PDMS, whatever the way the secret protecting it is produced,
made resilient and recovered.

Bilaterally trusted personal computation. Under the hypoth-
esis of untrusted external code and untrusted owner computing
environment, a PDMS is said to enforce bilaterally trusted personal
computation iff:

1. a personal computation may access only the owner’s raw
data specifically required for the computation;

2. only the final result of the computation – not the raw data
– may ever be exposed to a third party;

3. the execution of the computation produces trustworthy au-
dit trails accessible to the owner;

4. the PDMS can provide a proof that the result of the compu-
tation was produced by the expected code.

This property provides bilateral guarantees to the PDMS owner
and the third party willing to execute code on the owner’s data.
It guarantees to the former that the minimal collection principle
enacted in laws protecting personal data (e.g., GDPR) is fulfilled,
that the computation cannot leak unexpected data and finally
that she will have the ability – not the obligation – to audit
the compliance to this property. Conversely, it guarantees to the
latter (e.g., an energy provider willing to compute the owner’s
bill) that the code remotely sent to the PDMS has been accurately
computed. If this computation combines several tasks, the proof
produced by the PDMS must guarantee that the orchestration of
these tasks cannot be tampered with without the caller being able
to detect it. However, the PDMS cannot attest by itself that the data
targeted by this code is genuine. Such attestation remains under

the responsibility of the computation code, assuming that the data
has been properly signed by their producer.

Mutually trusted collective computation. Under the hypoth-
esis of untrusted external code and untrusted user computing
environment, a PDMS is said to enforce mutually trusted collective
computation iff:

1. a collective computation may access only the participants’
raw data specifically required for the computation;

2. only the result of the computation – not the raw data – may
ever be exposed to a third party or to any participant;

3. the execution of the computation on a participant generates
trustworthy audit trails accessible to that participant;

4. a proof can be provided that the result of the computation
was produced by the expected code over the expected set of
participants.

This property targets the sameobjective as its bilaterally trusted
personal computation counterpart. It must integrate the fact that
participants can contribute to the collection phase and/or the pro-
cessing phase of the computation with no assumption on the car-
dinality of these two sets of participants and on their intersection.

Controlled data dissemination. Under the hypothesis of a lay
PDMS owner and of an untrusted execution environment, a PDMS
is said to enforce controlled data dissemination iff:

1. the integrity and confidentiality of interactions between
the PDMS and its owner are guaranteed, when defining
the dissemination policy and auditing its effects, and when
decisions are made regarding the regulation of data dissem-
ination

2. the decisions are enforced by the PDMS and cannot be cir-
cumvented;

This property guarantees to the PDMS owner that all decisions
(e.g., entrust a secret share to a remote user for recovery purposes
or allow a collective computation) are faithfully captured (point 1),
which calls for integrity guarantees to ensure that the decisions
cannot be corrupted when captured, and confidentiality to ensure
that the decisions themselves and the personal data on which they
may rely cannot be leaked. Thus, the effects of these decisions
in terms of data dissemination are enforced by the PDMS and
cannot be circumvented (point 2) neither by any third party, nor by
any potentially untrusted parts of the execution environment, and
not even by the PDMS owner who may have restricted privileges
(e.g., over data generated by other users, or over cryptographic
secrets or metadata generated for administrative purposes such
as ensuring mutual trust as explained above). Finally, audit tools
(point 1) are provided in order to help layman PDMS owners
understanding all the effects of the taken decisions in terms of data
dissemination and allow her to act to update decisions or rectify
their effects if needed.

3.3. Extensive and secure personal data management systems

The definition of an Extensive and Secure Personal Data Manage-
ment Systems is directly derived from the previous sections and is
expressed as follows:

Extensive and secure PDMS . An Extensive and Secure Personal
Data Management Systems provides the expected set of function-
alities to cover the complete data life cycle in a personal cloud,
namely data collection, storage and recovery, personal
cross-computations, collective computations and data dissemination
management, and is compliant with their respective security prop-
erties counterparts, namely piped data collection,mutual data at rest
protection, bilaterally trusted personal computation,mutually trusted
collective computation and controlled data dissemination.
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Fig. 1. Global architecture.

4. Extensive and secure PDMS architecture

Designing an extensive and secure PDMS architecture providing
the functionalities and the five security properties defined above is
highly challenging, given the fundamental tension between the se-
curity expectations of a layman PDMS owner and the need for sup-
porting an open ecosystemof applications running on an untrusted
environment. In this section, we introduce the fundamentals of
a PDMS reference architecture tackling this tension and detail
its building blocks. We then show that physical instances of this
reference architecture can be already envisioned today and discuss
howexisting and forthcoming software andhardwaremechanisms
may impact the satisfaction of our security properties.

4.1. Logical architecture

Ideally, the support of potentially complex manipulations of
personal data while preventing unexpected data leaks could be
achieved by securely collecting, storing and manipulating the data
in a secure subsystem, managed under the control of the holder,
while never letting the (untrusted) applications or third parties
directly access the raw data. Such a clean separation can only be
based on the assumption that there exist a few generic functions
that can be used to manipulate personal data without violating
privacy. Such an assumption is obviously a fantasy, because the
most interesting manipulations of personal data are application-
specific and consequently, privacy violations are also application-
specific.

To solve this problem, we propose a three-layer logical archi-
tecture where a minimal Secure Core (Core) implementing basic
operations on personal data is extended with Isolated Data Tasks
(Data tasks) themselves accessed by Applications (Apps) on which
no security assumption is made (see Fig. 1). The objective is to
control the flow of raw personal data from the Core to the outside,
such that only expected results are declassified to untrusted appli-
cations or third parties. The general description of the architectural
layers follows:

• Core. The Core is a secure subsystem that is a Trusted Com-
puting Base (TCB) ideally minimal, inextensible, proven cor-
rect through formal methods and isolated from the rest of
the system. The Core must provide all basic operations re-
quired to enforce the confidentiality, integrity and resiliency
of the personal data hosted by the PDMS. It must be the
unique entry point to manipulate this data. The Core must
thus implement a data storage module. A policy enforcement
module must be integrated in the Core to regulate the data
access performed by the other layers of the architecture. A
communicationmanager is also needed to securely communi-
cate with other users, applications and third parties. In what
follows, we give an empirical view of the Core minimality, by

identifying which combination of functionalities is (strictly)
mandatory in each of the three parts of the Core to guarantee
the security properties introduced in Section 3.2.

• Data Tasks. Data tasks are introduced as a means to deal with
application-specific personal data management. The idea is
to control complex data-oriented tasks by (1) splitting their
execution into data tasks evaluated in a sufficiently isolated
environment to maintain control on the data accessed by the
Core and delivered to the Apps in order to avoid any side
effect in terms of data leaks, and (2) scheduling and verifying
the execution of data tasks by the Core such that security and
privacy can be globally enforced.

• Apps. Any developer should be able to develop an application
to ensure a wide and diverse application panel. However, the
complexity of these applications (large code base, extensi-
ble and not proven) and their execution environment (web
browser, smartphone, etc.) make them vulnerable. Therefore,
no security assumption is made on applications, which ma-
nipulate only authorized data resulting from data tasks but
have no privileges on the raw data.

4.2. Building blocks

This section details how each security property introduced in
Section 3.2, namely piped data collection, mutual data at rest pro-
tection, bilaterally trusted personal computation, mutually trusted
collective computation and controlled data dissemination, can be
practically satisfied. For each property, we identify the required
elementary building blocks and explain how they should be com-
bined to reach the expected goal without introducing security
breaches.

Each building block in turn relies on a set of common security
primitives provided by the Operating System (OS) and/or the hard-
ware platform hosting the PDMS. Hence, these primitives are the
foundations of our empirical minimal definition of the Core. Since
they are commonly used by various building blocks, we present
them first. As their implementations differ across platforms, we
concentrate below of the security primitives they provide.

Common security primitives:

• Isolation. A component of the architecture is said to be iso-
lated if (i) the internal execution state of the component
cannot be accessed nor influenced from the outside of the
component except with the collaboration of the system ad-
ministrator (e.g., the PDMS owner) and (ii) the component
may not observe nor influence the behavior of any external
system except through its own inputs/outputs behavior. See
for example [16] for a survey of ways to implement code
isolation in a partly untrusted context.
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• Attestation. A component is said to be attestable if a trust-
worthy certificate can be produced to demonstrate that the
component output was indeed produced by the specific code
of this component. This common security primitive is usually
considered for a whole complex system (e.g., [17]). It was
formalized in the case of a single task running on a complex
system in [18].

• Confidentiality. A component is said to ensure data confiden-
tiality if neither the internal execution state nor the input and
output data of the component can be leaked to any system
other than the party initiating the component (in our case
the PDMS Core) evenwith the collaboration of the system ad-
ministrator. This property is described in [19] and formalized
together with isolation and attestation as ‘secure outsourced
computations’ in [18].

• Peripherals isolation. A component is said to satisfy peripher-
als isolation if the data exchanged between that component
and the peripherals cannot be leaked outside of the compo-
nent except with the intervention of the PDMS owner. For il-
lustration purpose, [20] and [21] showhow textmessages can
be securely displayed even in the presence of an untrusted OS
using ARM TrustZone.

For the sake of clarity, each the security primitive defined here
will be represented by a simple pictogram in the next figures
showing the building blocks required to implement each of the
security property introduced in Section 3.2. The pictograms used
are for code isolation, for attestation, for confidentiality and
for peripherals isolation.

4.2.1. Piped data collection
The piped data collection property requires the ability to ex-

ecute arbitrary data collection code (e.g. a scrapper) in a secure
manner. The objective of this property is actually twofold.

First, it should guarantee that the collection codewill not access
any data stored in the PDMS other than the credentials required
to connect to the related service provider (e.g., the web site to
be scrapped). This specific privilege must be part of the manifest
declared at the time this collection code is registered in the PDMS.
The resulting authorization itselfwill be enforced at execution time
thanks to the controlled data dissemination property (see Section
4.2.5 for details).

Second, it should guarantee that the collected data and the
credentials related to a given data provider cannot leak to any
third party (including another data provider targeted by the same
collection code). According to the reference architecture sketched
in Fig. 1, this guarantee can be provided by considering the col-
lection code as an isolated data task and granting a write access
to this data task only to the destination PDMS. This requires data
task authentication to be implemented in the Core. In other words,
this means restricting the write capacity of the data task to the
insertion of the collected data into the Core. The enforcement of
this restriction at execution time relies itself on the code isolation
property.

While executing the collection code as an isolated data task
inside the PDMS ensures that the effects on the Core are controlled,
further measures are required in order to ensure the absence of
leakage of both credentials and collected data. Indeed, the collec-
tion code needs to communicatewith the outsideworld in order to
reach the data provider. To preclude the collection code to leak data
to any other party than the related data provider, the Core must be
able to establish a (TLS for example) secure channel between that
specific data provider and the data task. Regarding the minimality
objective, the complete network stack (e.g., TCP/IP, DNS) does not
have to be in the Core, only the critical security operations of the
creation of the secure channel, named TLS trusted in Fig. 2, need to
be.

Remark that each data collector task should be dedicated to a
single remote site (e.g., my bank), to avoid a malicious data task
from leaking credentials or personal data (e.g., the bank creden-
tials/data to another site) through an authorized communication
channel. Note that in addition a malicious data collector task may
use the owner’s credentials on the remote site to perform unex-
pected actions (e.g., the data collector retrieving the bank related
data could trigger a money transfer using the bank credentials).
However, such issues aremostly related to the definition of a weak
security policy at the data provider side, rather than a problem
to be addressed at the PDMS architectural level. We thus assume
here that the credentials delivered by the data provider for data
collection purposes will grant only read access to the reduced
dataset of interest (e.g., bank account history).

Summing up the architecture presented in Fig. 2, when per-
forming data collection for a specific source, the Core launches an
isolated data task executing the collection code for said source,
provides it with the credentials and a secure channel to the source,
which requires the implementation of data task authentication and
secure channel set up (TLS-trusted) in the Core. Once collection is
finished the collector returns the data to the Core which stores it
appropriately. This ensures the absence of leakage (through isola-
tion and secure channel), and proper behavior of the data collector
in terms of input and output data (through access control). Another
statement is that the safety properties are not independent from
each other. Piped data collection indeed relies on controlled data
dissemination and mutual data at rest protection to make sense
when considered in a complete scenario.

4.2.2. Mutual data at rest protection
This property should be ensured by the Core which is the only

entity authorized to have a full access to the PDMS data (recall that,
even the owner does not have such an access, since the PDMS data
may include, for instance, data from other users). Secure storage is
thus ensured by the Core, potentially using classical cryptographic
techniques (encryption, hashing) if the storage medium is not part
of the Core, to protect the data against confidentiality and integrity
attacks. In the following, we focus on the backup and recovery
issues which are less classical in the PDMS context. We note that
the secret protecting the backup archive can obviously not be
stored on the PDMS (otherwise, it would be lost in case of failure).
As already mentioned, relying on a password is not adequate due
to the generally reduced entropy and to the difficulty and the
risks associated with the memorization of complex passwords,
with no way to reinitialize it. In addition, the owner should not
be capable of restoring this secret alone since he does not have
full access to the PDMS data, further disqualifying password-based
solutions. A reasonable solution to this problem is to split the secret
in a number of secret shares using a secret sharing scheme (for
instance [22]). We provide below a simple example of how such a
task could be performed, using standard cryptographic techniques
and the common security primitives introduced at the beginning of
Section 4.2.

We split the backup and recovery process in three steps. First
the setup, which consists in generating and distributing all crypto-
graphic material necessary for performing the encrypted backup
and recovery. Then comes the backup phase. Finally, assuming
one’s PDMShas been lost/compromised, comes the recovery phase.

Setup phase:

1. The PDMSgenerates amaster key, inaccessible to the PDMS’s
owner, which will be used for performing encrypted backup

2. The PDMS owner chooses a number n of trustees (among her
friends/family), who will hold shares of her master secret
key. She also chooses a security threshold s. This threshold
is the number of trustees who need to cooperate to recover
the owner’s PDMS content.
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Fig. 2. Data collection.

3. The PDMS executes an s out of n secret sharing scheme
(e.g., Shamir’s secret sharing). The shares are subsequently
distributed through a secure channel (using the TLS-trusted
module) to the PDMSs of the trustees. We need to en-
sure that secure channels are indeed established with the
trustees’ PDMS and no other parties (i.e. to avoid other
people fromgetting the shares). This can be done using a cer-
tificate that proves that a PDMS is genuine or using the Core
hardware attestation mechanism of the PDMS if available.
Note that it is essential that the trustees themselves cannot
access the share directly, even though it is stored in their
PDMSs. Indeed, if they could access these shares, they could,
in collaborationwith the PDMSowner, decrypt all encrypted
backups outside a PDMS, and thus access data that is meant
to not be accessible to the PDMS owner herself. Therefore,
the permissions for these shares need to be set to only be
accessible to the recovery functionality.

Backup phase: this phase is not specific to the PDMS context.
The encrypted backup of the PDMS is performed on an untrusted
third-party server by the backup module of the PDMS. One should
be careful to choose a backup scheme that preserves integrity as
well as secrecy (e.g., SpiderOak backup service [7], see Section 2.2).

Recovery phase: This phase is triggered when the user has lost
access to its PDMS and needs to obtain a new copy of her data. It
proceeds as follows (note that the practical means to realize this
protocol may be adapted to minimize the PDMS’s owner burden).

1. The user acquires a new empty PDMS.
2. The user contacts s trustees, and informs them that they

need to perform the recovery procedure, with the identifi-
cation data of the new PDMS, using an out-of-band commu-
nication channel (e.g., phone call, chat or email message).

3. The PDMS recovery modules of the s trustees communicate
their shares of the master secret to the recovery module
of the new PDMS, using the provided identification data of
the new PDMS, on a secure channel (using the TLS trusted
module again). It is essential to ensure that these shares
are indeed communicated to a genuine PDMS, belonging
to the user. As in step 3 of the setup phase, to achieve
this guarantee, either a certificate or remote attestation is
used by the trustee’s PDMS in order to ensure that they
are indeed communicating with the recovery module of a
specific PDMS.

4. The recovery module of the new PDMS reconstructs the
master secret using the share provided by the trustees’
PDMSs.

5. The new PDMS retrieves the encrypted backup and recovers
the data using the master secret.

As illustrated in Fig. 3, themain impact on the architecture is the
need for backup and recovery modules in the Core. As the recovery
can only be performed inside a legitimate PDMS, the user is never
given direct access to restricted data. Additionally, neither the user
nor the trusteesmaygain access to the secret shares,which ensures
that the encrypted backup may never be decrypted outside the
recovery process. Finally, the s out of n secret sharing ensures that
the owner’s secret is recoverable, even if the PDMS of a number
of trustees fail. One can choose the threshold according to her
confidence in the hardware and the reliability of her trustees and
may even include one or several mandatory trustees in the secret
recovery process.

4.2.3. Bilaterally trusted personal computations
First, as required in the security property (see Section 3.2) the

personal computation functionality needs to be able to execute
(arbitrary) code ensuring that only raw data required for the com-
putation ismade available to the code. Theminimality requirement
on the Core prohibits the execution of such complex tasks inside
the Core. As a consequence, extensibility in terms of code execution
is achieved by executing personal computations as data tasks. In
order to restrict access to raw data, we require that any personal
computation task comes with a manifest specifying precisely the
data needed for said computation. This manifest should be ap-
proved by the user (see the controlled data dissemination prop-
erty in Section 4.2.5). Subsequently, when executing a personal
computation task, the Core’s reference monitor provides only the
data required by the manifest, ensuring by construction that the
manifest is respected.

Second, only the result of the computation should be made
available to third parties. As the user’s system may be corrupted,
this implies that the personal computation task should be isolated
from the environment. This prevents the user’s system from ac-
cessing the internal state of the data task, hence preventing leaks
of raw data. Additionally, the data task should be authenticated
by the Core and only be able to store the result in the Core. Any
subsequent disclosure of the result to the outside world should be
done by the Core and subject to control from the reference monitor.

Third, the computation should provide an audit trail accessible
by the owner. This is again achieved through the reference monitor,
which should update the audit trail accordingly through the audit
component of the Core. In order to guarantee theminimality of the
audit component of the Core, only simple actions should be logged,
such as a handle on the data used in the computation and a handle
on the result together with a handle pointing to themanifest of the
data task which has computed the result. This avoids providing the
complex relationship between the data and the result directly in
the log while retaining the ability to reconstruct this relationship
from data safely held in the PDMS.
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Fig. 3. Mutual data at rest protection.

Finally, it should be possible to provide a proof that the result
is indeed produced by the expected code. This is achieved through
attestation of the data task which exactly provides this guarantee.
Note that, while attestation provides guarantees that the result was
indeed produced by a specific computation task, this does not in
anyway provide guarantees on the raw data thatwas used in order
to compute said result. If one wants to obtain guarantees on the
data used, the checks should be included in the personal computa-
tion code. For example, if an energy provider wants to compute the
monthly energy consumption from certified data from the energy
meter using a personal computation task, this computation task
should include checking the certificates for the data; otherwise
the user might execute the data task on counterfeit data and
the attestation would still certify that the result transmitted was
indeed produced by the right computation task.

In order to perform computations that are not represented by
one atomic task but rather by a succession of tasks, the task can
leverage attestation in order to provide guarantees on the end
result in a manner similar to checking certificates for data. Indeed,
if a computation task T is supposed to be executed on some data
resulting from the execution of a previous computation R, T ’s code
can verify that its input data is attested as the result of task R. Using
this mechanism iteratively, it is possible to guarantee the integrity
of a result coming from an arbitrary combination of computation
tasks.

This functionality is presented in Fig. 4. To sum up, this imple-
mentation of the functionality ensures that only the required data
is accessed (through referencemonitor), that this datamay never be
leaked to the outside world (through isolation), that the operation
flow is auditable by the user (through the audit component), and
finally that a proof can be provided that a result corresponds
to a specific computation (through attestation). This leads to the
introduction of a reference monitor, an attestation module and an
audit module in the Core.

4.2.4. Mutually trusted collective computations
This property targets the sameobjective as its bilaterally trusted

personal computation counterpart. It must integrate the fact that
the participants can contribute to the collection phase and/or the
processing phase of the computation with no assumption on the
cardinality of these two sets of participants and on their intersec-
tion.

As for the personal computations, our architecture implements
collective computations as data tasks (or more precisely as a set
of data tasks communicating through the network) in order to
achieve system extensibility. The reference monitor ensures that a
collective computation data task can only access the data required
for the computation (point 1 of theMutually trusted collective com-
putation property in Section 3.2). Note that this data may include
intermediate results transferred by other PDMSs participating in
the collective computation. As in the personal computation case
the data access requirements are specified by the manifest of the
collective computation, which has to be accepted by the user. Also,

to enable the PDMS owner to audit her computations (see Section
4.2.5), the access audit module records information related to the
execution of collective data tasks (point 3 of the Mutually trusted
collective computation property in Section 3.2).

Another requirement of collective computation (point 2) is that
only the result of the computation canbedisclosed, andnot the raw
data. To this end, a firstmeasure is to execute the collective compu-
tation data tasks as isolated data tasks. This protects a participant’s
raw data against an untrusted system environment. However, a
collective computation requires the transmission of intermedi-
ate results between data tasks belonging to various participant’s
PDMSs. In order to ensure the confidentiality of these intermediate
results, the reference monitor takes the followingmeasures. First, it
only gives access to the intermediate results to the other PDMSs
executing the collective computation which are allowed to get
these results as specified in the respective computation manifest.
Second, at local level, it only gives access to the intermediate re-
sults to the specified data task and forbids any access by the PDMS’
owner. Hence, to guarantee the enforcement of access control
against malicious PDMS owners, the collective data tasks have to
implement the confidentiality security property. Also, transferring
intermediate results to other participating PDMSs is done using the
TLS-trusted module to ensure that data is transmitted on a secure
channel.

The final requirement for collective computation (point 4) is to
ensure that a proof can be provided that the result of the computa-
tion was produced by the expected code running on the expected
set of participants. This requires a global manifest (i.e., a formal
description of the computation including the participants and their
delegated tasks) allowing to check that messages originating from
other participants were produced as expected. The global mani-
fest is registered in the Core of each participant involved in the
collective computation. We then need to propagate trust between
nodes during the execution of the global computation protocol.
Therefore, each data task output involved in the distributed pro-
tocol should be certified through attestation, such that each Core
can check the local integrity of its local data task, and propagate it
to the other participating Cores in order to incrementally establish
the global integrity of the distributed protocol, with acceptable
performance.Note indeed that instead of being verified by the third
party exploiting the result as it is the case for local computations
(see Section 4.2.3), the attestation must be verified here by the
participants involved in the collective computation.

In conclusion, mutually trusted collective computations (as de-
fined in Section 3.2) can be implemented in the proposed PDMS
logical architecture by using isolated and confidentiality protected
data tasks which are controlled and attested by the Core. As shown
in Fig. 5, the main modules needed for this type of computations
are the reference monitor and audit modules to ensure that only
proper data access is performed, and the attestation module to
obtain global integrity guarantees for the computation.
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Fig. 4. Bilaterally trusted personal computations.

Fig. 5. Mutually trusted collective computations.

4.2.5. Controlled data dissemination
A PDMS must provide a secure way to capture the decisions of

the owner, accordingly implement and enforce the resulting effects
on data dissemination, and help users to understand these effects
and apprehend what effectively happens during data dissemina-
tion. Of course, the overall process is highly complex and opens up
several challenges (see Section 5, Challenge 2).

Our goal here is to introduce the main architectural elements
induced by controlled data dissemination and guarantee the two
points of the corresponding security property as defined in Section
3.2.

First, securing a decision impacting data dissemination forces
the PDMS to providemeans for users to truthfully view the needed
information to make the decision (e.g., view a manifest describing
a computation, the underlying personal data to be authorized,
etc.), capture it (at the very least, a button to accept/decline that
manifest) and potentially check its effects and/or audit its effective
use. From a security viewpoint, this means relying on the use
of visualization software (e.g., file or image readers, up to more
complex visualization tools according to the semantics of theman-
ifest or the audit trails), which may contain external code with
security breaches that could be exploited by an attacker. Therefore,
this code cannot be part of the Core, but should be executed as
part of a data task, called here a decision-making data task. In
addition, in order to be sure that the code of this data task behaves
as expected, the integrity of the execution should be guaranteed
against any potentially malicious external entities or corrupted
runtime environments. Moreover, the decisions which are made
may also be considered personal for the PDMS owner or depend
on personal information, and should thus not be leaked outside the
PDMS (except through a deliberate intervention of the owner). To
ensure both the integrity of the execution and the confidentiality
of the decision, decisionmaking data tasksmust be run in isolation.

Beyond this, making decisions by nature relies on interactions
with the PDMS owner via peripherals (e.g., screen, keyboard). This
requires peripherals isolation to ensure that the data exchanges
between the peripherals and the data task cannot be altered nor
leaked outside the data task. Subsequently, in order to correctly
interact with decision making data tasks, the Core must ensure
that the data task effectively runs the expected (original) version
of the code. This requires authenticating the decision-making data
task through the authentication module integrated into the Core
(already introduced above).

Second, all the decisions must be unconditionally enforced. The
decisions captured by the PDMS are thus translated into low level
data dissemination policies and enforced by the Core. Enforcing
decisions typically leads in our system to implement access control
policies managed by the access control module and relying on
a trusted reference monitor to enforce the effects of these access
control policies. Of course, the form of the policies (e.g., access
control lists, execution privileges on computations, etc.) and their
use typically depend on the decision to be enforced.

We argue that the overall architectural design presented on
Fig. 6 offers an interesting backbone to operate data dissemination
decisions in the PDMS context. This requires a reference monitor
to store and enforce decisions, and an audit module to store audit
data on the effects of these decisions. We give two example below
showing how controlled data dissemination could be operated in
the case of the recovery protocol described in Section 4.2.2 and in
the case of local computations presented in Section 4.2.3:

Controlling data dissemination in data recovery. When a PDMS
owner Alice wants to share a secret share S with another PDMS
owner Bob, a decision-making data task with access to the contact
files of Alice’s PDMS is launched, is authenticated by the Core of
Alice’s PDMS and displays a list of Alice’s contacts from which she
chooses Bob as a recipient of the secret share S. The effect of that
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Fig. 6. Controlled data dissemination.

decision on the referencemonitor of Alice is to grant a read privilege
on S to Bob’s PDMS. On Bob’s PDMS, Bob makes the decision to
accept Alice’s secret share S (using a decision-making data task).
As a result, Bob’s reference monitor grants a read permission on
S to the recovery data tasks (no other data task nor Bob himself
have granted access to S). At recovery time, Alice contacts Bob
(out-of-band communication) and Bob’s PDMS contacts Alice’s the
new PDMS. Bob accepts his PDMS to declassify S to Alice’s using
a decision-making data task and assuming that B confirms to its
PDMS that the recipient of S is indeed the new PDMS owned by
Alice.

Controlling data dissemination in local computations. Alicewants
to authorize her energy supplier EnergySupp to run a data task
consum which aggregates the electricity consumption of Alice on
the last 30 days. A decision-making data task shows themanifest of
consum to Alicewhich includes a description of the raw energy data
taken as input (energy trail of the last 30 days, called raw-data-30).
Alice accepts it and the resulting effect on Alice’s reference monitor
are an execute privilege on consum granted to EnergySupp, a read
privilege on raw-data-30, a write privilege on its result to consum,
and a read privilege on the result to EnergySupp. Alice’s PDMS also
audits the execution of consum when it is launched by EnergySupp
and the access to its successive results by EnergySupp. Alice, when
looking at the audit trail realizes that EnergySupp accesses consum
every day and is thus able to infer her energy consumption on a
daily basis. In consequence, Alice may either revoke this decision
or apply a ‘fix’ (which could have been provided by EnergySupp or
by a community of users) to update the read privilege on raw-data-
30 of consum such that only a fixed size batch of data is included in
raw-data-30 (e.g., the data of the previous month).

4.3. Overall architecture design

The union of the above-mentioned building blocks constitutes
a baseline for a logical architecture to manage the data life cycle in
a personal cloud, while answering the main security goals.

Depending on its type, each data task requires an execution
environment that provides the appropriate common security prim-
itives introduced in Section 4.2, namely Isolation, Attestation, Confi-
dentiality and Peripherals isolation.

Ideally, the code of the Core must be formally proven to avoid
security breaches leading to unexpected behaviors. Equally impor-
tant, the Core must run in an execution environment that satisfies
isolation, attestation and confidentiality. The isolation property
is required for the Core to protect it from all the other software
components running on the same personal cloud platform (in
particular the Apps and the data tasks). The attestation property
is required for the collective computations which are orchestrated
and/or executed by the Core. Finally, to providemutual guarantees
of security between PDMS users and third parties (see Section 3.2),
the environment of the Core also has to provide confidentiality
since it coordinates the distributed data taskswith potential access

to private personal data supplied by other nodes, which remain
hidden from the PDMS owner. This leads to the architecture pre-
sented in Fig. 7.

4.4. Concrete PDMS instances

The goal of this subsection is to show that the logical architec-
ture presented above can be instantiated in practice, using existing
software and hardware solutions, and that itsmodular aspect helps
defining physical PDMS instances easily. We first discuss here
existing software and hardware security solutions, offering the re-
quired security primitives (namely isolation, attestation, confiden-
tiality and peripheral isolation). Second, we show how to combine
them into physical ES-PDMS architectures which instantiate three
different configurations: (1) PDMS on a home box, (2) on a mobile
device and (3) in the cloud. Third, we provide an example of a
preliminary implementation of the proposed architecture.

There is no unique way of implementing the common security
primitives onwhich our architecture relies, but rather various solu-
tionswith different guarantees regarding the enforcement of these
primitives. We investigate below existing software and hardware
targets.

Software-based security solutions. Let us first consider the
security properties which could be provided by pure software-
based solutions. The first of these properties is isolation, which is
intensively investigated as it constitutes a foundation of secure
software architectures. Isolation is usually provided by an operat-
ing system (e.g., Linux, seL4, etc.), a virtualmachinemonitor (VMM
or hypervisor, e.g., XEN, KVM) or a containermanager (e.g., Docker,
Kubernetes). Such solutions have the advantage to provide a high
level of extensibility (in the sense that potentially complex/external
code can be run). But enforcing the isolation security primitive
means considering the underlying software components (the OS,
VMM or container manager) as part of the trusted computing base
(TCB), i.e., critical part of the software that, when compromised,
can jeopardize the security of the entire system. The TCB must
therefore be made completely free of vulnerabilities (e.g. bugs,
buffer overflows, etc.) and ideally must be formally proven. This
is a difficult task with large and complex code. Existing solutions
rely on reducing the attack surface by minimizing the code which
is part of the TCB (e.g., microkernels like seL4 and unikernels like
MirageOS) or by hardening it (e.g., by adding access control, an IDS
or a firewall [23]). Today, software solutions offer some form of
isolation and peripheral isolation (discussing to which extent being
beyond the scope of this paper). However, assuring strong isolation
guarantees in software is still an open issue (see [16] for a recent
survey) and side channel attacks remain prominent [15] (thus, the
mention ‘satisfied with limitations’ in Table 3). Moreover, since
using software as a root of trust is still an unresolved problem [24],
confidentiality against the PDMS owner and attestation of the code
execution cannot be achieved purely through software. As a con-
clusion, the advantage of using VMMs in terms of extensibility is
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Fig. 7. Logical architecture.

Table 3
Claimed properties of different execution environments (left) and required properties of the different
modules of our ES-PDMS architecture (right).

obvious, but such solutions should be considered in combination
with other solutions (typically, secure hardware) to achieve the
desired confidentiality and attestation properties of a PDMS (as
summarized in Table 3).

Hardware-based trusted execution environments (TEE). Hard-
ware TEEs target many different kinds of devices, from personal
computers and IoT devices to cloud servers. The most prominent
TEEs include secure elements as SIM cards (e.g., in smartphones),
ARM TrustZone [25] for SoCs and CPUs integrated into smart-
phones, tablets and smart appliances, and Intel SGX [26] embedded
in all recent Intel CPUs present in personal computers and cloud
servers. Although there is still no unique security definition of TEE
and their capabilities vary depending on proposals [27], most TEEs
offer capabilities to run code in isolation and remote attestation,
which allows it to prove required properties of the code running
to third parties. Table 3 summarizes the security tools offered by
three technologies: SGX, TrustZone and secure elements (smart-
card). These three solutions mainly vary in the way confidentiality
and peripheral isolation are achieved and in terms of the possible
level of extensibility of the code they can run:

• Intel SGX [26] integrates cryptographic primitives in hard-
ware to isolate applications within enclaves, while providing
confidentiality and attestation of the code executed in the en-
clave. Additionally, it provides mechanisms for managing the
information flow from code running in the TEE to the outside
world, both secure external storage primitives thanks to en-
cryption and management of the communications between

processes running in TEEs. It can be used both for securing
Cloud apps and in the context of personal computers, leading
to an advanced form of extensibility.

• ARM TrustZone technology isolates sensitive code executed
in the secure area of the CPU, from application code ex-
ecuted in the rich area. It also aims to isolate the device’s
peripherals (typically, the screen of a smartphone) once code
inside the secure area is executed. The code executed in-
side the secure area has some limitations in terms of re-
sources (e.g., TrustZone ARM1176JZ based on Cortex A series
is clocked at 772 MHz and can access several tens of MBs of
RAM) leading to a certain form of extensibility.

• Secure elements, on the other hand, offer much less re-
sources (e.g., advanced secure elements like ST33 based on
ARM SecureCore SC300 Cortex M series is clocked at 60 MHz
and has only 50 KB RAM), thus having a negative impact on
extensibility, if used to run a data task. In terms of security, on
the contrary, such components provide – in addition to isola-
tion and attestation – confidentiality (with strong guarantees
due to tamper-resistance) for running code and data.

The common security primitives needed by the different mod-
ules of our ES-PDMS architecture and the primitives provided by
these TEEs are reported in Table 3. Several conclusions can be
drawn regarding the implementation of the logical architecture
we envision: (i) it cannot be implemented using a single tech-
nology since none currently ensures all the required properties,
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and therefore has to combine several elements; (ii) the Core re-
lying on isolation, confidentiality and attestation, can be run on a
secure element or on SGX, or be implemented by a combination
of execution environments (e.g., pioneer works like TrustVisor
[24] propose a secure hypervisor based on combining a secure
element with an hypervisor to provide confidentiality and at-
testation); and (iii) the data tasks needing peripherals isolation
(i.e., decision-making) can only be run on TrustZone or a hyper-
visor/VMM.

An important remark concerns another implicit property in our
architecture, which cannot be directly ensured by secure hardware
alone. That is the data tasks are exclusively controlled by the Core
and the communications between the Core and the data tasks
are protected, despite the OS (executing said tasks, e.g., within an
SGX enabled CPU) being potentially compromised. In itself neither
attestation nor isolation directly provide this property, and some
code encapsulation has to be provided in order to make sure that
the input/output behavior of the data task cannot be observed
by the untrusted OS. A solution for SGX enclaves can be found
in [28]. It leverages secure channels and the attestation mecha-
nisms provided by SGX in order to allow for protected execution
of an arbitrary remote computation with confidentiality of the
input/output behavior.

The above listed software and hardware solutions can be com-
bined in many ways to achieve the security primitives needed
to implement the proposed ES-PDMS logical architecture, but a
complete study of the potential architectures, their impact on the
datamanagement tasks and their limitations, constitute open chal-
lenges. In the following, we limit to presenting a few basic exam-
ples of physical architectures encompassing the security properties
of an ES-PDMS.

Physical architectures of an ES-PDMS . In Fig. 8 we propose
three illustrative physical instances of our logical architecture
adapted to three different ES-PDMS configurations based on a
home box, a personal device and the cloud:

• Home box (Fig. 8a). The data is stored in the box and is cryp-
tographically protected. The Core runs on a secure element
as well as the collective computation tasks10 to benefit from
its security and achieve the attestation and confidentiality
requirements. Personal computation and data collector tasks
are executed on a TrustZone CPU equipping the box, and
thus benefit from extensibility. If no peripheral is available on
the box to interact with the user (e.g., no touch screen), the
apps and the decision-making tasks run on the smartphone
of the PDMS owner, in the rich area and the trusted area
respectively, to safely capture the user’s I/O.

• Mobile device (Fig. 8b). Similarly to the home box, the Core
and collective computation tasks are operated in the secure
element of the smartphone (i.e., an additional SIM card slot
is needed), the other tasks (personal computation, data col-
lector and decision-making) run in the trusted area of the
TrustZone CPU of the smartphone, while the apps run in the
rich area of the CPU.

• Cloud (Fig. 8c). The SGX-based instance pictured on the right
part of is running both the Core and the data tasks in distinct
SGX enclaves. The enclave running the Core takes advantage
of the attestation capabilities of SGX to control the other en-
claves, and collective computations can be performed seam-
lessly (as well as other personal computation and data collec-
tor tasks) given the confidentiality property offered by SGX,

10 The collective computation data tasks being operated on a secure element are
highly secure (tamper resistant) at the price of extensibility. However, advanced
distributed data processing tasksmust be donewith the support of amore powerful
CPU integrated in the box and connected to the secure element, which is an open
issue.

with the Core relaying the remote attestation guarantees to
the other participants of the protocol. To protect the user’s
I/O with the decision-making console, this architecture also
needs a smartphone with a TEE (e.g., ARM TrustZone).

Before concluding this section, we describe a preliminary im-
plementationwhich prefigures the homebox architecture instance
presented above and constitutes a reasonable base for a first vali-
dation of the ES-PDMS concept.

A concrete ES-PDMS instance. A consortium, built around Inria,
UVSQ and a French company, has been set up in 2018 with the
goal to conceive and deploy a secure decentralized social–medical
folder facilitating the coordination of social and medical care at
home for elderly people. In a first step, 10 thousand patients from
the Yvelines district in France are targeted. In terms of hardware,
the solution is close to the home box case presented above. The
box is based on a combination of a secure element (SE) hosting the
Core and a microcontroller hosting basic data tasks. Applications
dedicated to social and medical workers as well as the patient’s
decision making app run on smartphones. The microcontroller is
a STM32F based on an ARM Cortex-M4 CPU with 168KB of RAM
and 1MB of embedded NOR where data tasks code resides. The
Core itself will run in a ST33J MCU, a certified tamper-resistant SE
(Common Criteria EAL6+) equipped with an ARM SC300 CPU, 50
KB of RAM and 1 MB of NOR, where the Core code and metadata
linked to its secure functioning reside. The porting of the Core on
the ST33J is under way, while in the current version of the box a
reduced, essential set of security properties is provided by a TPM
(Trusted PlatformModule). The threemainmodules of the Core are
implemented as follows:

• Data storage. The data storage module incorporates an em-
bedded database engine based on PlugDB [11,12,29] which
manages an encrypted database hosting the personal data
on a large Flash memory (GBs microSD card) and a recovery
procedure based on the protocol described in Section 4.2.2.

• Communication. The communicationmodule includes an au-
thentication procedure relying on certificates delivered by
a PKI and a preliminary implementation of TLS trusted to
communicate with the remote services (the application of
the practitioners running on their smartphones and external
servers hosting social–medical personal data).

• Policy enforcement . The policy enforcement module is based
on RBAC policies defining differentiated views of the personal
data to the connected user depending on his role (physician,
nurse, social worker, etc.), with a reference monitor enabling
the PDMS owner to visualize and control all the enacted
authorizations [30] from her smartphone.

The choice of a STM32Fmicrocontroller to run the data tasks has
been dictated by economic and energy saving constraints. It limits
the scope of the box to a reduced set of predefined Data collectors
and Personal computations, with strong assumptions made on iso-
lation (i.e., considered in our specific context of a rather ‘closed’
and ad-hoc platform). Collective computations are not implemented
yet. Since collective data tasks cannot be operated inside an MCU
which does not protect data confidentiality, they will be operated
inside the secure element as simple sequences of SQL queries
evaluated by the Core. Although within this architecture, the level
of extensibility is still limited and specific security assumptions are
made, the limitations are clearly identified and overcoming them
is an integral part of the roadmap. More powerful versions of the
box are already planned, to support a full range of data tasks with
no impact on the global design.

In conclusion, several existing technologies implement today,
at least partially, the security properties required by the proposed
logical architecture and combining them to obtain appropriate
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Fig. 8. Physical ES-PDMS instances: (a) home box; (b) mobile device; (c) cloud based.

physical instances of an ES-PDMS in different usage contexts is
already possible. Regarding the near future, the current trend
suggests that the availability and diversity of TEE technologies will
increase. New solutions are already envisioned, like heterogeneous
multicore platforms [31] inwhich security/isolation oriented cores
(à la SGX) would cohabit with other all-purpose cores, allowing
for separation of tasks inside the CPU. We expect the modularity
of our logical architecture to be of great help in accommodating
new physical instances for such upcoming solutions. While this
opens to practical ES-PDMS instances, database challenges linked
to the underlying datamanagement features and the PDMS context
specificities need to be explored. We discuss below some dimen-
sions of the problem, and introduce certain database challenges
linked to the architecture in Section 5.

4.5. Discussion

Different practical solutions based on secure hardware can al-
ready give rise to some form of ES-PDMS. However, the problem of
implementing an ES-PDMS is large and as such there are important
related issues which have to be considered as well. We discuss
below some dimensions of the problem and limitations of our pro-
posal, not addressed so far for simplicity and conciseness reasons,
or because they are rather orthogonal to the architectural dimen-
sion considered as the cornerstone of the ES-PDMS introduced in
this paper.

A first aspect concerns the security level of a physical instance
used to deploy our logical architecture. We discussed above a few
examples of instances by taking into account the required set of
security primitives (i.e., a physical instance is valid if it covers
all the required properties of the targeted ES-PDMS module) but
without a deeper consideration of the security guarantee level
associated with the properties. Thinking that a security property
can hold in any condition is wishful even for TEEs. Generally, it
is wise to think security in terms of an attack’s cost/benefit ratio.
From this viewpoint, a Cloud based PDMS instance (e.g., running
on Intel SGX) could be considered as more exposed to attacks than
a home box instance since in the former case the physical platform
is shared by many PDMS instances (although each PDMS uses
its own dedicated enclaves), while in the latter case the physical
platform is dedicated to running a single PDMS. Also, different en-
vironments can offer different protection levels for a same security
primitive. For example, a software implemented security primitive

is generally considered to have a weaker security level than if it
were hardware implemented (e.g., TEE), while some TEEs can be
considered more secure than others (e.g., smartcard versus ARM
TrustZone).

A second important aspect specific to our architecture is to
ensure a clean separation between the application level and the
data computation level. Indeed, the apps are considered untrusted
in our architecture mainly because one cannot trust in general
the user computing environment (typically the OS and browser).
Therefore, the apps should ideally have access only to the com-
putation results and never to the raw data. Hence, app developers
should push as much as possible of the complex app-related data
computations into data tasks leaving thus the sensitive task of app
policy enforcement to the Core. A few recent works in the domain
of web application security are following a similar approach. For
example, systems like Amber [32], DIY [33] andπBox [34] consider
isolating and sandboxing application subparts to increase security
and user’s control with untrusted applications. Amber [32] sep-
arates web services from data processing by introducing a data-
sharing model relying on secure distributed query mechanisms
implementing a reduced subset of SQL. Following a similar ap-
proach, πBox [34] proposes to split the app into client and cloud
sides, establishes restricted communication channels (read-only,
write-only, collect statistics) between the two and relies on sand-
boxes (also coupled with differential privacy) to counter attacks
conducted through applications. Our three-tier logical architec-
ture generalizes this separation principle, i.e., application versus
data computation, and thus lays the foundation of a framework
enabling a number of good security practices for app developers.
Besides, we note that the guarantees offered by the above men-
tioned frameworks are inherentlyweaker than the guarantees pro-
vided by secure hardware. Thus, applications implemented using
these frameworks can essentially be considered as weakly secure,
based on extensible data tasks satisfying isolation and peripheral
isolation (provided the user’s web browser is trusted). Also, these
frameworks do not provide confidentiality and attestation, two
important security properties for an ES-PDMS, which further un-
derlines the importance of secure hardware in this context.

A third aspect is related to data destruction and more generally
the usage control offered by the ES-PDMS. In terms of functional-
ities, we focused in this paper on five main stages of the personal
data life-cycle. One might object that data destruction represents
also an important stage and should be considered as such. While
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we agree with this observation, we argue that data destruction
raises issues that are mainly outside the scope of the architectural
study of this paper. For example, in the case of secondary copies
of user data (e.g., email and other social interaction data, health,
employment, insurance), the main issue is not deleting the copies
of the data collected into the PDMS but destroying the original
data managed by the external service that generated it. Thus, the
problem shifts to a legal issue, e.g., see the ‘‘right to be forgotten’’
on the Internet in the European legislation. Also, regarding the
primary copies of some user data (e.g., quantified-self data, smart
home data, photos, videos and documents generated by the user),
a general problem appears if the users disseminates the data to
other users. In this case, a form of user control can be maintained
if the data is shared with another ES-PDMS (e.g., a sticky policy is
associated to the shared object and is enforced by the reference
monitor module of the PDMS). However, there are major limi-
tations in practice, e.g., how can one preclude a malicious user
from making a screenshot when she visualizes a photo that has
been shared with her. Hence, data destruction leads to important
but very challenging problems such as enforcing usage control or
making users aware of their responsibilities.

Many other important problems remain to be addressed such
as personal data visualization, data integration, legal, economic or
cognitive aspects, or user perception regarding security. Although
quite independent of architectural issues, we argue that the exten-
sible architecture introduced in this paper offers interestingmeans
(through data tasks) to tackle such issues without decreasing the
security level of the solution. In the following section we discuss a
few important challenges from the data management perspective
and from an architectural angle.

5. Research challenges towards an ES-PDMS architecture

Without claiming to be exhaustive, we believe that at least
three main challenges arise from the core of our analysis of the
architectural vision introduced in the paper. The first challenge
directly stems from the reference architecture presented above
and concerns its formal analysis. The second challenge relates to
the control tools derived from the enforced position and responsi-
bilities acquired by the PDMSowners. The third challenge concerns
the concrete implementation and enforcement of distributed data
processing without leaks using Trusted Execution Environments.
These three challenges are described below.

Challenge 1: Design and formal definition of the Core engine.
As sketched in Section 4, the Core engine is expected to provide at
least authentication and secure personal data storage and access,
to enforce security and privacy policies, and to sequence the execu-
tion of data tasks installed under the user’s control. While existing
work (e.g., relational algebra, iterator model and classical query
rewriting to access data) can be reused to this end, a particular
focus must be put on minimizing the code size and complexity
such that the Core engine can be proven through formal methods.
This leads to delegate non-critical operations to data tasks poten-
tially based on existing –non proven and large – code modules or
libraries, interacting with the Core without jeopardizing the global
security of the computations.

A modular architecture such as the one we propose allows to
construct independent definitions of the security goals, rigorous
proofs for each Core component, and rely solely on the security of
the Core and on the security properties of the data tasks (rather
than on their implementation).While such an approach is common
in cryptographic protocol design, the complexity lies in the large
amounts of data and large scale of the system considered here,
compared to usual cryptographic protocols. The modularity of our
architecture can help in solving these issues, as designing provably
secure components allows abstracting away lower level details.

A good example of such a modular design is the secure map-
reduce framework VC3 [35] which builds on top of SGX’s local
isolation and attestation guarantees to prove security and integrity
of the whole computation. A similar approach could be adapted to
the combination of components described in this paper. Solutions
already exist to model the low-level properties of data tasks as
described in Section 4.1 (e.g., [18,28]), which could form a solid
foundation for higher-level properties.

Challenge 2: Controlled data sharing.Defining awell-calibrated
data sharing policy, and enforcing it despite piracy actions, requires
an expertise which is out of reach of most individuals. Of course,
new data sharing and usage control techniques dedicated to per-
sonal cloud lay users should be invented. Although this issue is gen-
eral and might go beyond the strict case of the PDMS context [36],
a new challenge specific to the PDMS context is the one of making
the PDMS owner able to define her own sharing policy without
being forced to understand the underlying access control seman-
tics. To this end, the administration of data sharing should rely on
three properties: (i) visualization: whatever the underlying access
control model, the owner should have the capacity to visualize the
net effects of these rules and to easily adjust them if required; (ii)
trusted referencemonitor: the referencemonitor logic enforcing the
sharing policy must itself be understandable by the holder and the
platform implementing this logic must be trusted by her; and (iii)
zero-knowledge grants: side channels should be proscribed to avoid
leaking personal informationwithin authorized sets of permission.
Each of these properties leads to specific challenges.

Visualization. Regarding the first point, existingworks likeπBox
[34] promote the idea of letting users visualize the effects of their
decisions before validating any sharing action. In the personal
cloud context however, the amount of permissions can be huge.
A first issue is thus to assist the holder in this validation task. A
recent study [30] makes one step in this direction by identifying
suspicious grants, thanks to ‘watchdog triggers’ comparing new
authorizations with previous ones to identify outliers. A second
issue is to help the owner regulate, and then visualize, the com-
plete lifecycle of her personal data, e.g., from their capture to
their dissemination, all the way to their deletion while the data
may undergo transformations (e.g., aggregation, anonymization)
at some steps of this lifecycle to reduce its sensitivity. Moreover,
the effects of some rules are challenging to visualize (e.g., time or
location-based contextual rules). Hence significant work remains
to be done to define such friendly visualization tools. The challenge
is important since providing a visual feedback to the individuals
about the way they are exposed greatly helps them to adapt their
behavior [37,38].

Trusted reference monitor. As shown in Section 4, visualization
tools only make sense if the holder can trust what is actually plot-
ted. Thismeans designing visualization tools that can be integrated
in data tasks providing peripherals isolation, and provide to the
PDMS owner means to trust the reference monitor to precisely
enforce the effect visualized. Therefore, the referencemonitor logic
must be basic to be easily understood by the holder and must be
integrated in the Core and run inside a TEE. A primary solution
is to materialize all permissions by means of ACLs (i.e., user u is
granted access a to resource r if (u, r, a) ∈ ACL list), whatever the
complexity of the underlying access controlmodel producing these
ACLs. This leads to amaterialized viewmaintenance problem in the
TEE and to an embedded data management problem to minimize
the reference monitor overhead at data access time.

Zero-knowledge grants. A third issue is to proscribe by design
any side channel to be created between the personal cloud and a
remote party. For example, a set {(u, r, a)} of authorizations could
be consider acceptable by the PDMS owner when each triple (u, r,
a) is examined individually, but may reveal unexpected sensitive
information from the PDMS through a side channel when consid-
ered globally. For example, imagine a sharing model extracting
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from Alice’s PDMS a set of ACLs authorizing her friend Bob to
access to certain photos. The set of photos authorized to a Bob
could be legitimate when considered individually (i.e., a legitimate
permission, granted to a legitimate subject, on a regular object),
but could globally leak information about the content of Alice’s
PDMS (e.g., the photos being ordered on size, the values of the ith
pixel of each picture may be used as a side channel and leak the
credit card number of Alice). Building on the proposed architecture,
specific system data tasks could be imagined to circumvent such
issues. Typically, verification techniques based on the replay of
the data tasks checking the resulting permissions on a ‘what if’
basis (e.g., replay the sharing rule on a dataset of photos with
and without the banking information) may help reveling such
side channels. Of course, this problem is not limited to the PDMS
context, but is of great importance here as data sharing decisions
are made by lay users on the basis of their entire digital assets.

Challenge 3: Secure distributed data-oriented computations
using trusted execution environments. The personal cloud parad
-igm allows for novel big data applications on personal data (e.g.,
participatory sensing, epidemiological studies, personalized rec-
ommender systems, etc.). More precisely, the objective of dis-
tributed database computations in the PDMS context is being able
to compute any function taking as inputs the private values of n
PDMS ownerswithout leaking any information other than the final
result. This is close to the well-known secure multiparty compu-
tation (MPC) problem. While secure distributed –personal – data
processing is not a new issue, the architecture promoted in this
paper introduces new specificities which open up to new possibil-
ities but also raises new challenges. First, the PDMS architecture
is distributed at the individual level and is expected to scale up to
nationwide populations. While MPC protocols have been widely
studied in cryptography, they have not been designed with scala-
bility inmind and large-scale solutions exist only for a very limited
set of functions [39]. Second, the security of the architecture we
propose relies on secure hardware (or more precisely, Trusted
Execution Environment as described in Section 4.4), which exhibit
specific constraints with a potential impact on data management
structures and algorithms, and calls for new threat models when
compared to traditional MPC. Secure and efficient data processing
in this context leads to specific challenges including the following:

Integrity and confidentiality of generic hardware-based distributed
computations. Relying on the properties of the proposed archi-
tecture inherited from a TEE opens up the field for generic and
scalable solutions, but has major differences with traditional MPC.
First, the adversary model is different. Traditional MPC considers
an honest-but-curious adversary model, which makes sense when
the risk of being blacklisted is a strong enough deterrent to force
the participating entities (e.g., central servers) to not deviate from
the protocol. Under the assumption that the data tasks involved in
the distributed computation are isolated thanks to TEEs, even in
the presence of a curious or malicious PDMS owner, the data task
sticks close to a fully honest behavior. A first research issue is thus
to propose a way to map any arbitrary distributed protocol within
an understandable manifest specifying the overall orchestration
of the computation (i.e., specifying the role and privileges of each
data tasks involved), and ensure at execution that the computation
protocol is respected as stated in amanifest. This is not an easy task
for several reasons. First, the secure execution of the distributed
computation protocol may be enforced on a local correctness check-
ing basis, i.e., each participant involved in the computation should
be givenmeans to check the correctness of the distributed protocol
from its local view and be guaranteed that, if the local check is
verified, the global output is also correct. Second, in the case of
many data oriented operations (e.g., hashing or sorting as part
of joins, group by or duplicate removal) the data flow specified
between the data tasks is not deterministic and independent of

the data content, but can lead to transferring data to a subsequent
data task depending on the data value (e.g., Alice’s data tasks
transmits data to Bob’s data task according to a hash of the data
value) which may reveal personal information to an attacker able
to observe the data exchanges. Counter measures should be thus
envisioned to enrich the manifest, e.g., with pre-processing data
sampling steps or introduction of dummy data exchanges into the
manifest. Third, while TEEs are supposed to guarantee the confi-
dentiality of the data task content, this security property cannot
be considered in practice as unconditionally unbreakable. Indeed,
even if secure hardware is used, a fraction of the participating
PDMS owners may have instrumented their PDMS platform and
exploit side channel attacks to retrieve the content of the data
tasks they are in charge of. Such attacks should be taken into
account when building the computation manifest, to avoid letting
an attacker compromise a large set of users’ privacy or being able
to target a specific user. A new expected property should thus be
introduced, called data locality, specifying that any information in
possession of any involved data task should be as close as possible
to the personal data contributed by the PDMS owner of that data
task. This property is essential to reason about corruption, define
relevant metrics quantifying the potential impact on data leakage
of colluding participants with instrumented hardware, and design
and integrate appropriate counter measures in the manifest to
minimize the benefit-to-cost ratio of such attacks.

Performance of large scale data-oriented operations under the
TEE constraints. Considering the PDMS architecture presented in
Section 4, an important challenge is obviously to investigate the
use of Trusted Execution Environments (TEEs) available at user
side (e.g., Intel SGX available in PCs, ARM TrustZone in smart-
phones/tablets and home boxes). In the database area, there is
an intense research agenda on data management for new and/or
specialized hardware [31,40] and systems like Oracle M7 even
start to provide hardware implementations of rich sets of database
operations (SQL in silicon). But the focus is on secure centralized
databases or on the database-as-a-service (DaaS) context. Typi-
cally, TrustedDB [41] considers a database running of a tamper
proof dedicated secure hardware, Cypherbase [42] adjuncts a se-
cure hardware to an SQL-Server database and EnclaveDB [43] con-
siders a transactional database running inside an SGX enclave. The
typical limitations of the cryptographic overhead of accessing per-
sistent data outside the TEE enclave [44], the limited RAM amount
of each TEE enclave [26], the cost of external function calls [45]
and memory access overheads [46], may slow the computing by
orders of magnitude compared to a regular environment, and have
to be taken into account. Preliminary works in this direction try to
take advantage of several Intel SGX enclaves [26,35] to parallelize
the processing in a secure manner. The problem mentioned above
of enforcing the local correctness checking and leakage resilience
properties hence turns the decentralized challenge itself into a
performance issue. A precise analysis of TEEs enclaves w.r.t. data-
oriented operations in a distributed context still remains to bedone
and will undoubtedly raise many interesting data management
challenges.

6. Conclusion

The personal cloud paradigm is coming at a rapid pace. The
goal is to empower individuals with their personal data and to
unlock new usages founded on the use of their personal data under
their control. The recent worldwide smart disclosure initiatives
and privacy regulations offer great support for the personal cloud
movement. However, the journey is not without danger and many
solutions have taken a path that eventually leads to empower users
in a way which may exacerbate privacy risks.
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A first approachwas to consider that the personal cloud context
could be addressed with a simple adaptation of classical corpo-
rate cloud techniques, hence the proliferation of online personal
cloud services. This is unfortunately not the case. While corporate
solutions address a carefully controlled set of applications and
are tuned towards data management and security experts, the
PDMS context sketches an open and rich ecosystem of untrusted
data processing apps in interaction with an unsecure execution
environment and a layman PDMS owner. Trying to answer the fear
associatedwith online personal clouds, zero-knowledge and home
cloud solutions emerged but in fact, they transformed the trust
assumption in the personal cloud provider into the myth of the
owner’s self-capacity to administer and guarantee the security of
her own environment.

Solving this issue is both a scientific, technical and societal
challenge. On the scientific side, the primary challenge addressed
to the data management and security research communities is to
define and formally analyze a personal cloud architecture capable
of combining strong expectations in terms of securitywith extensi-
ble data management capabilities covering the complete personal
data life cycle. Our definition of an Extensive and Secure Personal
Data Management System (ES-PDMS) along with a set of security
properties and reference architecture is a first step towards this
goal butmany exciting research issues still need to be investigated.
On the technical side, we have sketched different alternatives for
instantiating this reference architecture into concrete platforms
but a long road remains before achieving operational solutions
exploiting the full capacity of advances in secure hardware. Some
steps along this road are undoubtedly difficult enough to introduce
new research issues on their own. Finally, the societal challenge is
multidisciplinary: how to devise neweconomicmodels reconciling
lucrative (or non-profit) exploitation of personal data and user’s
empowerment? How to make the legislation evolve in relation
with the evolution of PDMS architectures, notably regarding the
sharing of liability between the PDMS provider, the application
providers and the owner herself? And finally, how to convince
people of the importance of all the previous questions and provide
them with the right choices? Architecture also matters when de-
vising solutions to these questions. It must provide formal guar-
antees that the interest of each party will be preserved, that each
party will get the appropriate tools to endorse her own responsi-
bility and finally it must be as transparent and friendly to use as
possible.

Hence, we believe that the personal cloud paradigm is a cor-
nerstone of the digital evolution and that many of its challenges
are rooted in architectural choices. Our hope is that this paper
will provide a solid foundation for the discussions around this
promising topic and lead to impactful and original research.
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1. Introduction 

We are witnessing an exponential accumulation of personal 

data on central servers: data automatically gathered by adminis- 

trations, companies and web sites but also data produced by the 

individuals themselves and deliberately stored in the cloud for 

convenience (e.g., photos, agendas, raw data produced by smart 

appliances and quantified-self devices). Unfortunately, there are 

many examples of privacy violations arising from abusive use or 

attacks, and even the most secured servers are not spared. 

The Personal Cloud paradigm has recently emerged as a way 

to allow individuals to manage under their control the collection, 

usage and sharing of their data, as requested by the World Eco- 

nomic Forum. 1 Initiatives like Blue Button and Green Button in the 

US, MiData in Great Britain and MesInfos in France bring about 

∗ Corresponding author at: INRIA Saclay-Ile-de-France, Université Paris-Saclay, 1 

Rue H. d’Estienne d’Orves, 91120 Palaiseau, France. 

E-mail address: nicolas.anciaux@inria.fr (N. Anciaux). 
1 The World Economic Forum. Rethinking Personal Data: Strengthening Trust. 

May 2012. 

this paradigm by returning personal data retained by companies 

and administrations to individuals. Personal cloud platforms also 

arise in the market place (e.g., Cozy Cloud, Own Cloud, SeaFile 

and Younity to cite 2 only a few). This user-centric vision illustrates 

the gravity shift of information management from organizations 

to individuals. However, at the time individuals recover their 

sovereignty of their data, they also inherit the burden of organiz- 

ing this personal data space and more importantly of protecting 

it against all forms of attacks and abusive usages, a responsibility 

that they cannot endorse. 

The Secure Personal Cloud paradigm that we proposed in 

[7] relieves the individual from this security task. The corre- 

sponding architecture, illustrated in Fig. 1 , combines a traditional 

personal cloud server (e.g., running on a plug computer or an in- 

ternet gateway at home) and a secure token (i.e., a tamper-resistant 

hardware device). Heterogeneous data issued by external sources 

and by personal appliances are all transformed into documents. 

2 OwnCloud: https://owncloud.org/ ; CozyCloud: https://www.cozycloud.cc ; 

SeaFile: http://www.seefile.com/ ; Younity: http://getyounity.com/ . 

https://doi.org/10.1016/j.is.2017.09.003 
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Fig. 1. Example of a secure personal cloud platform. 

Document metadata (keywords extracted from the file content, 

date, type, authors, tags set by the user herself, etc.) is extracted 

at insertion time, stored in the secure token and indexed so that 

the secure token can act as a privacy preserving Google Desktop 

or Spotlight for the user’s dataspace. Documents themselves are 

encrypted by the secure token before being stored in the Personal 

Cloud, locally or remotely. Thus, the secure token plays the role 

of a gatekeeper for the whole Personal Cloud by managing all the 

sensitive information (e.g., encryption keys, metadata, indexes) 

and operations (e.g., authentication, data encryption/decryption, 

access control, and query processing) [22,23] . 

In the context of the Personal Cloud, embedding a full-text 

search engine in a secure token will allow a user to securely 

search through her file collection in a simple way (i.e., using 

keywords), without exposing any metadata to the outside world. 

A file can be any form of document, mail, picture, music or video 

file, etc., that is associated with a set of terms. A query can be 

any form of keyword search using a ranking function (e.g., tf-idf ) 

identifying the top- k most relevant files. Designing such embedded 

search engine is however very challenging. Indeed, data storage 

in secure tokens is usually provided by large capacity removable 

SD or μSD cards or by soldered raw Flash chips while computing 

power is provided by microcontrollers (MCU) equipped with 

tiny RAM (tens of KB). This conjunction of hardware constraints 

raises critical issues deeply discussed in [5] . Typically, NAND Flash 

badly adapts to random fine-grain updates while state-of-the-art 

indexing techniques either consume a lot of RAM or produce a 

large quantity of random fine-grain updates. 

We propose in this paper an efficient and scalable search 

engine adapted to the highly constrained architecture of secure 

tokens. Specifically, we make the following contributions 3 : 

• We define two mandatory properties, namely Bounded RAM 

agreement (capturing the hardware constraints) and Full scal- 

ability (capturing the performance requirements) and then 

introduce three design principles, namely Write-Once Partition- 

ing, Linear Pipelining and Background Linear Merging , to devise 

an inverted index complying with these properties. 

3 This paper is an extended version of [6] . The new material covers three sig- 

nificant contributions. First, we provide all algorithms underlying our search en- 

gine, some of them being non trivial, and perform a thorough analysis of their 

RAM consumption to demonstrate the compliance of our design with the Bounded 

RAM agreement. Second, we extended the performance measurements performed 

in [6] with a third real dataset (ENRON), representative of the personal Cloud con- 

text and more generally of any context manipulating rich documents with random 

updates. We also extended the type of situations measured in order to demonstrate 

the compliance of our design with the Full scalability property. Taken together, 

Sections 8 and 9 validate the approach in the most comprehensive and comple- 

mentary way. Third, Section 7 proposes an extension of our work to support condi- 

tional top-k queries in the personal Cloud context. Finally, note that an operational 

prototype of the complete design has been developed and different facets of this 

prototype have been demonstrated [22,23] . 

• Based on these principles, we propose a novel inverted index 

structure and related algorithms to support all the basic index 

operations, i.e., search, insertion, deletion and update. 
• We show that our solution can be extended towards a con- 

ditional top-k query engine to support flexible and secure 

searches in a Personal Cloud context. 
• Finally, we validate our design in two complementary ways. 

First, we do a precise analysis of the RAM consumption of each 

algorithm and demonstrate that each satisfies the Bounded 

RAM agreement. Second, we conducted a comprehensive set 

of experiments on a real representative secure token platform, 

using three real and synthetic datasets, and show that query 

and insertion/deletion/update performance can be met together 

demonstrating Full scalability compliance. 

It is worth noticing that the hardware architecture of secure 

tokens is very similar to the hardware architecture of smart 

objects, which also consists in an MCU connected to a NAND Flash 

storage. Given the capacity of smart objects to acquire, store and 

process data, new services have emerged. Camera sensors tag 

photographs and provide search capabilities to retrieve them [40] . 

Smart objects maintain the description of their surrounding [41] , 

e.g., shops like bookstores can be queried directly by customers 

in search of a certain product enabling the Internet of Things [1] . 

Smart meters record energy consumption events and GPS devices 

track locations and moves. This explains the growing interest for 

transposing traditional data management functionalities directly 

into smart objects. The embedded search engine proposed in this 

paper can be equally employed in the context of smart objects 

to search relevant objects in their surroundings based on their 

description, search pictures by using tags or perform analytic tasks 

(i.e., top-k queries) over sets of events (i.e., terms) captured during 

time windows (i.e., files). 

The rest of the paper is organized as follows. Section 2 details 

the search engine requirements, the secure tokens’ hardware con- 

straints, analyses the state-of-the-art solutions and derives from 

this analysis a precise problem statement. Section 3 introduces 

our three design principles, while Sections 4 and 5 detail the 

proposed inverted index structure and algorithms derived from 

these principles. Section 6 is devoted to the tricky case of file 

deletions and updates. Section 7 introduces the need for condi- 

tional top-k queries and discusses the extension of our search 

engine to match such a requirement. Then, we validate our design 

with respect to the Bounded RAM agreement ( Section 8 ) and Full 

scalability ( Section 9 ) properties. Finally, Section 10 concludes. At 

a more general level, the paper is organized in four parts: (i) the 

problem presentation ( Sections 1 and 2 ), (ii) the proposed solution 

( Sections 3 , 4 , 5 and 6 ), (iii) the extension to conditional top-k 

queries ( Section 7 ), and (iv) the evaluation ( Sections 8 and 9 ). 

2. Problem statement 

This section describes the main requirements of a full-text 

search engine, the hardware constraints of secure tokens, and 

reviews the literature addressing the problem of implementing a 

search engine under these constraints. Then, in the light of the 

existing works and their shortcomings, we precisely state the 

problem addressed in this paper. 

2.1. Search engine requirements 

As in [33] , we consider that the search engine of interest in 

this paper has similar functionality as a Google Desktop embedded 

in secure tokens. Hence, we use the terminology introduced in 

the Information Retrieval literature for full-text search. Then, a 

document refers to any form of data files, terms refers to any 
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Fig. 2. Typical inverted index structure. 

forms of metadata elements, term frequencies refer to metadata 

element weights and a query is equivalent to a full-text search. 

Full-text search has been widely studied by the information 

retrieval community since decades (see [42] for a recent survey). 

The core problem is, given a collection of documents and a user 

query expressed as a set of terms { t i }, to retrieve the k most 

relevant documents according to a ranking function. In the wide 

majority of the related works, the tf-idf score, i.e., term frequency- 

inverse document frequency, is used to rank the query results. A 

document can be of many types (e.g., text file, image, etc.) and 

is associated with a set of terms (or keywords) describing its 

content and weights indicating their respective importance in the 

document. For text documents, the terms are words composing 

the document and their weight is their frequency in the docu- 

ment. For images, the terms can be tags, metadata or visterms 

describing image subparts [40] . For a query Q = { t }, the tf-idf score 

of each indexed document d containing at least a query term can 

be computed as follows: 

t f − idf (d) = 

∑ 

t∈ Q 
log 

(
f d,t + 1 

)
· log 

(
N 

F t 

)
where f d,t is the frequency of term t in document d, N is the total 

number of indexed documents, and F t is the number of documents 

that contain t . This formula is given for illustrative purpose, the 

weight between f d,t and N / F t varying depending on the proposals. 

Classically, full-text search queries are evaluated efficiently 

using an inverted index, named I hereafter (see Fig. 2 ). Given 

D = { d i } a set of documents, the inverted index I over D consists 

of two main components [42] : ( i ) a search structure I.S (also 

called dictionary) which stores for each term t appearing in the 

documents the number F t of documents containing t and a pointer 

to the inverted list of t ; ( ii ) a set of inverted lists { I.L t } where 

each list stores for a term t the list of ( d, f d,t ) pairs where d is 

a document identifier in D that contains t and f d,t is the weight 

of the term t in the document d (typically the frequency of t in 

d ). The dictionary is constituted by all the distinct terms t of the 

documents in D , and is large in practice, which requires organizing 

it into a search-efficient structure such as a B-tree. 

A query Q = { t } is traditionally evaluated by: ( i ) accessing I.S 

to retrieve for each query term t the inverted lists elements 

{ I.L t } t ∈ Q ; ( ii ) allocating in RAM one container for each unique 

document identifier in these lists; ( iii ) computing the score of 

each of these documents using a weight function, e.g., tf-idf ; ( iv ) 

ranking the documents according to their score and producing the 

k documents with the highest scores. 

2.2. Secure Tokens’ hardware constraints 

Whatever their form factor and usage, secure tokens share 

strong commonalities in terms of data management architecture. 

Indeed, a large NAND Flash storage is used to persistently store 

the data and the indexes, and a microcontroller (MCU) executes 

the embedded code, both being connected by a bus. Hence, the 

architecture inherits hardware constraints from both the MCU and 

the Flash memory. 

The MCUs embedded in secure tokens usually have a low 

power CPU, a tiny RAM (few KB), and a few MB of persistent 

memory (ROM, NOR or EEPROM) used to store the embedded 

code. The NAND Flash component (either raw NAND Flash chip or 

SD/micro-SD card) also exhibits strong limitations. In NAND Flash, 

the base unit for a read and a write operation is the sector (usu- 

ally 512 bytes) with raw NAND Flash chips or the page (usually 2 

Kbytes or four sectors) with SD/micro-SD cards in which the ac- 

cess to the Flash memory is managed by a Flash Translation Layer 

(FTL). The sectors/pages must be erased before being rewritten 

but the erase operation must be performed at a block granularity 

(e.g., 256 pages). Erases are then costly and a block wears out 

after about 10 4 repeated write/erase cycles. In addition, the sec- 

tors/pages have to be written sequentially in a block. Therefore, 

NAND Flash badly supports random writes. We observed this same 

bad behavior both with raw NAND Flash chips and SD/micro-SD 

cards. Our own measurements shown in Table 1 (see Section 9.1 ) 

corroborate the ones published in [12] indicating that random 

writes are (much) more costly than sequential writes on SD cards. 

While high-end SSDs use large on-device RAM (e.g., 512MBytes) 

to reorder random writes and optimize their performance, secure 

tokens equipped with very scarce RAM and basic NAND Flash 

storage cannot hide NAND Flash constraints and as such are ex- 

posed to large performance degradation. Hence, in the embedded 

context, random writes in Flash storage must be proscribed. 

We also mention that in case of accessing the Flash through 

an FTL (e.g., with an SD card), the access can be done at a granu- 

larity smaller than the base unit (e.g., reading/writing at a sector 

granularity instead of a page granularity) with the inconvenient 

of a reduced read/write throughput of the device. However, the 

sequential/random write ratio remains practically the same with 

the ratio at the base granularity (see Table 1 ). The advantage in 

this case is the reduction of the amount of RAM memory required 

to process the data read from or written to the Flash storage, 

which is a major benefit in the context of secure tokens given 

their tiny RAM memory. In this work, we employ this approach 

since our secure tokens use a micro-SD card storage, but we prefer 

to access it at a sector granularity (i.e., 512 bytes) to reduce the 

RAM consumption of the proposed method. For simplicity, use the 

terms page and sector interchangeably in the rest of the paper to 

denote a data unit of 512 bytes in Flash or in RAM. 

Finally, it is worth observing that given the strong similar- 

ity between the hardware architecture of secure tokens and of 

smart objects, we can consider that the secure tokens represent 

a specific instance of smart objects, i.e., smart objects having a 

tamper-resistant MCU. Hence, in this paper we use the terms 

secure token and smart object according to this observation. 

2.3. State-of-the-Art solutions 

Data management embedded in secure tokens [4,34] or more 

generally in smart objects is no longer a new topic. Many pro- 

posals from the database community tackle this problem in the 

context of the Internet of Things [11] , strengthening the idea that 

smart objects must now be considered as first-class data sources. 

For instance, simple query evaluation facilities have been recently 

proposed for sensor nodes equipped with large Flash memory 

[14,16] to enable filtering operations. Relational database opera- 

tions like selection, projection and join for new generations of 

SIM cards with large Flash storage capacities have been proposed 

in [5,35] . More complex treatments such as facial recognition and 

the related indexing techniques have been investigated also [15] . 

However, several works [5,25,35] consider a traditional database 

context and do not address the full-text search problem, leading 
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Table 1 

Measured performance of common SD cards. 

Throughput (KB/s) with sector / page granularity Read (512B / 2 KB) Sequential Write (512B / 2 KB) Random Write (512B / 2 KB) 

Kingston μSDHC 385 / 1053 79 / 270 3.1 / 11 

Lexar SDMI4GB-715 625 / 1667 238 / 833 2.8 / 10 

Samsung μSDHC Plus 385 / 1111 172 / 625 1.6 / 6.1 

SiliconPower SDHC 357 / 909 147 / 526 12.5 / 36.4 

SanDisk μSDHC 417 / 1176 357 / 1111 14.3 / 30.8 

to different query processing techniques and indexing structures. 

Therefore, we focus below on works specifically addressing em- 

bedded search engines and then extend the review to a few works 

related to Flash-based indexing when the way they tackle the 

MCU and Flash constraints can enlighten the discussion. 

2.3.1. Embedded search engines 

A few pioneer works recently demonstrate the interest of 

embedding search engine techniques into smart objects equipped 

with extended Flash storage to manage collections of files stored 

locally [32,33,37,38,40] . These works rely on a similar design of 

the embedded inverted index as proposed in [33] . Instead of 

maintaining one inverted list per term in the dictionary, each term 

is hashed to a bucket and a single inverted list is built for each 

bucket. The inverted lists are stored sequentially in Flash memory, 

within chained pages, and only a small hash table referencing the 

first Flash page of each bucket is kept in RAM. The number of 

buckets is kept small, such that ( i ) the large dictionary of terms 

(usually tens of MB) is replaced by a small hash table stored 

in RAM, and ( ii ) the main part of the RAM can be used as an 

insertion buffer for the inverted lists elements, i.e., ( t, d, f d,t ) 

triples. This approach complies with a small RAM and suits well 

the Flash constraints by precluding fine grain random (re)writes in 

Flash. However, each inverted lists corresponds to a large number 

of different terms, which unavoidably leads to a high query eval- 

uation cost that increases proportionally with the size of the data 

collection. The less RAM available, the smaller the number of hash 

buckets and the more severe the problem is. In addition, these 

techniques do not support document deletions, but only data aging 

mechanisms, where old index entries automatically expire when 

overwritten by new ones. A similar design is proposed in [40] that 

builds a distributed search engine to retrieve images captured by 

camera sensors. A local inverted index is embedded in each sensor 

node to retrieve the relevant images locally, before conducting the 

distributed search. However, this work considers powerful sensors 

nodes (with tens of MB of local RAM) equipped with custom SD 

card boards (with specific performances). At the same time, the 

underlying index structure is based on inverted lists organized in 

a similar way as in [33] . All these methods are highly efficient for 

document insertions, but fail to provide scalable query processing 

for large collections of documents. Therefore, their usage is limited 

to applications that require storing only a small number (few 

hundreds) of documents. 

2.3.2. Key-value pair indexing in NAND flash 

In the key-value store context, SkimpyStash [13] , LogBase [36] , 

SILT [26] and Hyder [10] propose Flash-aware structures to store 

and query key-value pairs. Hyder [10] proposes a multiversion 

key-value database stored in Flash and shared over the network. It 

makes use of a single binary balanced tree index in Flash to find 

any version of any tuple corresponding to a given key. The binary 

tree is not updated in place, the path from the inserted or updated 

node being rewritten up to the root. Unfortunately, this technique 

cannot be used to implement full-text searches where each term 

may appear in many documents (i.e., binary trees are not adequate 

to index non-unique keys). SkimpyStash [13] , LogBase [36] and 

SILT [26] organize key-value pairs in a log structure to exploit 

sequential writes, but require some form of in-memory (RAM) 

indexing with a size proportional to the database size. Thus, the 

memory consumption may easily exceed the RAM size of an MCU 

(i.e., these methods require at least 1B per indexed record). 

2.3.3. B-tree indexing in NAND flash 

In the database context, adapting the B-tree to NAND Flash has 

received a great attention. Indeed, the B-tree is a very popular 

index and its standard implementation performs poorly in Flash 

[39] . Many recent proposals [2,24,39] tackle this problem. The 

key idea in these approaches is to buffer the updates in log 

structures that are written sequentially and to leverage the fast 

(random) read performance of Flash memory to compensate the 

loss of optimality of the lookups. When the log is large enough, 

the updates are committed into the B-tree in a batch mode, to 

amortize the Flash write cost. The log must be indexed in RAM 

to ensure performance. The different proposals vary in the way 

the log and the in-memory index are managed, and in the impact 

it has on the commit frequency. To amortize the write cost by 

a significant factor, the log must be seldom committed, which 

requires more RAM. Conversely, limiting the RAM size leads to 

increasing the commit frequency, thus generating more random 

writes. The RAM consumption and the random write cost are thus 

conflicting parameters. Under severe RAM limitations, the gain on 

random writes definitely vanishes. 

2.3.4. Partitioned indexes 

In another line of work, partitioned indexes have been exten- 

sively employed especially to improve the storage performance 

in environments with insert-intensive workloads and concurrent 

queries on magnetic disks. A prominent example is the LSM-tree 

(i.e., the Log-Structured Merge-tree) [30] and its many variants 

(e.g., the Stepped Merge Method [17] , the Y-tree [18] , the Parti- 

tioned Exponential file [19] , and the bLSM-tree [31] to name but a 

few). The LSM-tree consists in one in-memory B-tree component 

to buffer the updates and one on-disk B 

+ -tree component that 

indexes the disk resident data. Periodically, the two components 

are merged to integrate the in-memory data and free the memory. 

The benefit of such an approach is twofold. First the updates 

are integrated in batch, which amortizes the write cost per up- 

date. Second, the merge operation uses sequential I/Os, which 

reduces the disk arm movements and thus, highly increases the 

throughput. If the indexed dataset becomes too large, the index 

disk component can be divided into several disk components of 

exponentially increasing size to reduce the write amplification 

of merges. Many works have proposed optimized versions of the 

L SM-tree. For instance, bL SM [31] fixes several limitations of the 

LSM-tree. Among the improvements, the main contribution is an 

advanced merge scheduler that bounds the index write latency 

without impacting its throughput. Also, the FD-tree [24] proposes 

a similar structure with the LSM-tree to optimize the data index- 

ing on SSDs. Furthermore, the storage systems of the major web 

service provider, e.g., Google’s Bigtable and Facebook’s Cassandra, 

employ a similar partitioning approach to implement key-value 

stores. The idea is to buffer large amounts of updates in RAM and 

then flush them in block on disk as a new partition. Periodically, 

the small partitions are merged into a large partition. 
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The proposed search engine shares the general idea of index 

partitioning and merging with the above mentioned works. How- 

ever, the similarity stops at the general level since the specific 

hardware constrains and type of queries in our context cannot 

be satisfied by the existing solutions. In particular, the small 

amount of RAM requires frequent flushes of the buffered updates. 

This leads to a specific organization of the partitions and merge 

scheduling in our structure. The type of query in our context (i.e., 

top-k keyword search) represents another major difference with 

the existing partitioning methods that only consider the classical 

key-value search. To be able to evaluate full text search queries in 

the presence of deletions and limited amount of RAM, our search 

engine proposes a novel index organization with a specific query 

processing. 

In general, designing access methods is often a matter of 

tradeoff between minimizing read times, update cost and mem- 

ory/storage overhead as recently observed in [8] . Given the specific 

architecture of secure tokens, this tradeoff translates to a tension 

between memory and Flash storage in the embedded context [3] . 

Specifically, tiny RAM and NAND Flash persistent storage introduce 

conflicting constraints and lead to split state of the art solutions 

in two families. The insert-optimized family reaches insertion scal- 

ability thanks to a small indexed structure buffered in RAM and 

sequentially flushed in Flash, thereby precluding costly random 

writes in Flash. This good insertion behavior is however obtained 

to the detriment of query scalability, the performance of searches 

being roughly linear with the index size in Flash. Conversely, 

the query-optimized family reaches query scalability by adapting 

traditional indexing structures to Flash storage, to the detriment 

of insertion scalability, the number of random (re)writes in Flash 

(linked to the log commit frequency) being roughly inversely 

proportional to the RAM capacity. In addition, we are not aware 

of works addressing the crucial problem of random document 

deletions in the context of an embedded search engine. 

2.4. Problem formulation 

In the light of the preceding sections, the problem addressed 

in this paper can be formulated as designing an embedded full-text 

search engine that has the following two properties : 

• Bounded RAM agreement : the proposed engine must be able to 

respect a predefined RAM consumption bound (RAM_Bound), 

precluding any solution where this consumption depends on 

the size of the document set. 
• Full scalability : the proposed engine must be scalable for 

queries and updates (insertion, deletion of documents) without 

distinction. 

The Bounded RAM agreement is required to comply with 

the widest population of secure tokens. The consequence is that 

the full-text search engine must remain functional even when 

very little RAM (a few KB) is made available to it. Note that the 

RAM_Bound size is a subpart of the total physical RAM capacity 

of a secure token considering that the RAM resource is shared 

by all software components running in parallel on the platform, 

including the operating system. The RAM_Bound property is also 

mandatory in a co-design perspective where the hardware re- 

sources of a given platform must be precisely calibrated to match 

the requirements of a particular application domain. 

The Full scalability property guarantees the generality of the 

approach. By avoiding to privilege a particular workload, the index 

can comply with most applications and data sets. To achieve 

update scalability, the index maintenance needs to be processed 

without generating random writes, which are badly supported by 

the Flash memory. At the same time, achieving query scalability 

means obtaining query execution costs in the same order of mag- 

nitude with the ideal query costs provided by a classical inverted 

index I . 

3. Design principles 

Satisfying the Bounded RAM agreement and Full scalability 

properties simultaneously is challenging, considering the conflict- 

ing MCU and Flash constraints mentioned above. To tackle this 

challenge, we propose in this paper an indexing method that relies 

on the following three design principles. 

P1. Write-Once Partitioning: Split the inverted index structure 

I in successive partitions such that a partition is flushed only once in 

Flash and is never updated . 

By precluding random writes in Flash, Write-Once Partitioning 

aims at satisfying update scalability. Considering the Bounded 

RAM agreement, the consequence of this principle is to parse 

documents and maintain I in a streaming way. Conceptually, 

each partition can be seen as the result of indexing a window 

of the document input flow, the size of which is limited by 

the RAM_Bound. Therefore, I is split in an infinite sequence of 

partitions 〈 I 0 , I 1 ,…, I p 〉 , each partition I i having the same internal 

structure as I . When the size of the current I i partition stored 

in RAM reaches RAM_Bound, I i is flushed in Flash and a new 

partition I i + 1 is initialized in RAM for the next window. 

A second consequence of this design principle is that document 

deletions have to be processed similar to document insertions 

since the partitions cannot be modified once they are written. This 

means adding compensating information in each partition that will 

be considered by the query process to produce correct results. 

P2. Linear Pipelining: Compute each query Q with respect to the 

Bounded RAM agreement in such a way that the execution cost of Q 

over 〈 I 0 , I 1 ,…, I p 〉 is in the same order of magnitude as the execution 

cost of Q over I . 

Linear Pipelining aims at satisfying query scalability under the 

Bounded RAM agreement. A unique structure I as the one pictured 

in Fig. 2 is assumed to satisfy query scalability by nature and 

is considered hereafter as providing a lower bound in terms of 

query execution time. Hence, the objective of Linear pipelining is 

to keep the performance gap between Q over 〈 I 0 , I 1 ,…, I p 〉 and 

Q over I , both small and predictable (bounded by a given tuning 

parameter). Computing Q as a set-oriented composition of a set of 

Q i over I i , (with i = 0,…p ) would unavoidably violate the Bounded 

RAM agreement as p increases, since it will require to store all 

Q i ’s intermediate results in RAM. Hence the necessity to organize 

the processing in pipeline such that the RAM consumption re- 

mains independent of p , and therefore of the number of indexed 

documents. Also, the term linear pipelining conveys the idea that 

the query processing must preclude any iteration (i.e., repeated 

accesses) over the same data structure to reach the expected level 

of performance. This disqualifies brute-force pipeline solutions 

where the tf-idf scores of documents are computed one after the 

other, at the price of reading the same inverted lists as many 

times as the number of documents they contain. 

However, Linear Pipelining alone cannot prevent the perfor- 

mance gap between Q over 〈 I 0 , I 1 ,…, I p 〉 and Q over I to increase 

with the increase of p as ( i ) multiple searches in several small 

I i .S are more costly than a single search in a large I.S and ( ii ) the 

inverted lists in 〈 I 0 , I 1 ,…, I p 〉 are likely to occupy only fractions of 

Flash pages, multiplying the number of Flash I/Os to access the 

same amount of data. A third design principle is then required. 

P3. Background Linear Merging: To limit the total number of 

partitions, periodically merge partitions in a way compliant with the 

Bounded RAM agreement and without hurting update scalability . 

The objective of partition merging is therefore to obtain a lower 

number of larger partitions to avoid the drawbacks mentioned 
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above. Partition merging must meet three requirements. First 

the merge must be performed in pipeline to comply with the 

Bounded RAM agreement. Second, since its cost can be significant 

(i.e., proportional to the total size of the merged partitions), the 

merge must be processed in background to avoid locking the index 

structure for unbounded periods of time. Since multi-threading is 

not supported by the targeted platforms, background processing 

can simply be understood as the capacity to interrupt and recover 

the merging process at any time. Third, update scalability requires 

that the total cost of a merge run be always smaller than the time 

to fill out the next bunch of partitions to be merged. 

Taken together, principles P1 to P3 reconcile the Bounded RAM 

agreement and Full scalability index properties. The technical 

solutions to implement these three principles are presented in 

the next sections. To ease the presentation, we introduce first the 

foundation of our solution considering only document insertions 

and queries. The trickier case of document deletions is postponed 

to Section 6 . 

4. Write-once partitioning and linear pipelining 

These two design principles are discussed together because 

the complexity comes from their combination. Indeed, Write-Once 

Partitioning is straightforward on its own. It simply consists in 

splitting I in a sequence 〈 I 0 , I 1 ,…, I p 〉 of small indexes called 

partitions, each one having a size bounded by RAM_Bound. The 

difficulty is to implement a linear pipeline execution of any query 

Q on this sequence of partial indexes. 

Executing Q over I would lead to evaluate: 

T o p k 

[ ∑ 

t∈ Q 
W 

(
f d,t , 

N 

F t 

)] 

, with d ∈ D 

where Top k selects the k documents d ∈ D having the largest tf-idf 

scores, each score being computed as the sum, for all terms t ∈ Q , of 

a given weight function W taking as parameter the frequency f d , t 
of t in d and the inverse document frequency N / F t . Our objective 

is to remain agnostic regarding W and then let the precise form 

of this function open. Let us now consider how each term of this 

expression can be evaluated by a linear pipelining process on a 

sequence 〈 I 0 , I 1 ,…, I p 〉 . 
Computing N. We assume that the number of documents is a 

global metadata maintained at insertion/deletion time and needs 

not be recomputed for each Q . 

Computing F t . F t should be computed only once for each term 

t since F t is constant for Q . This is why F t is usually materialized 

in the dictionary part of the index ({ t, F t } ⊂ I.S ), as shown in 

Fig. 2 . When I is split in 〈 I 0 , I 1 ,…, I p 〉 , the global value of F t 
should be computed as the sum of the local F t of all partitions. 

The complexity comes from the fact that the same document d 

may cross several partitions with the consequence of contributing 

several times to the global F t if a simple sum is performed. The 

Bounded RAM agreement precludes maintaining in RAM a history 

of all the terms already encountered for a given document d across 

the parsing windows, the size of this history being unbounded. 

Accessing the inverted lists { I i .L t } of successive partitions to check 

whether they intersect for a given d would also violate the Linear 

Pipelining principle since these same lists will be accessed again 

when computing the tf-idf score of each document. 

The solution is then to store in the dictionary of each partition 

the boundary of that partition, namely the identifiers of the first 

and last documents considered in the parsing window. Then, two 

bits firstd and lastd are added in the dictionary for each inverted 

list to register whether this list contains one (or both) of these doc- 

uments, i.e., { t, F t , firstd, lastd } ⊂ I.S . As illustrated in Fig. 3 , this is 

sufficient to detect the intersection between the inverted lists of a 

Fig. 3. Consecutive index partitions with overlapping documents. 

same term t in two successive partitions. Whether an intersection 

between two lists is detected, the sum of their respective F t must 

be decremented by 1. Hence, the correct global value of F t can eas- 

ily be computed without physically accessing the inverted lists. 

During the F t computation phase, the dictionary of each par- 

tition is read only once and the RAM consumption sums up to 

one buffer to read each dictionary, page by page, and one RAM 

variable to store the current value of each F t . 

Computing f d , t . If a document d overlaps two consecutive 

partitions I i and I i + 1 , the inverted list L t of a queried term t ∈ Q 

may also overlap these two partitions. In this case the f d , t score 

of d is simply the sum of the (last) f d , t value in I i .L t and the 

(first) f d , t value in I i + 1 .L t . To get the f d , t values, the inverted lists 

I i .L t have to be accessed. The pointers referencing these lists are 

actually stored in the dictionary which has already been read 

while computing F t . According to the Linear pipelining principle, 

we avoid reading again the dictionary by storing these pointers in 

RAM during the F t computation. The extra RAM consumption is 

minimal and bounded by the fact that the number of partitions is 

itself bounded thanks to the merging process (see Section 5 ). 

Computing Top k . Traditionally, a RAM variable is allocated to 

each document d to compute its tf-idf score by summing the 

results of W ( f d , t , N / F t ) for all terms t ∈ Q [42] . Then, the k best 

scores are selected. Unfortunately, this approach conflicts with 

the Bounded RAM agreement since the size of the document set 

is likely to be much larger than the available RAM. Hence, we 

organize the query processing in a pure pipeline way, allocating 

a RAM variable only to the k documents having currently the 

best scores. This forces the complete computation of tf-idf ( d ) to 

be done for each d , one after the other. To meet this requirement 

while precluding any iteration on the inverted lists, these lists 

are maintained sorted on the document id. Note that if document 

ids reflect the insertion ordering, the inverted lists are naturally 

sorted. Hence, the tf-idf computation sums up to a simple linear 

pipeline merging process of the inverted lists for all terms t ∈ Q in 

each partition (see Fig. 4 ). The RAM consumption for this phase is 

therefore restricted to one variable for each of the current k best 

tf-idf scores and to one buffer (i.e., a RAM page) per query term 

t to read the corresponding inverted lists I i .L t (i.e., I i .L t are read 

in parallel for all t , the inverted lists for the same t being read in 

sequence). Fig. 4 summarizes the data structures maintained in 

RAM and in Flash to handle this computation. 

5. Background linear merging 

The background merging process aims at achieving scalable 

query costs by timely merging several small indexes into a larger 

index structure. As mentioned in Section 3 , the merge must be 

a pipeline process in order to comply with the Bounded RAM 

agreement while keeping a cost compatible with the update rate. 
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Fig. 4. Linear pipeline computation of Q over terms t i and t j . 

Fig. 5. The scalable and sequential flash structure. 

Moreover, the query processing should continue to be executed in 

Linear Pipelining (see Section 4 ) on the structure resulting from 

the successive merges. Therefore, the merges have to preserve the 

global ordering of the document ids within the index structures. 

To meet these requirements, we introduce a Sequential and 

Scalable Flash structure, called SSF , pictured in Fig. 5 . The SSF con- 

sists in a hierarchy of partitions of exponentially increasing size. 

Specifically, each new index partition is flushed from RAM into 

the first level of the SSF , i.e., L 0 . The merge operation is triggered 

automatically when the number of partitions in a level becomes b , 

the branching factor of SSF , which is a predefined index parameter. 

The merge combines the b partitions at level L i of SSF, denoted by 

I i 
1 
, ...I i 

b 
, into a new partition at level L i + 1 , denoted by I i +1 

j 
and then 

reclaims all partitions at level L i . 

The merge is directly processed in pipeline as a multi-way 

merge of all partitions at the same level. This is possible since the 

dictionaries of all the partitions are already sorted on terms, while 

the inverted lists in each partition are also sorted on document 

ids. So are the dictionary and the inverted lists of the resulting 

partition at the upper level. More precisely, the algorithm works 

in two steps. In the first step, the I.L part of the output partition 

is produced. Given b partitions in the index level L i , b + 1 RAM 

pages are necessary to process the merge in linear pipeline: b 

pages to merge the inverted lists in I.L of all b partitions and one 

page to produce the output. The indexed terms are treated one 

after the other in alphabetic order. For each term t , the head of 

its inverted lists in each partition is loaded in RAM. These lists are 

then consumed in pipeline by a multi-way merge. Document ids 

are encountered in descending order in each list and the output 

list resulting from the merge is produced in the same order. A 

particular case must be distinguished when two pairs ( d, f1 d,t ) 

and ( d, f2 d,t ) are encountered in separate lists for the same d ; this 

means that document d overlaps two partitions and these two 

pairs are aggregated in a single ( d, f1 d, t + f2 d,t ) before being added 

to I.L . In the second step, the metadata I.M is produced (see Fig. 3 ), 

by setting the value of firstd (resp. lastd ) with the firstd (resp. lastd ) 

value of the first (resp. last ) partition to be merged, and the I.S 

structure is constructed sequentially, with an additional scan of I.L . 

The I.S tree is built from the leaves to the root. This step requires 

one RAM page to scan I.L , plus one RAM page per I.S tree level. 

For each list encountered in I.L , a new entry ( t, F t , presence_flags ) 

is appended to the lowest level of I.S ; the value F t is obtained 

by summing the f d,t fields of all ( d, f d,t ) pairs in this list; the 

presence flag reflects the presence in the list of the firstd or lastd 

document. Upper levels of I.S are then trivially filled sequentially. 

This Background Merging process generates only sequential writes 

in Flash and previous partitions are reclaimed in large blocks after 

the merge. This pipeline process sequentially scans each partition 

only once and produces the resulting partition also sequentially. 

Hence, assuming b + 1 is strictly lower than RAM_bound, one 

RAM buffer (of one page) can be allocated to read each partition 

and the merge is I/O optimal. If b is larger than RAM_bound, the 

algorithm remains unchanged but its I/O cost increases since each 

partition will be read by page fragments rather than by full pages. 

Search queries can be evaluated in linear pipeline by accessing 

the partitions one after the other from partitions b to 1 in level 

1 up to level n . In this way, the inverted lists are scanned in 

descending order of the document ids, from the most recently 

inserted document to the oldest one, and the query processing re- 

mains exactly the same as the one presented in Section 4 , with the 

same RAM consumption. The merging and the querying processes 

could be organized in opposite order (i.e., in ascending order of 

the document ids) with no impact. However, order matters as 

soon as deletions are considered (see Section 6 ). SSF provides 

scalable query costs since the amount of indexed documents 

grows exponentially with the number of levels, while the number 

of partitions increases only linearly with the number of levels. 

Note that merges in the upper levels are exponentially rare 

(one merge in level L i for b i merges in L 0 ) but also exponentially 

costly. To mitigate this problem, we perform the merge operations 

in background (i.e., in a non-blocking manner). Since the merge 

may consume up to b pages of RAM, we launch/resume it each 

time after a new partition is flushed in L 0 of the SSF , the RAM 

being empty at this time. A small quantum of time (a few hun- 

dred milliseconds in practice) is allocated to the merging process. 

Each time this quantum expires, the merge is interrupted and its 

execution status (i.e., a cursor indicating the current Flash page 

position in each partition) is memorized. The quantum of time is 

chosen so that the merge of a given SSF level ends before the next 

merge of the same level need to be triggered. In this way, the cost 

of a merge operation is spread among the flush operations and 

remains almost transparent. This basic strategy is simple and does 

not make any assumption regarding the index workload. However, 

it could be improved in certain contexts, by taking advantage of 

the idle time of the platform. 

6. Document deletions 

To the best of our knowledge, our proposal is the first embed- 

ded search index to implement document deletions. This problem 

is actually of primary importance because deletions are required in 

many practical scenarios. Unfortunately, index updating increases 

significantly the complexity of the index maintenance by reintro- 

ducing the need for random updates in the index structure. In this 

section we extend the index structure to support the deletions of 

documents without generating any random write in Flash. 
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6.1. Solution outline 

Implementing the delete operation is challenging, mainly 

because of the Flash memory constraints which proscribe the 

straightforward approach of updating in-place the inverted index. 

The alternative to updating in-place is compensation , i.e., the 

deleted documents’ identifiers ( DDIs ) are stored in an appropri- 

ate way and used as a filter to eliminate the ghost documents 

retrieved by the query evaluation process. 

A basic solution could be to organize the DDIs as a sorted list 

in Flash and to intersect this list at query execution time with the 

inverted lists in the SSF corresponding to the query terms. How- 

ever, this solution raises several problems. First, the documents 

are deleted in random order, according to users’ and application 

decisions. Hence, maintaining a sorted list of DDIs in Flash would 

violate the Write-Once Partitioning principle since the list has to 

be rewritten each time a set (e.g., a page) of new DDIs is flushed 

from RAM. Second, the computation of the F t for each query term 

t during the first step of the query processing cannot longer be 

achieved without an additional merge operation to subtract the 

sorted list of DDIs from the inverted lists of the SSF . Third, the 

full DDI list has to be scanned for each query regardless of the 

query selectivity. These two last elements make the query cost 

dependent of the total number of deleted documents and then 

conflict with the Linear pipelining principle. 

Therefore, instead of compensating the query evaluation pro- 

cess, we propose a solution based on compensating the indexing 

structure itself. In particular, a document deletion is treated sim- 

ilarly to a document insertion, i.e., by re-inserting the metadata 

(terms and frequencies) of all deleted documents in the SSF . The 

objective is threefold: ( i ) to be able to compute, as presented in 

Section 4 , the F t for each term t of a query based on the metadata 

only (of both existing and deleted documents), ( ii ) to have a query 

performance that depends on the query selectivity (i.e., number 

of inserted and deleted documents relevant to the query) and 

not on the total number of deleted documents and ( iii ) to effec- 

tively purge the indexing structure from the largest part of the 

deleted documents at Background Merging time, while remaining 

compliant with the Linear Pipelining principle. We present in the 

following the required modifications of the index structure to 

integrate this form of compensation. 

6.2. Impact on write-once partitioning 

As indicated above, a document deletion is treated similarly 

to a document insertion. Assuming a document d is deleted in 

the time window corresponding to a partition I i , a pair ( d , - f d,t ) is 

inserted in each list I i .L t for the terms t present in d and the F t 
value associated to t is decremented by 1 to compensate the prior 

insertion of that document. To distinguish between an insertion 

and a deletion, the frequency value f d,t for the deleted document 

id is simply stored as a negative value, i.e., - f d,t . 

6.3. Impact on linear pipelining 

Executing a query Q over our compensated index structure 

sums up to evaluate: 

T o p k 

[ ∑ 

t∈ Q 
W 

(
| f d,t | , N 

F t 

)] 

, with d ∈ ( D 

+ − D 

−) 

where D 

+ (resp. D 

−) represents the set of inserted (resp. deleted) 

documents. 

Computing N. As presented earlier, N is a global metadata 

maintained at update time and then already integrates all insert 

and delete operations. 

Fig. 6. Linear pipeline computation of Q in the presence of deletions. 

Computing F t . The global F t value for a query term t is com- 

puted as usual since the local F t values are compensated at 

deletion time (see above). The case of deleted documents that 

overlap with several consecutive partitions is equally treated as 

with the inserted documents. 

Computing f d,t . The f d,t of a document d for a term t is com- 

puted as usual, with the salient difference that a document which 

has been deleted appears twice: with the value ( d, f d,t ) (resp. ( d , 

- f d,t )) in the inverted lists of the partition I i (resp. partition I j ) 

where it has been inserted (resp. deleted). By construction i < j 

since a document cannot be deleted before being inserted. 

Computing Top k . Integrating deleted documents makes the 

computation of Top k more subtle. Following the Linear Pipelining 

principle, the tf-idf scores of all documents are computed one after 

the other, in descending order of the document ids, thanks to a 

linear pipeline merging of the insert lists associated to the queried 

terms. To this end, the algorithm introduced in Section 4 uses k 

RAM variables to maintain the current k best tf-idf scores and one 

buffer (i.e., a RAM page) per query term t to read the correspond- 

ing inverted lists. Some elements present in the inverted lists 

correspond actually to deleted documents and must be filtered 

out. The problem comes from the fact that documents are deleted 

in random order. Hence, while inverted lists are sorted with 

respect to the insertion order of documents, a pair of the form 

( d , - f d,t ) may appear anywhere in the lists. In case a document d 

has been deleted, the unique guarantee is to encounter the pair 

( d , - f d,t ) before the pair ( d, f d,t ) if the traversal of the lists follows 

a descending order of the document ids. However, maintaining 

in RAM the list of all encountered deleted documents in order 

to filter them out during the follow-up of the query processing 

would violate the Bounded RAM agreement. 

The proposed solution works as follows. The tf-idf score of 

each document d is computed by considering the modulus of 

the frequencies values | ± f d,t | in the tf-idf score computation, 

regardless of whether d is a deleted document or not. Two lists 

are maintained in RAM: Top k = {( d, score ( d ))} contains the current 

k best tf-idf scores of documents which exist with certainty (no 

deletion has been encountered for these documents); Ghost = {( d, 

score ( d ))} contains the list of documents which have been deleted 

(a pair ( d , - f d,t ) has been encountered while scanning the inverted 

lists) and have a score better than the smallest score in Top k . Top k 
and Ghost lists are managed as follows. If the score of the current 

document d is worse than the smallest score in Top k , it is simply 

discarded and the next document is considered (step 2 in Fig. 6 ). 

Otherwise, two cases must be distinguished. If d is a deleted doc- 

ument (a pair ( d , - f d,t ) is encountered), then it enters the Ghost list 

(step 3); else it enters the Top k list unless its id is already present 
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in the Ghost list (step 4). Note that this latter case may occur only 

if the id of d is smaller than the largest id in Ghost , making the 

search in Ghost useless in many cases. An important remark is that 

the Ghost list has to register only the deleted documents which 

may compete with the k best documents, to filter them out when 

these documents are later encountered, which makes this list very 

small in practice. 

While simple in its principle, this algorithm deserves a deeper 

discussion in order to evaluate its real cost. This cost actually 

depends on whether the Ghost list can entirely reside in RAM or 

not. Let us compute the nominal size of this list in the case where 

the deletions are evenly distributed among the document set. 

For illustration purpose, let us assume k = 10 and the percentage 

of deleted documents δ = 10%. Among the first 11 documents 

encountered during the query processing, 10 will enter the Top k 
list and 1 is likely to enter the Ghost list. Among the next 11 

documents, 1 is likely to be deleted but the probability that its 

score is in the 10 best scores is roughly 1/2. Among the next 11 

ones, this probability falls to about 1/3 and so on and so forth. 

Hence, the nominal size of the Ghost list is: 

δ · k ·
n ∑ 

i =1 

1 /i 

This value can be approximated by δ · k · ( ln (n ) + ε) . For 10.0 0 0 

queried documents, n = 10 0 0 and the size of the Ghost list is 

only δ · k · ( ln (n ) + ε ) ≈ 10 elements, far beyond the RAM size. 

In addition, the probability that the score of a Ghost list element 

competes with the Top k ones decreases over time, giving the 

opportunity to continuously purge the Ghost list (step 5 in Fig. 6 ). 

In the very improbable case where the Ghost list overflows (step 6 

in Fig. 6 ), it is sorted in descending order of the document ids, and 

the entries corresponding to low document ids are flushed. This 

situation remains however highly improbable and will concern 

rather unusual queries (none of the 300 queries we evaluated in 

our experiment produced this situation, while allocating a single 

RAM page for the Ghost list). 

6.4. Impact on background pipeline merging 

The main purpose of the Background Merging principle, as 

presented in Section 5 , is to keep the query processing scalable 

with the indexed collection size. The introduction of deletions 

has actually a marginal impact on the merge operation, which 

continues to be efficiently processed in linear pipeline as before. 

Moreover, given the way the deletions are processed in our struc- 

ture, i.e., by storing couples ( d , - f d,t ) for the deleted documents, the 

merge acquires a second function which is to absorb the part of 

the deletions that concern the documents present in the partitions 

that are merged. Indeed, let us come back to the Background 

Merging process described in Section 5 . The main difference when 

deletes are considered is the following. When inverted lists are 

merged during step 1 of the algorithm, a new particular case may 

occur, that is when two pairs ( d, f d,t ) and ( d , - f d,t ) are encountered 

in separate lists for the same d ; this means that document d has 

actually been deleted; d is then purged (the document deletion is 

absorbed) and will not appear in the output partition. Hence, the 

more frequent the Background Merging, the smaller the number 

of deleted entries in the index. 

Taking into account the supplementary function of the merge, 

i.e., to absorb the data deletions, we can adjust the absorption rate 

of deletions by tuning the branching factor of the last index level 

since most of the data is stored in this index level. By setting a 

smaller value to the branching factor b’ of the last level, the merge 

frequency in this level increases and consequently the absorption 

rate also increases. Therefore, in our implementation we use a 

smaller value for the branching factor of the last index level (i.e., 

b’ = 3 for the last level and b = 10 for the other levels). Typically, 

about half of the total number of deletions will be absorbed for 

b’ = 3 if we consider that the deletions are uniformly distributed 

over the data insertions. 

7. Towards conditional top- k queries 

The core of the proposed solution has been described in the 

previous sections. In this section, we discuss the extension of the 

proposed search engine to support conditional top-k queries , i.e., 

top-k queries combined with conditions expressed over docu- 

ments’ metadata. Specifically, we present two major use-cases in 

the context of the Personal Cloud, i.e., keyword search combined 

with file metadata and tag-based access control. Then, we show 

that these two use-cases require conditional top-k queries and ex- 

plain how the SSF data structure and algorithms can be extended 

to support it in a natural way. 

7.1. The need for conditional top- k queries in the personal cloud 

7.1.1. Combining keyword search and file metadata search 

When a new file is added to the user’s collection, both the 

keywords extracted from the file content (if any) and the file 

metadata (e.g., creation date, filename, file type and extension, 

tags set by the user herself, etc.) can be indexed by the search 

engine and then used to evaluate the score of the documents 

relevant for the user queries. Similar to the classical inverted in- 

dex, the base implementation of our search engine (see Section 4 ) 

does not make any distinction between the terms extracted from 

the file content and the file metadata terms. Hence, the score of 

a document is computed using the classical tf-idf formula (see 

Section 2.1 ) regardless if the query terms are content keywords or 

metadata terms in the document. 

Nonetheless, from a semantic point of view, it makes sense to 

separate the content terms from the metadata terms in the query 

evaluation like in the existing file search engine implementations 

(e.g., Google desktop or Spotlight). The idea is that the query 

terms are matched only with the content terms of the indexed 

documents, while users can specify additional constraints regard- 

ing the document metadata. For instance, a user can combine the 

query terms “research meeting Bordeaux” with the constraints “file 

type = pptx or (file type = mail and sender = Bob)”. In this case, the 

query results will only consist of documents having the extension 

“pptx” or documents of type “mail” sent by “Bob”, which contain 

at least one term among “research meeting Bordeaux” and ranked 

based on the weight of these three words in the documents. In 

general, the metadata search consists in one or several metadata 

terms that are combined by AND/OR to form a logical expression, 

i.e., disjunctions of conjunctions of metadata terms. Formally, 

a metadata search rule is a logical expression : R metadata = �j ( �i 

t i , j 
pred ), where each t i , j 

pred is a metadata term predicate which for 

a given document d is evaluated true only if the metadata term 

t i , j is associated with d . For each document matching the query 

content terms, the logical expression on the metadata terms is 

evaluated and the document is considered in the query results 

only if the metadata expression is evaluated true. 

7.1.2. Tag-based access control 

The owner of a personal cloud might want to share some of 

her documents with other users or applications. To this end, she 

needs to customize the sharing of her documents by adding a 

personalized access control (AC) policy for each user/application 

accessing her personal cloud. She also wants to be sure that the 

personal cloud is able to securely enforce the defined policies. 

The latter is achieved by integrating the access control engine 
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within the secure token together with the search engine as de- 

picted in Fig. 1 . The definition of the AC policies depends on the 

employed AC model. Access control is a well-established topic 

in the databases field. However, traditional AC models like MAC 

(Mandatory Access Control), DAC (Discretionary Access Control) 

or R-BAC (Role-Based Access Control) are less suitable for the 

Personal Cloud paradigm than Tag-Based Access Control (TBAC) 

models [9,21,27,28,29] . Several works consider TBAC models, due 

to their simplicity, for non-technical computer users that require 

to define access control policies over their personal data. For 

example, [9] proposes a semantic access control for online photo 

albums based on descriptive tags found in social networks such as 

Flickr, Delicious and linked data. [29] goes in the same direction 

and shows that tags related to data organization can be easily used 

by home users to express coherent policies for access control. In 

[21,27,28] , access control models to share files based on the TBAC 

model are proposed and in vivo studies involving non-specialist 

users show the usability of such models. A TBAC model is thus 

considered as a good candidate for the personal cloud context. 

TBAC can be easily integrated with our inverted index if we 

consider that (1) an appropriate set of access control terms can 

be inserted to tag the documents at insertion, and (2) these 

access terms can be used at query processing time to evaluate 

logical expressions leading to discard or not each document from 

the query results. For illustration purpose, we define hereafter a 

simple TBAC model. Let D be the set documents referred by the 

inverted index. Each document is associated with set of terms 

(regular terms extracted from the documents content and access 

terms derived from the document content or metadata). All terms 

are extracted automatically at insertion time. For each document 

d ∈ D , let T d be the set of access terms that was assigned to d at 

insertion time. Let U be set of all users/applications that can access 

the Personal Cloud. Any user/application has to be authenticated 

before gaining access to the Personal Cloud. We assume that by 

default everything is private and that applications are allowed to 

query (i.e., read) only the subset of the documents which match 

the access control rule defined for that application. For each user 

u ∈ U , the Cloud owner can define an access control rule R u as 

disjunctions of conjunctions of access control terms, (i.e., R u = �j 

( �i t i , j 
pred ), where each t i , j 

pred is a term predicate which for a given 

document d is evaluated true only if the term t i , j appears in the 

access term list T d . Therefore, at query time, the embedded access 

control engine evaluates for any document d in the Personal 

Cloud if u has the right to access d . This is realized internally 

by the Boolean function Filter(u, d), which returns true iff R u is 

true on d . 

Let us consider a simple example. Bob is a friend of Alice with 

whom she shares the passion for country music. Bob asks Alice 

to share with him her country music collection. A collection rule 

has been settled such that any music file inserted in the personal 

cloud of Alice is associated with the access terms “music” and 

“< music_style > ” where the value of music style is derived from 

the domain of music styles (e.g., “country”, “variety”, “jazz”, …). 

Alice may define a permission rule for user Bob in her Personal 

Cloud: “Bob: music � country”. Thus, Bob can query all the 

documents in the Alice’s server that contain both the access term 

“music” and “country”. Alice herself needs to access her email 

archive over the last two years from her smartphone, but does not 

want that the rest of her personal data space to be accessible from 

her smartphone. Therefore, assuming a collection rule associates 

any email file with the access terms “email” and “< date > ”, Alice 

may define the rule “Alice_smartphone: (email � 2014) � (email 

� 2015)”. 

Note that the logical expression used to define the AC policies 

has the same format (i.e., disjunctions of conjunctions) as the 

document metadata logical expression that can be used in the 

scenario that combines keyword search with file metadata search 

describe above. Hence, these two scenarios require the same 

modifications to be integrated in the proposed search engine. The 

transformed keyword search queries are called conditional top-k 

queries in the sequel. 

7.2. Search engine adaptation to conditional Top-k queries 

To support conditional top-k queries, the modifications in our 

search engine have to be done at three levels: (i) update the top-k 

scoring function; (ii) adjust the insertion process and the inverted 

index structure; (iii) modify accordingly the query evaluation 

process. We detail here below these three modifications. 

7.2.1. Modification of the top- k scoring function 

Conditional top-k queries require to evaluate a logical ex- 

pression for all the candidate documents for the query results, 

i.e., documents having a tf-idf score high enough to enter the 

top-k results. Executing a query Q in this context is equivalent to 

evaluate the following function: 

T o p k 

[ 

F il ter ( l e, T d ) ·
∑ 

t∈ Q 
W 

(
f d,t , 

N 

F t 

)] 

, with d ∈ D 

Compared with the initial top-k scoring function defined in 

Section 4 , the only difference is the appearance of the Filter () 

element. Filter is a function that takes as input a logical expression 

le (e.g., a TBAC policy or a file metadata expression) and the list of 

metadata terms T d of a document. The function returns 1 if le is 

true on T d and 0 otherwise. In other words, the tf-idf score of the 

documents whose metadata verify the logical expression remains 

unchanged, whereas the tf-idf score is set to 0 for the rest of the 

documents, which are thus eliminated from the query results. 

7.2.2. Impact on the data insertion and the inverted index structure 

The conditional top-k functionality requires separating seman- 

tically the content terms from the metadata terms of a document 

in the index structure. We use hereafter the notion of metadata 

term to refer to any kind of metadata (i.e., access control terms, 

file metadata terms or other types of metadata). To obtain this 

separation, we prefix all the metadata terms with a reserved tag, 

which will lexically distinguish the two types of terms without 

having any repercussion on the search structure (i.e., I.S ) of the 

inverted index in a partition. Therefore, the search of a content 

term is done normally, while to search for a metadata term one 

has to prefix the term value with the metadata tag. Finally, the 

inverted lists of metadata terms have the same structure (i.e., pairs 

( d, f d,t )) and organization (i.e., sorted on descendant value of d ) as 

the inverted lists of content terms. The only difference is that the 

f d,t can only have two values, i.e., + 1 for a document insertion and 

−1 for a document deletion. 

7.2.3. Impact on the query evaluation 

The enriched query execution is depicted in Fig. 7 . The query 

process starts as before and considers only the content terms 

of the query. Whenever the score of a document d is within 

the k best current scores, the identifier of d is searched in the 

inverted lists of the metadata terms involved in the conditional 

expression. If Filter evaluates this condition to false , the document 

d is discarded. Otherwise, d it is kept and inserted in the top k 
buffer. The search within the inverted lists of the access terms 

requires only one additional RAM page . This page is used to search 

the occurrence of d in the inverted of each metadata term of the 

logical expression. To avoid reading the complete inverted list of 

a metadata term, the search of document d is performed using a 

dichotomy. Also, to evaluate the conjunctive parts of the logical 
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Fig. 7. Linear pipeline computation of a conditional top- k query over terms t i and t j and metadata terms L Ti and L Tj . 

expression, metadata terms are accessed from the less frequent 

term (with the smallest inverted list) to the most frequent term, 

to potentially stop the search as soon as d is absent from a list. 

The overhead in terms of memory consumption for the evaluation 

of the logical expression is kept minimal (i.e., one RAM page) and 

the execution time overhead is low since: (i) only the documents 

entering within the k best current scores trigger Filter ; (ii) deleted 

documents can be inserted in the Ghost list without checking 

the logical expression to minimize IO cost; (iii) the search is per- 

formed using dichotomy if the inverted list is larger than one Flash 

page; and (iv) a subset of the access terms (and corresponding 

inverted lists) have to be accessed when the expression turns to 

be false (typically, for conjunctive expressions). Our experiments 

(see Section 9 ) demonstrate that the execution time overhead due 

to logical expression evaluation is very acceptable. 

We should note that file metadata search and TBAC function- 

alities can be implemented together in the search engine. In this 

case, the metadata terms have to be grouped in two classes cor- 

responding to the two functionalities. Then, Filter has to evaluate 

both the logical expression on the file metadata terms and the 

logical expression on the access control terms and return 1 only if 

both expressions are true. 

8. Bounded RAM agreement conformance 

Intuitively, the three design principles introduced in 

Section 3 conduct to algorithmic solutions complying by con- 

struction with the Bounded RAM agreement and Full scalability 

properties. This section concentrates on the RAM consumption 

while the performance and scalability analyses are postponed to 

Section 9 . The primary objective of the Bounded RAM agreement 

is to ensure that the RAM demand does not depend on the size 

of the document set, thereby guaranteeing the generality of the 

studied solution. A rough analysis of the algorithms is sufficient 

to assess this behavior. However, the second objective of this 

agreement is to guarantee that the corresponding RAM bound is 

kept small enough to comply with the widest population of secure 

tokens. This requires a more subtle analysis of each algorithm, 

the devil being often hidden in algorithmic details, especially 

when algorithms are non-trivial. Thus, Section 8.1 presents the 

detailed version of the SSF algorithms and Section 8.2 analyses 

their respective RAM consumption. As described in Section 2 , we 

recall that the physical architecture of a secure token is mainly 

composed of a secure MCU (having a very limited amount of RAM) 

to execute the embedded code and a large NAND Flash storage 

(typically a micro-SD card) to store the data. To minimize the RAM 

consumption, all the I/Os are executed at a sector granularity (i.e., 

512B I/Os) in our algorithms. The detailed configuration of our test 

platform is given in Section 9.1 . 

8.1. SSF algorithms 

Algorithm 1 presents the pseudocode of the insertion and 

deletion operations. Since a deletion is treated as an insertion 

by the SSF, the algorithm is the same for both operations. The 

only difference is that for an insertion the frequency f t of each 

document term is a positive value, whereas for a deletion the term 

frequencies f t are negative values. An inserted/deleted document 

is represented in the index by a set of triples {( t, f t , d )} with t 

a (distinct) term and f t its frequency in a document and d the 

identifier of that document. Each triple is initially in RAM (line 

21 in Algorithm 1 ) until the buffered RAM partition reaches the 

RAM_Bound limit. Then the RAM partition is written in Flash 

and its inverted lists are indexed on the terms with a non-dense 

B 

+ -tree (see line 8 in Algorithm 1 and also Algorithm 4 ). After the 

RAM flush, a merge (see Algorithm 2 ) is triggered if the number 

of partitions in the level 0 of the SSF reaches the branching factor 

b . The algorithm also checks if other merges are required in the 

upper SSF levels (lines 12 to 18 in Algorithm 1 ), since a merge in 

an SSF level creates a new partition in the subsequent level. 

Algorithm 2 presents the pseudocode for the merge operation. 

The merge is directly processed in pipeline as a multi-way merge 

of all partitions at the same level. This is possible since the dictio- 

naries of all the partitions are already sorted on terms, while the 

inverted lists in each partition are also sorted on document ids. So 

are the dictionary and the inverted lists of the resulting partition 
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Algorithm 1 SSF insertion / deletion. 

Input: A input stream D of triples {( t, f t , d )} with t a (distinct) term and f t its frequency in a document and d the identifier 

of that document. 

Output: ∅ . 
1. P RAM the RAM partition made of { < t, f t , {( d, f d,t )} ↓ d > } ↓ t ; 
2. for each triple e ∈ D do / ∗ fetch the next triple e from the input stream 

∗/ 

3. if sizeof( P RAM ) = = RAM_Bound then / ∗ Flush the RAM partition in Flash ∗/ 

4. write { t, f t , {( d, f d,t )} ↓ d } ↓ t from P RAM to a chained list of Flash sectors; 

5. ptr = address of the first written Flash sector of the new partition; 

6. i = smallest index i | P [ 0 ][ i ] = ∅ ; / ∗ this smallest i always exists here and i ∈ [1, b ] ∗/ 

/ ∗ Build the hierarchical index and return the address of the root sector ∗/ 

7. P RAM = ∅ ; / ∗ free P RAM 
∗/ 

8. root = Build_hierachical_index( ptr ); / ∗ see Algorithm 4 – NB: P RAM is released at this stage ∗/ 

9. P [0][ i ] = root ; 

10. if ( i = = b ) / ∗ Merge the partitions if nb of partitions in the level reaches the branching factor b ∗/ 

11. l = 0; 

12. while P [ l ][ p ] 
 = ∅ , ∀ p ∈ [1, b ] do / ∗ while level l contains b partitions ∗/ 

13. Merge( l ); / ∗ see Algorithm 2 ∗/ 

14. for p = 1 to k do / ∗ free all partitions in level l ∗/ 

15. P [ l ][ p ] = ∅ ; 
16. end 

17. l + + ; 

18. end 

19. end 

20. end 

21. insert the triple e into P RAM ; 

22. End 

Algorithm 2 SSF merge. 

Input: l level of the SSF with the partitions to be merged. 

Output: ∅ . 
1. In [ b ] an array of b sectors allocated in RAM; / ∗ b RAM pages to concomitantly read the b partitions in level l ∗/ 

2. Out a sector allocated in RAM; / ∗ one RAM page to temporarily buffer the partial result of the merge ∗/ 

3. Ptr the address of a Flash sector; 

4. Ptr [ b ] an array of b addresses of Flash sectors; 

5. memset( Out , ∅ ); / ∗ initialize Out ∗/ 

6. ∀ x ∈ [1, b ], Ptr [ x ] = Access_hierarchical_index ( P [ l ][ x ], −1 / ∗ lowest term 

∗/ ); 

/ ∗ initialize Ptr [] with the first Flash sector of each partition ∗/ 

/ ∗ Perform in pipeline the Multi-way merge ∗/ 

7. while ∃ Ptr [ x ] 
 = ∅ | x ∈ [1, b ] do 

8. for x = 1 to b do 

9. if Ptr [ x ] 
 = ∅ and Ram [ x ] is empty then 

10. In [ x ] = load Flash sector Ptr [ x ]; / ∗ In [ x ] ⊃ elements of { t, f t , {( d, f d,t )} ↓ d } ↓ t ∗/; 

11. Ptr [ x ] = Ptr [ x ] + sizeof(Flash_sector); / ∗ address of the next partition sector in Flash ∗/ 

12. end 

13. end 

14. t frontier = min ({ ∀ x ∈ [1, b ], max ({ t ∈ In [ x ]})}); / ∗ find the border term for all the terms in RAM, i.e. , all the terms 

inferior to the border term can be safely merged ∗/ 

15. while ∃ x ∈ [1, b ] and t ∈ In [ x ] | t ≤ t min do 

16. if Out is full then 

17. write Out in the next free Flash sector; 

18. memset( Out , ∅ ); / ∗ Delete content of Out ∗/ 

19. end 

20. t next = min ({ t ∈ In [ x ] | x ∈ [1, b ]}); 

21. E = {elements e x of type 〈 t, f t , {( d, f d,t )} 〉 | e x ∈ In [ x ], e x . t = t next , x ∈ [1, b ]}; 

22. write in Out the element < t next, 

∑ 

1 ≤x ≤b 

e x . f t , { e 1 . {( d, f d,t )} + … + e b . {( d, f d,t )}} > ; 

/ ∗ the resulted list of t next the concatenation of all the partial lists of t next in the merged partitions ∗/ 

23. remove all the elements e x ∈ E from In ; 

24. end 

25. write Out in the next free Flash sector; 

26. memset( Out , ∅ ); 
27. end 

28. free( In ); free( Out ); 

29. root = Build_hierarchical_index ( Ptr ); / ∗ index the terms of the newly created partition ∗/ 

23. p = smallest index p | P [ l + 1 ][ p ] = ∅ ; 
24. P [ l + 1 ][ p ] = root; / ∗ store in the index metadata the root of the index of the new partition ∗/ 

25. end 
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Algorithm 3 SSF search. 

Input: Q = {q i } a set of q query terms; k the requested number of results (top- k ). 

Output: R [ k ] an array of k couples ( d, tfidf_score ) of document identifiers and their tf-idf score. 

1. Ft [ q ] an array of q values to store the Ft frequency for each query term initialized at 0; 

2. Ptr [ q ][ l ][ b ] a set of pointers to the start of the inverted lists of each query term in each partition in each index level; 

3. Ptr = Compute_Ft ( Q, Ft ); / ∗ compute the F t for each query term, see Algorithm 5 ∗/ 

4. R = Compute_Top_k ( Q, Ft, Ptr, k ); / ∗ compute the top-k results (in pipeline), see Algorithm 6 ∗/ 

5. return R ; 

at the upper level. More precisely, the algorithm works in two 

steps. In the first step, the I.L part (i.e., the set of inverted lists) of 

the output partition is produced (lines 6–27 in Algorithm 2 ). Given 

b partitions in the index level L i , b + 1 RAM pages are necessary 

to process the merge in linear pipeline: b pages to merge the in- 

verted lists in I.L of all b partitions (line 1 in Algorithm 2 ) and one 

page to produce the output (line 2 in Algorithm 2 ). The indexed 

terms are treated one after the other in alphabetic order (line 6 in 

Algorithm 2 ). For each term t , the head of its inverted lists in each 

partition is loaded in RAM (line 10 in Algorithm 2 ). These lists are 

then consumed in pipeline by a multi-way merge (lines 21 and 

22 in Algorithm 2 ). Document ids are encountered in descending 

order in each list and the output list resulting from the merge is 

produced in the same order. For the b partition pages loaded in 

RAM, a border term is computed (line 14 in Algorithm 2 ). Then, 

all the terms inferior to the border term can be safely merged and 

their inverted lists written in the new partition. The border term is 

updated whenever a new partition page is loaded in RAM (line 10 

in Algorithm 2 ). In the second step (line 29 in Algorithm 2 ), the I.S 

structure is constructed sequentially, with an additional scan of I.L 

(see Algorithm 4 ). This Background Merging process generates only 

sequential writes in Flash and previous partitions are reclaimed 

in large blocks after the merge. This pipeline process sequentially 

scans each partition only once and produces the resulting parti- 

tion also sequentially. Hence, assuming b + 1 is strictly lower than 

RAM_bound, one RAM buffer (of one page) can be allocated to 

read each partition and the merge is I/O optimal. If b is larger 

than RAM_bound, the algorithm remains unchanged but its I/O 

cost increases since each partition will be read by page fragments 

rather than by full pages. Hence, the memory consumption of the 

merge operation will be lower than the RAM_Bound in all cases. 

The merge algorithm also requires storing b + 1 pointers in RAM. 

However, the RAM consumption for these variables represents 

only a fraction of a RAM page and is negligible compared to the 

b + 1 RAM pages required by the multi-way merge. 

Algorithm 3 presents the query processing algorithm in the 

SSF. Given a set of query terms an integer value k , the algorithm 

returns an array of k couples ( d, tfidf_score ) of document identi- 

fiers and their tf-idf score. The search algorithm consists in two 

steps. First, the Ft value of each query term is computed (line 3 

in Algorithm 3 ). This part is described in detail in Algorithm 5 . 

Second, the list of top- k documents with the highest scores is 

obtained (line 4 in Algorithm 3 ). This part is described in detail in 

Algorithm 6 . 

Algorithm 4 presents the pseudocode of the construction of 

the hierarchical index (i.e., the I.S structure) on top of the set 

of inverted lists in each partition. The algorithm is invoked in 

Algorithm 1 (i.e., after the creation of a new partition in the first 

SSF level) and in Algorithm 2 (i.e., after the creation of a new par- 

tition by merging the partitions of an SSF level). The I.S structure 

is constructed sequentially and requires a single full scan of I.L 

previously created. The I.S tree is built from the leaves to the root. 

This requires one RAM page to scan I.L (line 1 in Algorithm 4 ), 

plus one RAM page to write the I.S (line 2 in Algorithm 4 ). For 

each Flash page of the I.L containing at least one head-list (line 

8 in Algorithm 4 ), the maximum term and its Flash address are 

indexed in the index leaves (lines 10 and 13 in Algorithm 4 ). 

Once the bottom index level is created, the upper levels of I.S are 

trivially filled sequentially in the same manner through a recursive 

call (line 24 in Algorithm 4 ). 

Algorithm 5 presents the computation of the F t values for 

the query terms, which represents the first phase of the query 

processing. F t is computed only once for each term t since F t is 

constant for Q . This is why F t is materialized in the dictionary part 

of the index ({ t, F t } ⊂ I.S ), as shown in Fig. 2 . Since I is split in 〈 I 0 , 
I 1 ,…, I p 〉 , the global value of F t is computed as the sum of the local 

F t of all partitions (lines 2 to 10 in Algorithm 5 ). The algorithm 

visits all the SSF partitions (lines 2 and 3 in Algorithm 5 ) and in 

each partition it uses the I.S structure to access the inverted lists 

corresponding to the query terms (lines 4 and 5 in Algorithm 5 ). If 

a query term is found, its global F t value is increased with the local 

f t value (lien 10 in Algorithm 5 ). For the sake of simplicity, we do 

not consider in Algorithm 5 the case of the documents overlapping 

between consecutive partitions. The overlapping documents are 

detected by checking the two bits (i.e., firstd and lastd ) in I.S (see 

Fig. 3 ). Whether an intersection between two lists is detected, 

the sum of their respective F t must be decremented by 1. Hence, 

the correct global value of F t can easily be computed without 

physically accessing the inverted lists. During the F t computation 

phase, the dictionary of each partition is read only once and the 

RAM consumption sums up to one buffer to read each dictionary, 

page by page, and one RAM variable to store the current value of 

each F t . In addition, a set of pointers to the start Flash addresses 

of the inverted list for each query term in each SSF partition is 

also stored in RAM to avoid re-accessing the I.S of each partition 

in the second phase of the query processing. 

Algorithm 6 presents the pseudocode to compute the top- k 

document identifiers and their scores for a set of query terms, 

which represents the second phase of the query processing in the 

SSF. The algorithm takes as input the F t values of the query terms 

and set of pointers to the start Flash addresses of the inverted 

list for each query term in each SSF partition, priorly computed 

by Algorithm 5 . The proposed algorithm works as follows. For 

each SSF level from the lowest to the highest one (line 5 in 

Algorithm 6 ), all the partitions of the SSF level are accessed from 

the most recent to the oldest one (line 6 in Algorithm 6 ). For 

each partition, the tf-idf computation sums up to a simple linear 

pipeline merging process of the inverted lists for all terms t ∈ Q 

(lines 8 to 32 in Algorithm 5 ). The RAM consumption (line 1 in 

Algorithm 6 ) for this phase is therefore restricted to one buffer 

(i.e., a RAM page) per query term t to read the corresponding 

inverted lists I i .L t (i.e., I i .L t are read in parallel for all t , the inverted 

lists for the same t being read in sequence). In addition, two lists 

are maintained in RAM (lines 2 and 3 in Algorithm 6 ): R [ k ] = {( d, 

score ( d ))} contains the current k best tf-idf scores of documents 

which exist with certainty (no deletion has been encountered 

for these documents); Ghost = {( d, score ( d ))} contains the list of 

documents which have been deleted (a pair ( d , - f d,t ) has been 

encountered while scanning the inverted lists) and have a score 

better than the smallest score in R [ k ]. The tf-idf score of each 
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Algorithm 4 Build hierarchical index. 

Input: ptr the beginning address of the sorted inverted lists in a partition. 

Output: root the address of the root Flash sector of the index. 

1. ram in = Alloc_RAM (sizeof(Flash_sector)); 

2. ram out = Alloc_RAM (sizeof(Flash_sector)); 

3. ptr in = ptr ; / ∗ pointer to the head Flash sector of the list { < t, f t , {( d, f d,t )} ↓ d > } ↓ t ∗/ 

4. ptr out = address of the next free sector in Flash; 

5. no_nodes = 0; / ∗ number of nodes in the currently built index level ∗/ 

6. while ptr in 
 = ∅ do 

7. load in ram in the Flash sector at address ptr in ; 

8. get max( t ) in ram in ; / 
∗ find the last vocabulary term in this page ∗/ 

9. if t 
 = ∅ then 

10. append 〈 t, ptr in 〉 to ram out ; 

11. end 

12. if ram out is full then 

13. write ram out at address ptr out ; 

14. no_nodes + + ; 

15. if no_nodes = = 1 then 

16. ptr = ptr out ; / 
∗ keep the address of first index node in the current index level for recursive call ∗/ 

17. end 

18. ptr out = ptr out + sizeof(Flash_sector); / ∗ address of the next free sector in Flash ∗/ 

19. end 

20. ptr in = ptr in + sizeof(Flash_sector); / ∗ get the address of the next Flash sector ∗/ 

21. end 

22. free ( ram in ); free ( ram out ); 

23. if no_nodes > 1 / ∗ if the current index level has more than one node then recursively index this level ∗/ 

24. ptr = Build_hierachical_index( ptr ); 

25. end 

26. return ptr ; 

Algorithm 5 Compute Ft. 

Input: a set Q = {q i } of q query terms , Ft [ q ] an array of Ft frequency values with Ft [ i ] the value for q i . 

Output: Ptr [ q ][ l ][ b ] a set of pointers with Ptr [ q i ][ l j ][ p ] having the start Flash address of the inverted list for query term q i of partition p in level l j . 

1. ptr a pointer to store the address of a Flash sector; 

2. for l = 0 to max ({ i | P [ i ][ 0 ] 
 = ∅ }) do / ∗ for each level starting from the first one ∗/ 

3. for p = 1 to max ({ j | P [ l ][ j ] 
 = ∅ ) do / ∗ for each partition of that level ∗/ 

4. for i = 1 to q do / ∗ for each query term 

∗/ 

5. ptr = Access_hierarchical_index( P [ l ][ p ], q i ); 

/ ∗ find the Flash sector containing the inverted list of q i in this partition ∗/ 

6. load in RAM the Flash sector at address ptr ; 

7. search in RAM the entry of the element e = { q i , f t , {( d, f d,t )} ↓ d } ↓ t ; 
8. if e exists then 

9. Ft [ i ] = Ft [ i ] + e.f t ; 

10. compute Ptr [ i -1][ l ][ p -1] as the address in Flash of the start of the list e. {( d, f d,t )} ↓ d; 

11. end 

12. end 

13. end 

14. end 

15. return Ptr ; 

document d is computed (line 15 in Algorithm 6 ) by considering 

the modulus of the frequencies values | ± f d,t | in the tf-idf score 

computation, regardless of whether d is a deleted document or 

not. R [ k ] and Ghost lists are managed as follows. If the score of 

the current document d is worse than the smallest score in R [ k ], 

it is simply discarded and the next document is considered (line 

16 in Algorithm 6 ). Otherwise, two cases must be distinguished. 

If d is a deleted document (a pair ( d , - f d,t ) is encountered), then 

it enters the Ghost list (line 18 in Algorithm 6 ); else it enters the 

R [ k ] list unless its id is already present in the Ghost list (lines 20 

to 22 in Algorithm 6 ). Note that this latter case may occur only 

if the id of d is smaller than the largest id in Ghost , making the 

search in Ghost useless in many cases. An important remark is that 

the Ghost list has to register only the deleted documents which 

may compete with the k best documents (line 23 in Algorithm 6 ), 

to filter them out when these documents are later encountered, 

which makes this list very small in practice. In addition, the 

probability that the score of a Ghost list element competes with 

the R [ k ] ones decreases over time, giving the opportunity to 

continuously purge the Ghost list (line 23 in Algorithm 6 ). If the 

Ghost list overflows (i.e., exceeds the size of a RAM page), it is 

sorted in descending order of the document ids, and the entries 

corresponding to low document ids are flushed. For simplicity, 

we omitted the flushing process from Algorithm 6 . Note also that 

this situation highly improbable as explained in Section 6.3 . None 

of the queries we evaluated in our experiments has produced an 

overflow of the RAM page allocated to the Ghost list. 

8.2. Memory consumption analysis and bounds 

We show in this section that the RAM consumption of the al- 

gorithms presented above, which implement all the SSF operations 

(index maintenance and search), never exceeds a predefined and 

small bound. As indicated in Section 2.2 , we consider that a Flash 

sector has 512 bytes here after. The extension of the analysis to a 

page granularity is straightforward. 

8.2.1. Insertion/deletion 

These operations are managed by Algorithm 1 ( SSF inser- 

tion/deletion ), which may subsequently call Algorithms 2 ( SSF 
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Algorithm 6 Compute top- k . 

Input: Q = { q i } a set of q query terms; Ft [ q ] an array of size q with Ft [ i ] the Ft values of the query term q i ; Ptr [ q ][ l ][ b ] a set of pointers with 

Ptr [ q i ][ l j ][ p ] storing the address in Flash of the inverted list element 〈 t, f t , {( d, f d,t )} ↓ d 〉 for partition p, level l, and a term q i ; k the number of 

documents identifiers requested in result. 

Output: R [ k ] an array of couples ( d, tfidf_score ) of document identifiers and their tf-idf score. 

1. Ram [] an array of q sectors allocated in RAM; 

2. ∀ x ∈ [0, k -1], R [ x ]. tfidf_score = 0 ; / ∗ initialize the tfidf scores in the result at 0 ∗/ 

3. Ghost one RAM page to temporarily maintain the current best ranked deleted documents still appearing in the index 

4. / ∗ Multi-way merge of the inverted lists of the query terms in each index partition ∗/ 

5. for l = 0 to max ( l | ∃ Ptr [ q i ][ l j ][ p ] ∈ Ptr, p ∈ [1, b ], i ∈ [1, q ]) do / ∗ for each level containing query terms ∗/ 

6. for p = max ( p | ∃ Ptr [ q i ][ l j ][ p ] ∈ Ptr , i ∈ [1, q ]) to 1 do / ∗ for each partition with query terms ∗/ 

7. for each i | ∃ Ptr [ q i ][ l j ][ p ] ∈ Ptr do / ∗ for each query term 

∗/ 

8. load in Ram [ i ] the first sector of the inverted list {( d, f d,t )} ↓ d of q i from address Ptr [ i ][ l ][ p-1 ]; 

9. Ptr [ i ][ l ][ p-1 ] = Ptr [ i ][ l ][ p-1 ] + sizeof(Flash_sector); 

/ ∗ compute the next sector address of the current inverted list of q i 
∗/ 

10. end 

11. d frontier = min ({ ∀ i ∈ [1, q ], max ({ d ∈ Ram [ i ]})}); / ∗ find the border document id for all the 

documents in RAM, ie. all the doc ids inferior 

to the border doc id can be safely scored ∗/ 

12. while ( ∃ a couple (d, f d,t ) ∈ Ram | d ≤ d frontier ) do / ∗ compute tfidf for the next docs ∗/ 

13. d next = min ({ d ∈ Ram }); 

14. E = {couples ( d, f d,t ) ∈ Ram | d = d next }; 

15. tfidf_score = Compute_TFIDF( d next , E, F t ); / 
∗ compute TF-IDF for d next 

∗/ 

16. if tfidf_score > min ({ tfidf_score ∈ R }) then / ∗ if the score of d next enters current best k scores ∗/ 

17. if d next is a deleted document then 

18. insert ( d next , tfidf_score ) into Ghost 

19. else 

20. if d next 
∈ Ghost then 

21. delete from R the entry with minimum tfidf_score ; 

22. insert in R ( d next , tfidf_score ); 

23. delete from Ghost all entries d ghost having score ( d ghost ) < min_score( R ); 

24. remove from Ram all the couples e ∈ E ; 
25. end 

26. end 

27. end 

28. for each empty sector Ram [ i ] ∈ Ram | Ptr [ i ][ l ][ p-1 ] 
 = ∅ do / ∗ scan next sectors ∗/ 

29. load in Ram [ i ] the inverted list {( d, f d,t )} ↓ d of q i from address Ptr [ i ][ l ][ p-1 ]; 

30. Ptr [ i ][ l ][ p-1 ] = Ptr [ i ][ l ][ p-1 ] + sizeof(Flash_sector); 

31. end 

32. d frontier = min ({ ∀ i ∈ [1, q ], Max ({ d ∈ Ram [ i ]})}); 

33. end 

34. end 

35. end 

36. free( Ram ); free( Ptr ); 

37. return R ; 

Merge ) and 4 ( Build hierachical index ). The memory consumption 

of Algorithm 1 is limited to the current triple e to be inserted 

or deleted (line 2 of Algorithm 1 ) and the RAM partition of the 

SSF called P RAM 

(line 1 in Algorithm 1 ), which is systematically 

flushed to the Flash storage and then freed from the RAM (line 7) 

whenever it reaches a predefined fixed size, i.e., RAM_Bound . The 

Build_hierachical_index algorithm is always called after P RAM 

has 

been released from the RAM (line 8) and consumes the size of 

two Flash sectors allocated in RAM (lines 1 and 2 of Algorithm 2 ) 

and a few local variables (i.e., two pointers and one integer). 

Although Build_hierachical_index can be called recursively (line 24 

in Algorithm 4 ), a recursive call always happens after the two 

sectors allocated in RAM are freed (line 22). The Merge algorithm 

is called at line 13 of Algorithm 1 after P RAM 

is freed and after 

Build_hierachical_index has returned and released the memory (at 

line 22 of Algorithm 4 ). Merge consumes a RAM size of b + 1 Flash 

sectors (line 1 and 2 of Algorithm 2 ), b pointers (line 4) and a 

few local variables. Note that the value of b (the branching factor) 

is fixed and is chosen such that the RAM consumption of Merge 

never exceeds RAM_Bound . Omitting the few RAM variables needed 

in the algorithms, the RAM consumption of Algorithms 1, 2 and 

4 is equal to: MAX(sizeof(inserted triple e ) + sizeof(RAM partition 

P RAM 

); 2 ∗sizeof(Flash_Sector); ( b + 1 ) ∗sizeof(Flash_Sector)). 

8.2.2. Search 

The search operation is managed by Algorithm 3 ( SSF search ), 

which calls Algorithms 5 ( Compute Ft ) and 6 ( Compute Top- 

k ). For a search on q query terms, the RAM consumption of 

Algorithm 3 is the size of the q query terms, the k couples ( d, 

tfidf_score ) being the result of the query, an array of q numeric 

values (line 1) used to store the frequency of each query term, 

and the size of an array of q ∗l ∗b pointers to the inverted lists 

of each of the q query term in the b partitions of the l index 

levels (line 2). Algorithm 5 only consumes few local variables 

and Algorithm 6 consumes an array of q sectors allocated in 

RAM to scan the SSF partitions. Omitting the few RAM variables 

needed in these algorithms, the RAM consumption of Algorithms 

3, 5 and 6 is equal to: q ∗sizeof( query_terms ) + k ∗sizeof( d, 

tfidf_score ) + q ∗l ∗b ∗sizeof(pointer) + q ∗sizeof(Flash_sector). 

The curves in Fig. 8 show the RAM consumption of our algo- 

rithms with an increasing number of indexed documents in the 

database. We fix the maximum number of terms q in the search 

queries to 5, the size of the RAM partition P RAM 

to 1024 bytes, 

the number of results k to 10, the branching factor b to 4 (left 

curve) and 8 (right curve), and we increase the database size up 

to 4GB. These settings are similar with the ones we use in the 

experimental evaluation here below, except the index size which is 

much larger than the indexes we obtained with our test datasets. 

We intentionally increase the index size to a very large value to 
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Fig. 8. (a) RAM consumption varying the index database size with b = 4; (b) RAM consumption varying the index database size with b = 8. 

show that the database size has only negligible impact on the 

RAM consumption after a certain volume of data (e.g., 500 MB) 

has been indexed. 

These curves illustrate the compliance of the proposed struc- 

ture and algorithms with the Bounded RAM agreement . With b = 4 

(respectively b = 8), the RAM requirement never exceeds 3500 

bytes (resp. 4600 bytes). Increasing the value of the branching 

factor b has a negative impact on the RAM consumption required 

to insert/delete documents. Typically, the Merge algorithm re- 

quires more memory to comply with the linear pipelining rule. 

Oppositely, increasing b has a slightly positive impact on the RAM 

consumption required to evaluate search queries since with less 

number of levels in the SSF, less pointers are allocated in RAM 

(line 2 in Algorithm 2 ). Overall, with these settings, the RAM 

consumption is lower than 5 KB even for an index size of 4GB. 

Note that the background implementation of the Merge does not 

require additional RAM, since the successive incremental (partial) 

merge operations are triggered in Algorithm 1 , after the Flush of 

P RAM 

. We show in the evaluation section below that the back- 

ground merge process performed incrementally at each P RAM 

flush 

terminates far before the next merge operation starts. 

We also note that in case a page granularity access (i.e., 2 KB 

I/Os) is used instead of a sector granularity access (i.e., 512B I/Os), 

the RAM consumption increases proportionally with the size of 

the I/O since it mainly depends on the I/O size. For instance, the 

maximum RAM consumption will augment from 5 KB to 20 KB in 

the configuration having the branching factor b = 8. 

9. Full scalability conformance 

In this section we present an extensive performance evaluation 

of the proposed search engine to assess whether it complies 

with the Full scalability property. We introduce the testing hard- 

ware platform, the used datasets and the related use-cases in 

Section 9.1 . In Section 9.2 , we discuss the index maintenance, i.e., 

insertion/merge cost and the frequency of the merges. The query 

performance of the search engine in presented in Section 9.3 . 

The index search performance for advanced keyword-based func- 

tionalities is analyzed in Section 9.4 . The impact of the deletion 

rate on the index size and the query performance is discussed in 

Section 9.5 . We also compare both the search and the insert per- 

formance of our method with two representative search engines 

in Section 9.6 . Finally, in the light of the obtained experimental 

results, we discuss the limitations of our approach in Section 9.7 . 

9.1. Experimental setup 

All the experiments have been conducted on a develop- 

ment board ST3221G-EVAL (see Fig. 9 ) equipped with the MCU 

STM32F217IG connected to a MicroSD card slot. This hardware con- 

figuration is representative of typical secure tokens [5,6,23,34] or 

Fig. 9. The development board ST3221G-EVAL used in the experiments. 

smart objects [33,35] . The board runs the embedded operating sys- 

tem RTOS 7.0.1 (see https://sourceforge.net/p/freertos/code/HEAD/ 

tree/tags/V7.1.0/ ). The search engine code is stored on the internal 

NOR Flash memory of the MCU, while the inverted index is stored 

on a MicroSD NAND Flash card. We tested our index structure with 

several commercial MicroSD cards (see Table 1 ). For the complete 

set of experimental results presented in this section, we selected 

two representative MicroSD cards (i.e., Kingston MicroSDHC Class 

10 4GB and Silicon Power SDHC Class 10 4GB) exhibiting different 

performance as measured on our development board (see lines 1 

and 4 in Table 1 ). The MCU has 128 KB of available RAM. However, 

the search engine only uses a maximum amount of 5 KB of RAM, to 

validate our design whatever the available RAM of existing secure 

tokens and whatever the fragment of this RAM allocated to the 

search engine running in competition with other embedded soft- 

ware. To achieve this low RAM_Bound, we access the NAND Flash 

at a sector granularity (i.e., 512 bytes) as indicated in Section 8.2 . 

We implemented the proposed method and used Microsearch 

[33] and the classical inverted index [42] for comparison. All the 

tested methods have been implemented in the C language. The 

code is compiled and then flushed and executed in the MCU of 

the development board. The SSF is the most complex method to 

implement. The inverted index can be seen as a simplified version 

of the SSF since it does not use partitioning (and therefore there 

are no merge operations). However, the insertions/deletions are 

directly applied to the index structure, generating thus a large 

number of costly in-place updates. Microsearch is also fairly simple 

to implement since its index structure mainly consists in a set of 

reversed linked lists with an in-memory table containing a pointer 

to the Flash address of the last added page of each list. A list 

corresponds to a hash bucket and consequently contains all the in- 

dex terms associated with the bucket. Additional details about the 

implementation of the competing methods are given in Section 9.6 . 

9.1.1. Datasets and queries 

Selecting a representative data and query set to evaluate our 

solution is challenging considering the diversity and quick evolu- 
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tion of secure token usages, explaining the absence of recognized 

benchmarks in this area. We then consider two use-cases where 

an embedded keyword-based search engine is called to play a 

central role and which exhibit different requirements in terms of 

document indexing, with the objective to assess the versatility of 

the solution. 

The first use-case is in the Personal Cloud context and consid- 

ers the use of a secure token embedding a Personal Data Server 

[4,5,34] to securely store, query and share personal files (docu- 

ments, photos, emails) as presented in Section 1 . This use-case is 

representative of situations where the indexing documents have a 

rich content (tens to hundreds of thousands of terms) and docu- 

ments updates and deletes can be performed randomly. Protecting 

and querying the content captured by a set-top-box registering 

watched TV programs and videos with their related metadata 

thanks to a secure chip integrated in the set-top-box is no more 

utopia and is another example of this context. To capture the be- 

havior of our solution in such context, we use two referenced, rep- 

resentative data sets (i.e., ENRON and a pseudo-desktop document 

collection) and their associated query sets as described below. The 

interest of using these datasets is that they are large enough to test 

the index scalability and are well recognized in the IR community. 

The second use-case targets the smart sensor context and the 

case where documents with a poor content are integrated in a 

Personal Cloud. For instance, home gateways capture a variety of 

events issued by a growing number of smart appliances, car track- 

ers register our locations and driving habits to compute insurance 

fees and carbon tax [4] . Here, the documents are time windows, 

the terms are events occurring during this time window, and top- k 

queries are useful for analytic tasks. Executing the queries at the 

sensor side helps reducing the cost, energy consumption and risk 

of private information leakage. This use-case is representative of 

situations where the indexing documents have a poor content 

(hundreds to thousands of terms/event types). Similarly, in the 

Personal Cloud, poor content documents are typically the binary 

files (e.g., photo, music or video files) that contain some terms 

describing the file content (e.g., for a music file the terms may 

indicate the artist, album, song title, release date, genre, etc.). 

Therefore, a poor document collection in this case corresponds to 

a user who mainly stores and indexes binary files in her Personal 

Cloud. We are not aware of publicly available representative 

datasets for this context and therefore generate a synthetic dataset 

for this use-case. 

Hence, our evaluation is based on three datasets (see Table 2 ), 

which, by their diversity, cover a significant part of the possible 

use-cases related to smart objects. To evaluate the scalability 

and efficiency of the search engine, we use the ENRON dataset 

(available at https://www.cs.cmu.edu/ ∼enron/ ) composed of 0.5 

million emails and a query set of 300 representative queries 

prepared for this dataset (available at http://www.prism.uvsq.fr/ ∼
isap/files/ENRON _ queries.zip ) built for this dataset. The statistics of 

the dataset and the queries are given in Table 2 . The total number 

of terms extracted from the ENRON dataset is 565,343 terms, 

among which 30.624 are frequent. We did not do any text pre- 

processing (e.g., stemming, feature selection, stop word removal, 

correction of typos, etc.) of the dataset, which partially explains the 

very large number of unique terms. However, the text processing 

is orthogonal to this work since our main concern is the search en- 

gine efficiency and not its accuracy. Also, the high number of terms 

is useful to show the scalability of the proposed search engine. 

The second dataset is represented by the pseudo-desktop 

collection of documents presented in [20] . As ENRON, this dataset 

applies to the Personal Cloud use-case. The prominent difference 

from ENRON is that this datasets contains five representative types 

of personal files (i.e., email, html, pdf, doc and ppt) and not only 

emails as in ENRON. The desktop search is an important topic in 

Table 2 

Statistics of the datasets and the query sets. 

ENRON data set and query set 

Number of documents 50 0,0 0 0 

Total Raw Text 946 MB 

Total Unique Words 565,343 

Total Word Occurrences 52,410,653 

Average Occurrences per Word 92 

Frequent Words 30,624 

Infrequent Words 534,719 

Frequent Word Occurrences 5.41% 

Infrequent Word Occurrences 94.58% 

Size of documents in bytes (avg, max) 1 KB, 874 KB 

Size of documents in words (avg, max) 180, 108,026 

Total number of queries 300 

Number of queries with 1, 2, 3, 4 and 5 terms 51, 179, 48, 13, 9 

Pseudo-desktop dataset and query set 

Number of documents 27,0 0 0 

Total Raw Text 252 MB 

Total Unique Words 337,952 

Total Word Occurrences 35,624,875 

Average Occurrences per Word 26 

Frequent Words 20,752 

Infrequent Words 317,210 

Frequent Word Occurrences 6.14% 

Infrequent Word Occurrences 93.85% 

Size of documents in bytes (avg, max) 8 KB, 647 KB 

Size of documents in words (avg, max) 1304, 105,162 

Total number of queries 837 

Number of queries with 1, 2, 3, 4 and 5 terms 85, 255, 272, 172, 82 

Synthetic dataset and query set 

Number of documents 10 0,0 0 0 

Total Raw Text 129 MB 

Total Unique Words 10,0 0 0 

Total Word Occurrences 10,0 0 0,0 0 0 

Average Occurrences per Word 988 

Frequent Words 1968 

Infrequent Words 8032 

Frequent Word Occurrences 19.68% 

Infrequent Word Occurrences 80.32% 

Size of documents in bytes (avg, max) 1.3 KB, 1.3 KB 

Size of documents in words (avg, max) 100, 100 

Total number of queries 10 0 0 

Number of queries with 1, 2, 3, 4 and 5 terms 20 0, 20 0, 20 0, 20 0, 20 0 

the IR community. However, real personal collections of desktop 

files cannot be published because this raises evident privacy 

issues. Instead, the authors in [20] propose a method to generate 

synthetic (pseudo) desktop collections and show that such col- 

lections have the same properties as real desktop collections. We 

use in our experiments the pseudo-desktop collection provided 

in [20] . The statistics of this collection are given in Table 2 . As 

recommended in [20] , we preprocess the files in this collection 

by removing the stop words and stemming the remaining terms 

using the Krovetz stemmer. This explains the smaller number 

of terms in the vocabulary (i.e., 337,952) compared to ENRON 

(565,343). Nevertheless, the vocabulary is still rich and contains 

a high number of terms. In addition, the average size of the files 

is about 8 times larger in the pseudo-desktop collection than in 

ENRON since the desktop collection contains not only emails but 

also larger html, pdf, doc and ppt files. In our experiments, we use 

a set of 837 queries prepared for this dataset and provided in [20] . 

Finally, the third dataset is a synthetic dataset that we gen- 

erated to consider the second use-case introduced above. More 

precisely, we consider the case of a smart meter deployed at 

home to enable a new generation of energy services. The smart 

meter records events reported by any smart object in the house 

(e.g., a specific washing program of a washing machine, played 

or recorded TV channel for a set-up box, triggering lights or air 
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Table 3 

Statistics of the flush and merge operations with the ENRON dataset. 

Flush [ RAM → L 0 ] Merge [ L 0 → L 1 ] Merge [ L 1 → L 2 ] Merge [ L 2 → L 3 ] Merge [ L 3 → L 4 ] Merge [ L 4 → L 5 ] Merge [ L 5 → L 6 ] 

Number of Read IOs 1 (1) ∗ 67 (72) 585 (738) 3510 (4210) 21,034 (23,229) 129,818 (14,550) 404,578 (404,578) 

Number of Write IOs 9 (9) 82 (102) 463 (707) 2738 (3448) 17,703 (19,771) 119,357 (137,789) 389,774 (389,774) 

Exec. time on Kingston 

(seconds) 

0.0 08 (0.0 084) 0.67 (0.82) 3.8 (5.6) 22.3 (29.7) 141.3 (158) 944 (1077) 30 03 (30 03) 

Exec. time on Silicon 

Power (seconds) 

0.0 044 (0.0 045) 0.41 (0.57) 2.54 (3.56) 15.2 (17.7) 92 (102) 604 (688) 1907 (1907) 

Total number of 

occurrences 

286,265 35,783 4473 559 70 9 1 

No. of inserted docs 

between consecutive 

flushes/merges 

2 (27) 17 (134) 132 (964) 1057 (4306) 8410 (20,061) 61,556 (106,601) 150,237 (150,237) 

∗ The numbers given in brackets are maximum values, other values are average values. 

Table 4 

Statistics of the flush and merge operations the pseudo-desktop dataset. 

Flush [ RAM → L 0 ] Merge [ L 0 → L 1 ] Merge [ L 1 → L 2 ] Merge [ L 2 → L 3 ] Merge [ L 3 → L 4 ] Merge [ L 4 → L 5 ] 

Number of Read IOs 1 (1) ∗ 90 (92) 503 (617) 2027 (2570) 11,010 (15,211) 50,997 (73,026) 

Number of Write IOs 9 (9) 71 (100) 339 (548) 1485 (2085) 9409 (14,027) 47,270 (66,335) 

Exec. time on Kingston 

(seconds) 

0.0 08 (0.0 084) 0.58 (0.77) 2.9 (4.44) 13.2 (19.1) 84.6 (124.4) 436 (615) 

Exec. time on Silicon Power 

(seconds) 

0.0 04 (0.0 045) 0.38 (0.48) 1.94 (2.84) 8.67 (11.7) 54.5 (79.3) 278 (393) 

Total number of occurrences 73,277 9160 1145 143 18 2 

No. of inserted docs between 

consecutive flushes/merges 

0.42 (16) 3 (42) 24 (232) 189 (1193) 1453 (6496) 8906 (10,547) 

∗ The numbers given in brackets are maximum values, other values are average values. 

conditioner in a certain room, etc.). A document in this case 

corresponds to a time window (e.g., of 1 h). The document terms 

are the event identifiers for the events that occur during the time 

window and their frequency. We generated a synthetic dataset 

(see Table 2 ) having a vocabulary of 10,0 0 0 terms. The synthetic 

collection contains 100 thousand files, which corresponds to a 

history of events of about 10 years considering that each file 

covers a one hour window. On average, each file contains 100 

terms. Compared to the previous two datasets, this synthetic 

dataset covers the use-cases in which the documents have poor 

content (i.e., small vocabulary and small to average document 

size). We also generated a set of 10 0 0 random queries to test the 

index query performance with this dataset. 

9.2. Index maintenance 

According to the algorithms presented earlier, the insertions 

and deletions of documents produce a sequence of index partitions 

which are subsequently merged in the SSF . Given the RAM_Bound 

of 5 KB, we set in all the experiments the branching factor b of 

the intermediate levels in the SSF to 8, to decrease the merge 

frequency, and the branching factor b’ of the last level in the SSF 

to 3, to absorb faster the document deletions since the partitions 

of the last level are the largest. 

The insertion or deletion of a new document is very efficient, 

since the document metadata is preliminary inserted in RAM. Also, 

given the small size of the RAM_Bound, flushing the RAM content 

into the level L 0 of the SSF is fast; it takes on average around 6 ms 

to write a partition in L 0 in all our experiments (see Tables 3 , 4 

and 5 ). Given the low cost of the metadata insertion, we focus 

next on the SSF merge cost, which is periodically triggered (i.e., 

each time the number of flushed partitions in L 0 reaches the 

branching factor b ). The merge of the partitions in L 0 generates a 

new partition in L 1 , which may generate a subsequent merge from 

L 1 to L 2 and in subsequent levels. 

Tables 3, 4 and 5 present the number of IOs for the flush and 

merge operations performed in the different SSF levels, and their 

execution times for the three datasets on the two tested SD cards, 

after the complete insertion of all the documents in the datasets 

and the random deletion of 10% of documents. In our experiments, 

the deletions are uniformly distributed over the inserted docu- 

ments and uniformly interleaved with the insertions. All these 

operations lead to an SSF with 7 levels for the ENRON dataset (see 

Table 3 ), with 6 levels for the desktop dataset (see Table 4 ) and 

for the synthetic dataset (see Table 5 ). The number of levels of 

the index structure grows with the number of inserted documents 

and the average size of a document. As expected, the merge time 

grows exponentially from L 0 to L 6 , since the size of the partitions 

also increases by (nearly) a factor of b . It requires a few seconds 

to merge the partitions in the levels L 0 to L 3 and up to several 

minutes in L 4 to L 6 . The merge time is basically linear with the 

size of the merged partitions in the number of reads and writes. 

The merge time can vary especially in the first three levels of the 

SSF , depending on the distribution of the terms in the indexed 

documents. However, the partitions begin to contain most of the 

term dictionary in L 3 and the variation of the merge time in the 

upper levels is less significant. Note that with the pseudo-desktop 

collection, only fragments of documents are inserted in the first 

SSF level since the documents are large. Nevertheless, the docu- 

ment fragments are united in the subsequent SSF levels once the 

partitions are merged. This fragment condensation also explains 

the smaller partition sizes of the intermediate levels of the SSF 

with the desktop dataset compared with the other two datasets. 

Tables 3, 4 and 5 indicate that the more costly a merge is, the 

less frequent it is. Typically, the merges in L 5 , which require many 

minutes to complete, occur after the insertion and deletion of 

about 61,0 0 0 ENRON documents or 90 0 0 desktop documents. Only 

80 merges costing more than 20 s are triggered while inserting 

the complete set of documents and deleting 10% of the ENRON 

collection. Even if the costly merges are rare, blocking the index 

when a merge is triggered for a long duration may be problematic 

for some applications. The merge operation is thus implemented 

in a non-blocking manner as explained in Section 5 . After every 

RAM flush an additional time window of 340 ms for Kingston 

SD card and 210 ms for Silicon Power SD card is allocated to 

resume the current merge operation (if any). The time window is 
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Table 5 

Statistics of the flush and merge operations the synthetic dataset. 

Flush [ RAM → L 0 ] Merge [ L 0 → L 1 ] Merge [ L 1 → L 2 ] Merge [ L 2 → L 3 ] Merge [ L 3 → L 4 ] Merge [ L 4 → L 5 ] 

Number of Read IOs 1 (1) ∗ 91 (93) 643 (652) 3873 (3934) 20,446 (21,877) 58,985 (58,985) 

Number of Write IOs 9 (9) 88 (91) 511 (517) 2788 (2817) 17,910 (19,192) 56,037 (56,037) 

Exec. time on Kingston 

(seconds) 

0.0 08 (0.0 084) 0.69 (0.71) 4.3 (4.3) 24.9 (25.1) 160.3 (172) 516 (516) 

Exec. time on Silicon Power 

(seconds) 

0.0 04 (0.0 045) 0.44 (0.45) 2.77 (2.8) 16.4 (16.6) 103 (110) 328 (328) 

Total number of occurrences 40,195 5025 628 79 10 1 

No. of inserted docs between 

consecutive flushes/merges 

2.43 (3) 19 (20) 155 (157) 1238 (1250) 9280 (9995) 22,846 (22,846) 

∗ The numbers given in brackets are maximum values, other values are average values. 

Fig. 10. Insert performances with blocking (up) and non-blocking (down) merge with silicon power storage (left column) and Kinston storage (right column) for the ENRON 

dataset. 

chosen as the minimum time limit (in practice, we increase the 

minimum time with 10% to avoid any risk of merge overlapping) 

to guarantee that the merge of a given SSF level will end before 

the next merge of the same level is triggered. After this time 

delay, the merge is interrupted and its execution is memorized 

again. In this way, the potentially high cost of a merge operation 

is spread among a certain number of flush operations. 

Fig. 10 compares the time to execute the merge operations in 

a blocking and non-blocking manner in the index levels from 3 

to 6 with the ENRON dataset (similar results were obtained with 

the other two datasets). The merges in levels 0, 1 and 2 could not 

be represented because of their very low cost and high frequency. 

Also, we only represented the insertion of approximately half of 

the ENRON dataset in Fig. 10 , since this is sufficient to capture the 

overall index update performance, while allowing for reasonable 

image clarity. We can observe that the cost of the merge in L 6 
of the SSF is 1907 s (32 min) with the SP storage, if the merge 

is performed in a blocking manner. However, this cost will be 

spread among the next 11,483 insert/delete operations (each time 

the RAM is flushed) using non-blocking merges. Also, a merge 

triggered in a lower SSF level preempts the current merge in a 

higher level (if any). 

Table 6 

Blocking vs. non-blocking merge performance with ENRON. 

SD Card Max. cost (sec.) Avg. cost (sec.) 

Blocking merge Kingston 3003 0.23 

SP 1907 0.15 

Non-blocking merge Kingston 0.31 0.29 

SP 0.20 0.18 

Table 6 compares the maximum and the average inser- 

tion/deletion time in the index with the blocking and the back- 

ground merge implementation. The time is measured as the RAM 

flush time plus the merge time, if a merge is triggered (for the 

blocking merge) or is currently in progress (for the non-blocking 

merge). With the blocking merge, there is large gap between the 

maximum and the average insertion time, since the maximum 

insertion time corresponds to the merge time to create a partition 

in the sixth index level. With the background merge, this gap is 

much lower, since the cost of the merge operations is amortized 

over a large number of insertions/deletions. The insertion/deletion 

time never exceeds 0.31 s for Kingston and 0.20 s for Silicon Power 

(see Table 6 ). Note also that the non-blocking implementation of 
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Fig. 11. Query performances with blocking and non-blocking merge with silicon power (left) and Kingston (right) storage for the ENRON dataset. 

merges has a slight impact on the query cost since the number of 

lower level partitions can temporarily exceed the value of b (see 

next section). 

9.3. Index search performance 

We evaluated the search performance of the proposed index on 

our test board and the two SD cards, with both the blocking and 

non-blocking merge implementations. Because of the similarity of 

the results, we present in the figures hereafter the results obtained 

with both storages only with the ENRON dataset. For the other 

two datasets, we present the results with a single SD card, i.e., 

Silicon Power. Fig. 11 shows the average query time for the 300 

search queries in our test query set, as a function of the number 

of indexed documents in the ENRON collection. The query set 

mixes queries consisting of 1 and up to 5 terms (see Table 2 ). For 

simplicity, the curves in Fig. 11 present the query cost before (i.e., 

the “max” curves) and after (i.e., the “min” curves) each merge 

occurring in the higher index levels, i.e., from the level 3 to the 

level 5. We can observe that locally, the query cost increases 

linearly with the number of partitions in the lower levels, and 

then decreases significantly after every merge operation. The large 

variations in the query cost correspond to the creation of a new 

partition in the fifth level of the SSF (see the arrows in Fig. 11 ), 

while the intermediary peaks correspond to the creation of a 

partition in level 4 of the SSF . 

Globally, the query time also increases linearly with the num- 

ber of indexed documents, but the linear increase is very slow. For 

example, we see that after inserting 500 K documents and deleting 

10% of them, our search engine is able to answer queries with 

an average execution time of only 0.45 s and a maximum time of 

0.79 s for Kingston and an average of 0.49 s and a maximum of 

0.89 s for Silicon Power (with the non-blocking merge implemen- 

tation). The query times are lower with a blocking merge, i.e., an 

average of 0.35 s and a maximum time of 0.67 s for Kingston and 

an average of 0.38 s and a maximum of 0.72 s for Silicon Power. 

The non-blocking merge leads to an increase of the query cost be- 

cause the number of lower level partitions can temporarily exceed 

b , so that more partitions have to be visited. In our setting, the 

increase is on average of about 28% compared with the query time 

with a blocking merge. The query time increase is approximately 

0.1 s for Kingston and 0.11 s for Silicon Power and appears to be a 

fair trade-off for applications that cannot accept unpredictable or 

unbounded update index latencies. Note that the increase of the 

query cost with a non-blocking merge can be decreased by enlarg- 

ing the time window allocated to periodically process a merge. 

Fig. 12 presents the evolution of the query time with the num- 

ber of indexed documents for the pseudo-desktop and synthetic 

datasets. The deletion rate in this figure is 10% as with ENRON. 

For better readability of the figures, we present the minimum 

and the maximum query times only with the non-blocking merge 

implementation. As with the ENRON dataset, the query times with 

a blocking merge are about 25% lower than with the non-blocking 

merge. With the pseudo-desktop dataset, our index exhibits an av- 

erage execution time of only 0.17 s and a maximum time of 0.32 s 

for Kingston and an average of 0.18 s and a maximum of 0.35 s 

for Silicon Power. With the synthetic dataset, the average and the 

maximum execution times are 0.19 s and 0.39 s respectively for 

Kingston, while for Silicon Power the average is 0.21 s and the 

maximum time is 0.42 s. As with the ENRON dataset, globally the 

query cost increases linearly with the index size. The overall index 

size is lower for the pseudo-desktop and synthetic datasets com- 

pared with ENRON (see Section 9.5 ), which explains the smaller 

values of the average query times with these two datasets. 

9.4. Index search performance for advanced Keyword-based 

functionalities 

In this section, we present the impact of the advanced keyword 

search implementation (see Section 7 ) on the query performance. 

For the sake of simplicity, we limit the scope of the evaluation to 

conjunctive logical expressions. To generate queries with logical 

expressions, we select part of the indexed terms as metadata 

terms and associate to each query a set of such metadata terms. 

Regarding the metadata terms, there are two major factors that 

impact the query performance: the popularity of the term (i.e., 

number of documents that contain the metadata) and the number 

of terms in the logical expression. Hence, to test the impact of 

logical expressions on the search engine performance, we vary the 

frequency of the involved metadata terms and also the number 

of metadata terms involved in each logical expression. To be able 

to compare the results with our previous measures, we consider 

the same datasets as above, namely the ENRON and the Pseudo- 

desktop data sets, and the Silicon Power microSD card. In the next 

experiments, we have fixed the top- k threshold to 10 (i.e., k = 10). 

9.4.1. Impact of the popularity of the metadata terms on the query 

performance 

To test the impact of the frequency of the metadata terms on 

the query performance, we select sets of terms appearing with 

different frequencies in the considered data sets. We build three 

groups of 100 terms. For Enron, the first group contains 100 terms 

appearing in the document collections with low frequency (i.e., an 

average of 27 appearances), the second group contains 100 terms 

with medium frequency (i.e., an average of 325 appearances) and 

the third group contains 100 terms with very large frequency (i.e., 

an average of 43,765 appearances). For Pseudo-desktop, the first 

group of terms has an average of 11 appearances, the second group 
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Fig. 12. Query performances with blocking and non-blocking merge with Silicon Power storage for the Pseudo-desktop (left) and the synthetic (right) datasets. 

Table 7 

Impact of metadata term popularity on the query performance (in seconds) with Silicon Power storage. 

No metadata Group 1 metadata Group 2 metadata Group 3 metadata 

ENRON 0,77 0,82 0,82 1,34 

Pseudo-desktop 0,27 0,29 0,29 0,43 

Table 8 

Impact of number of metadata terms on the query performance (in seconds) with Silicon power storage. 

No metadata Group 1 metadata Group 2 metadata Group 3 metadata 

ENRON 0,77 1 0.97 0.93 

Pseudo-desktop 0,27 0.35 0.34 0.33 

an average of 76 appearances and the third group an average of 

4964 appearances. We then randomly select 100 queries from the 

query sets, and we associate each query with one metadata term 

from each group. We measure the average query time without any 

metadata term, with a logical expression made of a single term 

taken from the first group of metadata terms, then taken from the 

second group and lastly taken from the third group. 

Table 7 shows the average query performance after the inser- 

tion of the whole data set depending on the query group. We can 

observe that the impact of the metadata term popularity on the 

query performance is very low for groups 1 and 2, but higher for 

group 3. With the ENRON data set, the search engine is able to an- 

swer queries with an average execution time of 0,77 s without any 

metadata, 0,82 s for the first and second groups of metadata terms, 

and 1,34 s for the third group. With the pseudo-desktop data set, 

the average execution time of queries without metadata is 0,27 s, 

for metadata terms in groups 1 and 2 is 0,29 s, and for group 3 

is 0,43 s. Globally, the query time of groups 1 and 2 increases of 

about 8% compared to queries without metadata and about 68% 

for the queries in group 3. However, as indicated by the statistics 

of the data sets in Table 2 , only 5% of the terms are frequent in 

the ENRON data set and 6% in the Pseudo-desktop data set. The 

frequent terms are not the common case in a data set dictionary 

and we expect to have a similar distribution for the metadata 

terms. Therefore, the query performance with one metadata term 

will be marginally impacted in general as demonstrated by the 

results of the first two groups in Table 7 . 

9.4.2. Impact of the number of metadata terms on the query 

performance 

To meet the different needs of personal cloud advanced key- 

word searches, logical expression can contain several metadata 

terms. To measure the impact of the number of metadata terms 

on the query performance, we consider logical expressions which 

contain 3, 5 and 7 terms randomly chosen from the data set. These 

expressions are then combined with the workloads containing 100 

queries for each data set. Table 8 shows the average query time of 

the queries without logical expressions, and in the presence of a 

logical expression involving 3 metadata terms (group 1), 5 meta- 

data terms (group 2) and 7 metadata terms (group 3). The queries 

are evaluated after inserting the complete respective data set. We 

can see that the search engine is able to answer queries with an 

average execution time of 1 s for queries of group 1, 0.97 s for 

queries of group 2 and 0.93 s for queries of group 3 for the ENRON 

data set. A similar behavior is observed with the pseudo-desktop 

data set, where the average execution time of queries is 0.35 s for 

queries of group1, 0.34 s for group 2 and 0.33 s for group 3. 

These experimental results show that the query performance 

is only marginally impacted by the number of terms in logical 

expression with a maximum increase of 30% compared to basic 

queries. The better performance for the queries in group 3 com- 

pared to the queries in group 1 and 2 can be explained by our 

evaluation strategy applied to conjunctive expressions. Indeed, we 

evaluate the logical expression by starting with the least frequent 

access term, which avoids accessing the subsequent access terms 

if the condition on the current term is not satisfied. Thus, many 

inverted lists corresponding to the most frequent access terms do 

not need to be accessed, which happens with a higher probability 

if the expression has more terms. 

9.5. Index performance with various deletion rates 

In this section we discuss the impact of the deletion rate on 

the index search performance and index size. Since the deletions 

are executed as insertions in our search engine, the performance 

of delete operations is the same with the insert performance. 

However, the deleted documents are temporarily stored in the 

index structure (i.e., until the deletions are absorbed during the 

index merges), which leads to an increase of the index size com- 

pared to the optimal index size (i.e., where deleted entries are 

directly purged). The increased index size can degrade the query 

performance. Nevertheless, the experimental results show that the 

query performance is only marginally impacted by deletions even 

for high deletion rates. 
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Table 9 

Average query performance (in seconds) with different deletion rates and 

Kingston storage. 

0% 10% 30% 50% 

Avg. query time (ENRON: 500k docs) 0.49 0.45 0.41 0.37 

Avg. query time (ENRON: 250k docs) 0.33 0.34 0.35 0.37 

Avg. query time (Desktop: 27k docs) 0.18 0.17 0.16 0.15 

Avg. query time (Desktop: 13k docs) 0.12 0.13 0.15 0.16 

Avg. query time (Synthetic: 100k docs) 0.13 0.13 0.12 0.11 

Avg. query time (Synthetic: 50k docs) 0.10 0.10 0.11 0.11 

Table 9 shows the average query performance for different 

deletion rates with the Kingston storage (we obtained similar re- 

sults with the SP storage). Here, we considered two cases. First, we 

inserted the whole dataset while deleting a number of documents 

corresponding to the deletion rate (lines 1, 3 and 5 in Table 9 ). 

In this case, the higher the deletion rate is, the lower the query 

time is since a good part of the deleted documents (app. 50%) 

will be purged from the index and decrease the query processing 

time. In the second case, the total number of active documents 

in the index is the same regardless the deletion rate (lines 2, 4 

and 6 in Table 9 ). Hence, the higher the deletion rate is, the more 

documents we insert to compensate the deletions. In this case, a 

higher deletion rate leads to larger query times since part of the 

deletions are present in the index and have to be processed by 

the queries. However, the increase of the query times is relatively 

small compared to the case with no deletions, i.e., less than 12% 

for deletion rates up to 50%. Globally, the index is robust with the 

number of deletions in both cases. 

Table 10 shows the index size for the three datasets after the 

insertion of all the documents in the collection and the uniform 

deletion of a certain percentage of the indexed documents. In each 

table cell, the first number indicates the cumulated size in MB of 

all the I.L parts of the SSF (i.e., the global size of the inverted lists), 

while the second number gives the cumulated size of all the I.S 

parts of the SSF (i.e., the global size of the search structures). Also, 

we give in Table 10 for each dataset and deletion rate the index 

size of the classical inverted index used as reference. Without 

deletions, the SSF index size is practically the same with the 

inverted index size. The SSF requires a little bit more storage for 

the I.S since each partition has its own search structure to index 

the terms in the partition. Nevertheless, the storage overhead of 

the SSF is negligible since the search structure represents less than 

1% of the global index size (i.e., the inverted lists require much 

more storage than the search structures). With deletions, the size 

of the SSF index is larger than the size of the inverted index. Also, 

the size difference increases with the delete ratio. The explanation 

is that the deleted documents are reinserted in the SSF, which 

temporarily increase the index size. However, when a merge is 

triggered in an index level, a part of the deletions are absorbed 

and the deleted documents are purged from the index. Therefore, 

at any given time only a part of the deleted documents are still 

present in the index. Typically, in our tests we observed that about 

45% to 55% of deletions are not absorbed after a high number of 

document insertions and deletions. This makes that the SSF index 

size to be at most 40% larger than the inverted index size even for 

high deletion rates, which we believe is quite acceptable. 

9.6. Comparison with the state-of-the-art search engine methods 

The existing solutions face important limitations when used to 

index large collections of documents in secure tokens. The classical 

inverted index [42] was designed for magnetic disks and therefore 

does not comply with the flash storage constraints. Besides, the 

few proposed methods that consider the constraints of secure 

tokens process the insertions efficiently, but do not scale with 

large datasets and cannot support index updates. 

In this section we compare our proposed search engine (called 

SSF here) with the representative indexing method of each of 

the aforementioned approaches. Hence, we choose the typical 

inverted index to represent the query-optimized index family 

(see Fig. 2 ) and Microsearch [33] for the insert-optimized index 

family. Note that the other embedded search engines presented 

in Section 2.3 rely on similar index structures with Microsearch. 

We used the same test conditions as above for two competing 

methods, i.e., by using a RAM_Bound equal to 5 KB. The data 

insertions in the inverted index are processed in a similar way 

as in our search engine. The insertions are first buffered in RAM 

until the RAM_Bound is reached. Then, the buffered updates are 

applied in batch to the index structure. However, different from 

our approach, the index structure is modified in-place, which 

requires costly random writes. Also, to be able to evaluate the 

queries under the RAM constraint with the inverted index, the 

inverted lists of this structure have to be maintained sorted on 

the document ids, which permits applying a linear pipeline query 

processing similar to the SSF. In the case of Microsearch [33] , we 

used a hash function with 8 buckets, since this value leads to the 

most balanced query-insert performance given the 5 KB of RAM. 

Besides, we only considered data insertions and queries in the 

tests below, since Microsearch does not support deletions. We 

note also that in [33] Microsearch was implemented using NOR 

Flash storage, which allows the elements of the linked lists to have 

different sizes. In our case, the elements of the lists have always 

the size of a sector (i.e., 512 bytes) but this modification has a 

limited impact on the global performance of the method. 

9.6.1. Insertion performance 

Figs. 13 and 14 show the average insertion time for the three 

methods (i.e., SSF, Microsearch and the Inverted Index) with 

the three datasets. Both Microsearch and SSF exhibit good in- 

sert performance. On average, for ENRON, a document insertion in 

Microsearch takes about 0.094 s with Kingston and 0.059 s with Sil- 

icon Power, and 0.14 s with Kingston and 0.09 s with Silicon Power 

in SSF. In comparison, the document insertion time in the Inverted 

Index is much larger because of the costly random writes in Flash 

memory. On average, an insertion requires 30 s with Kingston and 

7.6 s with Silicon Power, which is nearly two orders of magnitude 

higher than with the embedded search engines, and clearly dis- 

misses this method in the context of secure tokens. We obtained 

similar results with the two other datasets as presented in Fig. 14 . 

On average, with Silicon Power storage, for the synthetic collection, 

a document insertion in Microsearch takes about 0.02, 0.07 s in SSF 

and 15 s in the inverted index. For the pseudo-desktop collection, a 

document insertion in Microsearch takes about 0.08 s, 0.33 s in SSF 

and 30 s in the inverted index. For all the methods, the insertion 

times are proportional to document size. Therefore, the insertion 

times are the highest with the pseudo-desktop collection. 

The insertion in the SSF and Microsearch relies on sequential 

writes in Flash to comply with the Flash memory constraints. 

The higher insertion cost of the SSF compared to Microsearch 

is generated by the SSF merges. Although the SSF insertions are 

less efficient than with Microsearch, the insertion time remains 

reasonable and will probably satisfy most of the applications 

especially if they require indexing large collections of documents. 

Indeed, the slight increase of the insert cost is outweighed by the 

query performance and scalability of the SSF. 

9.6.2. Query performance 

Figs. 15 and 16 show the query execution time for the three 

methods in function of the number of indexed documents. The In- 

verted Index has the best query times and can be considered as the 
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Table 10 

Index (inverted lists/search structures) size (MB) with different deletion rates (from 0% to 50%). 

0% 10% 30% 50% 

SSF I.L/I.S size (ENRON: 500k docs) 439 / 3.5 402 / 3 350 / 2.4 310 / 2.2 

Inverted index I.L/I.S size (ENRON: 500k docs) 439 / 0.6 397 / 0.6 305 / 0.6 220 / 0.6 

SSF I.L/I.S size (Desktop: 27k docs) 81 / 1.24 76 / 1.14 60 / 0.82 55 / 0.73 

Inverted index I.L/I.S size (Desktop: 27k docs) 81 / 0.4 73 / 0.4 57 / 0.4 40 / 0.4 

SSF I.L/I.S size (Synthetic: 100k docs) 78 / 0.97 74 / 0.88 66 / 0.78 58 / 0.69 

Inverted index I.L/I.S size (Synthetic: 100k docs) 78 / 0.13 70 / 0.13 55 / 0.13 40 / 0.13 

Fig. 13. Average document insertion times of Microsearch, SSF and the Inverted Index with Silicon Power (left) and Kingston (right) storage for the ENRON dataset. 

Fig. 14. Average document insertion times of Microsearch, SSF and the Inverted Index with Silicon Power storage for the pseudo-desktop (left) and synthetic (right) datasets. 

most efficient structure for processing full-text search queries. We 

can see that query times of the SSF are very close to the Inverted 

Index times. On average, for ENRON, it takes 0.49 s with Kingston 

and 0.53 s of Silicon Power to process a query in the SSF, while 

for the Inverted Index it takes 0.16 s with Kingston and 0.17 s with 

Silicon Power. Also, the average query times with Silicon Power are 

0.18 s and 0.05 s in the SSF, 0.07 s and 0.02 s in the inverted index, 

and 880 s and 355 s in Microsearch, for the pseudo-desktop and 

the synthetic respectively. The difference in performance between 

the SSF and the Inverted Index is explained by the fragmentation 

of the index structure of the SSF. However, the index partitioning 

in the SSF is largely outweighed when we take into account the 

insert performance of these two index structures. 

Microsearch has the worse query performance, which clearly 

is not scalable to a large number of documents. On average, for 

ENRON, it takes 1728.80 s (28 min) with Kingston and 1861.78 s 

(31 min) with Silicon Power to process a query with Microsearch. 

Given the very large query times, we measured the real query 

time only up to 10,0 0 0 indexed documents and estimated the 

query times above this number of documents, which is fairly 

simple since the query time linearly increases with the number of 

documents in Microsearch. Note also that even for a low number 

of documents, the query times of Microsearch are larger than the 

query times of SSF. For instance, for 10 0 0 documents it takes 3.1 s 

with Kingston in Microsearch and 0.1 s in SSF. The first reason is 

that in Microsearch an inverted list corresponds to a large number 

of terms (i.e., all the terms are distributed in the 8 hash buckets). 

Therefore, a large part of the index data is retrieved by the query. 

Second, Microsearch requires two passes over the chained list 

containing a query term. The first pass is done to compute the 

global F t value of the term, while the tf-idf score of the documents 

containing the term is computed only in the second pass. 

9.6.3. Overall performance 

The tiny RAM and the NAND Flash storage of sensors introduce 

conflicting constraints on the index structure. Fig. 17 summarizes 

the update and the query performance of proposed index structure 

and the two representative competitors. Our solution is the only 

one to offer both query and update scalability under these con- 

straints by balancing the query and the update costs for any kind 

of document collection. At the same time, the loss in both the 

query and the update performance remains reasonable compared 
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Fig. 15. Query execution times with the Inverted Index, SSF and Microsearch with Silicon Power (left) and Kingston (right) storage on the ENRON dataset. 

Fig. 16. Query execution times with the Inverted Index, SSF and Microsearch with Silicon Power storage for the pseudo-desktop (left) and synthetic (right) datasets. 

Fig. 17. Overall performance comparison for ENRON (left), pseudo-desktop (middle) and synthetic (right) datasets. 

Fig. 18. Overall speedup comparison for ENRON (left), pseudo-desktop (middle) and synthetic (right) datasets with Kingston storage. 

with the query optimized index (i.e., the Inverted Index) and 

the insert optimized index (i.e., Microsearch). Fig. 18 shows the 

speedup of SSF (i.e., the ratio between the throughput of SSF and 

of the competitors) with Kinston for workloads containing inser- 

tions and queries in different ratios. In most cases, SSF has (much) 

better throughput with both insert- and query-oriented workloads, 

while being the sole versatile method. Practically, SSF will be the 

preferred index method unless the expected workload contains in 

an overwhelming proportion either insertions or queries. 

A straightforward way to improve the efficiency of all the 

tested methods would be to increase the I/O granularity, e.g., pass- 

ing from 512 bytes I/Os to 2 Kbytes I/Os. Specifically, the insertion 

and query performance of all the methods is expected to improve 

in this case by taking advantage of the throughput increase of 
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the storage device (see Table 1 ). However, this leads to increased 

RAM consumption as discussed in Section 8.2 , a thorny problem 

for secure tokens. Note that by increasing the I/O granularity, 

the relative performance of the tested methods is expected to 

remain approximately the same, i.e., we expect to have the similar 

speedup values of the SSF compared with Microsearch or the 

inverted index since the throughput augments approximately in 

the same proportion for all types of I/Os. 

9.7. Discussion 

In the light of the above presented experimental results, we 

discuss in this section the limitations of the proposed approach. As 

above, we mainly analyze the limitations of the SSF in comparison 

with the classical inverted index, which can be considered as the 

ideal structure to index text documents at least from the query 

performance and index size points of view. Hence, the shortcom- 

ings of the SSF originate from the major differences between the 

SSF and the inverted index structures, i.e., the index partitioning 

and the deletion processing. 

The partitioning of the SSF influences both the query and the 

insert performance. The query performance is degraded because 

of the multiple searches in several small I.S (i.e., the search index 

dictionary of each partition) are more costly than a single search 

in a large I.S . However, given the exponentially increasing size of 

the partitions in the SSF levels, the loss in the query performance 

is limited compared with the inverted index (see Figs. 15 and 16 ). 

Also, the query performance loss is diminishing with the increase 

of the number of indexed documents, suggesting that our ap- 

proach is particularly appropriated for indexing large datasets. We 

should also note that the partitioning introduces some variability 

in the query cost (see the stairway-like curves in Figs. 11 and 

12 ). The partitioning has an impact on the insert performance 

since already inserted documents have to be rewritten at an index 

merge. Yet, the insertions only generate sequential writes in Flash 

and the insert cost is much more scalable than for the inverted 

index (see Figs. 13 and 14 ). Finally, the partitioning has also an 

impact on the index size since the search structure that indexes 

the terms in each partition is redundant. However, the increase in 

the index size is negligible (see Table 10 ) as the search structures 

only take a small fraction from the global index size. 

The specific way of processing deletions in the SSF also has 

an impact on the query performance and the index size. Since a 

deleted document is first reinserted in the index, deletions lead 

to a temporal increase of the index size and consequently, of 

the query cost. Nevertheless, this negative effect is limited by 

the merge operations that permit to purge some of the deleted 

documents. The experimental results show that, even for high 

deletion rates of up to 50%, the increase in the index size is lower 

than 40%, while the increase in the query cost is lower than 12% 

(see Tables 9 and 10 ). 

Finally, another limitation of the proposed search engine is that 

we do not consider the problem of concurrent access, i.e., multiple 

processes that query/update the index at the same time. In our 

workloads combining queries/inserts/deletes, we analyze the cost 

of each separately, one operation at a time. Indeed secure tokens, 

contrary to central servers, rarely support parallel or multi-task 

processing. Moreover, the RAM consumption increases linearly 

with the number of operation executed in parallel, a serious 

constraint in our context. 

10. Conclusion 

In this paper, we present the design of an embedded search 

engine for secure tokens equipped with low RAM and large Flash 

storage capacity. The proposed method contributes to the develop- 

ment of the Personal Cloud paradigm by allowing users to securely 

store, query and share their document collections. In addition, 

this work contributes to the current trend to endow smart objects 

with more and more powerful data management techniques. 

Our proposal is founded on three design principles, which are 

combined to produce an embedded search engine reconciling high 

insert/delete rate and query scalability for very large datasets. 

By satisfying a Bounded RAM agreement, our search engine can 

accommodate a wide population of secure tokens, including those 

having only a few KBs of RAM. Satisfying this agreement is also 

a mean to fulfill co-design perspectives, i.e., calibrating a new 

hardware platform with the hardware resources strictly necessary 

to meet a given performance requirement. The proposed search 

engine has been implemented on a hardware platform having a 

configuration representative of secure tokens. The experimental 

evaluation validates its efficiency and scalability over three real 

and synthetic large datasets representative of different smart 

object scenarios and also demonstrates the superiority of this 

approach compared to state of the art methods. Finally, we show 

that, at the price of a direct extension, our search engine can cope 

with conditional top- k queries, broadening its application scope. 

The next step is to study how our three design principles 

can be generalized for building other kinds of embedded query 

engines (e.g., NoSQL like), considering that indexing any form of 

data streams in mass storage smart objects will encounter similar 

hardware constraints and then lead to similar requirements. Also, 

in the context of smart objects the energy efficiency of the search 

engine can be important (e.g., for battery powered smart objects). 

Another direction of work is to study the energy consumption of 

our approach in comparison with other existing approaches. 
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ABSTRACT
Personal Data Management Systems are flourishing allowing an
individual to integrate all her personal data in a single place and
use it for her benefit and for the benefit of the community. This
leads to a significant paradigm shift since personal data become
massively distributed. In this context, an important issue needed
to be addressed is: how can users/applications execute queries
and computations over this massively distributed data in a secure
and efficient way, relying exclusively on peer-to-peer (P2P) in-
teractions? In this paper, we motivate and study the feasibility of
such a pure P2P personal data management system and provide
efficient and scalable mechanisms to reduce the data leakage to
its minimum with covert adversaries. In particular, we show that
data processing tasks can be assigned to nodes in a verifiable
random way, which cannot be influenced by malicious colluding
nodes. Then, we propose a generic solution which largely mini-
mizes the verification cost. Our experimental evaluation shows
that the proposed protocols lead to minimal private informa-
tion leakage, while the cost of the security mechanisms remains
very low even with a large number of colluding corrupted nodes.
Finally, we illustrate our generic protocol proposal on three data-
oriented use-cases, namely, participatory sensing, targeted data
diffusion and more general distributed aggregative queries.

1 INTRODUCTION
The time of individualized management and control over one’s
personal data is upon us. Thanks to smart disclosure initiatives
(e.g., BlueButton [9] and GreenButton in US, MesInfos [16] in
France, Midata [25] in UK) and new regulations (e.g., the Europe’s
new General Data Protection Regulation [27]), users can access
their personal data from the companies or government agencies
that collected them. Concurrently, Personal Data Management
System (PDMS) solutions are flourishing [4] both in the academic
(e.g., Personal Data Servers [1], Personal Information Manage-
ment Systems, Personal Data Stores [14], Personal Clouds [20])
and industry [12, 26, 33]. Their goal is to offer a data platform
allowing users to easily store and manage into a single place
data directly generated by user devices (e.g., quantified-self data,
smart home data, photos, etc.) and data resulting from user in-
teractions (e.g., user preferences, social interaction data, health,
bank, telecom, etc.). Users can then leverage the power of their
PDMS to benefit from their personal data for their own good
and in the interest of the community. Thus, the PDMS paradigm
holds the promise of unlocking new innovative usages.

Let us consider three emblematic distributed applications based
on large user communities which could greatly benefit from the
PDMS paradigm: (1) mobile participatory sensing apps [36], in
whichmobile users produce sensed geo-localized data (e.g., traffic,
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air quality, noise, health conditions) to compute spatially aggre-
gated statistics benefiting the whole community; (2) subscription-
based or profile-based data diffusion apps [38], in which PDMS
users provide preferences or exhibit profiles in order to selec-
tively receive pertinent information; and (3) distributed query
processing over the personal data of large sets of individuals
[37], in which users contribute with their personal data and is-
sue queries over the globally contributed data (e.g., computing
recommendations, participative studies).

However, these exciting perspectives should not eclipse the
security issues raised by the PDMS paradigm. Indeed, each PDMS
can store potentially the entire digital life of its owner, thereby
proportionally increasing the impact of a leakage. Hence, cen-
tralizing all users’ data into powerful servers is risky since these
data servers become highly desirable targets for attackers: huge
amounts of personal data belonging to millions of individuals
could be leaked or lost as illustrated by the recent massive attacks
(e.g., Facebook, Yahoo or Equifax). Besides, such a centralized
solution makes little sense in the PDMS context in which data is
naturally distributed at the users’ side [19].

Alternatively, recent works [4, 14, 20, 33] propose to let the
user data distributed on personal trustworthy platforms under
users’ control. Such platforms can be built thanks to the combi-
nation of (1) a Trusted Execution Environment (TEE) (i.e., secure
hardware such as smart cards [1] or secure micro-controllers
[4, 5, 20], ARM TrustZone [18], or Intel SGX [29]) and (2) specific
software (e.g., minimal Trusted Computing Base and information
flow control [22, 29]). In this paper, we follow this approach and
consider that a PDMS is a dedicated personal device that the user
possesses and is secured thanks to TEE hardware.

In addition, as in many academic and commercial approaches
[33], we assume that the PDMS personal device offers a rather
good connectivity and availability like, for instance, home-cloud
solutions [4, 12, 26, 33] (e.g., a set-top box or a plug computer
[4]). Thus, PDMSs can establish peer-to-peer (P2P) connections
with other PDMSs, and can be used as data processor in order
to provide part of the processing required in distributed applica-
tions. Hence, our objective is to study solutions based on a full
distribution of PDMSs (called nodes interchangeably) which can
act as data sources and data processors and communicate in a
peer-to-peer fashion. We discard solutions requiring recentraliz-
ing the distributed personal data during its processing, since this
would dynamically create a personal data concentration leading
to a similar risk as with centralized servers.

Incorporating TEEs greatly increases the protection against
malicious PDMS owners. However, since no security measure can
be considered as unbreakable, we cannot exclude having some
corrupted nodes in the system and, even worse, those corrupted
nodes can collude and might very well be undistinguishable from
honest nodes, acting as covert adversaries [7]. Also, since data
processing relies exclusively on PDMS nodes, and given the very
high scale of the distribution which disqualifies secure multi-
party computation (MPC) protocols [31], sensitive data leaks are
unavoidable in the presence of corrupted nodes, i.e., some data



might be disclosed whenever a corrupted node is selected as a
data processor.

The goal of this paper is to assess the feasibility of building a se-
cure and efficient data processing system over a fully distributed
network of PDMS housing covert adversaries. To achieve it we
provide mechanisms to reduce the data leakage to its minimum,
and make the following contributions:

(1) We propose a P2P architecture of PDMSs, called SEP2P
(for Secure and Efficient P2P), based on classical Distributed
Hash Tables (DHT) and analyze potential data leakages of data
sources and data processors. We show that (i) data tasks should be
assigned to nodes in a verifiable random way, i.e., the assignment
cannot be influenced by malicious colluding nodes; and (ii) any
data-oriented task, whether it is storage or computation, should
be atomic, i.e., reduced to a maximum such that it minimizes the
quantity of sensitive data accessible by the task.

(2) We focus on the verifiable random assignment problem and
propose a generic solution (i.e., independent of the distributed
computation tasks) which largely minimizes the verification cost
(e.g., 8 asymmetric crypto-operations with a SEP2P network of
1M nodes of which 10K are colluding corrupted nodes).

(3) We experimentally evaluate the quality and efficiency of
the proposed protocols. The verifiable random assignment pro-
tocol leads to minimal private information leakage, i.e., linear
with the number of corrupted nodes, while the cost of the secu-
rity mechanisms remains very low even with a large number of
colluding corrupted nodes.

(4) We address the task atomicity subproblem by providing
sketches of solutions for the three classes of applications indi-
cated above. We do not propose full solutions since task atomicity
is dependent on the considered class of distributed computation
and as such needs to be studied in detail.

Sections 2 to 5 present these four contributions respectively.
We finally discuss the related work in Section 6 and conclude the
paper in Section 7.

2 SEP2P ARCHITECTURAL DESIGN
2.1 Base System Architecture
SEP2P is a peer-to-peer system and only relies on the PDMS
nodes to enable the aforementioned applications. Consequently,
each node may play several roles for SEP2P applications:
Node role 1. Each node is a potential data source. For instance,
producing sensed geo-localized data about the local traffic speed,
or sharing grades used to compute recommendations.
Node role 2. Given the fully-decentralized nature of SEP2P, each
node is a potential data processor, also called actor, providing
part of the required processing.
Node role 3. The initiator of a distributed processing is called
the triggering node (T ).T could be any node with participatory
sensing applications, or the query issuer in distributed query or
data diffusion applications.

2.2 Efficient P2P Data Processing
Relying on a fully-distributed system induces several problems,
e.g., integrating new nodes, maintaining a coherent global state,
making nodes that do not know each other interact, handling
churn, maintaining some metadata. It thus requires a communica-
tion overlay allowing for efficient node discovery, data indexing

and search. Fortunately, these problems have already been exten-
sively studied in the literature and the Distributed Hash Tables
(DHTs) appear to be the solution reaching consensus.
Background 1. A distributed hash table (DHT) [23, 30, 34]
in a P2P network offers an optimized solution to the problem
of locating the node(s) storing a specific data item. The DHT
offers a basic interface allowing any node of the network to
store data, i.e., store(key,value), or to search for certain data,
i.e., lookup(key) → value . DHTs proposals [23, 30, 34] share
the concepts of keyspace or DHT virtual space (e.g., a 224 bits
string obtained by hashing the key or the node ID), space par-
titioning (mapping space partitions to nodes, using generally a
distance function), and overlay network (set of routing tables
and strategies allowing reaching a node, given its node ID). For
instance, the virtual space is represented as a multi-dimensional
space in CAN [30], as a ring in Chord [34] or as a binary tree
in Kademlia [23] and is uniformly divided among the nodes in
the network. Thus, each node is responsible for the indexing of
all the (key,value) pairs where the key falls in the subspace it
manages. Both the data storage and the lookup operations are
thus fully distributed in a DHT. DHTs have interesting properties:
uniform repartition of the data, scalability, fault tolerance and do
not require any central coordination.

Hence, SEP2P leverages the classical DHT techniques as a
basis for communication efficiency and scalability.

2.3 Security Considerations
In this paper, we use the terminology of ARM [35] to designate
the three attack levels on a PDMS node, i.e., hack, shack and lab
attacks. A hack attack is a software attack in which the attacker
(the PDMS owner or remote attacker) downloads code on the de-
vice to control it. A shack attack is a low-budget hardware attack,
i.e., using basic equipment and knowledge. Finally, a lab attack
is the most advanced, comprehensive and invasive hardware at-
tack for which the attacker has access to laboratory equipment,
can perform reverse engineering of a device and monitor analog
signals. Note that shack and lab attacks require a physical access
to the device and that TEEs are designed to at least resist hack
and shack attacks.

Our threat model considers three security assumptions:
Assumption 1. Each PDMS is locally secured by using TEE-like
technology flourishing nowadays (e.g., [18, 20, 29]). This assump-
tion is reasonable considering that a PDMS is supposed to store
the entire digital life of its owner. A major security feature of
TEE technology is to provide isolation, i.e., strong guarantees
that the local computation inside the TEE cannot be spied upon,
even in the presence of an untrusted computational environment.
Hence, to break to confidentiality barrier of a TEE, a lab attack
is mandatory. This has an important consequence: an attacker
cannot conduct a successful attack on a remote node, i.e., not under
her possession.
Assumption 2. Each PDMS device is supplied with a trustworthy
certificate attesting that it is a genuine PDMS. Without this as-
sumption, an attacker can easily emulate nodes in the network,
and conduct a Sybil attack [11], mastering a large proportion
of nodes (e.g., playing the role of data processor nodes), thus
defeating any countermeasure. Note that this does not require
an online PKI (the certificate can be attached to the hardware
device and not to the device owner).



Assumption 3. Corrupted nodes by a lab attack behave like covert
adversaries, i.e., they derive from the protocol to obtain private
information only if they cannot be detected [7], as detected mali-
cious behavior leads to an exclusion from the system.

2.4 Threat Model
The above considered assumptions already offer a certain level of
security at the node and system levels. Yet, no hardware security
can be described as unbreakable. Therefore, our threat model
considers that an attacker (e.g., one or several colluding malicious
users) can possess several PDMSs and conduct lab attacks on
these devices, thus mastering several corrupted nodes which can
collude. For simplicity, we will call them colluding nodes.

It is important to notice that the worst-case attack is repre-
sented by the maximum number of colluding nodes in the system
(i.e., controlled by a single entity). Corrupting few nodes can lead
to some private data disclosure, but this will be very limited in a
well-designed system with a large number of nodes. Therefore,
an attacker needs to increase the collusion range to fully benefit
from the attack (i.e., access a significant amount of private data).

Thereby, the remaining question is: howmany colluding nodes
could an attacker control in the system? The main difficulty for
an attacker is that colluding nodes must remain indistinguishable
from honest nodes (see Assumption 3). Since PDMSs are associ-
ated to “real” individuals (e.g., by delivering the device only to
real users proving their identity), collusions between individu-
als remains possible (hidden groups) but such collusions cannot
scale without being minimally advertised, hence breaking the
indistinguishability mentioned above. Thus, wide collusions are
extremely difficult to build since it requires significant organi-
zation between a very large number of users, which in practice
requires an extremely powerful attacker as well as extreme dis-
cretion, and are thus the equivalent of a state-size attack. Finally,
note that considering a large proportion of colluding nodes (e.g.,
10%) is vain as it would inexorably lead to large disclosure what-
ever the protocol having a reasonable overhead (e.g., outside the
MPC scope). Hence, in this paper we consider that a very pow-
erful attacker could control up to a small percentage (e.g., 1%)
of the nodes, which corresponds to a wide collusion requiring a
lab attack on these nodes as well as a highly organized collusion
between the owners of those nodes.

What does the system protect? The objective of SEP2P is to
offer the maximum possible confidentiality protection of the user
private data under the above considered threat model. Many other
issues related to statistical databases (e.g., inferences from results,
determining the authorized queries, query replay, fake data in-
jection, etc.) or to network security (e.g., message drop/delay,
routing table poisoning [39]) are complementary to this work
and fall outside of the scope of this paper. Similarly, we leave
aside the problems related to the attestation and integrity of the
code executing distributed computations (e.g., against corrupted
nodes that maliciously modify the computation results).

2.5 SEP2P Requirements
Given the considered threat model, we derive in this section
the requirements that a SEP2P must address to protect the data
privacy of the users. Since we cannot exclude having colluding
nodes in the system and since the colluding nodes behave like
covert adversaries, private information leakage is unavoidable.
Under these conditions, the best countermeasures one can take
are: (i) minimize the risk of a data leakage, i.e., reduce at most the

probability of a leakage to happen; and (ii) minimize the impact
of a data leakage, i.e., reduce at most the leakage size. Obviously,
these countermeasures should not generate overheads that render
the system unpractical. This leads to:
Requirement 1 (security). Random actor selection. Ensure
that colluding nodes cannot influence the selection of the data
processor nodes.
Requirement 2 (security). Task atomicity. Data tasks should
be atomic, i.e., reduced to a maximum such that it minimizes the
required sensitive data to execute the task.
Requirement 3 (efficiency). Security overheads. Minimize
the number of costly operations, e.g., cryptographic signature
verifications or communication overhead, and ensure system scal-
ability with an increasing number of nodes or colluding nodes.

The task atomicity requirement is similar to the principle of
compartmentalization in information security, which consists in
limiting the information access to the minimum amount allowing
an entity to execute a certain task. Typically, a node can execute
a subtask without knowing the purpose or the scope of the global
task. Dividing a given distributed computation in atomic tasks
obviously depends on the precise definition of that computa-
tion. Hence, we restrict our analysis in Section 5 to sketches
of solutions for the three application classes considered in this
paper.

Independently of the distributed protocol chosen to imple-
ment some given application, the system must delegate the data-
oriented tasks to randomly selected nodes. Therefore, the random
selection protocol is generic and constitutes the security basis of
any distributed protocol in our system. However, given the con-
sidered threat model, it is challenging to design an actor selection
protocol that is both secure and efficient. Section 3 addresses this
problem while section 4 evaluates the proposed solution.

3 SECURE ACTOR SELECTION
Let us first detail some useful classical cryptographic tools focus-
ing on the properties used in our protocol.
Background 2. A cryptographic hash function [24] is a one-
way function that maps a data of arbitrary size to a fixed size bit
string (e.g., 224 bits) and is resistant to collision. An interesting
property of hash functions is that output distribution is uniform.
In the following, hash() refers to cryptographic hash.
Background 3.A cryptographic signature [24] can be used by
a noden to prove that a datad was produced byn (authentication)
and has not been altered (integrity). The signature is produced
by encrypting hash(d) using the private key of n. Any node can
verify the signature by decrypting it using the public key of n
and comparing the result with hash(d). The signature includes
the signer public key certificate, certn (see Assumption 2).

We consider a system of N nodes, in which we want to ran-
domly select A actors, despite wide collusion attacks from C
colluding nodes. The main notations are summarized in Table 1.

3.1 Effectiveness, Cost and Optimal Bounds
Ideally, we would want to ensure that all A actors are honest, but
this is impossible, since colluding nodes are indistinguishable
from honest nodes. Therefore, the best achievable protection is
obtainedwhen actors are randomly selected and the selection can-
not be influenced by C colluding nodes, i.e., the average number
of corrupted selected actors in the ideal case isAidealC = A×C/N



N Total number of nodes in the SEP2P system
A Number of actor nodes (data processors)
C Maximum number of colluding nodes (C ≥ 1)
AC Average number of corrupted actors for a given protocol

AidealC Average number of corrupted actors for an ideal protocol
T Triggering node (starting the execution)
k Security degree
α Security threshold
S Execution Setter node, computing actor list

Ri , rsi DHT region Ri of size rsi
Table 1: Main notations for Sections 3.1 and 3.2

(AidealC > 0). Thus, the impact of a collusion attack remains pro-
portional with the number of colluding nodes, which is the best
situation given our context. This guarantees that the attacker
cannot obtain more private information than what she can pas-
sively get from observing the information randomly reaching its
colluding nodes.

The following definitions quantify the security effectiveness
and security cost of an actor selection protocol.
Definition 1. The security effectiveness of an actor selection
protocol is defined as the ratio between AidealC and the average
number of corrupted selected actors for the measured protocol
(AC ), i.e., security effectiveness = AidealC /AC . The security ef-
fectiveness has maximum value (i.e., 1) when AC = AidealC and
minimum value (i.e. C/N ) when all the actors are corrupted.
Definition 2. A verifier node is a node who needs verifying
the actor list before delivering sensitive data, e.g., a data source.
Definition 3. The security cost of an actor selection protocol is
defined as the number of asymmetric cryptographic operations,
e.g., signature verification, required by verifier nodes to check
the selected actor list.

Note that the security cost considers only the verification of
the actor list and not the cost of building the list. The rationale
is that the verification cost has a larger impact on the overall
performance since the number of verifier nodes can be high in
a large distributed system: data sources need to verify the actor
list before delivering their data. Other performance related issues
(cost of the actor list generation, load balancing, maintenance
costs) are discussed in Section 3.6 and 4.
Optimal bounds. The best possible case one could expect in
terms of security effectiveness and cost in our context can be
achieved using an idealized trusted server that knows all the
nodes and provides a different random actor list for each system
computation. This ideal solution reaches a maximal security ef-
fectiveness and a security cost of 1, since any verifier node must
only check the signature of the trusted entity.

Evidently, this solution in not acceptable since it represents a
highly desirable target for attackers, i.e., a central point of attack
and contradicts the fully distributed nature of SEP2P. Therefore,
we need distributed solutions relying only on the nodes. To un-
derline the existing tension between security effectiveness and
cost, we discuss two basic distributed protocols for the actor se-
lection, focusing either on the security cost or on the security
effectiveness. To simplify the protocols description, we initially
assume a full mesh network overlay, i.e., each node knows the
complete list of nodes in the system and its evolution over time.
Baseline cost-optimal protocol. The triggering node (T ) se-
lects randomly the actors. The security effectiveness is minimal:

AC = min(A,C) since T may be corrupted (which is the case
when any node can trigger a computation). There is thus no
necessity to provide any signature: the security cost is 0.
Baseline security-optimal protocol. Proposing an optimal
protocol in terms of security is challenging in a decentralized
architecture (without any supporting trusted party) and consid-
ering covert adversaries. This conjunction leads to a situation
where no single node in the system can claim to securely provide
a list of actors (the provider itself can be corrupted). The work
in [8] proposes the CSAR protocol which provides a secure way
to generate a verifiable random value under the condition that
there is at least one honest node participating in the distributed
protocol. Applying to our context, we can ensure generating a
real random value only if there are at least C + 1 participating
nodes. Also, once we obtain a verifiable random value, we can
derive up to A random values by repeatedly hashing the initial
value A − 1 times. The final step is to map the set of A random
values to the nodes. This can be easily done, e.g., by sorting the
nodes on their public key and associating the random value to
a rank in the sorted list. This protocol has an optimal security
effectiveness, i.e., 1, since the actors are guaranteed to be selected
randomly. On the other hand, checking the CSAR results requires
one signature verification per participant. Thus, the security cost
is C + 1 asymmetric cryptographic operations per verifier node.
Since C can be large, such a solution cannot scale with large sys-
tems and wide collusion attackers as it would lead to an extreme
verification cost.

Moreover, to achieve these security bounds, both protocols
require a full mesh network overlay which is also extremely
costly to maintain in practice, especially for large networks. This
contradicts the efficiency and scalability requirement formulated
in Section 2.5. Using a DHT overlay instead of a full mesh solves
the problem of communication efficiency/scalability. However,
this will impact the optimal bounds of both protocols. For the
first protocol, the security cost increases from 0 to up to A since
a verifier node which does not “know” any of the actors has to
verify their certificates to be sure that the actors are genuine
PDMSs (to avoid Sybil attacks). Similarly, for the second protocol,
the security cost increases to 2(C + 1) +A for the same reason,
i.e., checking that participant and selected actors are genuine
PDMSs. Even worse, the optimal security effectiveness can no
longer be guaranteed since with a DHT, there is no secure way of
associating the random values to the nodes unless using secure
DHT techniques [39] with a large impact on performance.

3.2 Overview of the Proposed Solution
To address all these problems, we propose a protocol that reaches
maximal security effectiveness at a verification cost of 2k . k is
called the security degree and is very small. Also, our protocol
builds directly on a classical, efficient DHT overlay without re-
quiring any modifications. We describe some important features
in SEP2P which make this possible and then sketch the protocol.
Imposed and uniform distribution of node location: the
node ID, used when inserting a node in the DHT, is imposed
in SEP2P, in a way that leads to a uniformly distributed node
location in the DHT virtual space. Consequently, colluding nodes
are also evenly distributed in the DHT, thus avoiding spatial
clusters. We use extensively this property to drastically reduce
the cost of security by taking localized decisions (see below), i.e.,
limited to the nodes situated in “small” regions in the virtual space.
Achieving imposed node location is easy, based on the public



key of the certificate of each node. We compute a cryptographic
hash of this key, which is, by construction, uniformly distributed,
and use this hash for insertion in the DHT virtual space. The
advantages of using the public key are (i) its uniqueness; and
(ii) the node location can be checked with a single signature
verification.
Probabilistic guarantees: Given the imposed, uniform node
location which applies indistinctly to honest and colluding nodes,
we can have probabilistic guarantees on the maximum number
of colluding nodes in a DHT subspace of a given size, called DHT
region hereafter. We can compute the probability of having at
least k colluding nodes (see Section 3.3) and choose the DHT
region size such that the probability is very close to 0. In our
context, wewant to have a probability smaller thanα , the security
threshold. The main idea is to set α so that the probability of
having k colluding nodes in the same region becomes so low
that we can consider that it “never happens”, e.g., α = 10−6 (see
Section 4.1). Such a guarantee is used in the protocol sketched
below and then detailed in the following subsection.

R1

R2

R3

1 Generating
verifiable
random

Actors list
builders are in R

Locating S
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Figure 1: Sketch of verifiable selection

Sketch of verifiable selection protocol of A actors (see Figure 1)

(1) Run a distributed protocol inspired from CSAR [8] to generate a
verifiable random value, i.e., proven to have been truly randomly
generated by k nodes if at least one is honest (see Section 3.4). The k
nodes are selected in a DHT region R1, centered on the triggering
node (T ), whose region size r s1 is set such that we have probabilistic
guarantees to “never” (probability < α ) have k or more colluding
nodes, i.e., at least one of the k nodes is honest.

(2) Map the hash of that random value into coordinates to define a
location p in the DHT virtual space and contact through the DHT
the node, called execution Setter (S ), managing this location.

(3) S then selects k nodes (the actor list builders) in a region R2, centered
on p , using probabilistic guarantees, such that we “never” have k or
more colluding nodes. Given the uniform distribution of the node on
the virtual space, we have rs2 = rs1.

(4) Each actor list builder then selects A nodes in a region R3, centered
on p , whose size rs3 is such that R3 includes at least A nodes with
high probability (see Section 3.6 and Section 4.3 for r s3 tuning).

(5) Run a distributed verifiable selection protocol in the spirit of [8]
such that the k nodes selected in (3) can: (i) check the validity of
the random value generated in (1); (ii) build the actor list securely;
(iii) sign both the random value and the list of A actors. This step is
detailed in Section 3.5.

The result is a list ofA actors that is signed by k nodes, among
which at least one is honest. Doing so reduces the verification
cost to 2k asymmetric cryptographic operations: k to check the
certificate of the k list builders, verifying that they belong to
region R2, centered on p; and k to check each builder signature.

3.3 Providing Probabilistic Guarantees
To generate verifiable random values or validate the query actor
selection, SEP2P employs distributed computations between a
small subset of the nodes thanks to the notion of node legitimacy
and probabilistic guarantees defined below using the notations
in Table 2.

kpubn Public key of node n
certn Trustworthy certificate of node n
signn Signature by node n (includes certn )
TLi execution Trigger Legitimate node i
RNDi Random number generated by TLi

(V ) RNDT (Verifiable) random generated by T
SLj execution Setter Legitimate node j

RNDS Random generated by S
CLj Partial candidate list of legitimate nodes w.r.t. R3
CL Candidate List of legitimate nodes

(V )AL (Verifiable) Actor List
Table 2: Main notations for Sections 3.3 – 3.5

Definition 4. Legitimate nodes.Given a region R in the virtual
space of a DHT, for any node i we say that node i is legitimate
w.r.t. R iff hash(kpubi ) ∈ R.

To be able to provide probabilistic guarantees as explained in
Section 3.2, we need to estimate the number of nodes in a region:
Lemma. Let R be a DHT region of size rs in a virtual space of
a DHT of total size 1 (i.e., normalized) and let N be the total
number of network nodes with a uniform distribution of the
node location in the virtual space. The probability, PL, of having
at leastm legitimate nodes in R is:

PL(≥m ,N , rs) =
N∑
i=m

(
N

i

)
· rsi ·(1 − rs)N−i (1)

Proof (sketch): Let us consider a partition of the N nodes into
two subsets containing i and N − i nodes. Since the distribution
of nodes is uniform in space, the probability of having the i
nodes inside R and the N − i nodes outside R is rsi ·(1 − rs)N−i
and there are

(N
i
)
possible combinations of generating this node

partitioning. The probability of having at least m nodes in R
is equal to the probability of having exactly m nodes plus the
probability of having exactlym+1 plus. . . the probability of having
N , which leads to the equation in (1).
Application to colluding nodes: Let C < N be the maximum
number of colluding nodes. We can apply formula 1 to compute
the probability, PC of having at least k colluding nodes in R:

PC(≥k ,C, rs) =
C∑
i=k

(
C

i

)
· rsi · (1 − rs)C−i (2)

We can notice that this probability only depends on C . It does
not depend on the region center since we have a uniform distri-
bution of the nodes on the virtual space.

3.4 Verifiable Random Generation
Our goal is to generate a random value, using k nodes and to
guarantee that none of the k nodes can choose the final computed
random value (or any of its bits). Any node in the system should
be able to check the validity of this random value (i.e., to have
proofs that it has been correctly generated). This is possible as
soon as at least one of the k nodes is honest, this guarantee being
obtained thanks to equation (2) by choosing the adequate size
for the DHT region R and by using k legitimate nodes w.r.t. R.



A node T wanting to generate a verifiable random, selecting a
region of size rs1 with PC(rs1) < α centered on itself, executes:

Verifiable random number generation protocol

(1) T contacts any k legitimates nodes TLi (i ∈ [1, k ]) w.r.t. R1.
(2) Each TLi sends hash(RNDi ) to T , where RNDi is a random number

(on the same domain as the hash function, e.g., 224 bits) TLi generates.
(3) Once T has received the k hashes, it sends back the list L of hashes

to the TLi s; L = (hash(RNDi ))i∈[1,k ].
(4) Each TLi checks that hash(RNDi ) ∈ L, and, in the positive case,

returns signi (L) and RNDi .
(5) T gathers the k messages and builds the verifiable random:

VRNDT = (certT , (signi (L), RNDi )i∈[1,k ]).

T TLi

1

2

3

4

5

Figure 2: Verifiable random

The above random generation protocol is adapted from [8]
which includes a formal proof. Note that the protocol in [8] does
not include the notion of node legitimacy and thus needs C + 1
participating nodes instead of k . Intuitively, the nodes commit on
their selected random value by sending its hash (Step 2), and all
the hash values are known by each of the k nodes before provid-
ing the final signature (Step 4). Therefore, an attacker controlling
k − 1 TLi nodes cannot influence the final random value since
these nodes cannot change their random values (committed at
Step 2). Thus, the correct random value of a single honest node
is enough to obtain a truly random final value RNDT .

To obtain and check the verifiable random value, any node
must: (i) check certT and compute L by hashing all RNDi ; (ii) for
i ∈ [1,k], check certi , check the legitimacy of TLi using certT
and validate signi (L). The final random value is RNDT = RND1 ⊕
RND2 ⊕ · · · ⊕ RNDk .

In (i), we verify that T is a genuine PDMS, retrieve the center
of the region R1 and compute L, both being necessary for the next
verification; (ii) starts by confirming that each TLi is genuine,
then it ensures that they are legitimate w.r.t the location of T
and R1, after which it confirms the hash list by checking the
signatures, and finally, it computes RNDT .

3.5 Distributed Secure Selection Protocol
The main goal of the proposed protocol is to select the A actors
such that this selection cannot be influenced by colluding nodes.
Definition 5. The execution Setter (S) is chosen randomly
based on a verifiable random generated by T . Its role is to coor-
dinate the selection of the computation actors and to setup the
execution by sending the appropriate information to each actor.

In the following, we assume that each node n in SEP2P keeps
a node cache, called cachen , of the IP address and certificate
of legitimate nodes w.r.t. a region of size rs3 centered on node
n location. The cache size and the cache maintenance cost are
discussed in Section 3.6 and evaluated in Section 4.3.

SEP2P distributed secure actor selection protocol
(1) Generates the verifiable random VRNDT (see Section 3.4).
(2) Maps hash(RNDT ) into coordinates and contact S through the DHT.
(3) S contacts any k legitimates nodes w.r.t. R2, SLj (j ∈ [1, k ]) and

sends to each VRNDT (see Section 3.4).
(4) Each SLj sends hash(RNDj ∥ CLj ) to S , where RNDj is a random

number SLj generates, and CLj is the set of nodes from Cachej which
are legitimate w.r.t. R3.

(5) Once S has received the k hashes, it sends back the list L1 of hashes
to all SLj ; L1 = (hash(RNDj ∥ CLj ))j∈[1,k ].

(6) Each SLj checks that its own hash(RNDj ∥ CLj ) ∈ L1 and, in the
positive case, returns RNDj and CLj .

(7) S gathers the k messages and sends to all SLj the list
L2 = ((RNDj , CLj )j∈[1,k ]).

(8) Each SLj does the following:
(a) Checks VRNDT and computes RNDT (see Section 3.4).
(b) Checks that each (RNDj , CLj ) from L2 is consistent with the

corresponding hash(RNDj ∥ CLj ) from L1.
(c) Computes the union, after removing possible duplicates, of all

CLj to obtain a candidate list of legitimate nodes CL.
(d) Computes the RNDS = RND1 ⊕ RND2 ⊕ · · · ⊕ RNDk .
(e) Sorts CL on kpubn ⊕ RNDS (where kpubn is the public key of

a node n ∈ CL) and selects the A first candidates to build the
actor list AL.

(f) Checks the legitimacy of AL nodes w.r.t. R3.
(g) Signs (RNDT , AL) and sends it to S .

(9) S gathers k results and builds the verifiable actor lists:
VAL = (RNDT , AL, (signj (RNDT , AL)))j∈[1,k ].

The goal of steps 1 and 2 is to displace the DHT region,
where actors will be selected, from T to S with three benefits: (1)
T is likely to be corrupted (as any node is allowed to trigger a
computation) while S is chosen randomly using the verifiable
random protocol; (2) it distributes the potential leaks in a different
region for each computation; (3) it balances the load on the whole
SEP2P network thus improving the overall performance.

Steps 3 to 6 are similar to steps 1 to 4 of the verifiable random
protocol, except that the signature by SLj is delayed to Step 8.g.
Delaying the signature allows SLj s to check and attest the validity
of VRNDT (step 8.a). The protocol cost is increased (since k nodes
verify VRNDT ) but the verifying cost is reduced accordingly since
having k SLj s signing RNDT (step 8.g) means that it is correct
(remind that at least one of the k SLj s is honest).

Steps (8.b) to (8.e) are dedicated to the actor list building
(AL) based on the candidate list (CL) and deserve a more detailed
explanation: in our context, in order to securely build the actor
list, the k participants first have to agree on a common basis and
then execute, in parallel, a procedure that is unpredictable and
gives identical results to all participants. Since it is unpredictable
we are certain that the inputs cannot be manipulated beforehand
so as to influence the rest of the procedure. Since it gives identical
results for all actor list builders, and since at least one node is
honest, we are sure that no colluding node can alter the results.
By sorting the nodes in CL using a verifiable random number
and the public keys of the nodes fulfills both requirements: the
random number takes care of the unpredictability, while the
commitment of each SLj on their intermediary lists in step 4,
coupled with the XOR operation on the public keys of CL nodes,
is a simple yet effective way of producing identical results.

In steps 8.f and 8.g, k SLj s check the validity of the result,
i.e., that any actor of AL belongs to R3 and attest it by signing
the results. Note that this check is not necessary for any actor n
in AL that was found in k CLj since this fact attests that at least



one honest node possesses n in its Cachej . Assuming Cachej
contains only genuine nodes (we say that Cachej is valid - see
Section 3.6) and since rs3 > rs2, most of the actors in AL will be
found in k CLj , thus diminishing drastically the actor list building
cost. Actually the validity of Cachej is necessary to ensure that
a colluding node selected as SL cannot hide honest nodes with
the hope of having a larger proportion of colluding nodes in AL.
Indeed, at least one of the SL is honest and will provide its full
Cachej that will be thus included in CL. We can observe that
Cachej can be actually seen as the relevant part (for node j) of a
full mesh network, which offers its benefits without paying the
whole maintenance cost.

To check the verifiable actor list (VAL), any verifier node must
do: for j ∈ [1,k], check cert j , check the legitimacy of SLj using
RNDT and validate signj (AL). Thus, the verifying cost is limited
to k certificate verifications and k signature verifications, i.e., 2k
asymmetric crypto-operations. We show in Section 4 that k is
generally lower than 6.

3.6 Protocol Implementation Details
In this section we discuss a few important implementation issues
of the proposed actor selection protocol.

Despite the uniform distribution of nodes on the DHT virtual
space, there is no absolute guarantee of not having sparse DHT
regions. This can have two negative impacts on the SEP2P pro-
tocol: during the selection of k TLs in R1 (or k SLs in R2) and A
actors in R3. Both cases exhibit interesting trade-offs:
Choosing R1 (or R2) region size: on the one hand, a small rs
leads to a smaller k value, which in turn reduces the protocol
verification cost. On the other hand, setting rs too small can
lead to situations in which nodes have less than k legitimate
nodes in their R region and as such cannot participate in the
actor selection protocol (as triggering node or execution setter)
which is problematic. For this reason, in SEP2P we provide a
table of couples (ki , rsi ), named k-table, which allows any node
to find ki legitimate nodes in the region of associated rsi size.
The k-table is computed thanks to PL and PC (equations (1) and
(2)) to ensure that whatever the couple chosen, the probability of
having k or more colluding nodes remains equal. The largest k of
the k-table corresponds to the region size allowing any node to
find those legitimate nodes with a very high probability, i.e., 1-α ,
while lower values allow to reduce the security cost in denser
network regions. Thus, the k-table optimizes the overall cost of
the SEP2P protocol and warrants that any node can be selected
as triggering node or execution setter.
Choosing R3 region size: Choosing a too small rs3 has a neg-
ative impact on the system performance. If the SLs cannot find
enough nodes in R3, they can attest it (e.g., in Step 8.c in SEP2P
protocol) and S can use the k signatures to displace the actor
selection to another region (e.g., selected by rehashing the ini-
tial RNDT ). This mechanism allows the protocol to be executed
successfully even if some network regions are sparser. However,
there are two drawbacks. First, the cost of the actor selection
increases since (part of) SEP2P protocol must be executed twice
(or more times). Second, this also introduces an unbalance in the
system load since the sparse regions cannot fully take part in data
processing. Finally, setting rs3 to very large values (see Section
4.3) is not an option since the maintenance cost of the cache
increases proportionally when nodes join or leave the network.
Joining the network and Cachej validity: Due to space limita-
tion, we only sketch the joining procedure in the case of a Chord

DHT (leaving the network can be easily deduced). As mentioned
above, any node must maintain a consistent node cache despite
the natural evolution of the network. Thus, a node joining the
network must ask its successors and predecessors (Chord DHT)
to provide their node cache attested by k legitimate nodes in
a region of size rs1 centered on their location. The new node
can then make the union of these caches and keep only legiti-
mate nodes w.r.t R3 centered on its location. The resulting cache
contains only genuine nodes and is thus valid since it has been
attested by at least k nodes in a region of size rs1 centered on the
successors or predecessors of the new node (a recurrence proof
can be established).
Reusing an actor list: If there is no mechanism that prevents
an attacker from reusing an actor list, then she only has to keep
generating such lists until she obtains one she deems satisfactory.
To counter this behavior, we put in place two mechanisms: (i) a
timestamp and (ii) a limit to the number of triggered executions
a node can make. With (i) we prevent any node from reusing an
actor list:TLs and SLs add a timestamp to their signatures which
will respectively be checked by the SLs and the data sources. If the
timestamp is too distant, the computation is cancelled. Enforcing
(ii) is possible thanks to the node cache and the k-table: the TLs
solicited by T first check if T chose the smallest possible number
ofTLs (as their node cache contains, by construction, R1 centered
on T , they are capable of judging), thus forcing T to choose the
same TLs. They then only have to monitor and limit the number
of queries T does in a given amount of time.
Failures and disconnections: In the most complex case of node
failures (i.e., unexpected disconnection) of a TL, SL or S , ei-
ther RNDT or AL cannot be computed and the protocol must
be restarted (i.e., T generates a new RNDT ). However, the proba-
bility of failures during the execution of the secure actor selection
being low in our context, such restarts do not lead to severe ex-
ecution limitations as mentioned above. The case of “graceful”
disconnections is easier: we can safely force nodes involved in
the actor selection process to remain online until its completion,
thus avoiding the restarts. If a node, selected as actor wants to dis-
connect (or fails), the impact will be mainly on the result quality
since part of the results will be missing.

4 EXPERIMENTAL EVALUATION
This section evaluates the effectiveness, efficiency, scalability and
robustness of the SEP2P actor selection protocol.

4.1 Experimental Setting
Reference methods. To better underline our contributions and
to provide a comparison basis, we implemented three strategies
in addition to the SEP2P actor selection protocol. We discarded
the baseline cost-optimal and security-optimal protocols from the
evaluation since the former does not provide any security while
the latter is much too costly and not scalable (w.r.t. N andC) to be
used in practice. Hence, we used for comparison more advanced
actor selection strategies based on these protocols but using our
verifiable random generation protocol with k participants (see
Section 3.4).

The first two strategies use the verifiable random to designate
the execution Setter (S) which freely chooses the actor list (as
in the cost-optimal protocol). These strategies differ only in the
verification process. The first one, ES.NAV (for Execution Setter,
No Actor Verification) requires verifying the legitimacy of S but
not of the actors. The second one, ES.AV requires, in addition,



to verify that actors are genuine PDMSs. ES.AV is expected to
provide better security effectiveness than ES.NAV at a higher
verification cost. The third strategy, M.Hash (for Multiple Hash)
is derived from the security optimal protocol, but uses a DHT
instead of a full mesh network. Verifiers must check that actors
are genuine PDMSs and that they are “near” the random values
determined by the initial verifiable random, hashed as many
times as there are actors.

Strategy Description
ES.NAV Execution Setter with No Actor Verification
ES.AV Execution Setter with Actor Verification
M.Hash Multiple Hash (with Actor Verification)
SEP2P Proposed protocol (Section 3.5)
Param. Description Values(default)
N Number of nodes 10K; 100K; 10M
C% % of colluding nodes 0.001%; 0.01%; 0.1%; 1%; (10%)
A Number of actors 8; 16; 32; 64; 128; 256
α Security threshold 10−4; 10−6; 10−10
| Cachej | Node cache size 48 or varying from 8 to 32K
MTBF Mean time betw. failure from 1h to 5 days
Metrics Unit(s) & comments
Security effectiveness Ratio (1 = ideal, C/N = worst)
Verification cost Number of asymmetric crypto-operations
Latency of setup cost Number of exchanged messages and

number of asymmetric crypto-operations
(per minute for the maintenance overhead)

Total work setup cost
Maintenance overhead
Security degree (k ) Ratio (1 = ideal, C/N = worst)

Table 3: Strategies, parameters and metrics

Simulation platform.We identified all the parameters that may
impact the security and efficiency of the proposed strategies and
considered all the metrics (see Table 3) that are worth evaluating
to analyze the strengths and weaknesses of the proposed strate-
gies, i.e., security effectiveness and cost, setup cost, scalability,
robustness w.r.t. failure or disconnections. Let us note that a real
implementation of the SEP2P distributed system is not very use-
ful if we consider the above listed objectives of the evaluation.
Also, measuring the scalability for very large systems (e.g., 10M
nodes) with many parameters is practically impossible. There-
fore, as in most of the works on distributed systems [30, 34], we
base our evaluation on a simulator and objective metrics. That
is, the latency is measured as the number of asymmetric crypto-
operations and exchanged messages between peers instead of
absolute time values. This allows for a more precise assessment
of the system performance than time latency, which can greatly
vary in our context because of the node heterogeneity (e.g., TEE
resources or network performance).

Our simulator is built on top of a DHT network. Currently, we
implemented Chord and CAN as DHT overlays and use Chord
for the results presented in this paper. The simulator allows to
force choosing a given Execution Setter (by artificially fixing
the RNDT value). We used this feature to obtain the exhaustive
set of cases for a given network setting, each node being the
Execution Setter, and then capture the average, maximum and
standard deviation values for our metrics. The parameters and
metrics of the simulator are described in Table 3. Values in bold
are the default choices and their tuning is discussed throughout
the Section. Note that (1) the verification cost is given by verifier
node; (2) the latency indicates the “duration” of the protocol
executed in parallel; (3) the total work indicates the cumulative
number of cryptographic operations and communications during
the execution of a protocol.

Security threshold value: Generating several networks and
varying the security threshold α , we experimentally observed
that for α = 10−4, an attacker never controls k or more nodes.
However, given the importance of this parameter for the system
security, we set α = 10−6 and show in Figure 6 the impact of
choosing α = 10−10 on a small (10K) and large (10M) network.
Indeed, if an attacker could master by chance k colluding nodes in
a region of size rs1 = rs2, then she could completely circumvent
the security mechanism of SEP2P since, for example, she can
obtain k signatures from these regrouped colluding nodes for
an actor list of her willing. Note that increasing α reduces the
probability accordingly but increases the verification cost in a
logarithmic way (as discussed below in Section 4.3).

4.2 Security Effectiveness versus Efficiency
Figure 3 represents the security effectiveness (Y axis) versus the
verification cost (X axis) for the four measured strategies and
with C% varying from 0.001% to 10%. Note that the value of 10%
is not realistic: it would lead to large disclosure even with an
optimal random actor selection protocol, and as mentioned in
Section 2.4, is equivalent to state-size attack. We have however
run the simulation with 10% to understand its impact on the
security effectiveness and cost.
Security effectiveness: SEP2P achieves an ideal security effec-
tiveness, i.e. as good as a trusted server, independently of the
number of colluding nodes. Indeed, the selection of actors is truly
random, thus providing the same results as the ideal case. In
addition, the verification cost (2k) is also very low (4 to 8 asym-
metric crypto-operations forC% ≤ 1%). Not surprisingly ES.NAV
has the same verification cost than SEP2P, but the cost of ES.AV
or M.Hash is much larger (2k + A + 1 and 2k + A respectively)
since both must check the certificate of each actor in the list. This
check allows ES.AV to have better security effectiveness than
ES.NAV when C is very small (C < A). With respect to security
effectiveness, ES.NAV, ES.AV and M.Hash are far from offering
an adequate protection. Let us explain the cause for the poor
security effectiveness: while RNDT value is correctly chosen, an
attacker mastering a corrupted node located “sufficiently near”
from hash(RNDT ) can claim to be the Execution Setter and then
select a list of actors including a maximum number of colluding
nodes. Here, “sufficiently near” means that it satisfies the check
made by the verifiers. Note that we tuned the system parameters
such that we can be “sure” to have always a node sufficiently
near of any random value to allow executing the actor selection
protocol for any RNDT . The same problem arrives with M.Hash
for each new random destination, thus explaining the poor secu-
rity effectiveness. Hence, increasing the number of verifications
or selecting each actor in a different network region does not
solve the intrinsic limitation of these strategies. Note also that
this behavior does not affect SEP2P. Indeed, even if the Execu-
tion Setter is a corrupted node, it cannot influence the actor list
selection since it is done by k SLs (S only routes the messages
between the SLs).
Setup costs: Figures 4 and 5 show the setup costs (Y axis in log
scale) in terms of asymmetric crypto-operations and exchanged
messages respectively, once more with respect to the verification
cost (X axis). Curves with empty symbols represent latency while
plain symbols represent total work. The results show that SEP2P
is the slowest in latency and has the higher total setup cost for
crypto-operations. These “bad” results are the consequence of
two design choices: (1) to increase the security effectiveness, we
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Figure 5: Setup communication costs 
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Figure 7: Setup costs varying R3 size 
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run our protocol on k SL nodes thus increasing the total setup
cost; and (2) we voluntarily make most of the checks during the
setup (e.g., checking the actor certificates or verifying their avail-
ability) in order to reduce, as much as possible, the subsequent
verification cost. Since this verification process will potentially
be performed by a (very) large set of nodes (e.g., data sources), it
is in our best interest to reduce it to avoid overloading the entire
system. Figures 4 and 5 illustrate this aspect: our non-optimal
setup cost is balanced by an optimized verification cost (and ideal
disclosure in Figure 3). Note also that most operations are done
in parallel (either by k TLs or SLs), thus leading to a reasonable
setup latency (around 20 crypto-operations and 30 exchanged
messages). We can also note in Figure 5 that M.Hash achieves
the worst total work for setup (exchanged messages), because
of the A routings in the DHT. Finally, we can remark the almost
identical latency of ES.NAV, ES.AV and M.Hash on both metrics.
Indeed, they all run the same initial protocol to compute RNDT .
With respect to communication, the results are also identical
because all DHT routings for M.Hash are done in parallel.

4.3 Scalability and Robustness
We now concentrate on SEP2P to study its scalability and its
robustness to node failure.
Scalability: To study the scalability, we compute the averaged
k value varying C and N . Indeed, k is the main factor in the
verification cost, setup latency and total work (since everything
is done k times). As seen in Section 3.6, depending onC andN , we
can compute a k-table which gives several increasing values of k
with increasing region size. We have considered small (10K) to
very large (10M) networks and four values forC%, leading to eight
different SEP2P network configurations. For each configuration,
we have computed, for each node, the minimal value for k with
respect to the k-table and then averaged the results. Figure 6
shows the average k (Y axis) versus the C% (X Axis in log scale)
for several network size considering two values for α : 10−6 and
10−10. We also plot on the same figure the value of k without

k-tables (the grey curve) to highlight the benefit brought by k-
tables (only shown for the large network with α = 10−10). This
figure offers many insights. (1) SEP2P is highly scalable w.r.t.
N : Indeed, k values are identical for small and large networks
independently of α if we consider the percentage of colluding
nodes and not the absolute value (e.g., 1% colluding nodes is
equivalent to absolute values of C = 100 and C = 100K for
the small and large networks). Indeed, scaling N and C in the
same proportion leads to reduce rs1 = rs2 size accordingly. Note
that with a single corrupted node, the k optimization is useless
(k = C + 1 in that case) regardless of the α value. (2) k increases
slowly whenC% < 1%: k remains smaller than 6 even with α =
10−10. For N = 10M and C% = 1%, the k-optimization reduces
the number of participants in the verifiable random generation
from 100K to 6. (3) α has a small influences on k: increasing
α by four orders of magnitude increases k from 1 unit (e.g., 1K
colluding nodes for N = 10M) to 5 units (e.g., 1K colluding nodes
for N = 10K or 1M colluding nodes for N = 10M). (4) the k-
table optimization is important: k-tables allow reducing k by
1 unit up to 9 units (for 10% colluding nodes).
Number of actors:We also studied the impact of the variation
of the number of actors. Overall, this results in a linear increase
in the total work in terms of communications as the k SLs must
check for the availability of A legitimate nodes to construct their
respective CLs. For the sake of brevity, we omit here these results.
Node cache size:We now focus on adapting the node cache size
to the maximum number of required actors. Our goal is to evalu-
ate the impact of the cache size on the global performances. To
do so we take a reference network with N = 100K , C% = 1% and
A = 32 and vary the average cache size on the whole network (we
compute rs3 easily dividing the cache size by N ). Figure 7 shows
the results (Y axis in log-scale). For each cache size, we simulated
an execution on each node of the network and computed the
average values for our metrics. Our measures show that with a
very small cache, the probability of relocating the actor selection
process is high (the SLs do not find enough legitimate nodes in



their cache w.r.t. R3), which then leads to an increased latency
and total work. Choosing a cache size greater thanA, the query is
almost never relocated (see Figure 7), giving better performances.
This would lead to choose the largest possible cache. However,
constructing such a cache also means maintaining it.
Maintenance costs: We also evaluated the impact of the cache
size in the presence of node disconnections and, more generally,
the impact of disconnections. To observe it, we simulated dis-
connections and measured their cost depending on the size of
the node cache (Cachej ) using the default values for C , N , α and
resulting k . We then considered those costs as a baseline and
computed the global impact in a network where nodes discon-
nect (and reconnect) every x hours (mean time before failure or
MTBF). We represent this cost in terms of asymmetric crypto-
graphic operations (see Figure 8 - Y axis in log scale). The number
of exchanged messages is not shown because graphs are very
similar. We also computed these metrics for large node cache
sizes (up to 32K ) to confirm that full mesh networks cannot be an
alternative to DHT. Our results show that an overestimated cache
is excessively costly even with an MTBF of 5 days: it consumes a
large portion of the overall computing power of the entire system
just to maintain it up to date. With small MTBFs, the network
would be probably not maintainable. Since the number of actors
for a computation is likely to be relatively small (e.g., few hun-
dred, see Section 5), we can safely set the node cache size around
512 which leads to a reasonable maintenance cost (less than 1
signature per node per minute on average for MTBF = 1 day) and
never trigger relocations (see Figure 7).

5 TASK ATOMICITY
5.1 Proposed Use Cases
We now focus on requirement 2, illustrating task atomicity on
the use cases proposed in Section 1.
Use case 1: Mobile participatory sensing is used in many
smart city applications for urban monitoring such as traffic mon-
itoring (e.g., Waze or Navigon), evaluating the quality of road in-
frastructures, finding available parking spaces or noise mapping
[36]. In these scenarios, the community members act as mobile
probes and contribute to spatial aggregate statistics (density, av-
eraged measures by location and time, spatial interpolation [36])
which in turn, benefit the whole community. As an alternative
to the classical centralized architecture, the distributed PDMS
paradigm increases the privacy guarantees for the users, thus
encouraging their participation. A mobile user can generate sens-
ing data (e.g., using her smartphone or vehicular systems) which
is securely transmitted and recorded into her PDMS (e.g., a home
box). This way each PDMS becomes a potential data source in
the system. These data can then be aggregated by a small subset
of data processor nodes to produce the required spatial aggregate
statistics, which can be broadcasted to all the participating nodes.
Use case 2: Users can subscribe to information flows based
on their preference or user profile (e.g., RSS feeds, specific
product promotions or ads, etc.). A user profile can be represented
by a set of concepts associating metadata terms (e.g., location, age,
occupation, income, etc.) to values specific to each user. These
associations are traditionally stored at a publication server to
allow targeting the interested nodes. Instead, we propose to dis-
tributively store and index those profiles in SEP2P, thus greatly
improving users’ privacy. We call a concept index, an index as-
sociating for each concept the list of node addresses having this

concept. Storing and searching this concept index is straightfor-
ward with a DHT. Each node does a store(concept , IPaddress)
for each concept in its profile. To find all the nodes matching
a certain target profile (e.g., a logical expression of concepts), a
DHT search is launched for each concept in the profile. Then, a
set of randomly selected data processors are used to pick up the
scattered pieces of the concept index, apply the logical expres-
sion of the target profile and compute the matching target nodes
(TN ), i.e., their IP addresses. Finally, the information is sent to
the selected targets.
Use case 3:We consider queries over the personal data con-
tributed by a large set of individuals, e.g., to compute recom-
mendations, make participative studies. To achieve a high degree
of pertinence and avoid flooding the system, such queries should
target only a specific subset of the nodes, i.e., the nodes exposing
a given user profile. Query examples are numerous, e.g., get the
top-10 ranked movies by academics from Paris, or find the aver-
age number of sick leave days of pilots in their forties. The query
processing is done in two steps which roughly correspond to the
use case 2 combined with use case 1. First, the relevant subset
of nodes, which match the query profile, must be discovered
(use case 2). Then, the selected subset of target nodes become
data sources which supply the required data (e.g., number of sick
leave days) to compute the query result (use case 1). The main
differences are that only the selected nodes provide data and that
the result is transmitted only to the querier node and not to the
entire system.

5.2 Detailed Node Roles
From the above description, we can define new node roles:
Node role 4. Ametadata indexer (MI ) stores part of the meta-
data shared by the nodes, allowing pertinent and efficient dis-
tributed data processing.
Node role 5. A target finder (TF ), applies a logical expression
on its input to produce a list of target nodes.
Node role 6. A data aggregator (DA) applies an aggregative
function to its input and produces partially aggregated results.

Node role 7. A main data aggregator (MDA) aggregates its
input and produces the final result.
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��� TN TN TN TN TN 
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Figure 9: Distributed execution plans for the use cases

These roles allow designing distributed execution plans for
the three use cases as shown in Figure 9. The nodes that must be
chosen using the SEP2P protocol are shown in pink, and we used
the symbol

√
to denote that a node is a verifier (as specified in

Section 3.6). This must be done each time a node discloses some
sensitive data, thus on data sources and metadata indexers.



5.3 Towards Task Atomicity
The node roles and DEP proposed above already provide some
task compartmentalization dividing thewhole processing in tasks.
However, much more can be done to minimize the impact of data
leakage. In this section we present a few methods to achieve task
atomicity. Our objective is mainly to show that task atomicity
can be indeed performed and that it can significantly improve
the system security when used in conjunction with the secure
random actor selection. Given the space limitation, a detailed
study of task atomicity is left for future work.
Metadata index protection: The concept index design already
exhibits some form of task atomicity: (1) it is evenly distributed
among all the nodes using the DHT mechanisms; (2) the imposed
location of nodes in the DHT (see Section 3.2) leads to a random-
ized association between concepts and MI nodes. Nevertheless,
a single corrupted node could disclose all the index information
it owns. Further security improvements can be obtained by split-
ting each concept into s shares using the Shamir’s secret sharing
technique [32] which requires knowing at least p (p ≤ s) shares
to reconstruct the secret. Disclosing a single concept will now
require p colluding nodes randomly selected.
User data protection:We consider here sensed data in use case
1 or the result of queries performed on a single PDMS in use
case 2. Considering several DAs already reduces the impact of
potential data leakage by a corrupted DA node. A simple way
to reduce further this impact is to realize the aggregation on
anonymized data (e.g., average traffic speed without user iden-
tity) or data without semantics (e.g., averaging data, a salary for
instance, without knowing its meaning) or even encrypted data
(with deterministic encryption). Note also that aggregation is
continuous in the mobile sensing use case and that selected DA
node will change at each iteration.
User identity protection: User’s PDMS actively participate in
the DEP either by receiving information (use case 2) or queries
(use case 3) or by sending information (use cases 1 and 3). They
thus communicate with DA nodes or receive messages from TF
nodes, both being potentially corrupted. The reception / trans-
mission task should be “isolated” to make one more step towards
task atomicity. This can be achieved using the notion of proxy-
forwarder that we illustrate for the TN -DA communication in
the use case 3. The TN (which is actually a data source) must
transmit its local result (e.g., number of sick leave days) to the
DA node. TN can choose randomly any node P in the system and
send the data, encrypted with the public key of the DA (known
from the Verifiable Actor List). P will receive this data and trans-
mit it to the DA. Thus, DA will have the data without knowing
the sender, while P will know the sender but not the data. Note
that (1) TN has good reasons to choose randomly P since it is the
most interested in protecting its data; (2) the probability that both
DA and P to be colluding nodes is extremely low (≈ (C/N )2); and
(3) we could use several proxies, thus mimicking anonymization
network techniques (e.g., Tor).

6 RELATEDWORK
DHT security. Several works focus on DHT security [40] consid-
ering the following attacks: (i) Sybil attack: an attacker generates
numerous false DHT nodes to outnumber the honest nodes. Intro-
ducing an (offline) certificate authority, is deemed to be among the
most effective defenses against the Sybil attack [11]. (ii) Routing
table poisoning (eclipse attack): an attacker attempts to control

most of the neighbors of honest nodes to isolate them. According
to [40] the best strategy against such attacks is to constrain the
DHT node identifiers. Again, using a central authority to provide
verifiable identifiers is the simplest yet most effective way of
achieving this goal [34]. (iii) Routing and storage attacks: Sybil
and eclipse attacks do not directly impact the DHT, they are
mainly necessary means for future attacks, like various denials
of service (DoS). For instance, the objectives might be to prevent
a lookup request from reaching its destination, denying the ex-
istence of a valid key, or impersonating another node to deliver
false data. These DoS attacks are usually classified as routing and
storage attacks and most of the mechanisms employed to negate
them are based on redundancy at the storage and routing levels
[40]. Thus, none of these works consider the secure and efficient
actor selection for distributed processing as in SEP2P.
Secure Multi-party Computation and differential privacy.
Cryptographic protocols have been proposed to protect the users’
privacy in distributed computations with a focus on data confi-
dentiality enforcement in personal data aggregation. Examples
of computations related to this work are personal time-series
clustering [2], kNN similarity queries [17], and location-based
aggregate statistics [28]. However, MPC raises major scalability
issues which in practice limit such protocols to specific types of
computations [31].

Although it yields interesting results in privacy protection
[15], differential privacy generally requires a central trusted ag-
gregating node and ad-hoc adaptations depending on the targeted
queries. As we search to provide a generic framework and ex-
clude having a central actor to avoid a single point of failure,
both requirements cannot be met by differential privacy. Even
though local differential privacy [13] tries to address our first
requirement, the solutions offered until now are still not generic,
while the pertinence or the quality of the results may still be prob-
lematic with some applications [13]. Also, differential privacy
exhibits intrinsic limitations with applications requiring contin-
uous data flow aggregation (e.g., such as mobile participatory
sensing) because of temporal correlation between consecutive
data batches [10].
Distributed data aggregationusing secure hardware.To over-
come the limitations of MPC or differential privacy, several works
propose using secure hardware at the user-side. Several secure
protocols have been proposed for SQL aggregation [37], spatio-
temporal aggregation [36], top-k full-text search [21], or privacy-
preserving data publishing [3]. SEP2P also considers a secure
PDMS at the user-side but our attack model considers having
many colluding nodes. Moreover, the focus in SEP2P is on the
secure and efficient random node selection. Differently, existing
work focus on data aggregation or publishing and consider that
all the nodes in the network participate in the protocol with their
data being thus complementary to SEP2P.
Secure server-centric approaches. The above cited solutions
are based on fully-distributed (P2P) or hybrid architectures. Al-
ternatively, one could envision a solution based on a secured
centralized server [6]. However, this raises important issues. First,
users are exposed to sophisticated attacks, whose cost-benefit is
high on a centralized database. Second, centralizing all users’ data
into one powerful server makes little sense in the PDMS context
in which data is naturally distributed at the users’ side. Hence,
users might be reluctant to use such a massively centralized data
service. Finally, new legislation such as the European GDPR [27]
may hinder the development of such centralized solutions.



7 CONCLUSION
Personal Data Management Systems arrive at a rapid pace allow-
ing users to share their personal data within large P2P communi-
ties. While the benefits are unquestionable, the important risks
of private personal data leakage and misuse represent a major
obstacle on the way of the massive adoption of such systems.
This paper is one of the first efforts to deal with this impor-
tant and challenging issue. To this end, we proposed SEP2P, a
fully-distributed P2P system laying the foundation for secure,
efficient and scalable execution of distributed computations. By
considering a realistic threat model, we analyzed the fundamental
security and efficiency requirements of such a distributed system.
We showed that the secure selection of random actor nodes is the
basis of security for any distributed computation. Then, we pro-
posed secure and highly efficient protocols to address the actor
selection problem. Our simulation-based experimental evaluation
indicates that our protocol leads to minimal private information
leakage, i.e., increasing linearly with the number of colluding
nodes. At the same time, the cost of the security mechanisms
depends only on the maximum number of colluding nodes and
remains very low even with wide collusion attacks.

This work opens the way for several interesting research prob-
lems. In particular, to further minimize the impact of a private
data leakage, the random actor selection needs complemented
with task atomicity, i.e., decompose the computation process
such that it minimizes the amount of sensitive data the processor
nodes have access to. To underline this requirement, we discussed
in this paper three types of representative applications in the
PDMS context and provided sketches of solutions to achieve task
atomicity. Certainly, this problem deserves a deeper look and
constitutes our main objective as future work.
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ABSTRACT
Mobile participatory sensing could be used in many appli-
cations such as vehicular traffic monitoring, pollution track-
ing, or even health surveying. However, its success depends
on finding a solution for querying large numbers of users
which protects user location privacy and works in real-time.
This paper presents PAMPAS, a privacy-aware mobile dis-
tributed system for efficient data aggregation in mobile par-
ticipatory sensing. In PAMPAS, mobile devices enhanced
with secure hardware, called secure probes (SPs), perform
distributed query processing, while preventing users from
accessing other users’ data. A supporting server infrastruc-
ture (SSI) coordinates the inter-SP communication and the
computation tasks executed on SPs. PAMPAS ensures that
SSI cannot link the location reported by SPs to the user
identities even if SSI has additional background informa-
tion. In addition to its novel system architecture, PAMPAS
also proposes two new protocols for privacy-aware location-
based aggregation and adaptive spatial partitioning of SPs
that work efficiently on resource-constrained SPs. Our ex-
perimental results and security analysis demonstrate that
these protocols are able to collect the data, aggregate them,
and share statistics or derived models in real-time, without
any location privacy leakage.

CCS Concepts
•Information systems→Mobile information process-
ing systems; •Security and privacy → Security in
hardware;

Keywords
Location privacy; secure protocol; distributed architecture;
mobile participatory sensing; spatial aggregates

1. INTRODUCTION
There is an increasing interest in mobile participatory

sensing for urban monitoring, which appears to be a bet-
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ter alternative to traditional infrastructure-based sensing to
cope with the high installation and maintenance costs, as
well as the coverage limitation. Many projects have been
conducted recently around the world - or are still ongoing -
in the area of environmental participatory sensing [15], such
as Citi-Sense in Oslo, CamMobSens at Cambridge, Met-
roSense at Dartmouth, and OpenSense in Switzerland. Also,
many applications that exploit the sensing features of smart-
phones are already available. Examples include community
based traffic monitoring (e.g., Waze1, or Navigon2), finding
available parking spaces or noise mapping [9]. In addition,
the emerging lightweight low-cost sensors are changing the
paradigm of environmental and health monitoring3, and al-
low measuring in real-time the individual exposure to envi-
ronmental risk factors or the propagation of an epidemic.

In these scenarios, the community members act as mo-
bile probes and contribute to spatial aggregate statistics,
which in turn, benefit the whole community, e.g., dynamic
traffic navigation or air quality mapping and alerts. Vari-
ous statistics are of interest: basic count and density, av-
erage of reported measures by location and time, or more
complex geo-statistical operations such as spatial interpo-
lation [14]. Unfortunately, most current mobile participa-
tory sensing systems (MPSS) require users to reveal their
locations to trusted monitoring servers, which raises seri-
ous privacy concerns because user identity could be deter-
mined based on several locations that are linked to the same
user [7]. We should stress that, even if users might trust a
centralized service, privacy violation examples are legions
(see for example DataLossDB.org) coming from negligence,
abusive use, internal or external attacks, and such violations
affect even the most secured servers. In addition to location,
sensing data reported by users could be privacy-sensitive as
well. These privacy issues prevent a wide adoption of MPSS.

Several works consider the MPSS privacy problem such
as [9], [5], [8], [17], [18]. However, most approaches re-
quire trusting a proxy server [8], [18], while others are too
costly [9], [5], or sacrifice sensing accuracy for privacy [17].

Hence, providing a high-quality MPSS, while protecting
the users’ privacy, is still a challenge. Recently, the emer-
gence of personal secure devices has opened new perspectives
in personal data protection. Be it a secure portable token [1],
[19] communicating with the user’s smartphone or plugged
inside it (e.g., Google Vault4), a tamper-resistant hardware

1http://www.waze.com
2http://navigon.com
3http://www.epa.gov/heasd/airsensortoolbox/
4http://www.cnet.com/news/googles-project-vault-is-a-



security module securing the on-board computer of a vehi-
cle [10], or the secure TrustZone CPU [2] of the ARM cortex-
A series equipping most of mobile devices today, all such
secure devices offer tangible, hardware-based security guar-
antees. We leverage their secure data processing capability
in a distributed, privacy-by-design architecture, providing
an alternative to the traditional server-centric architecture.
Our belief is that, similar to TrustZone CPU, such secure
devices will become ubiquitous in the near future, equip-
ping by default users’ mobile devices. As such, there will be
no need for users to buy and connect external hardware to
participate in MPPS applications.

This paper presents PAMPAS, a Privacy-Aware Mobile
Participatory Sensing system for efficient mobile distributed
query processing in the context of MPSS. The novelty of
PAMPAS is two-fold: (1) it provides a system architecture
that protects users’ location privacy by preventing location
tracking from any third-party server; and (2) it provides effi-
cient aggregation protocols that satisfy the MPSS real-time
constraints in spite of the resource limitations of secure de-
vices. The privacy guarantee gives users strong incentives for
participation [11], in addition to the benefits they get from
MPSS applications. In PAMPAS, all participants have a mo-
bile device enhanced with secure hardware (i.e., any of the
types described above), called a secure probe (SP). SPs act
as probes for the target phenomenon, perform distributed
query processing, and share the results with the users. The
secure hardware prevents users from accessing other users’
data during the distributed computation. Secure probes ex-
change data in encrypted form with help from a support-
ing server infrastructure (SSI). To provide real-time results,
PAMPAS employs efficient, parallel, location-based aggrega-
tion protocols which partition the probes according to their
geographic distribution. The construction and the mainte-
nance of these partitions aim at reducing and balancing the
workloads on worker SPs, while precluding the SSI from do-
ing location-based inference attacks against the participants.

We implemented and validated PAMPAS using represen-
tative secure hardware platforms. We used two applications
for experiments, traffic and noise monitoring, with both real
and synthetic datasets representing small and medium-size
cities. Using these applications, we compared PAMPAS
with a state-of-the-art secure aggregation protocol described
in [19]. The experimental results show that PAMPAS out-
performs this protocol in terms of latency and scalability,
which translates to much lower resource utilization at the
user side.

The rest of this paper is organized as follows. Section 2
discusses the related work. Section 3 describes the system
architecture of PAMPAS, the threat model, and the protocol
requirements. Section 4 presents the location-based global
aggregation protocol, and Section 5 describes the privacy-
aware probe partitioning protocol. The security analysis is
presented in Section 6, while the experimental results are
shown in Section 7. We conclude the paper in Section 8.

2. RELATED WORK
Traditional system architectures used in MPSS such as [8],

[18] rely on a centralized server to collect data from mo-
bile participants, process it, and publish the results. This
server-centric model is straightforward and easy to deploy,

security-chip-disguised-as-an-micro-sd-card/

run, and maintain. However, this basic approach also raises
serious privacy concerns and prevents a wide adoption of
MPSS. An attacker who is able to link several location re-
ports to the same user can then determine the identity of
the user by leveraging, for example, background information
(e.g., user home address). Thus, an attacker can identify the
MPSS participants and infer their personal habits and activ-
ities [7]. In addition to location which is normally included
in MPSS reports, the sensing data reported by users could
be privacy-sensitive as well. The works that address this
issue belong to three classes: (1) server-centric architecture
and (2) cryptographic protocols for MPSS, and (3) secure
hardware devices in other contexts.

Server-centric approaches. Virtual trip lines (VTLs) [12]
deal with the privacy issue by distributing the traffic moni-
toring service implementation across several specialized servers
and by providing a spatio-temporal cloaking of the users
under the VTLs. Although the attack of a single system
component prevents linking the identity and location of the
users, choosing privacy-insensitive locations for VTLs is tricky
and limits the traffic information to a part of the road net-
work. Also, the problem of multi-component attack (or col-
lusion) remains, as well as the high cost of building such a
complex system distributed over several components. SpotMe [17]
proposes a different approach consisting in mixing real user’s
location with fake locations before posting them to a central
server. Then, the server estimates the aggregated user loca-
tions by using probability theory. However, the estimation
errors can be important (around 20%), while the number of
observed spatial units cannot exceed a few hundreds. Also,
SpotMe involves higher communication costs because of the
large number of fake locations, while linkability may still be
a problem for users who send many consecutive location up-
dates, which limits the usability of this approach to sporadic
updates.

By employing a fully decentralized architecture for com-
putation, PAMPAS avoids all the above listed problems.
Moreover, the trust is enforced by using cheap but highly
secure, tamper-resistant hardware at the user side.

Cryptographic approaches. Another way to protect
the users’ privacy is to use secure cryptographic protocols [5],
[9], [16]. Typically, the cryptographic solutions are based on
homomorphic encryption schemes allowing a central-server [16]
or the users [9] to aggregate the samples directly on the
cyphertext. However, the cryptographic methods have to
face two major limitations. First, homomorphic encryp-
tion only allows the computation of basic aggregate func-
tions (e.g., count, average, standard deviation), while more
advanced functions require fully homomorphic encryption
schemes, which are not computationally feasible today. Sec-
ond, even with the basic aggregate functions, the crypto-
graphic protocols can incur a large computation and com-
munication cost [5], [16]. Hence, the existing works typi-
cally limit the size of the monitored space (e.g., the number
of roads) and the monitoring frequency. Therefore, such
solutions cannot meet the scalability and the real-time re-
quirements of MPSS at the same time, and are not generic
w.r.t. the type of aggregate function.

Secure hardware approaches. Recent works have also
proposed the use of secure hardware at the user-side [1],
[19]. The trust in such a distributed architecture in which all
computation is done by user devices arises from two sources:
(i) the decentralization, i.e., there is no central-server to be



trusted or to be exposed to attacks having a large bene-
fit/cost ratio; (ii) the (tamper-resistant) secure hardware at
the user-side, which protects the devices against physical
attacks (even from the device holder).

In [1], Allard et al. propose METAP, a privacy-preserving
data publishing protocol in the context of an architecture
composed of low power secure devices and a powerful but
un-trusted server in order to release sanitized data to third
parties. However, this data publishing protocol does not
consider the case of spatiotemporal sensed values and cannot
be used in participatory sensing aggregations. To et al. [19]
propose a similar architecture, but consider the problem of
executing SQL queries over a distributed database without
revealing any sensitive information to central servers. Con-
sidered in our context, this protocol incurs high computation
and communication costs because of the specificity of MPSS
aggregates (e.g., the aggregate groups are locations, there is
a high number of such groups, the computation is contin-
uous and should follow the data generation frequency, the
aggregate functions can be complex such as spatial interpo-
lation).

PAMPAS shares the idea of employing a user-centric de-
centralized architecture with the above mentioned works.
However, unlike existing protocols, its secure aggregation
protocol is adapted to MPSS requirements, i.e., high dynam-
icity of the participants, real-time constraints for computa-
tion, complexity of the aggregate statistics, and low resource
utilization.

A centralized solution based on secure hardware could
also be devised using recent proposals to ensure shielded
application execution over untrusted servers. For example,
Haven [3] extends the hardware level protection features pro-
vided by the Intel SGX architecture from code snippets to
the entire OS. But there are limitations: this solution slows
down the computation substantially; the entire security ar-
chitecture depends on the chip manufacturer’s ability to pro-
tect the secret keys; programmers will miss certain features,
such as process creation, that are not supported.

3. SYSTEM OVERVIEW
This section presents the system architecture of PAMPAS,

the threat model in our system, and the data and compu-
tation model of the system. Based on these elements, we
derive the requirements for the PAMPAS protocols.

3.1 System Architecture
PAMPAS relies on a hybrid architecture combining secure

elements at the user side (secure probes – SP) and a sup-
porting server infrastructure (SSI) that enables secure ex-
change of messages between the mobile users. SPs and SSI
jointly run two protocols to exchange sensed sample updates,
continuously compute the spatially aggregated results, and
periodically partition SPs according to their location. This
architecture fully protects the users’ privacy w.r.t. the SSI.
Figure 1 shows the general architecture of our system in the
context of traffic monitoring.

Compared to a purely decentralized peer-to-peer (P2P)
architecture, this hybrid architecture has the salient advan-
tage of not consuming any resources from the participants to
maintain the P2P overlay, which is important given the low
resources and availability of the user devices. In addition, it
exchanges messages between SPs in O(1) hops as opposed
to the typical O(logN) hops in P2P networks.

Figure 1: System architecture

Secure Probe (SP). Each user holds a secure portable
device, which can be implemented by any type of (tamper-
resistant) secure devices flourishing today (see Figure 2) and
described in Section 1. Whatever its commercial name and
form factor, a secure device, called secure probe (SP) here-
after, embeds at least a secure micro-controller (MCU) for
computation (e.g., a smart card chip) connected to a large
NAND Flash memory for data storage (e.g., an SD card).
An SP plays three roles: (i) mobile probe, (ii) processing
node, and (iii) query issuer. The SP sends encrypted sam-
ples (containing spatiotemporal sensed measures) to SSI,
participates in the data aggregation, and receives the final
results from other SPs with the help of SSI. Given their high-
level of security, SPs are considered trusted in our system.
However, this feature comes at a price. The MCU usually
has a low power CPU and a tiny RAM (a few tens of KB).
In addition, SPs have low availability since they can be con-
nected/disconnected as required by the users. Therefore, all
the computation and communication with the SPs have to
be highly optimized.

Figure 2: Examples of secure tokens

Supporting Server Infrastructure (SSI). Different
from the typical server-centric architecture, the SSI in our
system acts only as a coordinator for exchanging messages
between the SPs and for temporary storage purposes. Since
the SSI is not trusted, all the temporary results stored in
the SSI are encrypted using non-deterministic encryption.

In conclusion, the security and privacy in PAMPAS arise
from the combination of secure hardware with a high degree
of distribution of the architecture (i.e., all computations are
executed by some of the SPs). The challenge is then to be
able to continuously compute any type of aggregate func-
tions in real-time in this user-centric architecture given the
low resources of the SPs.

3.2 Threat model
The attackers in PAMPAS could be either users or the

owners of SSI. Their goal is to collect private user infor-
mation (e.g., location or sensing data). Using this private
information, attackers can determine the user identities and
learn their activities and behaviors. Our goal is to ensure
that users cannot read the raw data reported by other users.
The SSI must not be able to read the user raw data. Also,
the SSI must not be able to infer any additional location in-



formation about the participants more than it already knows
or could be inferred from the aggregate result. Hence, the
scope of PAMPAS is to fully protect the raw data and the
aggregation process, and does not consider the privacy ex-
posure risks that arise from analysing the aggregate results,
which is a complementary aspect of this work.

Even though the users are untrusted, we assume that all
the SPs are trusted, which is reasonable considering that
the tamper-resistance of the MCU provides a high level of
protection against physical and side-channel attacks, and
in particular for the data residing in RAM since the RAM
memory is located inside the MCU. We also assume that the
hardware manufacturer is trusted and protects the secrets
embedded in SPs. In addition, all the persistently stored
data in the NAND Flash is cryptographically protected.

Furthermore, we assume an honest-but-curious threat model,
i.e., the SSI obeys the protocol it is supposed to do, but
may try to infer anything it can from the data or behaviors
is sees. Considering a malicious SSI (i.e., the server tam-
pers with the protocol, e.g., by dropping messages to infer
more information) is of little interest, since a malicious SSI
can be easily detected (e.g., the SPs that aggregate the data
verify if their own samples are present in the data sent by
the server) leading to critical financial/legal consequences
for the service.

Finally, we assume that the communication between SPs
and SSI is anonymous, e.g., by using a proxy forwarder or
an anonymization network (e.g., Tor) We assume such sys-
tems are able to hide the packet origin from an adversary, so
that privacy cannot be compromised by a malicious server
searching to recognize the origin of the uploaded messages.
Let us emphasize that IP anonymity is not enough to pro-
tect the user privacy in MPSS because identity information
could be determined from the location and sensing data.

3.3 Data and Computation Models
Data model. PAMPAS is designed to be generic with

respect to the type of computation required by participa-
tory sensing applications. In most cases, such applications
require the aggregation of geo-localized and time-stamped
sensed values collected by the sensing devices of the partic-
ipants. Therefore, a participant’s device periodically gener-
ates an update in the form sample = (location, time, value),
which is encrypted and sent to the SSI. PAMPAS does not
impose any restriction on the generation frequency of sam-
ples, which may depend on the application sample genera-
tion policy. However, the system should be efficient and scal-
able for a large number of participants and a high generation
frequency of samples. Also, the participants’ privacy should
be fully protected independent of the number and spatiotem-
poral distribution of the samples. Furthermore, PAMPAS
considers two types of locations corresponding to the two
typical types of movements of users: (i) free movements in
the two-dimensional space, i.e., location = (x, y); (ii) move-
ments constrained by a transportation network (e.g., road
or railroad network), i.e., location = (rid, pos), where rid
is the road identifier and pos is the relative position on the
road. Finally, the value corresponds to the sensed measure
(e.g., traffic speed, noise level, etc.).

Query model. Given a stream of samples and an aggre-
gate function, PAMPAS produces a spatiotemporal aggrega-
tion of the sample stream such as the stream-SQL-like [13]
query formulation in Figure 3. The aggregation is tempo-

ral since the result is computed continuously over time as
long as it is required or whenever the number of partici-
pants exceeds some predefined threshold. In this way, the
spatiotemporal evolution of the measure of interest is mon-
itored over time. To this end, PAMPAS divides the stream
using a sliding time window (see Figure 3) and computes
an aggregate result based on all the samples generated in
the time window. The final aggregation result is a spatial
function representing the evolution in space of the observed
measure in the respective time window. For instance, the re-
sult can be the noise heat-map in the covering area of a city
or the average travel time in a road network. As with the
duration of observation, we do not impose any restrictions
regarding the extent of the observed space.

Figure 3: Spatial-temporal aggregates in PAMPAS

Spatial units. As shown in the above query, spatial ag-
gregates are based on a discrete referential space, i.e., a fi-
nite set of spatial units. Without loss of generality, we con-
sider two types of referential spaces corresponding to the two
types of users’ movements. In the case of free movement, we
consider a uniform grid and each grid cell corresponds to a
spatial unit. The size of the units is determined based on the
application requirements, space size, number of participants,
etc. In the case of constrained movement by a transporta-
tion network, we consider that a spatial unit corresponds to
a network (road) segment, i.e., the network path connecting
two adjacent network nodes (e.g., the road segment between
two intersections). In both cases, the number of spatial units
can be large (e.g., hundreds of thousands). The COUNT in
the query model is optional and is required in the aggrega-
tion protocol to check the probes partitioning.

Aggregate functions. PAMPAS can compute most types
of aggregate statistics required by participatory sensing ap-
plications. Practically, our system can compute in real-time
any type of function having reasonable time and space com-
plexity given the relative low CPU power and little RAM
of the SP. For illustrative purpose, we consider three classes
of functions in this paper: (i) Typical algebraic functions:
count, sum, average, standard deviation. Such aggregate
functions are the most popular in the works related to par-
ticipatory sensing [9], [5], [16]. These functions allow for
example to compute the average travel time or the traffic
density in a road network; (ii) Specific functions: inverse dis-
tance weighting (IDW). For instance, an application mon-
itoring the noise pollution in the city could use the IDW
function to compute a heat-map of the noise level in the en-
tire space [14]; (iii) Holistic functions: median, percentile,
top-k. Such functions are also frequently used in statistical
computations. Their particularity is that the computation
of the result requires accessing the entire sample set and
cannot be achieved incrementally by accessing only subsets
of samples as with the previous two classes of functions.

An important observation is that cryptographic solutions
based on homomorphic encryption cannot be applied for spe-



Table 1: Notations used in the algorithms

Notation Description
Gi Identifier of probe group i
Ek Symmetric deterministic encryption
nEk Symmetric non-deterministic encryption

E−1
k Symmetric deterministic decryption

nE−1
k Symmetric non-deterministic decryption

P fake
Gi

Probability to send a fake message in
group i

N Number of spatial units
NG Number of probe groups

QIcomm
Degradation factor of the
communication time

QIcomp
Degradation factor of the computation
time

Comp timei Computation time for the group i

cific or holistic functions (see Section 2). Also, the holistic
functions cannot be computed efficiently in a distributed ar-
chitecture by the secure protocol proposed in [19] (as shown
in Section 7).

3.4 Protocol Requirements
In the light of the above description of the proposed user-

centric architecture, the PAMPAS protocols have to deal
with the following challenges: (i) Privacy : By keeping all
the sensitive data in the SPs, the adopted user-centric archi-
tecture matches this requirement in contrast with a server-
centric architecture. In short, the computation protocol
should not reveal to the SSI any additional information about
the participants’ paths besides what the SSI can infer from
the aggregate result. (ii) Generality : the protocols should be
able to compute any type of function over the spatiotempo-
ral sensed measures by the mobile users and covering a large
observation space. This is different from the works based
on cryptographic approaches in which, typically, only basic
computation (e.g., simple aggregates like sum, average) can
be achieved and only in specific locations over limited peri-
ods of time. (iii) Efficiency : the protocols should be highly
efficient to be able to continuously compute the aggregate
results in real-time with very limited resources. Indeed, for
economic and security reasons, the SPs used for data pro-
cessing have low resources and limited availability. Hence,
it is necessary to minimize the computation and communi-
cation costs of the PAMPAS protocols. (iv) Scalability : the
protocols should allow PAMPAS to scale to a large number
of participants (e.g., up to millions of users), high sampling
frequencies, and very large regions. (v) Accuracy : PAM-
PAS should continuously reflect the sensed measures with
good precision. In other words, protecting the users’ pri-
vacy should not impact the accuracy of the aggregate result
computed by the protocols.

4. GLOBAL AGGREGATION PROTOCOL
The global privacy-preserving protocol in PAMPAS con-

sists in three phases that are repeatedly executed in pipeline
(see Figure 4). First, the SSI collects all the sensing updates
sent by the participants for a period equal to the sliding
time window (i.e., the collection period). Each update is
encrypted using symmetric non-deterministic encryption so

Algorithm 1: PAMPAS Protocol at the SSI-side

1 collection period():
2 /* Receive encrypted updates from SPs */
3 while (true) do
4 message = (Ek(Gi), nEk(sample))
5 store(message)→

list[Ek(Gi)][currentT imeWindow]

6 processing period():
7 foreach i in {Ek(Gi)} do
8 /* feed in parallel the randomly selected SPs */
9 randomly select SPi ∈ Ek(Gi)

10 while
message← list[Ek(Gi)][lastT imeWindow] do

11 send(message, SPi)

12 foreach i in {Ek(Gi)} do
13 /*Receive the final results from worker SPs*/

14 enc resultfinal
i = (Ek(Gi), nEk(result))

15 delivery period():
16 foreach i in {Ek(Gi)} do
17 /*Push resulti to all requesting SPs*/

18 multicast(enc resultfinal
i , {SPk})

that the SSI cannot gain any knowledge from these updates.
All the SPs share a secret key, which is renewed periodi-
cally to increase security. The key is generated randomly
by a randomly chosen SP. To distribute the secrete key, we
assume the users authenticate using a typical PKI infras-
tructure, i.e., a certificate is embedded in each user secure
hardware. Whenever a new SP connects to the system, it
authenticates using its certificate. Then, the SP randomly
contacts another connected SP, which sends back the cur-
rent shared secret key encrypted with the public key of this
newly connected SP.

The shared secret key is used by the SPs to symmetrically
encrypt the update messages (e.g., by using AES encryption)
so that any SP can decrypt messages and aggregate the data.
Note that, although an SP can decrypt the updates, a user
is not allowed to access the decrypted data in her SP and
that the tamper-resistant hardware protects the transiting
data from the user. Therefore, as for the SSI, the users have
access only to the final results and not to the raw data.

At the end of the collection period, the SSI triggers the
processing period. In this phase, only a small subset of SPs,
which are randomly selected by the SSI, are involved. The
SSI partitions the collected samples such that the number
of updates in a partition can fit the RAM resources of an
SP (otherwise, the persistent Flash storage of the SP has to
be used incurring a much higher computation cost). Then,
each sample partition is sent to an SP, which computes a
partial aggregate result for the received updates. The en-
crypted results are sent back to the SSI. Finally, the deliv-
ery period consists of delivering the current partial aggregate
results to the queriers. Each querier needs to perform the
final aggregation of these partial results, which is merely a
concatenation of the demanded partial results.

Algorithms 1 and 2 give the detailed description of the
operations executed by the SSI and the SPs respectively.
In the following, we denote by Ek and nEk the symmetric



Figure 4: Workflow representation of the global protocol in PAMPAS

Algorithm 2: PAMPAS Protocol at the SP-side

1 collection period(): /* for all SPs */
2 /* Generate and send the sensing update:

update(Gi, sample) */
3 message = (Ek(Gi), nEk(sample))
4 send(message, SSI)
5 /* Send a fake sample to the SSI with probability

P fake
Gi

*/

6 if rand(0, 100) >= P fake
Gi

then
7 fake message = (Ek(Gi), nEk(fake sample))
8 send(fake message, SSI)

9 processing period(): /* only for the selected SPs,
one for each Gi */

10 while message = receive(SSI) do
11 sample = nE−1

k (message)
12 result = result⊕ sample

13 enc resultfinal
i = (Ek(Gi), nEk(result))

14 send(enc resultfinal
i , SSI)

15 delivery period(): /* for all SPs */
16 /* Pull the results for required {Gi} from the SSI */
17 foreach i in {Ek(Gi)} do
18 send request(Ek(Gi), SSI)

19 resultfinal
i = nE−1

k (receive(SSI))

deterministic and non-deterministic encryption with the key
k, and by E−1

k and nE−1
k the opposite decryption operations

while Gi indicates the identifier of group i. All the notations
used in the algorithms are listed in Table 1.

To address the performance limitations of the existing
protocols [19] (see Section 2), the aggregation protocol in
PAMPAS groups the participants based on their location,
which permits processing together the generated samples in
a group by a single SP. To this end, the users also send the
deterministically encrypted value of the spatial unit they are
currently located in, in addition to the non-deterministically
encrypted value of the sample, i.e., message = (Ek(groupID),
nEk(sample)) (Algorithm 1, lines 4-5 and Algorithm 2, lines
3-4). Consequently, the SSI can group the messages based
on the encrypted unit number and then send each group of
samples to a different SP for aggregation (lines 7-11 in Al-
gorithm 1 and lines 10-12 in Algorithm 2). By doing so, the
advantage is manifold. First, the processing period is guar-

anteed to terminate in a single iteration, since each involved
SP produces directly the aggregation result corresponding
to a spatial unit. This greatly improves both the computa-
tion and the communication cost of the aggregation process.
Second, data processing by an SP is also efficient since only
one aggregate is computed, which greatly reduces the RAM
requirements and avoids/reduces the usage of the persistent
storage. Third, the final aggregate result is also partitioned
and the queriers can demand the results only for specific spa-
tial units, which further improves the communication cost.
Furthermore, in order to avoid leaking information regard-
ing the spatial distribution of users, the SPs also generate
and send fake messages to the SSI (see Algorithm 2, lines 6-
8). The rational and detailed explanation for this technique
are discussed in the next section.

However, despite all these benefits, the above approach
has one fundamental shortcoming originating from the skewed
spatial distribution of the participants. Although the exact
location of the updates and the unit ID are hidden, the SSI
knows the number of participants in each spatial unit. If the
SSI has access to side information about the spatial distribu-
tion of the users (e.g., global traffic density information), it
may use this information to infer the (approximate) location
of the participants and compromise their privacy.

5. PROBE PARTITIONING PROTOCOL
To counter the privacy threats that are rooted in the

skewed spatial distribution of the participants, PAMPAS
continuously partitions the set of probes based on their cur-
rent location and the spatial units of the query. Similar
to the global aggregation protocol, this privacy-aware par-
titioning protocol is executed by SPs. The idea is to group
SPs located in adjacent spatial units such that the resulted
probe groups have approximately the same size. Therefore,
in PAMPAS a group Gi covers several spatial units (as de-
fined in Section 3.3) and includes all the SPs in these units.

The probe partitioning has to be recomputed periodically
to keep the groups balanced since the users’ distribution in
space changes over time. Moreover, the groups should con-
tain users located in closely situated spatial units to maxi-
mize the lifetime of a partitioning. The challenge is to im-
plement a partitioning algorithm that can be executed peri-
odically at SPs because the typical spatial partitioning algo-
rithms are much too costly to be considered in our context
(i.e., limited-resources SPs).

Our algorithm is based on the following idea. We use a



Figure 5: Hilbert indexing of spatial units

space-filling curve to index the spatial units of the applica-
tion query. A space-filling curve has the property to map
a multidimensional space to a one-dimensional space such
that, for two objects that are close in the original space,
there is a high probability that they will be close in the
mapped target space. Then, we sort the spatial units on
the space-filing curve index. Once sorted, an approximate
balanced grouping can be checked and computed in O(NG)
space complexity and O(N) time complexity, where NG is
the number of probe groups, and N is the number of spatial
units.

Indexing the spatial units. In our system, we use
Hilbert curves, but other types of space-filling curves can
be used as well to index the spatial units considered by the
participatory sensing application (e.g., z-curves). In the case
of free movement, the indexing is straightforward since the
space is already partitioned with a uniform grid (see Figure 5
left). Then, we cover the grid cells with the Hilbert curve
corresponding to the grid granularity and label each cell with
the obtained Hilbert index. In the case of constrained move-
ment, the indexing requires two steps. First, we cover the
transportation network with a uniform grid (see Figure 5
right). The grid granularity is chosen such that the num-
ber of network segments (see Section 3.3) intersecting with
a grid cell is low for most of the cells. Then, the grid cells
are indexed with a Hilbert curve and each network segment
is labeled with the Hilbert index of the cell containing the
segment center. In case several segments are contained by
a cell, the segments are sorted by the x-coordinate and the
y-coordinate of their centers and labeled accordingly. Once
the spatial units are indexed, they are sorted on the index
value and the sorted unit vector is broadcasted to all the
participants to be used in the probe partitioning phase.

Checking and repartitioning the probe grouping.
Periodically, our system verifies if the current probes parti-
tioning is still balanced with respect to the number of probes
in each group. The verification frequency depends on the dy-
namicity of users in space. In PAMPAS, the checking and
repartitioning processes can be executed often (i.e., every
few seconds) due to their low cost. When a partitioning
checking is triggered, the system computes a count aggre-
gate in addition to the application aggregate function (see
Figure 3), which gives the actual number of users (SPs) in all
the spatial units. The count aggregate result is then pushed
to an SP randomly chosen by the SSI. The checker SP de-
crypts the results and updates the weights5 of the sorted
spatial unit vector (lines 4-7 in Algorithm 3). This opera-
tion has O(N) complexity assuming that a small index con-

5The weight is the number of probes in a spatial unit.

Algorithm 3: Checking probe partitioning (SP-side)

1 check probe partitioning():/* one randomly
selected SP */

2 /* Pull all the results from the SSI */
3 foreach i in {Ek(Gi)} do
4 send request(Ek(Gi), SSI)

5 enc resultfinal
i = receive(SSI)

6 allCounts[Gi][]← E−1
k (enc resultfinal

i )
7 update localy stored counts for spatial units

/* also required to compute the probability to
generate fake samples */

8 compute weights[Gi] = SUM(allCounts[Gi][])

9 compute standard deviation(weights)
10 if standard deviation(weights) < threshold then
11 send for broadcast(nEk(allCounts), SSI)

12 else
13 execute probes repartitioning()

taining the partitions frontiers is kept in memory by the
SP (which requires only NG Flash addresses to be kept in
RAM). At the same time, the SP computes in memory the
count by group (since the groups are sent one by one by the
SSI, line 8 in Algorithm 3) and compares the counts. If the
balancing of the current probes partitioning is within the
predefined limits, the checker SP sends the current values to
all the other SPs (i.e., exchanged encrypted through SSI),
which update the weights of the spatial units with the new
count values. Otherwise, the checker SP computes a new
partitioning.

Once the sorted vector of spatial units is updated with the
new weight values, the probe repartitioning can be efficiently
computed in O(N) and O(NG) time and space complexity
respectively (see Algorithm 4). To set the partition borders
we use a greedy algorithm, which adds spatial units to a
group as long as the total weight of the group is lower than
a threshold value (lines 12-16 in Algorithm 4). The thresh-
old is computed as the ratio between the total number of
probes and the number of groups (line 10 in Algorithm 4),
and represents the average number of users per group. The
partitioning result is a list of NG milestones indicating the
group borders in the sorted index of spatial units (line 15 in
Algorithm 4). The result is then encrypted and delivered,
through SSI, to all users, which update their partitioning
data and generate new samples accordingly starting from
the next computation window.

The proposed probes partitioning algorithm has low com-
plexity and can be efficiently executed even with the low
resources of an SP. However, the partitioning algorithm can-
not guarantee a certain degree of balancing of the partition
weights. Yet, the partitioning balancing is required to avoid
leaking any information regarding the spatial distribution of
users. To deal with this problem, the SPs generate fake sam-
ples in all the probe groups having a number of users lower
than the maximum size group. Therefore, in the collection
period of each computing time window, an SP sends proba-
bilistically a dummy sample in addition to the real sample.
The probability to send a fake sample is proportional to the
difference between the maximum size group and the number
of users in the SP’s group, and inversely proportional to the



Algorithm 4: Repartitioning process (SP-side)

1 PROBE REPARTITIONING():/* one randomly
selected SP */

2 compute QIcomp and QIcomm for current NG

3 while true do
4 /* adjust the number of groups NG */
5 if QIcomp > QIcomm then
6 tNG = 2 ∗NG

7 else
8 tNG = NG/2

9 /* repartition for tNG */
10 avgGroupWeight = SUM(allCounts[])/tNG

11 currentGroupWeight = 0
12 for i = 0 to N − 1 do
13 currentGroupWeight+ = allCounts[i]
14 if currentGroupWeight ≈ avgGroupWeight

then
15 newPartitionMilestones[].add(i)
16 currentGroupWeight = 0

17 /* check if the new partitioning for tNG is
better than for NG*/

18 compute tQIcomp and tQIcomm for tNG

19 if tQIcomp + tQIcomm < QIcomp + QIcomm

then
20 NG = tNG; QIcomp = tQIcomp

21 QIcomm = tQIcomm

22 else
23 break

24 message = allCounts[]||newPartitionMilestones[]
25 send for broadcast(nEk(message), SSI)

number of users in the group (see Algorithm 2, lines 6-8).
The same approach is used to hide the number of spatial
units in each group. At the end of the aggregation phase,
each aggregating SP adds to the result a number of fake val-
ues equal to the difference between the maximum number of
units in the groups and the number of units in the current
group. In this way, all the partial aggregate results received
by the SSI have the same size and the SSI cannot infer the
number of cells in any group. Note that the fake values are
filtered out by the worker or querier SPs and therefore have
no impact on the accuracy of the results.

QIcomp = Maxi=1,NG [Comp timei]−
Maxj=1,N [Comp timej ] (1)

QIcomm =
size(sample)

bandwidth

NG∑

i=1

{Maxj=1,NG [Countj(probes)]−

Counti(probes)}+

size(sample)

bandwidth

NG∑

i=1

{Maxj=1,NG [Countj(spatialUnits)]−

Counti(spatialUnits)} (2)

Choosing the Number of Probe Groups. The cost
of the aggregation protocol is composed of the computation

cost at the SP side and the communication cost between
the SSI and the SP. The number of probe groups impacts
both the computation and the communication costs. Specif-
ically, the computation cost decreases with the increase in
the number of groups and attains the minimum value when
the number of groups is equal to the number of spatial cells,
i.e., an SP is used to aggregate the samples for each spatial
unit. But increasing the number of groups leads to a higher
imbalance in the groups’ weights, which in turn requires in-
jecting more fake samples and enlarges the communication
cost. Therefore, modifying the number of groups has oppo-
site effect on the computation and the communication cost.

PAMPAS computes two quality indicators to measure the
impact of the number of groups on the computation and
communication costs, i.e., QIcomp and QIcomm, as defined
by Formulas (1) and (2). QIcomp estimates the degrada-
tion of the computation time at the SP side generated by
the fact that several spatial cell aggregates are delegated to
one SP instead of using one SP for each cell. Estimating
the computation time is fairly simple since the time is typi-
cally linear with the number of samples to be processed by
the SP, assuming that the aggregation can be entirely pro-
cessed in RAM. However, the cost model can be extended
to the case in which it is required to access the secondary
storage. QIcomm estimates the degradation of the commu-
nication cost caused by the imbalance of the group weights.
The first term indicates the overhead incurred by the fake
samples generated to balance the groups, while the second
term measures the overhead of generating fake results to
balance the number of aggregate results in each group.

Each time an SP computes the probe partitioning, it also
computes the values of QIcomp and QIcomm (line 2 in Algo-
rithm 4). If QIcomp > QIcomm, the SP multiplies by two the
number of groups and re-partitions the probes. If QIcomp <
QIcomm the SP divides by two the number of groups and re-
partitions the probes (lines 5-8 in Algorithm 4). The SP con-
tinues to adjust the number of groups until QIcomp+QIcomm

has minimum value (lines 19-23 in Algorithm 4), meaning
that the aggregation cost is near optimal. Thus, this pro-
cess allows adapting the number of groups to the number
and the spatial distribution of the probes.

6. SECURITY AND PRIVACY ANALYSIS

6.1 Security Analysis
The users cannot read the raw data of other users because

the data stored in memory is protected by the secure MCU
(i.e., the RAM is located inside the MCU) and the data
stored in NAND Flash are cryptographically protected.

The SSI does not have the encryption key, so it cannot ac-
cess the transiting data. In addition, the non-deterministic
encryption protects the data against frequency-based at-
tacks. The SSI may also try to buy an SP and pass for
a user to gain access to the shared encryption key. How-
ever, this would be useless since the tamper-resistance of an
SP protects the key. The SSI could collude with a querier,
but it will gain access only to the aggregate result. Finally,
since the samples are communicated through anonymizers,
the SSI cannot identify the senders or link consecutive mes-
sages from the same user.

The SSI could try to infer information from the deter-
ministically encrypted group ID values. Nevertheless, the
SSI cannot perform a frequency-based attack using the en-



crypted group ID, since all the groups contain approximately
the same number of messages. Therefore, the SSI cannot in-
fer the corresponding (approximate) location of a group or
the topological neighborhood of the groups (which would
be the first step to attack the users’ privacy). Hence, the
only knowledge the SSI acquires is the number of groups and
its evolution over time, which does not endanger the users’
privacy. Note that even if the SSI has somehow access to
the full partitioning information and the corresponding en-
crypted ID, a user is still hidden under the corresponding
group area and within the crowd in the same group (let us
recall that the messages are sent anonymously so it is hard
for the server to link the messages coming from the same
user). Hence, the protocols are secure and fully protect the
privacy of the users.

Although, protecting the privacy of users beyond the ag-
gregate results is out of the scope of this paper (as discussed
in Section 3.2), one can easily integrate basic protection
mechanisms in PAMPAS for such cases. For example, to
avoid the risk of exposure for the users situated in very
sparse areas (e.g., a single user or very few users located in a
spatial unit), we can simply add a predicate in the HAVING
clause of the aggregate query (see Figure 3) indicating the
minimum number of users in a spatial unit. In this way, the
sparse spatial units are eliminated from the aggregate re-
sults. Another solution is to increase the size of the sliding
window, or of the spatial units accordingly.

6.2 Privacy Analysis
To underline the high level of privacy protection of PAM-

PAS w.r.t. the SSI, we consider an entropy-based metric
and apply it in the context of two scenarios that are related
to our architecture. We then compare the privacy leakage in
these two scenarios with the privacy leakage in PAMPAS.

Entropy is a popular metric to describe location privacy in
general [6], and it is also appropriate to describe the privacy-
preserving mechanism of PAMPAS. Commonly, entropy is
used to quantify the average degree of uncertainty associ-
ated with a set of events. In the case of location privacy,
the idea is to prevent user identification by obfuscating her
exact location in a spatial region containing a certain num-
ber of individuals. Therefore, the level of privacy is directly
related to the popularity (i.e., number of individual foot-
prints) of the region. This means the higher the popular-
ity, the higher the privacy level of the users in that region.
Then, entropy is used to quantify the degree of popular-
ity of a region. Formally, let reg be a spatial region and
let U(reg) = {u1, u2, . . . up} be the set of users in region
reg. Let fi (with 1 ≤ i ≤ p) be the number of sample
updates (i.e., footprints) that user ui sends from reg and
F =

∑p
i=1 fi be the total number of sample updates sent

from reg.

Definition 1. Entropy of a region: the entropy of region

reg is defined as: E(reg) = −∑p
i=1

fi
F
.log

fi
F

Definition 2. Popularity of a region: the popularity of re-
gion reg is defined as: Pop(reg) = 2E(reg)

Definition 3. Privacy leakage: the privacy leakage for each
updatek sent by user ui is defined as:

priv leakui(updatek) =
1

Pop(location of updatek)

To compute the privacy leakage in different cases, we con-
sider a simple numerical example inspired by the datasets
used in our experimental evaluation (see Section 7.1). Let
us consider that 200 thousand users participate in a mobile
sensing application that aggregates data over 20 thousand
spatial units (e.g., road segments in a road network). To
keep the formulas tractable (but without loss of generality),
let us consider that each user produces 50 samples from 50
distinct spatial units. This implies that on average, there
are 500 footprints (i.e., updates) in each spatial unit.

Scenario 1: there is no grouping of the probes. Each
participant sends the non-deterministically encrypted value
of a sample together with the deterministically encrypted
value of the spatial unit identifier to allow an efficient ag-
gregation of the data. However, no fake sample is inserted
by the probes. Although the spatial unit identifiers are en-
crypted, the SSI could easily determine the location of the
spatial units if it has access to the global spatial distribution
of the probes (i.e., a frequency-based attack). In this case,
the average entropy of a spatial unit by applying Defini-
tion 1 is E(s.unit) = −∑500

i=1
1

500
.log 1

500
= log(500), which

gives a popularity of Pop(s.unit) = 500 and an average pri-
vacy leakage of priv leak = 0.002 for each update. Clearly,
the privacy leakage can be lower or higher for each spatial
unit depending on the popularity value compared with the
average value.

Scenario 2: there is a static partitioning of probes, i.e.,
the spatial units are statically partitioned into a number
of groups containing closely located spatial units. As in
the previous case, the probes send the deterministically en-
crypted value of the spatial group and are also exposed to
a frequency-based attack from the SSI. However, grouping
many spatial units leads to decreasing the privacy leakage
risk (but at the cost of increased aggregation time). For
instance, partitioning the spatial units in 200 groups (i.e.,
100 spatial units per group), leads to an average popular-
ity Pop(group) = 103 and thus an average privacy leakage
priv leak(update) = 10−3, which is smaller than in the pre-
vious scenario. Also, the obfuscation region is much larger
since it corresponds to 100 spatial units instead of one.

PAMPAS goes even further in the protection of the par-
ticipants’ privacy by using a dynamic partitioning of the
probes based on their location and spatial distribution. The
adaptive partitioning produces nearly balanced groups of
probes. In addition, the eventual imbalance of the groups
is corrected by injecting fake tuples, which precludes the
SSI doing frequency-based attacks. This means that it is
extremely difficult for the SSI to estimate even the approx-
imate corresponding area of each group. Therefore, in our
case, the entropy applies indistinguishably to all the partic-
ipants leading the a popularity Pop(group) = 2 · 106 and an
average privacy leakage priv leak(update) = 5 · 10−7. Prac-
tically, in PAMPAS, the privacy leakage depends only on
the total number of participants, while the obfuscation area
corresponds to the entire observation space. Besides, the
number of groups is adaptively chosen such as to minimize
the aggregation cost.

7. EXPERIMENTAL EVALUATION
The goals of our experimental evaluation are twofold: (i)

compare the execution time and scalability of PAMPAS with
those of a state-of-the-art protocol described in [19]; (ii)
quantify the cost and scalability of our partitioning pro-



Figure 6: Aggregation maps for two applications: noise mon-
itoring (left) and traffic monitoring (right)

Figure 7: Secure tokens

tocol. We implemented and validated PAMPAS through
emulations using secure tokens which have a hardware con-
figuration representative for secure hardware platforms. As
applications for our experiments, we used traffic monitoring
and noise monitoring with both real and synthetic datasets
representing small and medium-size cities. Figure 6 illus-
trates our graphic interface for these applications; it shows
the aggregate results for the noise heat-map and the average
travel time for the road network. A demo of our prototype
was presented in [20] using a traffic monitoring scenario.

7.1 Experimental Setting
Hardware platform. In our experimental evaluation,

the SSI is hosted on a PC (3.1 GHz i5-2400, 8GB RAM,
running Windows 7) which also displays the aggregate re-
sults in a graphical form for validation purpose. The SPs are
implemented by representative secure hardware devices (see
Figure 7) which includes an MCU with a 32-bit RISC CPU
at 120MHz, a cryptographic co-processor implementing AES
and SHA, 128KB of static RAM and 1MB of NOR Flash
to store the software stack, a smartcard chip hosting the
cryptographic credentials (i.e., the secrete encryption keys)
and an SD card reader allowing for a large storage capacity.
We used a commodity SD card (Samsung SDHC Essential
Class 10 of 32GB) as secondary Flash storage. The SSI in
our testing system manages a multi-channel Ethernet con-
nection with a global bandwidth of 100Mbps. Importantly,
on the SP’s side, our implementation limits the RAM con-
sumption to only 30KB and the maximum communication
bandwidth to 200Kbps to validate the proposed protocols
with less powerful secure devices. Thus, in our experiments,
all the SPs have this minimalist configuration. To emulate
a very large number of SPs, we execute sequentially on an
SP the aggregate computations and communications for all
the worker SPs and measure the ”parallel” execution time as
the maximum aggregation time in the execution sequence.

Baseline system. To underline the importance of the
PAMPAS protocols, we implemented the secure protocol pro-
posed in [19] and took it as the baseline. This protocol can
be applied without modification to aggregate the samples

collected in each time window. Since PAMPAS offers the
same level of security and privacy as the baseline protocol,
our experimental evaluation focuses on the efficiency part.
Note that in [19], two more protocols are proposed that are
even more expensive than the secure protocol if considered
in our context.

Datasets and aggregate functions. We use both syn-
thetic and real datasets to test the efficiency and scalability
of PAMPAS. We employed the well-known Brinkhoff genera-
tor [4] to generate mobility traces on two real road networks
of the cities of Oldenburg (Germany) and Stockton (San
Joaquin County, CA). Oldenburg is a small size network
having 7035 road segments, while Stockton is a medium size
road network having 24123 segments. Depending on the net-
work size, we generated traces corresponding to a medium
and large number of users. With Oldenburg, the medium
and large datasets contain 47 thousand and 270 thousand
users respectively. With Stockton, the medium and large
datasets contain 200 thousand and 1.35 million users respec-
tively. The spatial distribution of the traces follows the net-
work spatial density. Compared to the existing real datasets,
the synthetic datasets have the prominent advantage of hav-
ing excellent spatial and temporal coverage. However, it is
also important to validate the proposed protocol with real
datasets. To this end, we used the T-Drive Taxi trajectory
dataset [21]. This dataset contains around 15 million trajec-
tory units collected from 10357 taxis over a period from Feb.
2 to Feb. 8, 2008 in Beijing. Because the density of taxis is
too low compared to the synthetic dataset, we extracted and
merged a period of one hour in our tests, in order to gener-
ate a dataset containing 191 thousand trajectories covering
32800 road segments.

To show the generality of PAMPAS, we selected three ag-
gregate functions, i.e., average, IDW [14] and median, cor-
responding to the three aggregate types described in Sec-
tion 3.3. We associate the average and median aggregates
with the traffic monitoring application, i.e., compute the
average travel time and the median speed for each road seg-
ment in a road network. Hence, these two scenarios consider
the constrained movement type. The IDW aggregate is as-
sociated to the noise-level monitoring application and a free
movement type. In this case, we use the same generated
mobility traces, but consider them in the 2D space instead
of the network space. Also, we use a 64x64 grid to divide
the observed 2D space into 4096 spatial units for the free
movement scenario. The speed sample values are directly
generated by the moving objects generator, while the noise
values are generated by us proportionally to the number of
probes in the spatial unit.

7.2 Performance Evaluation
Execution time. Figure 8 shows the aggregation time

(in a logarithmic scale) for the three functions of both Base-
line and PAMPAS protocols with 191 thousand probes in
Beijing and with 200 thousand probes in Stockton. The
aggregation time is global, i.e., it includes both the compu-
tation and communication time. The results indicate that
PAMPAS is very efficient since it requires only a few sec-
onds to compute the aggregate results for all the tested func-
tions in both datasets. Also, the aggregation times of PAM-
PAS are similar between the real and the synthetic datasets.
However, in both cases the baseline protocol is much more
costly (especially for complex aggregate functions) leading



Figure 8: Aggregation time of PAMPAS and Baseline pro-
tocols in real dataset (top) and synthetic dataset (bottom)

to aggregation times up to three orders of magnitude higher
than PAMPAS. Moreover, the aggregation times with the
baseline protocol are larger for the Beijing dataset. The
explanation is that the number of spatial units is larger in
Beijing (i.e., 32800) than in Stockton (i.e., 24123). On the
other hand, PAMPAS is scalable with respect to both the
aggregation function and the number of spatial units in the
query.

Scalability. We further test the scalability of the pro-
tocols with different number of probes, spatial units, and
aggregate functions. Figure 9a shows the aggregation time
for the two protocols for the average (top graph) and median
(bottom graph) functions with medium and large number of
users on both road networks. The results confirm that only
PAMPAS is scalable w.r.t. all the varying input parameters.
In the worst case, the computation time attains 14 seconds
to compute the median speed for 1.35 million samples cov-
ering 24123 spatial units.

The baseline protocol does not scale with the number of
samples and especially with the number of spatial units.
Practically, the baseline can provide real-time aggregation
only for a small number of spatial units (i.e., 7000 in Old-
enburg) and basic aggregate functions (e.g., average). The
very limited RAM of the SPs and the impossibility to effi-
ciently parallelize the aggregate computation make the base-
line inadequate for the requirements of participatory sensing
applications.

Cost and scalability of partitioning protocol. Fig-
ure 9b (top) presents the partitioning computation time for
both Oldenburg and Stockton networks. A new partitioning
can be computed in a few seconds by an SP. This means
that the checking and probes re-partitioning can be exe-
cuted frequently, which allows PAMPAS to adapt to even
fast changes in the spatial distribution of the probes. Most
of the partitioning cost resides in reading and writing the
partitioning data to the secondary Flash storage. This also
explains the increase of the partitioning time with the num-
ber of partitions, since in this case the I/O operations are
executed at a smaller granularity, which is more costly.

Figure 9b (bottom) indicates that the partitioning unbal-
ance factor, i.e., the ratio between the maximum and the av-
erage partition size, increases with the number of partitions.
The unbalance factor is an important indicator in PAMPAS
since the higher the unbalance, the higher the number of fake
injected samples and, therefore, the communication cost.

Figure 9c shows the impact of the number of partitions on
the global aggregation time as well as on the computation
and communication cost, which compose the total time. The
computation time decreases with the increase of the number
of partitions since the amount of work done by the aggre-
gation SPs also decreases. Conversely, the communication
time increases with more partitions since more fake samples
are injected into the system as explained above. Globally,
the near-optimal aggregation time is obtained with a num-
ber of partitions that minimizes the cumulated degradation
of the computation and communication costs (see Section 5).
We obtained similar results with the real dataset, for which
the optimal number of partitions is 100 while the network
partitioning is computed in just 2 seconds. The aggregation
costs are partially shown in Figure 8 (top). Given the space
limitation and the similarity of the results with the synthetic
datasets, we omit here the details of the results with the real
dataset.

Discussion. It is worth mentioning that the aggregation
time can be greatly improved by increasing the processing
power and the communication bandwidth of the SSI. For
example, increasing the server bandwidth from 100Mbps to
1 GBps, makes the maximum aggregation time (i.e., me-
dian function with the large Stockton dataset) to drop from
14 seconds to less than 7 seconds. Also, in some scenarios,
pushing the computation in the user devices may be prob-
lematic (e.g., battery powered devices, concurrent applica-
tions running in the device). However, PAMPAS minimizes
this type of problem thanks to its design and its high ef-
ficiency. For instance, in our tests, a user participating in
the system for one hour, has a probability between 3.5%
and 8.7% to participate once to an aggregate computation
assuming that aggregates results are produced every 30 sec-
onds, and a probability between 0.004% and 0.12% to do
a repartitioning assuming that the probes partitioning is
checked every 1 minute. In all cases, the computation is
done in a few seconds at most and requires only modest re-
sources. Moreover, the computation effort is inversely pro-
portional to the probability to be picked.

8. CONCLUSION
This paper proposes PAMPAS, a privacy-aware mobile

participatory sensing system based on a distributed archi-
tecture and personal secure hardware. This combination al-
lows PAMPAS to achieve the same level of privacy as cryp-
tographic solutions without having to sacrifice generality,
scalability, and accuracy. The proposed aggregation solu-
tion is, to the best of our knowledge, the first proposal of a
distributed protocol that is secure, efficient, and scalable and
that fits both the strict hardware constraints of secure per-
sonal devices and the real-time constraints of participatory
sensing applications. The experimental evaluation based on
representative hardware for secure platforms validates the
proposed solution.
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Abstract—Centralized solutions for vehicular traffic re-routing to alleviate congestion suffer from two intrinsic problems: scalability, as

the central server has to perform intensive computation and communication with the vehicles in real-time; and privacy, as the drivers

have to share their location as well as the origins and destinations of their trips with the server. This article proposes DIVERT, a

distributed vehicular re-routing system for congestion avoidance. DIVERT offloads a large part of the re-routing computation at the

vehicles, and thus, the re-routing process becomes practical in real-time. To take collaborative re-routing decisions, the vehicles

exchange messages over vehicular ad hoc networks. DIVERT is a hybrid system because it still uses a server and Internet

communication to determine an accurate global view of the traffic. In addition, DIVERT balances the user privacy with the re-routing

effectiveness. The simulation results demonstrate that, compared with a centralized system, the proposed hybrid system increases the

user privacy by 92 percent on average. In terms of average travel time, DIVERT’s performance is slightly less than that of the

centralized system, but it still achieves substantial gains compared to the no re-routing case. In addition, DIVERT reduces the CPU and

network load on the server by 99.99 and 95 percent, respectively.

Index Terms—Proactive driver guidance, vehicular congestion avoidance, distributed traffic re-routing, VANET

Ç

1 INTRODUCTION

THE problem addressed in this article is how to perform
vehicular traffic re-routing for congestion avoidance in

a scalable and privacy-preserving way. Previously, we pro-
posed in [29] a centralized vehicular traffic re-routing sys-
tem for congestion avoidance. The centralized system
collects real-time traffic data from vehicles and potentially
road-side sensors, and it implements several re-routing
strategies to assign a new route to each re-routed vehicle
based on actual travel time in the road network. Rather than
using simple shortest path algorithms (e.g., Dijkstra), the re-
routing strategies use load balancing heuristics to compute
the new path for a given vehicle to mitigate the potential
congestion and to lower the average travel time for all
vehicles. This individualized path is pushed to a driver
when signs of congestion are observed on his current path.

However, despite achieving a substantial decrease in the
travel time experienced by drivers, centralized solutions such
as ours suffer from two intrinsic problems. First, the central
server has to perform intensive computation (to re-assign
vehicles to new paths) and communication with the vehicles
(to send the paths and to receive location updates) in real-
time. This can make centralized solutions infeasible for large
regions with many vehicles. Second, in a centralized architec-
ture, the server requires the real-time locations as well as the

origins and destinations of the vehicles to estimate the traffic
conditions and provide effective individual re-routing guid-
ance. This leads to major privacy concerns for the drivers and
may prevent the adoption of such solutions due to “big broth-
er” fears. As long as vehicles’ traces are fully disclosed, user’s
identity can easily be inferred even if pseudonyms are
used [16]. This is due to the fact that location can contain iden-
tity information [31]. Moreover, a sequence of location sam-
ples will eventually reveal the vehicle’s identity [40].
Therefore, it is important to make the system work without
disclosing the users’ origin-destination (OD) pairs and with
the least number of location updates along a user trip.

These requirements suggest a distributed system archi-
tecture. However, a fully decentralized architecture is not
suitable for a proactive re-routing system. For example, by
creating vehicular ad hoc networks (VANETs), the vehicles
can exchange information using multi-hop communication,
and thus can detect signs of congestion in small regions
while preserving their privacy. However, VANETs do not
permit vehicles to get an accurate global traffic view of the
road network, resulting in wrong or at least sub-optimal re-
routing decisions. In addition, in a fully distributed archi-
tecture, due to the lack of a coordinator, the vehicles cannot
take synchronized actions at the same time, which makes it
infeasible to make collaborative decisions in real-time.

To tackle all these problems, this article proposes
DIVERT, a distributed vehicular re-routing system for con-
gestion avoidance, which leverages both cellular Internet
and VANET communication. DIVERT is a hybrid system
because it still uses a server, reachable over the Internet, to
determine an accurate global view of the traffic. The central-
ized server acts as a coordinator that collects location
reports, detects traffic congestion and distributes re-routing
notifications (i.e., updated travel times in the road network)
to the vehicles. However, the system offloads a large part of
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the re-routing computation at the vehicles and thus the re-
routing process becomes practical in real-time. To take col-
laborative re-routing decisions, the vehicles situated in the
same region exchange messages over VANETs. Also,
DIVERT implements a privacy enhancement protocol to
protect the users’ privacy, where each vehicle detects the
road density locally using VANET and anonymously
reports data with a certain probability only from high traffic
density roads. When signs of congestion are detected, the
server sends the traffic map only to the vehicles that sent
the latest updates. Subsequently, these vehicles disseminate
the traffic data received from the server in their region. User
privacy is greatly improved since this protocol reduces dra-
matically the number of vehicle location updates to the
server and, thus, the driver exposure and identification
risks. Moreover, in this hybrid architecture, the server does
not know the OD pairs of the users.

Hence, the main contribution of this article is the distrib-
uted system for re-routing. This system, DIVERT, has four
main features: (1) a scalable system architecture for distrib-
uted re-routing, (2) distributed re-routing algorithms that
use VANETs to cooperatively compute an individual alter-
native path for each vehicle that takes into account the sur-
rounding vehicles’ future paths. (3) privacy-aware re-
routing that significantly decreases sensitive location data
exposure of the vehicles, and (4) optimizations to reduce the
VANET overhead and thus improve vehicle-to-vehicle com-
munication latency.

We measured the effectiveness and efficiency of DIVERT
through extensive simulations over two real medium-size
urban road networks. The experimental results show that,
in comparison with the centralized system, DIVERT can
decrease the privacy exposure by 92 percent in addition to
not revealing the OD pairs of the user trips. In terms of aver-
age travel time, DIVERT’s performance is slightly less than
that of the centralized system, but it still achieves substan-
tial gains compared to the no re-routing case. DIVERT is
more scalable since it offloads most of the computation bur-
den to the vehicles and reduces the network load on the
server by 95 percent.

The rest of this article is organized as follows. Section 2
summarizes the related work. Section 3 explains the design
principles of DIVERT. Section 4 introduces the privacy
enhancement mechanism and the privacy metrics. Section 5
introduces the two distributed re-routing strategies. The
four VANET optimization techniques are presented in Sec-
tions 6. The results and associated analysis are discussed in
Section 7. We conclude in Section 8.

2 RELATED WORK

In this section we present works relevant to DIVERT. We
discuss the aspects related to traffic re-routing, traffic infor-
mation sharing in vehicular networks, and preserving pri-
vacy in location-based services.

2.1 Traffic Guidance and Re-routing Systems

Services such as INRIX [1] provide real-time traffic informa-
tion at a certain temporal accuracy, which allows drivers to
choose alternative routes with lower travel times. Google
Maps and Microsoft’s Bing are able to forecast congestion

and its duration by performing advanced statistical predic-
tive analysis of traffic patterns. Various mobile navigation
applications [2], [3], [4], [5] use such traffic information to
transform smart phones into navigation devices. However,
these services share the same problem: when congestion
happens, they provide the same path for the affected vehicles
which potentially generates another local congestion.

The above problem can be solved by dynamic traffic
assignment (DTA) which assigns each driver either system-
optimal or user-optimal routes [10]. However, DTA algo-
rithms may not be able to compute the equilibrium fast
enough to inform the vehicles about their new routes in
time to avoid congestion. DIVERT, on the other hand, is
designed to be effective and fast, although not optimal, in
deciding which vehicles should be re-routed when signs of
congestion occur as well as computing alternative routes for
these vehicles.

Several other projects have also aimed to provide near-
optimal routes to drivers but better scalability compared to
DTA. In [24], the first k shortest paths from source to desti-
nation are calculated, and then the system determines
which path each vehicle should take by minimizing a
Lyapunov-style cost function. In [7], the authors proposed a
genetic algorithm method to compute the alternative paths
and assign them to cars under the assumption that the traf-
fic is known a priori. This method computes the assignment
only once as opposed to traditional assignments methods,
which iteratively re-compute the assignments in order to
approach the optimum solution (i.e., user or system equilib-
rium). Our previous work [29] and the research in [39]
emphasize that the previous route planning decisions
should be considered when determining the next route.
Themis [25] uses a similar approach, but it computes the re-
routing alternatives based on real-time speed, predicted
travel time, and anticipated traffic volume.

DIVERT differs from the above research in three aspects.
First, we take full advantage of both cellular and VANET
communication to perform scalable re-routing. Thus, each
vehicle can get accurate global knowledge of the travel time
and, at the same time, is able to exchange route planning
decisions with surrounding vehicles more efficiently. Sec-
ond, the route computation is performed in a distributed
way over VANETs. Therefore, it is more scalable since it
reduces the computation burden of the central server. Third,
we designed and evaluated a privacy enhancement mecha-
nism, where each vehicle only uploads its location report
when located in low sensitivity areas.

The work in [23] proposes two urban traffic prediction
models that can be used in conjunction with DIVERT. These
models could improve the accuracy of our congestion esti-
mation, especially when DIVERT tends to overestimate
congestion.

2.2 Traffic Information Sharing in Vehicular
Networks

VANETs enable traffic information sharing for intelligent
transportation systems. To improve dissemination efficiency,
Gao et al. [12] proposed an adaptive query evaluation plan by
taking into account the road topology. Also, Loulloudes et al.
presented in [26] V-Radar, an efficient protocol for traffic
information retrieval using V2V communications. Several
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works have sought inspiration in Biology and Internet proto-
cols communication [32], [35]. However, since they employ
VANETs, the above approaches have only a partial view of
the traffic conditions, which may lead to less accurate re-rout-
ing. Also, simply treating vehicles as packets which always
listen to the guidance ignores the nature of human behavior.
Furthermore, these systems react to real-time data without
insight into future conditions, thus introducing greater vul-
nerability to switching congestion from one spot to another.

2.3 Privacy Preserving in Location Based Services

A large body of works consider the problem of preserving
the user’s privacy in the context of location based services
(LBSs). For instance, the middle layer of DSRC defines the
security services for application and message manage-
ment [22]. Authentication schemes are designed to preserve
the driver privacy in DSRC-based VANETs [33]. To prevent
malicious tracking, a vehicle could change its anonymous
key within an interval of a few minutes [38]. DIVERT has a
different goal from all these works: it focuses on protecting
the driver’s location privacy from the central server, not
from the other drivers in VANET. For driver-to-driver pri-
vacy, DIVERT can leverage the existing solutions.

SCMS [37] provides privacy protection from both out-
siders (i.e., other vehicles or eavesdroppers) and insiders
(i.e., administrators of the servers). DIVERT is complemen-
tary to SCMS, as its goal is to minimize the amount of pri-
vacy sensitive information uploaded to the server (i.e.,
location and OD pairs), not to protect the information pri-
vacy once it has been uploaded. Furthermore, SCMS relies
on the organizational separation assumption to protect
against insider attacks (i.e., different server component are
distributed between different organizations which do not
collude with each other). DIVERT, on the other hand,
achieves a good level of location privacy protection even if
this assumption does not hold.

Many works focus on spatial cloaking [15], [40] to pro-
vide k-anonymity. The work in [14] argues that both spatial
and temporal dimensions should be considered in the algo-
rithm to achieve better k-anonymity. Fundamentally, k-ano-
nymity reduces the quality of the user’s localization, which
is not applicable for continuous location based services such
as real-time vehicle re-routing.

A number of mechanisms provide solutions for highly
accurate real-time location updates, while achieving good
privacy protection [19], [27]. However, these mechanisms
require a trusted centralized entity such as a proxy server
for location reporting. Our privacy aware mechanism works
in a distributed and probabilistic fashion without any help
from trusted entities. Thus, the risk of location tracking is
distributed over VANETs, and we argue that this is qualita-
tively better than trusting a single central entity.

3 SYSTEM OVERVIEW

This section presents an overview of DIVERT, describing
design principles and its system architecture.

3.1 Design Principles

DIVERT is built around two design principles corresponding
to the two major requirements described in Section 1. First,

the re-routing path computation should be offloaded from the
central server to the vehicles to reduce the computation and
communication burden on the server and achieve better scal-
ability. Therefore, the alternative routes should be computed
by vehicles when there are signs of congestion on the roads.
At the same time, the re-routing computation should be col-
laborative in order to achieve a better re-routing effectiveness.
To this end, the vehicles could exchange messages over
VANETs and implement a distributed re-routing process.

Second, DIVERT should be designed to respect the pri-
vacy of the users from its conception, i.e., a privacy-by-
design system, which can be essential for the wide accep-
tance of the system. Implicitly, by offloading the path com-
putation to the vehicles, the drivers’ exposure is reduced
significantly since very sensitive location information (i.e.,
the OD pairs) is not sent to the server anymore. Neverthe-
less, protecting only the OD of a vehicle is not sufficient.
DIVERT needs a mechanism to protect the identity of
vehicles while reporting location data.

3.2 System Architecture

Given the described design principles, a hybrid architecture
is proposed to implement DIVERT as shown in Fig. 1. The
architecture is composed of a central server and a software
stack running on an on-board device (e.g., a smart phone) in
each participating vehicle. DIVERT uses two types of com-
munication. The vehicles communicate with the server over
a cellular network to report local traffic density data and to
receive the global traffic density in the road network (i.e.,
the green arrows in Fig. 1). The vehicles report data accord-
ing to a privacy-aware algorithm that is detailed in Section 4.
Also, the vehicles that are closely located communicate with
each other over VANETs to determine the local traffic den-
sity, to disseminate the traffic data received from the server,
and to implement a distributed re-routing strategy (i.e., the
red lines in Fig. 1) as detailed in Section 5.

The server uses the vehicle traffic reports to build an accu-
rate and global view of the road network traffic. The network

Fig. 1. DIVERT’s hybrid architecture.
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is represented as a directed graph where each edge corre-
sponds to a road segment. In addition, each edge has associ-
ated a dynamic weight representing the real-time traffic
density on the edge. A road segment is considered to exhibit
signs of congestion when the traffic density is greater than a
threshold value. Each timenew road segments exhibit conges-
tion signs, the server sends a partial weighted graph (i.e., only
the edges having a travel time different from the free flow
travel time) to the cars that reported recently and are close to
the congestion segments (see Section 4).

The notified vehicles disseminate the information (i.e.,
traffic graph and vehicle route) in their regions with a lim-
ited number of hops to avoid excessive flooding. The dis-
semination also has a timeout, which is a constant
parameter in the proposed system. When the time is up,
based on the traffic graph and route information shared by
other vehicles, each vehicle, whose current path traverses
the congestion spot, locally computes a new route to its des-
tination. This re-routing process is presented in Section 5.

4 PRIVACY-AWARE TRAFFIC REPORTING

DIVERT’s goal is to protect driver’s location privacy
against attackers at the server side because the server could
link traffic reports (which include locations) to driver iden-
tities. The traffic reports need to be frequent to compute a
global traffic view and detect congestion accurately. Yet,
the location reports, when sent frequently, can create
severe privacy leakage [16], [31]. Even if pseudonyms are
used for location reports and are changed frequently,
attackers at the server side can use background informa-
tion to discover the user identity for certain location points
(home, work, etc.) and then use prediction algorithms to
identify the whole location trace [16]. Therefore, DIVERT
strives to minimize the driver’s privacy leakage by reduc-
ing the amount of location reports uploaded at the server,
while maintaining good traffic accuracy.

To this end, we introduce first a privacy metric in Sec-
tion 4.1. Then, we propose in Section 4.2 a privacy-aware
traffic reporting mechanism based on the road traffic den-
sity to reduce the privacy leakage for the reporting vehicles.
Our system considers that the vehicles are trusted. Indeed,
to avoid congestion, vehicles make collaborative decisions
which require a vehicle to share shortest path or OD pair
information with other nearby vehicles. While privacy
enforcement at the vehicle side is out of the scope of this
paper, it is worth mentioning that several recent works con-
sider the problem of shared data protection by leveraging
the Trusted Execution Environment of (personal) secure
devices. Be it the secure TrustZone CPU [41] of the ARM
cortex-A series equipping most of mobile devices today, a
tamper-resistant hardware security module securing the
on-board computer of a vehicle [42], a secure portable
token [43] communicating with the user smart phone or
plugged inside it (e.g., Google Vault), all such secure devi-
ces offer tangible, hardware-based security guarantees.
Such technologies can be leveraged for secure data process-
ing in a distributed architecture as DIVERT to protect the
shared information and prevent malicious vehicles obtain-
ing access to unauthorized data [44]. Instead of hardware-
based security, other techniques such as secure multiparty

computing or protocols based on homomorphic encryption
could also be considered, but they may impact the real-time
constraints of DIVERT. Finally, in Section 4.3, we present
the algorithm used by the central server to compute the
travel time in the road network.

4.1 Privacy Metric

In order to measure the privacy loss due to each location
update, each location report is associated with a weight.
Similar to [40], the weight of a location report depends on
the popularity of the location road segment. That is, the
more popular a spatial region is, the more difficult it is
for an adversary to single out the report sender. How-
ever, the number of vehicles along the segment is not suf-
ficient to quantify its popularity, because some vehicles
may have a dominant presence in that space. Instead, a
metric is applied that is based on the entropy of the road
segment.

Definition 1 (Road segment popularity). Let rs be a road seg-
ment and SðrsÞ ¼ v1; v2; . . . ; vm be the set of vehicles that
send location updates in rs. Let ni (1 � i � m) be the number
of location updates that vehicle vi sent from rs and
N ¼Pm

i¼1 ni. Then the entropy of the road segment rs is

EðrsÞ ¼ �Pm
i¼1

ni
N log ni

N and the popularity of rs is

P ðrsÞ ¼ 2EðrsÞ.

Definition 2 (Privacy leakage). Given the above defined popu-
larity measure of a location, the global privacy leakage for vehi-
cle vi is defined as:

pleakvi ¼
X

all updates

updatei
P ðlocation of updateiÞ : (1)

Definition 3 (Average privacy leakage.). The average privacy
leakage for all the vehicles is:

pleakavg ¼
P

all vehicles pleakvi
total number of vehicles

: (2)

4.2 Density Reporting

Our privacy-aware reporting is based on the observation
that in dense areas, vehicles naturally experience a higher
degree of anonymity similar to a person walking through
an inner-city crowd. Therefore, a density-based traffic
reporting mechanism is proposed wherein vehicles report
to the server only if the road density is higher than a prede-
fined threshold. The server computes the smoothed average
of the traffic density on each road segment as it receives
new traffic reports. Computing the smoothed average of the
traffic density at each vehicle (using a moving time win-
dow) is of little use in our case because the vehicles do not
report often due to our privacy-aware reporting protocol
(e.g., a vehicle rarely reports twice from the same road seg-
ment). This mechanism is beneficial for both the re-routing
effectiveness and the vehicle privacy, since the server can
still accurately detect the congestion signs at the cost of
lower user privacy exposure.

Our goal is to minimize the number of vehicle reports,
i.e., only a fraction of the vehicles situated on a road seg-
ment will send traffic reports. Specifically, density reports
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sent to the server conform to the following rules: (1) cars
submit reports only when they perceive that the density on
the road segments is above a threshold that would signal a
chance of congestion, (2) cars decide probabilistically when
to submit data as function of the density—i.e., the more cars
there are, the fewer reports each car submits as the reports
are distributed among the cars on the segment, (3) cars send
their messages through anonymizers (e.g., Tor [11]) to pro-
tect their identities.

The estimated density is computed locally by each vehi-
cle, which obtains information about its neighbor vehicles
by periodic exchange of beacons. Each vehicle counts the
received beacons in a short time window (i.e., 5 seconds in
our implementation) and each vehicle emits beacons with
the same frequency (such that each vehicle is counted
exactly once in each period). As depicted in Algorithm 1,
each vehicle periodically checks the number of vehicles Ni

on the current road ri. To obtain accurate traffic informa-
tion, each vehicle encapsulates in the beacon the current
road identifier (i.e., ri) and direction of traffic (i.e., side).
When a vehicle estimates the number of cars (line 2), it only
counts the beacons with the same ri and side as itself.

Algorithm 1. Privacy-Aware Density Reporting

1: procedure onDenistyCheckTimeout()
2: Ni = getEstimatedNumberofCars(ri, side, fbeaconkg)
3: ifNi � max½u �Nmax; bound� then
4: p ¼ 1=Ni

5: if rand < p then
6: sendtoServer(Ni, ri, side)
7: end if
8: end if

The vehicle reports the detected density to the central
server with probability p ¼ 1=Ni only if Ni � max½u �Nmax;
bound� (lines 3-4). Nmax is the maximum number of vehicles
that can occupy road ri, and u is a system parameter thresh-
old. Nmax ¼ Li � Lanei=veh len, where Li and Lanei are the
length and the number of lanes of road ri. The parameter
veh len is the sum of the average vehicle length (� 5meters)
and the minimal gap between vehicles (� 2:5meters). The
parameter bound specifies that, when reporting, there must
be at least bound cars on the road. Practically, privacy is pro-
tected by Nmax for longer roads with multiple lanes and by
bound for short roads with potentially few lanes (i.e., bound
gives a minimal privacy guarantee). Additionally, after a
car reports, it stops reporting for a time period (e.g., 5 sec-
onds in our prototype) to prevent frequent reporting that
could lead to privacy leakage.

If every vehicle applies the same reporting procedure,
then the probability for the server to receive x location

reports from ri is
Ni
x

� �ð1� pÞNi�xpx. The expected number of

updates on road ri is nui ¼
PNi

x¼0 x
Ni
x

� �ð1� pÞNi�xpx.
A potential problem of the above algorithm is that it

does not consider the case in which the vehicle transmis-
sion range is shorter than the road segment length. First of
all, this is a very rare case since the typical transmission
range is 500 meters, which can cover most urban road seg-
ments (e.g., the average road segment length is less than
300 meters for the two real road networks used in our

experiments). Second, if indeed a segment is longer than
the transmission range, the reported density is inaccurate
especially when the traffic density along the segment is
extremely skewed (e.g., congestion starts to form at one
end of the segment, while the other end still has light traf-
fic). In this case, our algorithm overestimates the density
and may trigger re-routing. However, this is not necessar-
ily an issue because if nothing is done, the congestion is
expected to increase anyway when the incoming traffic on
the segment is heavy.

4.3 Report Collection and Travel Time Computation

The server receives reports from vehicles indicating the
number of vehicles on a road segment and computes the
traffic density on the roads. Every time the server
receives a report concerning a road ri, it will smooth the
computed density value Ki using the following formula:

Kcurrent
i ¼ a �Kold

i þ ð1� aÞ �Knew
i . The value of a is

experimentally chosen to be 0.05. The server then esti-
mates the travel time of each road segment by consider-
ing the following three cases.

Case 1: For the road segments without any traffic reports,
the server estimates the travel time to be the free flow travel
time. Note that this travel time is an approximate value for
some roads, as vehicles only report when the vehicle den-
sity is above the threshold density.

Case 2: For the road segments with a non-zero traffic den-
sity but for which the last report time is older than a prede-
fined time interval, the server does an expiration operation.
Specifically, if the difference between the last update time
and the current time is greater than t times the free flow
travel time of the road, then the road density is reset to zero.
The value for t is also based on empirical results and is cho-
sen to be equal to four in this system.

Case 3: For the road segments that do not fit in Cases 1
and 2, the server uses the Greenshield model [6] to estimate
the travel time according to the speed-density-volume rela-
tion. This model is used extensively by transportation
researchers and was shown empirically to describe well the
speed-density relation for relatively low densities. The
model considers a linear relationship between the estimated
road speed Vi and the traffic density Ki (vehicles per meter)
on road segment ri:

Vi ¼ Vf 1� Ki

Kjam

� �
Ti ¼ Li=Vi; (3)

where Kjam and Vf are the traffic jam density and the free
flow speed for ri, while Ti and Li are the estimated travel
time and length for the same segment. The free flow speed
Vf is defined as the average speed at which a motorist
would travel if there were no congestion or other adverse
conditions. To simplify our implementation, we consider
that the free flow speed is the legal speed limit, and the traf-
fic jam density is when the road is fully occupied by cars. In
this case, Ki=Kjam equals Ni=Nmax, where Nmax is the maxi-
mum number of vehicles on the road segment and Ni is the
current number of vehicles obtained from the traffic data
collected by the system.

Note that, because of the density-based reporting
policy, the traffic density may not be fully accurate.
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However, the higher the traffic density of a road is, the
more accurately the traffic density will be estimated. This
is important since the re-routing effectiveness mainly
depends on the traffic accuracy of the dense traffic roads.
In Section 7, we show that the loss of accuracy in the traf-
fic view has only a marginal effect on the re-routing effec-
tiveness, but greatly improves the privacy protection of
the users.

5 DISTRIBUTED RE-ROUTING STRATEGIES

If the server detects signs of congestion in the road network,
it will alert the vehicles by sending the updated map infor-
mation, i.e., the “updatedMap” parameter in Algorithm 2
containing tuples (road id, new computed travel time) for
all the roads that have a current travel time different from
the free flow travel time. The server sends messages only to
the vehicles that reported most recently and that are located
near a congestion spot, i.e., no further than three road seg-
ments from the congested segment. The server notification
triggers the re-routing process that consists of a dissemina-
tion phase and a route computation phase. In addition, the
dissemination phase has two sub-phases as presented in
Algorithm 2. When a vehicle receives such a notification
message either directly from the server or from the sur-
rounding vehicles, it executes the procedure described in
Algorithm 2. The first part of the procedure (lines 2–4 in
Algorithm 2) consists in disseminating to other vehicles the
updated travel times in the network. In the second part of
the dissemination phase, the vehicles that received the noti-
fication broadcast personal route information to the other
vehicles. The route information depends on the re-routing
strategy employed by DIVERT, i.e., either the k-shortest
paths or the OD pair of the vehicle (lines 6–10 and 11–15 in
Algorithm 2).

Algorithm 2. When Vehicle Receives a Congestion
Notification

1: procedure onCongestionNotification(updatedMap)
2: updateTravelTime(updatedMap) {update the travel time of

the map}
3: T computeBroadcastTime(this.rank) {compute when to

start the broadcast based on this vehicle’s rank}
4: broadcastUpdatedMap(T) {broadcast the updated travel

time map}
5: if this.currentPath intersects congestionSpots then
6: if dEBkSP then
7: computekShortestPaths(this, k) {compute the k shortest

path for itself}
8: wait(TmapBroadcast) {wait until the map broadcast phase

finishes}
9: broadcastkShortestPaths(T) {broadcast the k shortest

paths at time T}
10: end if
11: if dAR� then
12: getODPair(this) {get the OD pair for itself}
13: wait(TmapBroadcast) {wait until the map broadcast phase

finishes}
14: broadcastODPair(T) {broadcast OD pair at time T}
15: end if
16: end if

Algorithm 3.When Vehicle Receives the Broadcast

1: procedure onReceived(vehiclemsg)
2: v ¼ unpack(vehiclemsg) {unpack the message and extract

the vehicle data, e.g., rank, k paths or OD pair}
3: receiveddata.push(v) {put the vehicle data into the priority

queue based on the rank}

On receiving a route information message, the vehicles
store the received data as indicated in Algorithm 3. The
received data will be used in the route computation phase
to compute a new best path for the current vehicle. Note
that all the notified vehicles participate in the updated
map data dissemination, but only the vehicles whose cur-
rent paths traverse a congestion spot execute the compu-
tation phase (line 5 in Algorithm 2). We only re-route
vehicles that are directly impacted by congestion since
this is sufficient to alleviate congestion and improve the
travel times for all vehicles. Moreover, this approach
reduces the re-routing frequency for a driver and thus the
computation and communication overhead [29]. In the
remainder of this section, we present an overview of our
two centralized re-routing strategies that have proven to
be the most effective in alleviating congestion, and then
describe their distributed counterparts which allow the
vehicles to compute alternative paths in a collaborative
manner when congestion happens.

5.1 Overview of Centralized Re-Routing

The first centralized re-routing strategy is the Entropy
Based k Shortest Paths (EBkSP). The server first ranks the
vehicles to be re-routed as a function of their remaining
travel time to destinations (i.e., shortest time first). Then, it
computes k alternative shortest paths for each vehicle. The
server sequentially goes through the ranked list and assigns
to each vehicle the best path out of the k computed paths.
This is the least popular path among the k alternatives in
order to avoid potential future congestion. To compute the
least popular path, a weighted footprint counter as defined
below is attached to each road segment.

Definition - Weighted footprint counter. A weighted foot-
print counter, fci, of a road segment ri is defined as follows:
fci ¼ ni 	 vi, where ni is the total number of vehicles that are
assigned to paths that include segment ri, and vi is a weight

associated with ri. vi ¼ lenavg
leni	lanei	

Vfavg
Vfi

, where lenavg is the

average road segment length in the network, Vfavg is the average
free flow speed of the network, leni is the length of ri, Vfi is the
free flow speed of ri, and lanei is number of lanes of ri.

Specifically, the first vehicle is assigned the current best
path without considering others. Then, the footprints coun-
ters are updated based on the new path. When assigning
the second vehicle, the popularity scores of its k-shortest
paths are calculated as defined below, and the least popular
path will be chosen. The process is then repeated for the
rest of the re-routed vehicles.

Definition - Popularity of a path. Let ðp1; . . . ; pkÞ be the set of
paths computed for the vehicle which will be assigned next. Let
ðr1; . . . ; rnÞ be the union of all segments of ðp1; . . . ; pkÞ, and let
(fc1; . . . ; fcn) be the set of weighted footprint counters associ-
ated with these segments. The popularity of pj is defined as
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PopðpjÞ ¼ eEðpjÞ. EðpjÞ is the weighted entropy of pj and is

computed as EðpjÞ ¼ �
P

ri2pj
fci
N ln fci

N , N ¼P
ri2pj fci.

The second centralized strategy is the A� with Repulsion
(AR�) algorithm. AR� modifies the classical A� algorithm to
incorporate the other vehicle paths into the path computa-
tion of the current vehicle as a repulsive force. As with
EBkSP, the server ranks the vehicles to be re-routed and
computes the alternative path for each vehicle in this order.
The classical A� [18] uses a best-first search and a heuristic
function to determine in which order to visit the network
nodes (crossroads in our case). Given a node x, a heuristic
function F ðxÞ is computed as the sum GðxÞ þHðxÞ. GðxÞ is
the path-cost from the start node to x, which corresponds to
the travel time in our case, while HðxÞ is a heuristic estima-
tion of the remaining travel time from x to the destination
node. Typically, HðxÞ is computed as the Euclidean dis-
tance divided by the maximum speed on the roads. In
AR�, we modified the heuristic function F ðxÞ to include
the other vehicles sharing the same path as a repulsive
force. Specifically, we define the repulsive score RðxÞ of a
node x as the sum of the weighted footprint counters from
the starting node to node x. Thus, the path-cost function
becomes F ðxÞ ¼ ð1� bÞ 	 ðGðxÞ þHðxÞÞ þ b	RðxÞ, where
GðxÞ and HðxÞ are computed as in the original algorithm
and b is a weighting parameter. GðxÞ þHðxÞ measures the
travel time factor, while RðxÞ reflects the impact of other
vehicle traces on the examined path. Since the travel time
and the repulsive force use different metrics, we normalize
their values and compute F ðxÞ as a linear combination of
the two factors. The parameter b allows a variable weight-
ing between the travel time and the repulsive force; its
value is determined empirically to achieve the best AR�

effectiveness.

5.2 Distributed Re-Routing

EBkSP and AR� greatly improve the vehicles’ travel time.
However, these strategies are designed for a centralized
architecture in which all the re-routing computation is
done at the server side. Our objective is twofold. First, we
want to provide re-routing strategies that are based on the
same ideas as the effective centralized strategies, but that
can run in DIVERT. This is challenging, since the whole
computation can only be done by the vehicles in order to
comply with the system design principles (see Section 3.1).
Second, the distributed re-routing should ideally have sim-
ilar effectiveness as the centralized re-routing. In the fol-
lowing, we present dEBkSP (distributed EBkSP) and dAR�

(distributed AR�), two distributed re-routing strategies that
achieve these objectives.

Both dEBkSP and dAR� require the re-routed vehicles to
be ranked. In the centralized version, the rank of each vehi-
cle is assigned by the server. Here, each vehicle picks a ran-
dom rank value between 0 and rankmax, which is the
estimated total number of re-routed vehicles; rankmax is cal-
culated by each re-routed vehicle based on the traffic den-
sity of the incoming road segments no further than L
segments from the congestion point (e.g., L is 3 in our
experiments). A vehicle of a certain rank computes a new
route by considering the higher ranked vehicle paths. In

dEBkSP, each vehicle affected by congestion calculates the k
loop-less shortest paths based on its current OD pair and
the updated travel times on the roads. Then, the vehicles
disseminate their rank and k shortest paths in their region
for a predefined time interval (see Section 6). At the end of
the route dissemination phase, each vehicle receives the k
shortest paths of the vehicles in the region. However, given
the nature of the dissemination process, the information
gathered by a vehicle can be incomplete and different from
one vehicle to another. In the final route computation phase,
each vehicle iterates through the local sorted list of vehicles
for which it has received information. It selects the (poten-
tially) best path based on the original EBkSP algorithm for
each vehicle with a higher rank and eventually selects the
best path for itself.

Similarly, in the case of dAR�, the notified vehicle chooses
a random rank but it does not compute the k shortest paths.
Instead, the notified vehicles only broadcast their OD pairs.
In the event of a broadcast timeout, for each received OD
pair in the buffer, the vehicle applies the original AR� algo-
rithm to compute a virtual path. The current vehicle assumes
that the vehicle with that OD pair will take that virtual path.
By the end of the process, the current vehicle computes the
best shortest path for itself based on other vehicles’ paths.

Algorithm 4. Distributed EBkSP and AR�

1: procedure onBroadcastTimeOut()
2: receiveddata {all the received data}
3: Q = empty {a queue that stores the vehicle objects that have

already been processed}
4: while vi != this do
5: vi = receiveddata.pop()
6: if dEBkSP then
7: getkShortestPath(vi) {get the k shortest path for this

vehicle}
8: doEBkSP(vi, Q) {pick a path from the k paths for vehi-

cle vi based on vehicles’ paths with higher rank}
9: Q.push(vi){label the vehicle vi as a processed vehicle}
10: end if
11: if dAR� then
12: getODpair(vi) {get the OD pair for this vehicle}
13: doAR(vi, Q) {Compute a A star shortest path with

repulsion for this vehicle based on vehicles’ paths with
higher rank }

14: Q.push(vi){label the vehicle vi as a processed vehicle}
15: end if
16: end while
17: if dEBkSP then
18: getkShortestPath(this) {get the k shortest path for itself}
19: doEBkSP(this, Q) {pick a path from the k paths for itself

based on vehicles’ paths with higher rank}
20: end if
21: if dAR� then
22: getODpair(this) {get the OD pair for itself}
23: doAR(this, Q) {Compute a A star shortest pathwith repul-

sion for itself based on vehicles’ paths with higher rank }
24: end if

Algorithm 4 describes how dEBkSP and dAR* are exe-
cuted when the information dissemination phase ends.
dEBkSP and dAR� have opposite behaviors with regards
to the two main phases of the re-routing process. dEBkSP
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incurs a higher overhead in the communication phase
than dAR�. The packets in dEBkSP are significantly larger
than those in dAR�: dEBkSP packets contain the k short-
est paths, while dAR� packets contain only the vehicle
OD pair. On the other hand, the computation phase is
more efficient in dEBkSP than in dAR�. Since the paths
are individually computed and disseminated in dEBkSP,
a vehicle only has to choose between the k paths for all
the vehicles from which it has received re-routing data,
which has a very low computation cost. In dAR�, a vehi-
cle has to compute the shortest paths for all the vehicles,
ranked higher than itself, from which it has received re-
routing data. This computation difference is explained in
detail in Section 7.

6 VANET OPTIMIZATIONS FOR RE-ROUTING

INFORMATION SHARING

The effectiveness of the distributed re-routing strategies
mainly depends on the amplitude of the re-routing infor-
mation dissemination among vehicles. This dissemination
has two dimensions that are related. The first is repre-
sented by the total number of vehicles that receive re-
routing information in a congested region. The second
regards the average volume of information received by the
vehicles. Clearly, the higher the number of receiving
vehicles and the higher the amount of information are, the
more effective the re-routing process is. Ideally, each vehi-
cle affected by congestion should receive re-routing infor-
mation about all the vehicles in their region. In this case,
the re-routing process can have a similar effectiveness with
centralized re-routing. However, achieving this level of dis-
semination in VANETs is challenging for two main rea-
sons. First, the data dissemination has to be done in real-
time and therefore the dissemination time interval is short.
Typically, the data dissemination phase is limited to 0.2
seconds in the system. Second, regular data dissemination
in VANETs exhibits poor performance in congested areas
because of wireless contention [28].

In this section, we present four optimization techniques
implemented in DIVERT which are applied together to
improve the data dissemination efficiency in VANETs. These
techniques are: i) prioritized data dissemination, ii) k-shortest
paths compression, iii) XOR coding for packet loss recovery,
and iv) distance-based timer for efficient broadcast.

6.1 Prioritized Data Dissemination

DIVERT uses a prioritized dissemination to avoid that all the
notified vehicles in a region start broadcasting at the same
time, and thus reduce the network contention. When receiv-
ing a congestion notification, vehicle vi waits Ti seconds
before broadcasting its OD pair or its k-shortest paths. The
waiting time is determined based on the rank of the vehicle
defined in section 5. The rationale is that the higher rank
vehicle information is more important since each vehicle
computes its own path based on the higher ranked vehicle
paths. Therefore, the waiting time function in equation (4)
gives the higher ranked vehicles more time to disseminate
their path data:

ti ¼ a � rankgi þ Tmax;a ¼ �Tmax=rank
g
max: (4)

Tmax is the total dissemination time introduced in Sec-
tion 5, i.e., the time after which everyone stops disseminat-
ing and starts computing the new route. ranki is the rank of
vehicle vi and rankmax is the maximum rank of all vehicles
(e.g., the total number of selected vehicles). rankmax is esti-
mated by each vehicle from the road network density data
received at the beginning of the re-routing process. g is a
predefined system parameter that is set to be 1.5 in our
implementation. The waiting function has the following
properties: i) the waiting time ti for each vehicle is a value
in the interval [0, Tmax]; ii) the higher ranked vehicles wait
less time than the lower ranked vehicles. Specifically, the
vehicle with maximum rank transmits without waiting,
while the vehicle with lowest rank waits Tmax time.

Fig. 2 illustrates the ranking function when Tmax is 0.2 s
and rankmax is 300. As shown, if a vehicle has high rank, it
waits little time before broadcasting. Conversely, if the vehi-
cle’s rank is low, it waits a long time before broadcasting.

6.2 K Path Compression

Another option to optimize the information dissemination
between vehicles is data compression. On the one hand, a
large packet size increases the communication overhead
and decreases the dissemination effectiveness. On the other
hand, the MAC layer protocol limits the payload of a packet
that can be sent on the communication channel. The dAR�

re-routing strategy is very efficient from the communication
point of view since vehicles only disseminate their OD pair.
However, this is not the case in dEBkSP algorithm that
requires vehicles to transmit their k-shortest paths. Hence,
depending on the k value and the distance between the ori-
gin and destination, the size of the messages can be large.
Since the k-shortest paths generally present a high degree
of overlapping, a compression algorithm is proposed to
exploit this feature.

Fig. 3a shows a simple example of the potential space
saving that could be obtained for three paths between the
roads A and J. If all the three paths are naively broadcasted,
15 spaces are needed in total. However, the three paths only
cover nine distinct roads and therefore optimally need nine
spaces to be transmitted. To obtain a compact representa-
tion of the k paths without any loss of information, we rep-
resent only the differences between the k paths. Specifically,

Fig. 2. The ranking function for prioritized data dissemination.
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for path i, only the edges that are different from path i� 1
are included in the packet. A bit vector is used to represent
the position of the edges. As depicted in Fig 3b, the three
paths can be represented either in form (a) or form (b). The
’1’ in the bit vector of each row indicates that the edge in
that position is a different edge compared to the previous
path. Obviously, form (a) is better than form (b) since form
(a) uses one space less.

The problem comes down to finding the sequence of
the k paths resulting in the best compression. However,
this problem is reducible to the Hamiltonian path prob-
lem and therefore it is NP complete. Hence, a “greedy”
algorithm is described to iteratively compress the k paths,
based on the number of overlapping edges as shown in
Algorithm 5. The function CompressðP; PkÞ compresses
path P with respect to path Pk. The function produces a
bitmap of size equal to the number of segments of P , in
which bit i corresponds to the segment i in path P . Bit i
is set to 0 if the segment i belongs to path Pk and to 1 oth-
erwise. For each bit equal to 1 in the bitmap, the corre-
sponding node id is also generated by the compression
function in order to be able to re-compute path P based
on Pk and the compressed value of P .

Algorithm 5. K Shortest Path Compression

1: procedure compresskpath()
2: k = KPaths.size() {the number of paths}
3: P = KPaths[0] {the shortest path}
4: while k> 0 do
5: Pk = FindMostOverlappingPath(P)
6: P = Compress(P, Pk)
7: k = k-1
8: end while

6.3 XOR Coding for Packet Loss Recovery

Data dissemination in VANETs can be significantly affected
by packet losses. To allow vehicles to recover lost packets, a
supplementary XOR coding field is appended to each trans-
mitted packet similar to the work in [21]. When receiving a
packet, a vehicle may recover one of the lost packets from the
XORfield. This technique helps reducing the number of trans-
missions and also improves vehicles’ knowledge coverage.

Fig. 4 illustrates this concept wherein four vehicles {v1,
v2, v3, v4} are presented on roads A and B. At T0, packet p3
arrives at v1. Due to losses, the packets that the vehicle has
are: {v1: p0, p1, p2}; {v2: p1, p2}; {v3: p0, p1}; and {v4: p0,
p2}. At time T1, v1 broadcasts the latest received packet p3
with an appended field p0
p1
p2. Hence, both v2 and v3
can recover their missing packets p0 and p2, respectively,
from p3. Without a XOR coding field, two messages would
be required to recover p0 at v2 and p2 at v3. Similarly, at T2,
v2 broadcasts p3 with the coding field p0
p1, so that v4 can
recover p1 as well.

The question is how to figure out which packets should
be coded together. For example, if v1 appends the coding
field p0
p1 instead of p0
p1
p2, then only v2 can recover
p0, but v3 cannot recover p2. Therefore, to find the most effi-
cient coding, each vehicle needs to be aware of the other
vehicle’s packets. Using channel eavesdropping, vehicles
can obtain a certain amount of knowledge of the neighbor-
hood. To further improve this knowledge, a Bloom filter is
used for a compact representation of the knowledge of each
vehicle. Each time a packet is sent, the forwarding vehicle
attaches a Bloom filter encoding the set of vehicles’ identi-
fiers it has received so far. This is similar to the distributed

Fig. 3. Example of k-shortest paths compression.

Fig. 4. Message forwarding with XOR coding field.
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caching solution in [9]. When a vehicle A receives a packet
from a neighbor B, it obtains the current knowledge of B
from the Bloom filter. In this way, each vehicle can build up
a neighbor table containing the knowledge of its neighbors.
This table is essential for finding the best coding according
to COPE [21], and it is employed as described in Algo-
rithm 6. Specifically, to determine the best XOR coding field,
each vehicle uses its neighbor table to check if a neighbor
can decode P
Q (line 5), where P and Q are two vehicle
identifiers in the received data buffer.

Algorithm 6. Append XOR Coding Field

1: procedure setcodingfield()
2: P = receiveddata.pop()
3: for each neighbor i in neighbortable
4: repeat
5: while Q = receiveddata.pop() do
6: if neighbor i candecode (P xor Q) then
7: P = P xor Q
8: end if
9: end while
10: i = i+1
11: until i = neighbortable.end
12: end for

6.4 Distance-Based Timer for Efficient Broadcast

In DIVERT, a distance-based timer approach is used to
reduce excessive broadcasting when multiple vehicles are
within communication range. After receiving a broadcast
message, the vehicle waits for a certain time period until re-
broadcasting the message. The waiting time period is
inversely proportional to the distance between the receiving
vehicle and the source vehicle. Therefore, a vehicle that is
farther from the message source should re-broadcast the
message earlier. During the waiting period, if the current
vehicle receives copies of the message, it means that another
vehicle has already forwarded the message. Thus, the cur-
rent vehicle drops the message.

7 EXPERIMENTAL EVALUATION

The main objective of our simulation-based evaluation is to
study the performance of the distributed re-routing strate-
gies in DIVERT. Specifically, the evaluation has four goals:

� Assess the effectiveness and efficiency of DIVERT
compared to the centralized system.

� Investigate the performance difference between
DIVERT with and without privacy-aware traffic
reporting.

� Quantify the strength of the privacy protection
mechanism.

� Understand which VANET optimizations provide
the most benefits.

� Compare the CPU and network load at the server
between DIVERT and the centralized system.

7.1 Simulation Setup

We use Veins [34], an open source framework for running
vehicular network simulations, to facilitate our experiments.
TraCI [36] is employed to send commands to vehicles to
change their routes. We use sections of Brooklyn, NY and of
Newark, NJ for the road networks, which were downloaded
in osm format from OpenStreetMap [17]. We use the Netcon-
vert tool in SUMO [8] to convert themaps into a SUMOusable
format, and Trafficmodeler [30] to generate vehicle trips. All
roads have the same speed limit (13.9 m/s); some roads have
one lane in each direction, while others have just one lane.

Fig. 5 shows the traffic flows. We used Trafficmodeler to
generate a total of 1,000 cars from the left area to the right
area in Brooklyn, while in Newark we generate bidirectional
traffic with 883 cars (775 go in the congestion direction). The
number of cars is chosen in such a way as to create heavy
traffic and congestion (i.e., the travel time for a majority of
cars is significantly higher than the free flow travel time).
We generate the traffic at constant rate by deploying one car
each second in the simulator. For Brooklyn, the origins and
the destinations are randomly picked from the left area and
the right area, respectively. For Newark, the origins are
from the left and bottom areas of the map, while the destina-
tions are in the region at the top right corner, as shown in
Fig. 5. The statistics of the road networks are shown in
Table 1. By default, the shortest travel time paths are auto-
matically calculated and assigned to each vehicle at the
beginning of simulation based on the road speed limits. For
each scenario, we average the results over 10 runs, which is
sufficient because the result variation between the runs is
not significant. Tables 2 and 3 show the parameters used in
the distributed re-routing algorithm and in the Veins/
Omnet++ simulator, respectively.

Most of the re-routing parameters of the algorithms (i.e.,
the re-routing frequency, the congestion threshold, the vehi-
cle selection depth, the number of paths k, and the repulsion
weight b) are set as the default values of the centralized sys-
tem [29] and offer the best trade-off between reducing the
average travel time and system scalability in terms of com-
putation time. We use the same values for DIVERT in order
to be fair to the centralized version. However, since DIVERT

Fig. 5. Traffic flow in Brooklyn and Newark road networks.

TABLE 1
Statistics of Brooklyn and Newark Networks

Brooklyn Newark

Network area 75.85km2 24.82km2

Total number of road segments 551 578
Total length of road segments 155.55km 111.41km
Total number of intersections 192 195
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offloads the computation to individual cars, it can afford
higher re-routing frequency or lower congestion threshold,
and thus it is expected to obtain better results. Also, having
less frequent re-routing periods reduces the number of re-
routings and thus helps with the overall usability of the sys-
tem. The interested reader can refer to [20] for a detailed
study of the impact of the re-routing parameter values on
the re-routing efficiency and effectiveness.

7.2 Results and Analysis

Average travel time. Fig. 6 shows the average travel time for
DIVERT compared to the centralized system. DIVERT
achieves similar travel time as the centralized system for both
dEBkSP and dAR�, and both distributed strategies improve
the travel time bymore than 200 and 300 percent compared to
the no re-routing case in Brooklyn and Newark, respectively.
Specifically, the travel time for dEBkSP without privacy-
aware traffic reporting is only 1.4 percent less in Brooklyn and
8 percent less in Newark than the time for EBkSP. When
privacy-aware reporting is used, the performance decrease is
6.6 percent in Brooklyn and 25 percent in Newark. Similar
results are obtained for dAR�, with performance decrease of
0.9 and 13 percent without privacy and 10.2 and 24 percent
with privacy, in Brooklyn andNewark respectively.

The decrease in performance observed when comparing
the distributed strategies without privacy-aware reporting
with the centralized strategies is due to lost packets in
VANET during the path assignment phase of the strategies.
The number of lost packets is small because our VANET
dissemination optimizations reduce significantly the effect
of network contention. Therefore, the decrease in perfor-
mance due to missing global information is very small (at
most 8 percent) when compared to the increase in perfor-
mance obtained by these strategies w.r.t. the no re-routing
case (200–300 percent).

We learn three lessons from the results: (1) Each vehicle
only needs to know the trip information of its neighboring
vehicles to make re-routing effective. Global information
about all the vehicle routes brings minimal benefits. (2) The
re-routing with privacy-aware reporting is less effective
because the server may misestimate the travel time on cer-
tain road segments. However, the benefits of providing
higher privacy overcome this generally acceptable perfor-
mance loss. (3) dAR� achieves better performance than
dEBkSP. This is due to the tiny packet size of dAR�, which
leads to less contention and thus fewer packet losses. How-
ever, dEBkSP is more robust than dAR� to privacy-aware
reporting and packet losses.

One important question is how good DIVERT’s results
are when compared to state-of-the-art research in traffic re-
routing. Fig. 6 also shows the results obtained by a DTA
tool [13], which attempts to achieve stochastic user equilib-
rium through an iterative simulation process. We use 100
iterations, double the number specified in [13]. The higher
the number of iterations, the higher the probability to reach
a user equilibrium state for the traffic. Despite not being a
viable solution for real-time traffic guidance due to its very
high computational complexity coupled with high traffic
dynamics and imperfect traffic knowledge, DTA is valuable

TABLE 3
Simulation Parameters

Channel frequency 5.890e9 Hz
Propagation model Two ray
Fading model Jakes’ model rayleigh fading
Shadowing model LogNormal
Antenna model Omnidirectional
Transmission power 20 mW
Propagation distance 500 m
Maximum hop 10
PHY model 802.11p
MACmodel EDCA

Fig. 6. Average travel time (Tmax=0.2 s, k=8).

TABLE 2
Parameters in Distributed Re-Routing Algorithms

Period The frequency of triggering the
re-routing; by default period=450s

Threshold d Congestion threshold; if
Ki=Kjam > d, the road segment is
considered congested; by default
d ¼ 0:7

Level L Network depth to select vehicles for
re-routing starting from the congested
segment; by default L ¼ 3

# Paths k The max number of alternative paths
for each vehicle; by default k ¼ 8

Repulsion weight b The weight of repulsion in dAR�; by
default b ¼ 0:05

Broadcast timeout
Tmax

The maximum duration of the
broadcast of the trip data, by default
Tmax ¼ 0:2s

Privacy threshold u The privacy threshold; if
Ki=Kjam > u, the vehicle starts to
report the road density in the privacy
enhancement component; by default
u ¼ 0:5
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because it gives us a lower bound on the travel time. The
experimental results showed that DTA achieves results
comparable with our centralized strategies. The experimen-
tal results showed that DTA achieves results comparable
with our centralized strategies. AR results in an increased
average travel time of 1.4 percent and 11.6 percent for
Brooklyn and Newark, respectively. EBkSP results in an
increased average travel time of 13.1 percent and 14 percent,
respectively. However, our previous work [29] has shown
that EBkSP and AR* are more computationally efficient and
scalable than DTA, which makes them more appropriate for
use in real-life applications. Since dEBkSP and dAR*
achieve travel times just slightly less than EBkSP and AR*,
we conclude that their performance is close to the lower
bound provided by DTA.

Distribution of travel time. The average travel time meas-
ures the performance of the system from a global point of
view. Here, the performance from a driver point of view is
investigated. The relative travel time (RelT) is defined as the
actual travel time divided by the travel time without re-
routing. It measures the travel time gains or losses for indi-
vidual drivers. Fig. 7 presents the CDF of RelT. We observe
that the system manages to improve the travel time for a
large majority of drivers. However, there are a few drivers
who experience increased travel time. This increase is lim-
ited to less than 50 percent for most of these drivers on
both Brooklyn and Newark networks. From the figure, we
notice that dAR� produces better results than dEBkSP (both

include privacy-aware reporting). Compared to the central-
ized versions, both have just slightly worse results.

The explanation for the increase is that our focus is a
system-wide optimization of the average travel time, not
user equilibrium which is computationally expensive and
difficult to achieve in the presence of congestion. From a
practical point of view, a few bad experiences could impact
the adoption rate. Therefore, we plan to investigate methods
to bound this increase to low values.

Given the similarity of the results for the two networks,
we provide results only for the Brooklyn network in the
remainder of this section.

Distribution of privacy leakage. We use the formula desc-
ribed in Section 4.1 to quantify the privacy leakage as shown
in Fig. 8. These results demonstrate one of the major advan-
tages of DIVERT: it reduces the privacy leakage by up to
92 percent for both dEBkSP and dAR�. This is due to the
fact that privacy-aware reporting avoids submitting location
reports from highly sensitive low density roads and submits
reports with low per-vehicle frequency in high density
roads. Therefore, drivers are less prone to be identified by
the untrusted server and their location reports are difficult
to be linked to each other; thus, driver location privacy is
protected. On average, dAR� has less privacy leakage than
dEBkSP because it has lower travel time: in dAR�, each
vehicle finishes the journey faster, and thus there are fewer
location reports.

Re-routings frequency per hour. From the system point of
view, having a low number of re-routings means decreasing
user distraction. Fig. 9 shows the CDF of re-routing fre-
quency per hour in the distributed strategies compared to
their centralized counterparts. EBkSP and AR� have a rela-
tively low number of re-routings due to the global knowl-
edge of all vehicles’ paths. Nevertheless, the distributed
strategies only result in 4.5 and 0.4 percent more re-
routings, respectively. Thus, DIVERT proves to be practical
from this perspective as well.

Computation cost. In DIVERT, the bottleneck at the server
of computing all the alternative paths is removed. If the
computation time is high in the centralized system, the driv-
ers would be informed too late about alternative paths, thus
defeating the purpose of the system. In DIVERT, each car
performs its own path computation using information
received from neighboring vehicles. Therefore, this system
is expected to have higher scalability. To prove this hypoth-
esis, experiments are performed on a smart phone
(the expected computing platform in the vehicles) and the

Fig. 7. CDF of relative travel time (Tmax=0.2 s, k=8).

Fig. 8. CDF of privacy leakage.
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obtained results are plugged into analytical formulas for the
two distributed strategies.

The total time consumed for dAR� is the sum of the com-
munication time among vehicles to collect information and
the actual local computation time at a vehicle. Since the
number of received trip data is a function of Tmax (the com-
munication time), the total time consumed for dAR� is

Ttotal
dAR� ¼ Tmax þ fðTmaxÞ � CðAR�Þ, where fðTmaxÞ is the

number of received re-routing data items and CðAR�Þ is the
cost of computation to perform AR� on one OD pair.

For dEBkSP, Ttotal
dEBkSP ¼ Cðk pathsÞ þ Tmax þ fðTmaxÞ �

CðEBkSP ÞÞ, where Cðk pathsÞ is the computation cost for k
loop-less shortest paths for one OD pair and CðEBkSP Þ is
the cost to select one path from k paths. The complexity of
EBkSP only depends on k and the average path length
which can be considered negligible. Therefore, dEBkSP has
higher computational efficiency than dAR� since the com-
putation time of dAR� is influenced heavily by the number
of received re-routing data items whereas the computation
time of dEBkSP is basically only Cðk pathsÞ.

To evaluate the running time of these strategies on
mobile platforms, we developed a C++ Android application
on Samsung Galaxy SGH-T959V. The average computation
time is measured on the initial OD pairs for the 1,000
vehicles in these experiments. Table 4 shows the computa-
tion cost of a single OD pair for each algorithm. The maxi-
mum number of received trip data items for dAR�, when
Tmax=0.2 s, is 82. Thus, the estimated computation time in
the worst case for dAR� is 0.2+82*0.14=11.68s. The estimated
computation time for dEBkSP is 0.386+0.2=0.586s. While
both results demonstrate that DIVERT works well in prac-
tice for this scenario, it is clear that dEBkSP scales better. In
larger regions with many vehicles, dAR� may not be able to
meet the real-time constraints.

Impact of VANET optimizations. During our implementa-
tion and testing phase, we noticed that the prioritized broad-
cast and the distance-based timer approach are essential in
our system because without them very little re-routing

information is exchanged among the vehicles due to conten-
tion in congested regions. Among the remaining two optimi-
zations, i.e., K path compression and XOR coding, the path
compression brings the most benefits for the dEBkSP strat-
egy. Fig. 10 shows the benefits of compression on this
strategy.

We observe that compression improves the average
travel time by 12 percent for k=4. This is due to the fact that
compression reduces the packet size and improves the
number of re-routing data items each vehicle can gather in
VANET. When k increases, dEBkSP continues to lower the
travel time. Due to the compression, when k turns from
four to eight, the addition to the packet size remains small.
Therefore, dEBkSP is able to achieve very similar perfor-
mance as the centralized version.

Let us notice that only dEBkSP can take advantage of larger
k values, while the centralized version cannot. A larger k
allows for better traffic balancing but introduces higher
computational complexity since the centralized server needs
to compute k paths for all the selected vehicles. This is not a
problem for dEBkSP which distributes the path computation
to individual vehicles. Therefore, dEBkSP can result in higher
performance than EBkSPwhen higher k values are used.

The XOR coding optimization also plays an important
role in improving the data dissemination process so that
each vehicle is able to receive more routing information
from the nearby vehicles. The results in Fig. 11 show that
XOR coding increases the average number of received
re-routing data items by 41 percent for dEBkSP and by
57 percent for dAR�. The benefit is lower for dEBkSP
because dEBkSP generates larger packets than dAR�, and
appending the XOR coding field increases even more the

Fig. 11. The average number of received re-routing data items.

Fig. 9. CDF of re-routing frequency per hour (Tmax=0.2s, k=8).

TABLE 4
Average Computation Time for One OD Pair

dijkstra k shortest paths k=8 AR�
0.244s 0.386s 0.14s

Fig. 10. The average travel time with and without compression for
dEBkSP. The other optimizations are applied in both cases.
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packet size. However, in spite of this significant improve-
ment in the amount of disseminated data, the gain in the
average travel time is only marginal as illustrated in
Fig. 12. The explanation is that knowing the nearby vehi-
cles’ path information is sufficient for dEBkSP and dAR�

to provide similar re-routing effectiveness with their cen-
tralized counterparts, as already indicated in our first
observation under the “Average travel time” results.

Scalability. DIVERT improves the system scalability by
reducing the CPU utilization at the server side and reducing
the number of messages exchanged between the server and
the vehicles.

The graph computation in DIVERT has two parts. One is
to update the travel time in the road network, equivalent to
updating the weights of the graph’s edges. The other is to
compute the shortest paths in the road network. Updating
the graph has an OðEÞ complexity, while the path computa-
tion has an OðN log ðN þ EÞÞ complexity. We performed an
experiment to compare the two parts for our specific settings.
Table 5 shows that the graph weight updating time is
approximately 0.001 percent of the path computation for the
centralized versions of EBkSP and AR*. Since DIVERT off-
loads the path computation to the vehicles and the server is
only responsible for the graphweight updating, these results
demonstrate a substantial CPU load reduction at the server.

DIVERT also reduces the network load on the server,
which could become a major bottleneck as the number of
vehicles increases. Since the privacy enhancement protocol
only allows vehicles to send traffic reports when the privacy
metric meets the probabilistic criterion, the number of mes-
sages is decreased by 95 percent, as indicated in Fig. 13.

8 CONCLUSIONS

The article demonstrates that a practical, cost-effective,
and efficient traffic re-routing system can be implemented
and deployed in real-life settings. This system, DIVERT,
offloads a large part of the re-routing computation at the

vehicles, and thus, the re-routing process becomes scalable
in real-time. To make collaborative re-routing decisions,
the vehicles exchange messages over VANETs. We have
optimized VANET data dissemination to allow for effi-
cient distributed re-routing computation. In addition, the
system balances user privacy with the re-routing effective-
ness. The simulation results demonstrate that, compared
with a centralized system, DIVERT increases the user pri-
vacy substantially, while the re-routing effectiveness is
minimally impacted.
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