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CHAPTER I

Results obtained and publications

My research has focused on the mathematical and numerical analysis of methods for
electronic structure, with a particular focus towards the periodic systems that form the
basis of our understanding of solids. In Chapter II, I give a brief introduction to the
theory of electronic structure, and in Chapters III, IV and V I outline my contributions
respectively to the analysis of periodic systems, to the construction of Wannier functions
and to the design of iterative numerical schemes.

Here I briefly summarize my contributions, and the resulting publications. All these
contributions have been performed after my PhD thesis. In this chapter, my papers are
cited as a letter and a number, where the letter refers to the chapter (P, W and I for
chapters III, IV and V respectively). In the rest of the document, the bibliography is split
between my papers, cited as a number [1], and other papers, cited as [Abc1].

I.1. Periodic quantum systems

In Chapter III, I study the theory and computation of properties of periodic quantum
systems. The goal is to provide rigorous mathematical models for the ground state and
response properties of solids, and to analyze the numerical methods used to compute them.
I have in particular focused on the case of metals, which present distinct theoretical and
numerical challenges due to the absence of a gap between occupied and virtual states.

In [P1], we have studied the convergence properties of commonly used numerical meth-
ods for metallic systems: direct Brillouin zone integration and smearing methods. We
proved error estimates which provide practical guidance on the choice of numerical pa-
rameters. In [P2], I have studied the existence theory and screening properties of finite-
temperature solids, and proved that an appropriately preconditioned self-consistent field
method has a convergence rate independent of the size of the supercell. In [P3], we have
studied a simple quantum model of electronic transport in crystals, and proved in a uni-
fied setting estimates for the current in insulators, metals and semimetals, in the linear
response and adiabatic regime.

My co-authors on this topic are Eric Cancès, Virginie Ehrlacher, Sami Siraj-Dine
(ENPC and Inria), David Gontier (Dauphine), Clotilde Fermanian Kammerer (Créteil),
and Damiano Lombardi (Inria Paris). The methodological tools used are elliptic and
evolution partial differential equations, nonlinear analysis, perturbation theory, numerical
analysis and complex analysis.

[P1] E. Cancès, V. Ehrlacher, D. Gontier, A. Levitt, and D. Lombardi. Numerical quadra-
ture in the Brillouin zone for periodic Schrödinger operators. Accepted in Numerische
Mathematik, 2019.

[P2] A. Levitt. Screening in the finite-temperature reduced Hartree-Fock model. Accepted
in Archive for Rational Mechanics and Applications, 2018.

[P3] E. Cancès, C. Fermanian Kammerer, A. Levitt, S. Siraj-Dine. Coherent electronic
transport in periodic crystals. Submitted, 2020.
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I.2. Wannier functions

In Chapter IV, I study the construction and properties of Wannier functions for pe-
riodic systems. Wannier functions can be dually seen in real space as a localized repre-
sentation of an energy subspace, or in reciprocal space as a method for the interpolation
of band structures. They prove useful in a large number of contexts, from understand-
ing bonding in crystals to computing electron-phonon interactions. Mathematically, the
very existence of localized Wannier functions is highly non-trivial, failing in the case of
materials with topological order. Numerically, this means that the standard methods are
fragile, depending sensitively on user input. This problem is more pronounced in the case
of metals, whose band structure is entangled.

In [W1], we have proposed and implemented a method that robustly builds localized
Wannier functions for isolated band structures, and extended it to topologically challenging
systems in [W4]. In [W2], we proposed a mathematical definition of Wannier functions
for entangled band structures, mirroring established numerical practice, and proved their
localization under certain conditions. We finally proposed new numerical methods for their
construction in [W3], and showed that the most widely used class of Wannier functions
for entangled band structures are only algebraically localized.

My co-authors on this topic are Eric Cancès, Sami Siraj-Dine, Gabriel Stoltz (ENPC
and Inria), Horia Cornean (Aalborg), Anil Damle (Cornell), David Gontier (Dauphine),
Lin Lin (Berkeley), Domenico Monaco (Rome), Gianluca Panati (Rome). The method-
ological tools used are differential geometry and homotopy theory.

[W1] E. Cancès, A. Levitt, G. Panati, and G. Stoltz. Robust determination of maximally
localized Wannier functions. Physical Review B, 95(7):075114, 2017.

[W2] H.D. Cornean, D. Gontier, A. Levitt, and D. Monaco. Localised Wannier functions
in metallic systems. In Annales Henri Poincaré, pages 1–25. Springer, 2017.

[W3] A. Damle, A. Levitt, and L. Lin. Variational formulation for Wannier functions with
entangled band structure. Multiscale Modeling & Simulation, 17(1):167–191, 2019.

[W4] D. Gontier, A. Levitt, and S. Siraj-Dine. Numerical construction of Wannier func-
tions through homotopy. Journal of Mathematical Physics, 60(3):031901, 2019.

I.3. Iterative methods

Chapter V gathers collaborative works on iterative numerical methods in different con-
texts (electronic structure, polarizable force fields, exploration of potential energy surfaces,
Bose-Einstein condensation).

In [I1,I2], based on my postdoctoral work at CEA, we proposed a Chebyshev method
to avoid communications in the iterative diagonalization of the Hamiltonian of plane-wave
density functional theory, yielding large speedups on massively parallel supercomputers.
In [I5], we studied the convergence and non-convergence properties of the widely used
dimer method to compute saddle points of potential energy surfaces, concluding that
such methods intrinsically lack robustness. In [I4], we proposed a constrained precondi-
tioned conjugate gradient for the computation of Bose-Einstein condensates, more efficient
than the previously used methods based on imaginary time integration (gradient descent).
In [I3], we differentiated explicitly a truncated conjugate gradient to compute efficiently
exact forces for polarizable force fields, leading to more stable dynamics.
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My co-authors on this topic are Xavier Antoine, Qinglin Tang (Nancy), Christoph
Ortner (Warwick), Qinglin Tang, Marc Torrent (CEA), as well as a large body of authors
around the Tinker-HP and ABINIT codes. The methodological tools used are linear and
nonlinear iterative methods, numerical optimization and high-performance computing.

[I1] A. Levitt and M. Torrent. Parallel eigensolvers in plane-wave density functional
theory. Computer Physics Communications, 187:98–105, 2015.

[I2] X. Gonze, F. Jollet, et al. Recent developments in the ABINIT software package.
Computer Physics Communications, 205:106–131, 2016.

[I3] F. Aviat, A. Levitt, B. Stamm, Y. Maday, P. Ren, J.W. Ponder, L. Lagardere, and
J-P. Piquemal. Truncated conjugate gradient: an optimal strategy for the analytical
evaluation of the many-body polarization energy and forces in molecular simulations.
Journal of Chemical Theory and Computation, 13(1):180–190, 2016.

[I4] X. Antoine, A. Levitt, and Q. Tang. Efficient spectral computation of the stationary
states of rotating Bose–Einstein condensates by preconditioned nonlinear conjugate
gradient methods. Journal of Computational Physics, 343:92–109, 2017.

[I5] A. Levitt and C. Ortner. Convergence and cycling in walker-type saddle search algo-
rithms. SIAM Journal on Numerical Analysis, 55(5):2204–2227, 2017.
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CHAPTER II

Introduction to electronic structure

The ultimate goal of molecular simulation is to compute from first principles the prop-
erties of molecular systems, from a single atom in vacuum to macroscopic materials. This
is certainly an ambitious program. First, while the basic equations dictating the behavior
of microscopic particles have been known since the 1920s, their complexity grows expo-
nentially with the system size, making it impossible to use them directly. Second, this is a
multiscale problem, with length and time scales spanning more than ten orders of magni-
tude. Fortunately, both these difficulties are amenable to approximations that make them
tractable. Theoretical and methodological improvements, combined with the continual
increase in computing power, have resulted in molecular simulation transitioning from a
theoretical tool yielding insight into the fundamental behavior of matter to a quantitative
theory, able to predict many properties to good accuracy. As a result, answering the fol-
lowing questions from first principles is now routine, and can be computed in a matter of
minutes on a laptop:

• What is the equilibrium geometry of the H2O molecule?
• What is the reaction rate of the reaction H2 + F2 → 2 HF?
• What is the lattice structure of silicon?
• What is the color of gold?

More complicated properties such as phase diagrams or electrical conductivities can be
obtained with more computer power.

Accessing more complicated properties and systems is an extremely active area of
research, with direct applications in chemistry, biology, physics and materials science.
Contemporary methodological research focuses on large systems, correlated electrons, and
interactions of systems with their environment.

The field of molecular simulation forms a rich playground for applied mathematics.
The first challenge is theoretical. Are the equations well-posed? What are the properties of
their solutions? How do they behave in various regimes? Understanding the Schrödinger
equation and its consequences has historically led to the development of large parts of
mathematics, such as functional analysis and spectral theory. Since then, molecular sim-
ulation in general and electronic structure in particular have proven to be rich sources
of mathematical problems, as well as avid consumers of mathematical tools: very few
mathematical fields do not apply in one form or the other to the problems of molecular
simulation.

The second challenge is numerical. Once an appropriate approximation and a system
of interest have been selected, how do we solve the equations robustly, accurately and
efficiently? The numerical computation of electronic structure has a long history in both
quantum chemistry and solid-state physics. Starting from theories already established
in the ’60s, methodological advances and the growth in computing power have pushed
electronic structure from a qualitative theory of fundamental physics to a commonly-used
tool able to make quantative predictions on systems of scientific and industrial importance.
The rise of new methodologies such as high-throughput screening of materials, as well as
changes in computing paradigms towards mass parallelism, impose ever more constraints
on the numerical methods used.
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The purpose of this introduction is to give an overview of the methodology for the
simulation of molecules and materials at the quantum level. This methodology is of
interest both to chemistry and biology, which simulates molecules and proteins in their
environment, and to condensed-matter physics, which simulates crystals and their defects
as well as liquids. The equations to be solved are the same; however, the environments,
properties of interest, approximations, discretizations and solution methods may not be.
In practice, both communities are separate, with relatively little overlap. This introduction
tries to present ideas in a general way, but is biased towards my work, which targets mostly
condensed-matter applications.

In the rest of this chapter, we will introduce the general laws governing many-body
systems at the quantum level, and their various approximations, in particular Kohn-Sham
density functional theory. We then explain the standard methodology for the simulation of
crystals, the pseudopotential method in a plane-wave basis set, and discuss the numerical
methods used to solve the resulting equations. We focus in this introductory chapter on
finite molecular systems; infinite periodic systems (crystals) are discussed in Chapter III.

II.1. Quantum mechanics of many-body systems

Consider a system of N electrons and M nuclei, coupled through the Coulomb inter-
action. We denote by xi the coordinates of the electrons, and by Ra those of the nuclei.
As is usual in the mathematical theory of such systems, we ignore spin degrees of freedom
for simplicity; spin is of course important in practice, but is easily incorporated into the
theory. We use atomic units in which the mass and charge of the electron as well as the
reduced Planck constant are one.

The quantum state of N electrons andM nuclei is represented by a normalized element
of the Hilbert space

H =
(
⊗NAL2(R3,C)

)
⊗
(
⊗ML2(R3,C)

)
.

where ⊗NAL2(R3,C) is the N -fold antisymmetrized tensor product, which can be identified
with the set of functions in L2(R3N ,C) satisfying the antisymmetry condition

ψ(xσ1 , . . . , xσN ) = ε(σ)ψ(x1, . . . , xN )(1)

for all permutations σ, and where ε(σ) is the signature of the permutation. The elements
of H are functions of the 3N electronic and 3M nuclear degrees of freedom; their square
modulus represents the probability of finding the nuclei and electrons at a given position.
We have here considered nuclei to be distinguishable particles, and ignored all relativis-
tic effects. This is a very good approximation for ordinary chemistry, with the notable
exception of relativistic effects on core electrons (see [Pyy12] for a review).

The Hamiltonian is

H =
N∑
i=1
−1

2∆xi +
M∑
a=1
− 1

2ma
∆Ra −

N∑
i=1

M∑
a=1

qa
|xi −Ra|

+
∑

1≤a<b≤M

qaqb
|Ra −Rb|

+
∑

1≤i<j≤N

1
|xi − xj |

(2)

where qa and ma are the charge and mass of atom a. The terms correspond respectively
to the kinetic energy of the electrons and nuclei, and the electron-nuclei, nuclei-nuclei and
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electron-electron interactions. The time-dependent Schrödinger equation is

i∂tψ = Hψ.(3)

It is remarkable that these two simple equations (2) and (3) contain the answers to the
questions asked above, and many more besides.

The main theoretical and practical problem is that of entanglement. A quantum state
of the many-body Hamiltonian H is an object in (a subspace of) L2(R3(N+M),C), which
contains too much information to be useful. One cannot speak of the state of a single
particle without specifying the state of all the others, all particles being coupled together
through the Coulomb interaction. Accordingly, a direct numerical discretization of the
Schrödinger equation has a state space whose dimension grows exponentially with N+M ,
which makes it intractable even for small molecules. As was remarked by Paul Dirac in
1929, “the underlying physical laws necessary for the mathematical theory of a large part
of physics and the whole of chemistry are thus completely known, and the difficulty is only
that the exact application of these laws leads to equations much too complicated to be
soluble. It therefore becomes desirable that approximate practical methods of applying
quantum mechanics should be developed, which can lead to an explanation of the main
features of complex atomic systems without too much computation” [Dir29].

The first simplication arises because the nuclei are much heavier than the electrons (the
proton-to-electron mass ratio is about 1836), so thatma � 1. Two mathematically distinct
phenomena then occur: first, the dynamics of the electrons and nuclei is approximately
adiabatically decoupled. Let

Hel(R) =
N∑
i=1
−1

2∆xi −
N∑
i=1

M∑
a=1

qa
|xi −Ra|

+
∑

1≤a<b≤M

qaqb
|Ra −Rb|

+
∑

1≤i<j≤N

1
|xi − xj |

be the electronic Hamiltonian for a given nuclei configuration R, acting on the electronic
degrees of freedom ⊗NAL2(R3,C). If this Hamiltonian has a non-degenerate ground state
ψel,R(x) with energy E0(R), which is well-separated from the rest of the spectrum, the wave
function of the total system can be approximated as ψ(x,R, t) ≈ ψnucl(R, t)ψel,R(R, x).
The effective nuclear Hamiltonian is then

Hnucl =
M∑
a=1
− 1

2ma
∆xa + E0(R)

with E0(R) the ground state energy of Hel(R). One can perform an additional approxima-
tion and treat the nuclei semiclassically as point particles, replacing Hnucl by the classical
Hamiltonian ∑M

a=1
1

2ma p
2
a + E0(R) on the phase space R6M . This combined approxima-

tion is usually known as the Born-Oppenheimer approximation. We refer to [Teu03] and
references therein for a mathematical justification of this approximation. It is generally
accurate as long as the ground-state of Hel(R) is non-degenerate. By the von Neumann-
Wigner theorem, eigenvalue crossings of real Hamiltonians happen generically when two
independent parameters are varied [NW29]. This gives rise to conical intersections that
play an important role in several chemical processes [Bae06].
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Assuming the Born-Oppenheimer approximation, we are left with the task of comput-
ing the ground state energy E0(V ) of operators Hel(R), of the form

HV =
N∑
i=1

(
−1

2∆xi + V (xi)
)

+
∑

1≤i<j≤N

1
|xi − xj |

on ⊗NAL2(R3,C), for Coulomb potentials

V (x) =
N∑
i=1

M∑
a=1

qa
|xi −Ra|

+
∑

1≤a<b≤M

qaqb
|Ra −Rb|

.

This Hamiltonian is self-adjoint with domain{
ψ ∈ ⊗NAL2(R3,C), ∆ψ ∈ L2(R3N ,C)

}
.

This was proven in 1951 by Kato, by what is now seen as a routine application of the
Kato-Rellich theorem [Kat51]. This ensures the well-posedness of the time-dependent
Schrödinger equation, as well as a decomposition of the spectrum into eigenvalues and
continuous spectrum. When M ≥ N , the spectrum of HV is composed of infinitely many
eigenvalues Ei, accumulating from below at a limit Σ, and continuous spectrum [Σ,+∞)
[RS72].

Provided that E0(R) can be computed, many quantities of interest can be accessed.
For example, minimizing E0(R) with respect to R yields the equilibrium geometry of a
molecule. The vibration frequencies can be obtained by diagonalizing the Hessian∇2E0(R)
at the equilibrium geometry. More complicated properties can be accessed by perturbing
the Hamiltonian (for instance, polarization effects can be examined by adding an electric
field). It is therefore of fundamental importance to be able to compute ground states of
electronic Hamiltonians.

II.2. Approximation methods

It is instructive to consider the case where the electron-electron interaction is neglected.
In this case,

H̃V =
N∑
i=1

(
−1

2∆xi + V (xi)
)

is the sum of N copies of the single-body operator h = −1
2∆ + V , acting on each electron

separately. When V is a Coulomb operator, the spectrum of h is composed of infinitely
many negative eigenvalues λ1 ≤ λ2 ≤ . . . accumulating at 0, and positive continuous
spectrum. Let φ1, φ2, . . . be orthonormal associated eigenvectors. Assuming that λN <
λN+1, the unique ground state of H is given by the Slater determinant

Ψ(x1, . . . , xN ) = 1√
N !

det
(
(φi(xj))i,j=1,...,N

)
and the associated eigenvalue is E = ∑N

i=1 λi. The form of Ψ reflects the Aufbau principle
of chemistry: the ground state is built by filling the available states in order of energy. This
is imposed by the antisymmetry of the wavefunction, which implies the Pauli exclusion
principle: the N electrons cannot simultaneously occupy the same electronic state φ1, and
so must fill up higher energy states φ1, . . . , φN .
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The study of the single-body operator −1
2∆ + V is therefore a fundamental starting

point to undertand the much more complicated interacting case. The spectral theory of
single- and many-body Schrödinger operators, and its relationship with static and dynamic
properties, has been a major topic in mathematical physics, and detailed studies have
investigated properties such as scattering, resonances or semiclassical asymptotics (see
[HS12] for an elementary introduction, and [Sim00] for a review).

In the general case where the Coulomb interaction cannot be neglected, approximation
techniques have to be designed. These fall into three broad classes:

• Wavefunction methods, which postulate a specific functional form for the wave
function ψ and optimize its parameters to minimize the energy. The simplest
method in this class, the Hartree-Fock method, postulates that Ψ is a Slater
determinant, as in the non-interacting case, and then optimizes the orbitals φi
to minimize the many-body energy. More sophisticated methods include con-
figuration interaction, coupled cluster and density matrix renormalization group
methods. We refer to [HJO14] for a comprehensive overview.
• Quantum Monte Carlo, which uses the Monte-Carlo method to bypass the curse
of dimensionality. In its basic form, the simplest representative of that class of
method seeks to find the minimum eigenstate of a Hamiltonian H by solving the
“imaginary-time” equation

∂tψ = −(H − E0)ψ(4)
where E0 is an estimate of the ground-state energy. This is nothing but a gra-
dient descent algorithm on the Rayleigh quotient, and has the effect of damping
the modes associated with eigenvalues greater than E0 (excited states). This
equation is then solved by exploiting the Feynman-Kac formula to link the high-
dimensional partial differential equation (4) with a stochastic differential equa-
tion. We refer to [HLR94] for details, and to [CJL06] for a mathematical analysis.
• Density Functional Theory (DFT), which takes as its central object the density

ρ(x) = N

∫
R3(N−1)

|ψ(x, x2, . . . , xN )|2dx2 . . . dxN

and tries to express the energy as a function of ρ only. The most widely used
version is Kohn-Sham density functional theory, which uses a fictitious system of
independent particles to approximate the energy of a given density [KS65].

All of these methods are, in their basic formulations, completely ab initio: they do not
involve free parameters that have to be fitted to experimental data. Roughly speaking,
quantum Monte Carlo and wavefunction methods can give accurate results for small sys-
tems (tens of atoms); modern density functional theory methods scale up to thousands of
atoms, but are less systematically improvable. Nevertheless, they have been found to give
very good results for many systems of interest, especially in solid-state physics.

In the rest of this document, we will focus on density functional theory.

II.3. Density functional theory

Density functional theory refers to a number of methods that reformulate the task of
finding the ground state of the many-body Hamiltonian HV as a variational principle on
the density ρ. They can be ordered as a hierarchy of methods that vary in mathematical
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and numerical complexity, from the simple Thomas-Fermi model to sophisticated hybrid
and meta-GGA models. We describe briefly this “Jacob’s ladder” [BW13].

II.3.1. Density functional theory and the Thomas-Fermi model. We first
recall the variational principle for a Hamiltonian

HV =
N∑
i=1

(
−1

2∆xi + V (xi)
)

+
∑

1≤i<j≤N

1
|xi − xj |

with ground state energy E0:
E0 = inf

ψ∈W
〈ψ,HV ψ〉,

with
W =

{
ψ ∈ ⊗NAL2(R3,C), ‖ψ‖L2 = 1, ‖∇ψ‖L2 <∞

}
.

Since

〈ψ,HV ψ〉 = 〈ψ,H0ψ〉+
∫
ρψV,

we have

E0 = inf
ρ∈X

(∫
ρV + F (ρ)

)
.(5)

with
X = {ρψ, ψ ∈ W}

F (ρ) = inf
ψ∈W,ρψ=ρ

〈ψ,H0ψ〉

The variational principle (5) was first proposed by Hohenberg and Kohn [HK64], then
justified under the constrained search formalism above by Levy and Lieb [Lev79; Lie83].
Formally, we have formulated the problem of computing E0 as a minimization of a func-
tional of the density only. This is a drastic reduction in complexity, as the density is a
function of three position variables only. We first note that the set X can be characterized
explicitly (the N -representability problem for densities) [Lie83, Theorem 1.2] :

X =
{
ρ ∈ L1(R3), ρ ≥ 0,

∫
ρ = N,

√
ρ ∈ H1(R3)

}
.

If N = 1, this is easy, as for a given ρ one can simply choose ψ = √ρ. For N > 1, the proof
proceeds by constructing a Slater determinant whose orbitals all have the same density√
ρ/N , but with a modulating phase factor to make them orthogonal to each other.
Of course, computing the functional F explicitly is as hard as solving the original

problem. However, F is amenable to approximations. The first such approximation is the
Thomas-Fermi model

FTF(ρ) = CTF

∫
R3
ρ5/3 + 1

2

∫
R6

ρ(x)ρ(x′)
|x− x′|

dxdx′

where CTF is the Thomas-Fermi constant [LS77b]. The first term is the Thomas-Fermi
kinetic energyKTF(ρ), and the second the Hartree classical electrostatic energy of a charge
density ρ. The rationale for the first term is that CTFρ

5/3 is the kinetic energy per unit
volume of the free electron gas (the system of non-interacting electrons with no external
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potential) at uniform density ρ. This model is very crude from a chemical point of view: for
instance, it does not include atomic shell information. It is in fact a theorem in Thomas-
Fermi theory (Teller’s theorem, [LS77b, Theorem V.1]) that the energy of a molecule is
always greater than the energy of its constituant atoms, which does not allow for chemical
bonding. Nevertheless, this model is very useful for a number of reasons:

• It is very simple, both mathematically and numerically;
• It displays some characteristics of real systems, like the screening of electrical
charges;
• It is exact for molecules in the limit of infinite atomic charge [LS77b];
• It can be improved by the addition of other terms, forming the basis of orbital-free
DFT.

II.3.2. The reduced Hartree-Fock model. Instead of the kinetic energy of the free
electron gas, one can use the minimal kinetic energy of a system of independent electrons
at density ρ. There are two flavors of this, differing in their treatment of degenerate
systems. The “standard” scheme takes for the kinetic energy of the density ρ

KS(ρ) = inf
φ1,...,φN

1
2

N∑
i=1

∫
R3
|∇φi|2(6)

where the infimum is taken over all systems of orbitals φi inH1(R3) satisfying 〈φi, φj〉L2(R3) =
δij and ∑N

i=1 |φi|2 = ρ. The “extended” scheme [DG12] is most conveniently formulated
in terms of one-body density matrices:

KE(ρ) = inf
γ, ργ=ρ

Tr
((
−1

2∆
)
γ

)
.(7)

where the infimum is taken over all density matrices γ, bounded self-adjoint operators on
L2(R3) satisfying 0 ≤ γ ≤ 1, such that Tr γ = N , Tr(|∇|γ|∇|) <∞. To each such density
matrix γ one can associate a density ργ defined by ργ(x) = γ(x, x), where γ(·, ·) is the
integral kernel of γ.

The second energy is always lower than the first: KE(ρ) ≤ KS(ρ). To see this,
note that for any feasible system of orbitals (φi)i=1,...,N , one can associate a pure state
density matrix by γφ = ∑N

i=1 |φi〉〈φi|. This density matrix satisfies the constraints above,
ργφ = ∑N

i=1 |φi|2 = ρ, and Tr
((
−1

2∆
)
γφ
)

= 1
2
∑N
i=1

∫
R3 |∇φi|2. However, the density

matrix formalism also allows for arbitrary mixed states of the form γ = ∑∞
i=1 fi|φi〉〈φi|,

with fractional occupation numbers 0 ≤ fi ≤ 1. Physically, this allows for thermodynamic
ensembles of electrons. Mathematically, it has the main advantage of being a convex
minimization problem. We will in the rest of this section use this extended formalism.
However, in practice both are equivalent in non-degenerate cases, and the “standard”
scheme is often more computationally convenient.

The choice (7) for the kinetic energy together with the classical Hartree potential
energy yields the reduced Hartree-Fock (rHF) model

FH(ρ) = inf
0≤γ=γ∗≤1, ργ=ρ

Tr
((
−1

2∆
)
γ

)
+ 1

2

∫
R6

ρ(x)ρ(x′)
|x− x′|

dxdx′

This model is of a form similar to the Hartree-Fock model, without an exchange term.
It is also called the Hartree model. It reproduces qualitatively a large number of static
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and dynamical phenomena: shell structure, bonding, screening, Friedel oscillations, etc.
However, it remains a very crude approximation. The very simplest example of failure is
the hydrogen atom, with N = 1, where the rHF energy

FH(ρ) = 1
2

∫
R3
|∇φ|2 + 1

2

∫
R6

ρ(x)ρ(x′)
|x− x′|

dxdx′

includes a non-physical self-interaction term. On more complex systems, this leads to
wrong predictions: for instance, the H− ion (two electrons, one proton) is predicted not
to be stable (meaning that its rHF energy is higher than that of the atom H and a free
electron), contradicting both experiments and more careful computations. Nevertheless,
the rHF is a mathematically useful object: it shares many of the properties of the widely
used Kohn-Sham model, while taking the form of a convex optimization problem.

II.3.3. Kohn-Sham DFT. The Kohn-Sham method improves on the rHF model by
adding an extra term

FKS(ρ) = inf
0≤γ=γ∗≤1, ργ=ρ

Tr
((
−1

2∆
)
γ

)
+ 1

2

∫
R6

ρ(x)ρ(x′)
|x− x′|

dxdx′ + Exc(ρ).

This term Exc(ρ) is called the exchange-correlation energy (recall that the correlation
energy is defined as the difference between the exact and Hartree-Fock energy). The first
proposed Exc [KS65] is the local density approximation (LDA). It is of the form

Exc,LDA(ρ) =
∫
R3
exc,LDA(ρ(x))dx

and is fitted to exact asymptotics and quantum Monte-Carlo computations to be exact on
the uniform electron gas (the interacting electron gas at constant density ρ) [PW92]. We
refer to [LLS19] for a recent mathematical proof of the validity of the LDA for almost-
uniform systems.

Despite being a crude approximation, the LDA gives impressive results, especially in
the solid phase: for instance, it is able to predict the structure and lattice parameters of
many crystals to an accuracy of a few percents. However, it severely overestimates the
binding energy (well depth) of molecules, and is therefore largely inapplicable in chemistry.
This was partially remedied by generalized gradient approximations (GGAs), of the form

Exc,GGA(ρ) =
∫
R3
exc,GGA(ρ(x), |∇ρ(x)|)dx

where exc,GGA is fitted to reproduce a number of “exact conditions” (behavior in particular
limits) [PBE96]. Even more sophisticated methods include the hybrid methods, that
incorporate a fraction of the exchange energy of Hartree-Fock theory, and the “meta-
GGAs” that include additional information such as the kinetic energy density. Various
parametrizations are used, ranging from the purely ab initio, where only fundamental
constants are used [BEP97], to functionals with a large number of free parameters that
are fit to experimental data [Bec93].

Examples of accuracy of these approximations are given in Figure 1. The accuracy
of local and semi-local approximations such as the LDA and GGA are often remarkably
accurate for equilibrium properties of solids. The limits of Kohn-Sham density functional
theory can be classified as follows:
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LDA GGA Hybrid
Bond length 0.3% 0.4% 0.8%

Binding energy 18% 7% 0.8%
Table 1. Accuracy relative to experiment of bond length ` and binding
energy Ebinding for diazote, N2. If E(L) is the energy of two azote atoms at
a distance L, then ` = arg minE(R), and Ebinding = E(∞) − E(`). Data
from [BW13].

• Failure to reproduce dynamical properties and excited states. This is intrinsic to
DFT, which is a ground state theory. Theories based on many-body perturbation
theory such as the GW method [AG98] or on dynamics such as time-dependent
DFT (TDDFT) [BWG05] allow for the computation of properties such as excita-
tion energies or absorption spectra. They are often based on a preliminary DFT
ground state computation.
• Failure to predict the structure of strongly correlated materials. For instance,
Mott insulators such as NiO are predicted by any mean-field theories such as
Kohn-Sham density functional theory to be metals (because they have an odd
number of electrons per unit cell and so necessarily have unfilled bands), but are
experimentally found to be insulators. Theories explicitly incorporating many-
body effects such as the Dynamical Mean-Field Theory (DMFT) [Geo04] can be
combined with DFT to explain the behavior of such systems.
• Failure to reproduce many-body effects, such as dispersion forces, bond dissoci-
ation, or superconductivity. Semi-empirical models can be used to incorporate
some effects such as dispersion into DFT [Gri11].

The models presented above can be ordered in the following way. First, Thomas-
Fermi type models provide some qualitative properties of the electron gas, but do not
reproduce chemistry at all. The rHF model explains bonding and shell structure, but
is quantitatively wrong. Simple purely ab initio models such as LDA DFT or Hartree-
Fock are quantitatively correct for some static properties, but not for others. Advanced
DFT (using empirical corrections) can be accurate for static properties of most materials,
but fails on strongly correlated systems. More complex electronic structure methods,
such as wavefunction methods, quantum Monte-Carlo, many-body perturbation theory
or renormalization group approaches, are often in good agreement with experiment, but
their applicability remains limited to small systems. Kohn-Sham DFT occupies a “sweet
spot” of reasonable accuracy for a relatively modest computational cost, and is therefore
the workhorse of condensed matter physics.

From the mathematical point of view, these models are nonlinear, in contrast to the
original linear many-body Schrödinger. This is a source of major complications: the math-
ematical apparatus switches from spectral theory to the heavier calculus of variations, and
uniqueness is lost in non-convex models. At the same time, the relative simplicity of the
models (compared to the full many-body Schrödinger equation) means that a wider range
of qualitative and asymptotic properties of solutions is accessible to analysis. The Thomas-
Fermi model has been comprehensively studied from the ’70s on, with a very complete
description of screening, (lack of) binding, and derivations in various asymptotic regimes
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[LS77b]. Extensions to variations such as the Thomas-Fermi-von Weizsäcker model soon
followed [BBL81]. The more complex Hartree and Hartree-Fock models were studied in
[LS77a; Lio87], where existence and qualitative properties were given. The LDA and GGA
KSDFT models were studied in [LB93; AC09].

In the following, we assume that a particular flavour of KSDFT (for instance LDA or
GGA) has been selected, and consider the model

inf
0≤γ=γ∗≤1,Tr γ=N

E(γ)(8)

with

E(γ) = Tr
((
−1

2∆ + V

)
γ

)
+ 1

2

∫
R6

ργ(x)ργ(x′)
|x− x′|

dxdx′ + Exc(ργ).

II.4. The Kohn-Sham equations

Consider a minimizer γ0 of (8). Since the minimization set is convex, for any γ̃ such
that 0 ≤ γ̃ = γ̃∗ ≤ 1, Tr γ̃ = N and t ∈ [0, 1], we have E(γ0 + t(γ̃ − γ0)) ≥ E(γ0).
Differentiating this at t = 0, we obtain

γ0 ∈ arg min
0≤γ=γ∗≤1,Tr γ=N

Tr(Hγ0γ)(9)

where the self-consistent Hamiltonian Hγ (also called Fock matrix in quantum chemistry)
is

Hγ = −1
2∆ + V + ργ ∗

1
|x|

+ Vxc(ργ)(10)

where Vxc is the gradient of Exc.
It is easily seen that

arg min
0≤γ=γ∗≤1,Tr γ=N

Tr(Hγ0γ) = 1(Hγ0 < µ) + δ

where δ is in the spectral subspace associated with µ of Hγ0 . In particular, if the bottom
of the spectrum of Hγ0 is composed of N + 1 eigenvalues λ1, . . . , λN+1 with λN+1 > λN ,
then

γ0 =
N∑
i=1
|φi〉〈φi|,

where φi are orthonormal eigenvectors associated with λ1, . . . , λN . This is reminiscent of
the situation for a non-interacting system described in Section II.2: the electrons fill the
energy levels in order, according to the Aufbau principle.

We will say that a system has the Aufbau property if all the minimizers γ of (8) are
such that Hγ is gapped, in the sense that λN+1 > λN . If the system has the Aufbau
property, then the extended scheme (8) is equivalent to

inf
〈φi,φj〉=δij

E(φ1, . . . , φN ),(11)
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with

E(φ1, . . . , φN ) =
∫
R3

(
N∑
i=1

1
2 |∇φi|

2 + V ρφ

)
+ 1

2

∫
R6

ρφ(x)ρφ(x′)
|x− x′|

dxdx′ + Exc(ρφ),

ρφ =
N∑
i=1
|φi|2.

When the Aufbau property is false, both models are not equivalent, and (8) is a strict
relaxation of (11).

In the strictest sense, for a given exchange-correlation functional, there are no par-
ticular reason to prefer (8) to (11): both are equally wrong. In practice, many systems
are found to be gapped, and this is not an issue. From the numerical point of view, both
models are equally problematic when degeneracy is present; this is often remedied with
smearing, an artificial small temperature (see Section III.2.3). Mathematically however,
it is more convenient to work with (8) than (11), because the minimization set is then
convex. This gets rid of one potential source of multiple minimizers, although it still does
not result in a fully convex problem because Exc is not convex. In the rest of this doc-
ument, we will focus for simplicity on the standard Kohn-Sham model (11), and assume
the Aufbau property.

The Euler-Lagrange equations for the problem (11) are

HΦφi =
N∑
j=1

λijφj ,

where λij is the Lagrange multiplier associated to the constraint 〈φi, φj〉 = δij , and where
HΦ = HγΦ with γΦ = ∑N

i=1 |φi〉〈φi| the density matrix associated with Φ. We can
simplify this equation by taking advantage of the orthogonal invariance of the energy:
E(Φ) = E(γΦ) only depends on the density matrix γΦ, which itself depends on the sub-
space spanned by the φi, and not the choice of basis in this subspace. Accordingly, for
every N×N unitary matrix U , we have E(ΦU) = E(Φ). We can exploit this to diagonalize
the Hermitian matrix λij , and obtain, up to rotation of the φi,

HΦφi = λiφi.(12)
Furthermore, assuming the Aufbau property, the λi are the lowest eigenvalues of HΦ.
This is physically intuitive because it matches the case of a system of N non-interacting
fermions, where the many-body ground state is given by a Slater determinant built us-
ing the first N eigenstates of the single-particle Hamiltonian. In the Kohn-Sham model
however, the single-particle Hamiltonian HΦ depends self-consistently on the orbitals φi.
It can therefore be seen as a mean-field theory of the type found in statistical mechanics
[CL00]: the electrons behave as independent particles in the mean-field potential they
self-consistently create.

This interpretation as a mean-field theory is also conceptually important, because it
provides a justification for the chemical picture of orbitals and the shell structure of atoms,
which are lost in the purely many-body formalism. By combining exact computations on
the hydrogen atom with heuristic arguments on screening through the mean-field operator,
it explains the rules of chemistry, such as the Madelung “n+ `” ordering rule, or Hund’s
rule that electrons tend to occupy degenerate orbitals in parallel spins.
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II.5. Plane-wave discretization

We now consider the discretization of (11). A wide array of methods are used in prac-
tice: localized basis sets, finite differences, finite elements, wavelets, spectral methods,
etc. We focus here on the plane-wave method, the most widely used method in condensed
matter applications. Although this method was originally designed for computing proper-
ties of crystals and is still mostly used for that purpose, it can also be used for molecules.
For pedagogical purposes we introduce it here in the case of an isolated molecule. The
extension to infinite periodic systems (crystals) is presented in Chapter III.

Note that, since for an isolated system the self-consistent potential tends to zero at in-
finity, the solutions φi of the self-consistent equation (12) for negative λi are exponentially
localized (with characteristic length 1/

√
−λi). It is therefore justified, with exponentially

small error, to limit ourselves to a large box, which we will take for simplicity to be
Γ =

[
−L

2 ,
L
2

]3
. We will replace the space R3 by Γ equipped with the topology of a torus

(therefore imposing periodic boundary conditions). We can then expand orbitals φi in the
orthonormal Fourier basis {eK}K∈R∗L , with

eK(x) = 1√
|Γ|
eiK·x

and R∗L = 2π
L Z3. We then have the expansion

φi(x) =
∑

K∈R∗L

ciKeK(x).

The kinetic, potential and exchange-correlation terms in (11) adapt easily by simply
truncating the integrals to Γ. To approximate the Hartree term in a way that leads to
simple computations, we replace the Coulomb kernel 1

|x| by the periodic Coulomb kernel
[LS77b]

GL(x) =
∑

K∈R∗L\{0}

4πeK(x)
|K|2

.

Then, we seek to minimize the total energy

EL(Φ) =
∫

Γ

(
1
2

N∑
i=1
|∇φi|2 + V ρφ

)
+ 1

2

∫
Γ×Γ

ρφ(x)ρφ(x′)GL(x, x′)dxdx′ + Exc(ρφ)

variationally by limiting the discretization space {eK}K∈R∗L to the subspace

X = Span
(
eK ,K ∈ R∗Ecut

)
, R∗Ecut =

{
K ∈ R∗L,

1
2 |K|

2 ≤ Ecut

}
where Ecut > 0 is a truncation parameter that controls the maximum kinetic energy
allowed in the system.
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The resulting energy as a function of the coefficients ciK is

EL(c) =
∑

i=1,...,N
K,K′∈R∗Ecut

(1
2 |K|

2δKK′ + V̂K−K′

)
ciKciK′

+
∑

i,j=1,...,N
K,K′∈R∗Ecut

K 6=K′

4πciKciK′cjKcjK′
|K ′ −K|2

+ Exc

 ∑
i=1,...,N

K,K∈R∗Ecut

ciKciK′eK′−K(x)


where

V̂K = 1√
|Γ|

∫
Γ
e−iKxV (x)dx

are the Fourier coefficients of the periodic extension of V .
If the formulas above are evaluated naively, the computation time scales quadratically

with both N and the number of plane waves |R∗Ecut |. However, these expressions are
convolutions, arising from pointwise multiplication in real space. These convolutions can
be evaluated efficiently in real space, using the discrete convolution theorem: the cyclic
convolution of two arrays can be computed by a discrete Fourier transform, evaluated
efficiently using fast Fourier transforms (FFT). To avoid aliasing effects arising from the
cyclic convolution, zero-padding is used: the discrete Fourier transforms are performed on
a Cartesian grid that contains all the K +K ′, for K,K ′ ∈ R∗Ecut .

It is important to note that this procedure allows us to treat the kinetic, potential and
Hartree terms exactly: for any given set of coefficients ciK , the energy terms computed in
this way are the exact energy terms of the orbitals φi(x) = ∑

K∈R∗Ecut
ciKeK(x). Therefore,

for the rHF model, the plane-wave method (for a given L) is variational: the ground state
energy decreases with Ecut. However, the exchange-correlation term is a non-polynomial
function of the density, and cannot be evaluated exactly in this fashion. In practice, this
term is approximated by an integration on the same real-space grid as for the other terms.

The numerical analysis of this method was performed in [CCM12] (see [DM17] for a-
posteriori error bounds on the related Gross-Pitaevskii equation). Note that this method is
based on an expansion of the orbitals φi in a Fourier basis. In order for this to be effective,
the orbitals need to be smooth, because of the equivalence between smoothness in real
space and decay in reciprocal space. However, the singularity of the Coulomb potential
imposes cusps on the φi: for instance, the first eigenfunction of the Hydrogen atom is
proportional to e−|x|. Further, even if we remove these cusps by mollifying the Coulomb
potential, the φi still need to oscillate to satisfy the orthogonality conditions 〈φi, φj〉 = δij ,
and these oscillations need a large number of plane waves to represent properly. The plane-
wave discretization is therefore not applicable directly to atomic systems; in practice, these
problems are remedied through the use of the pseudopotential approximation.
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II.6. Pseudopotentials

The present discussion is focused on the use of pseudopotential method in solid-state
physics. We refer to [Gia10] and references therein for an overview of the pseudopotential
method in practice. A very similar method is used in quantum chemistry, where it goes by
the name of “effective core potential”; we refer to [Dol+00] for details. To simplify the dis-
cussion, we assume an isolated system of non-interacting electrons (we ignore the Hartree
and exchange-correlation terms). With appropriate modifications, pseudopotentials can
be extended to treat the Kohn-Sham equations.

II.6.1. Orbitals and chemical bonds. Reintroducing spin temporarily, recall that
the states of an atomic radial Hamiltonian Hat = −1

2∆ + Vat can be labelled as φn`mσ:
Hatφn`mσ = εn`φn`mσ

φn`mσ(x) = Rn`(|x|)
|x|

Y`m

(
x

|x|

)
σ,

where n ≥ 1, ` ≥ 0, m = −`, . . . , ` and σ = {α, β} are the principal, azimuthal, magnetic
and spin quantum numbers. The functions Y`m are the real spherical harmonics. The
functions Rn` are solutions of the radial Schrödinger equation

−1
2R
′′
n`(r) +

(
`(`+ 1)

2r2 + Vat(r)
)
Rn`(r) = εn`Rn`(r)

for r > 0, with Rn`(0) = 0 and
∫∞

0 |Rn`|2 = 1.
There are 2(2`+1) available states (φn`mσ)m=−`,...,`,σ={α,β} for a given energy level εn`.

The electronic state of an atom is conventionally given as a sequence of terms of the form
(n+`)`k, meaning that k of the 4`+2 available states with a given (n, `) are occupied. The
angular momentum quantum number ` is labelled using letters: s, p, d, f , etc. For instance,
Silicon has 14 electrons, and its electronic structure is 1s2 2s22p6 3s23p2. This means: two
electrons in the φn=1,`=0,m=0,σ={α,β} orbitals, two electrons in the φn=2,`=0,m=0,σ={α,β}
orbitals, six electrons in the φn=1,`=1,m={−1,0,1},σ={α,β} orbitals, etc. The spatial extension
〈r〉 =

∫
R3 |x||φi|2(x)dx and energies ε of these states, computed using the PBE density

functional [PBE96], are given Table 2, and the orbitals are plotted Figure 1 (left panel).

State (n, `) εn` (Ha) 〈r〉 (Bohr)
1s2 (1, 0) -64.4 0.11
2s2 (2, 0) -5.10 0.57
2p6 (1, 1) -3.51 0.54
3s2 (3, 0) -0.40 2.17
3p2 (2, 1) -0.15 2.79

Table 2. Energy ε and spatial extension 〈r〉 for the orbitals of the Sili-
con atom at the PBE level. Data from the atomic code included in the
Quantum Espresso distribution. For comparison, the energy of a typical
covalent bond is about 0.1 Ha, and the interatomic distance in bulk silicon
at ambient conditions is about 4.5 Bohr.
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Figure 1. Orbitals of the Si atom at the PBE level (left), and pseudized
3s and 3p orbitals (right). The pseudized orbitals are nodeless, and free of
cusps.

From this data, it can be seen that electrons can be clearly separated in two classes.
The 10 electrons in the 1s, 2s and 2p configurations are core electrons. They are mainly
localized close to the nucleus, with a low energy. This means that they react very little to
their environment, as can be shown using the following heuristic argument. Assume that
atom A has only one orbital φA, with energy EA, and that atom B has only one orbital
φB, with energy EB > EA. When in the diatomic configuration, the total Hamiltonian,
expanded in the basis of the φA and φB, has the approximate form(

EA α
α EB

)
where the coupling term α is due to the overlap between φA and φB. The eigenvalues of
this matrix are

E± = EA + EB
2 ±

√(
EB − EA

2

)2
+ α2.

In order to have E± significantly different from the isolated energies EA and EB (which
leads to chemical bonding), we need α to be of comparable magnitude to EB − EA. In
other words, to get a bond between two atoms, there need to be orbitals with a significant
overlap which are close in energy.

To a very good approximation, we can therefore consider the 1s, 2s and 2p orbitals of
Silicon as core orbitals, that are frozen: they are the same in any chemical environment.
By contrast, the 3s and 3p orbitals are valence orbitals, and bind to the orbitals of other
atoms.

It follows from this splitting that representing all the φi is wasteful, since the core
electrons do not contribute significantly to chemical bonding. On the other hand, the
valence electrons still feel the influence of the core electrons, and have strong oscillations
near the nuclei. Combined with the cusp at the nucleus, this makes them very hard
to represent in a plane wave basis. A further complication is that the core electrons of
heavy atoms, having a high velocity, are subject to non-negligible relativistic effects. This
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impacts the valence orbitals indirectly through the orthogonalization requirements and
the mean-field potential. All these difficulties are remedied through pseudopotentials, at
the cost of an approximation.

II.6.2. The pseudopotential method. To introduce pseudopotentials, we first split
the energy states εn` of the atom into core and valence orbitals. We ignore spin in
the following discussion, and label the orbitals only by φn`m. We take ` = 0, . . . , `max
to be set the of angular momenta for which there is a valence orbital, I` = {n ∈
N, εn` is a valence state} and ncore,` = min I` − 1 the number of core orbitals with an-
gular momentum `. For instance, for the Silicon atom a natural choice is to set the 1s, 2s
and 2p orbitals as core, and the 3s and 3p orbitals as valence: `max = 1, I0 = {3}, I1 = {2},
ncore,0 = 2, ncore,1 = 1.

The pseudopotential method then replaces the atomic potential Vat by a pseudo-
potential Ṽat (usually a nonlocal operator) such that the lowest energy eigenfunctions of the
pseudo-Hamiltonian H̃at = −1

2∆ + Ṽat, the pseudo-orbitals φ̃n`m for ` = 0, . . . , `max, n =
1, . . . , |I`|, are smooth and match the valence orbitals φn+ncore,`,`m of the real Hamiltonian
Hat = −1

2∆ + Vat outside the core of the atom. In Silicon, this means for instance that
the new 1s state of H̃ matches the 3s state of H outside a chosen cutoff radius rc. Since
the decay rate of an eigenstate with a negative eigenvalue ε is

√
−ε, it follows that the

eigenvalues of H̃at should match those of Hat:

H̃atφ̃n`m = εn+ncore,`,` φ̃n`m

for ` = 0, . . . , `max, n = 1, . . . , |I`|,m = −`, . . . , `.
Once this procedure is established for an atom, all the individual potentials of the

atoms in a molecule can be replaced (“pseudized”) in this fashion, and the pseudo-
Hamiltonian of the molecule is then solved.

Setting aside the construction of these pseudopotentials for a moment, two main is-
sues have to be considered. First, transferability: to what extent do the results of a
pseudopotential computation on a molecule match the results of the corresponding refer-
ence (all-electron) computation? Second, softness: how many Fourier modes are needed
to represent the pseudo-orbitals accurately? Pseudopotential seek an optimal compromise
between these two competing objectives. Transferability is usually assessed empirically,
by comparing the properties of a molecular system to those obtained using an all-electron
computation. It is improved by choosing a small cutoff radius rc and ensuring that all
relevant electrons are included as valence. Softness is ensured by choosing a smooth pseu-
dopotential Ṽat and by the fact that the lowest energy eigenfunction of a radial local
Hamiltonian is nodeless, which reduces oscillations (see Figure 1).

Building pseudopotentials is often done in two parts: given a local potential Vat(x) =
− Z
|x| , first construct smooth pseudo-orbitals φ̃n`m, and second construct a pseudopotential

Ṽat such that the eigenstates of H̃ are the φ̃n`m.
The radial part R̃n` of the pseudo-orbitals φ̃n`m should match the original orbitals

outside of a cutoff radius:

R̃n`(x) = Rn+ncore,`,` for |x| ≥ rc.
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As eigenstates of H̃, they should also be orthonormal. Orbitals with different angular
momenta are automatically orthogonal; the orbitals with the same angular momenta must
satisfy

〈R̃m`, R̃n`〉L2(R+) = δmn

which implies the “generalized norm-conservation condition”∫ rc

0
R̃n`(r)R̃n′`(r)dr =

∫ rc

0
Rn+ncore,`,`(r)Rn′+ncore,`,`(r)dr(13)

for all m,n ∈ I`. Finally, they should be smooth, and, as low-energy eigenfunctions, have
the correct amount of nodes.

Historically, most pseudopotentials have been constructed assuming the pseudization
of only one orbital per angular momentum: |I`| = 1 for ` = 0, . . . , `max. This is for
instance reasonable in the Silicon example above. For simplicity, we denote these orbitals
and pseudo-orbitals by φ`m and φ̃`m, with energies ε`. The Troullier-Martins procedure
[TM91] then postulates a simple functional form for R̃`, and adjusts its parameters to
match the values and the derivatives up to fourth order of R̃` and R` at rc. The RRKJ
procedure expands R̃` in a basis of Bessel functions, and minimizes their kinetic energy
above a certain cutoff energy to ensure smoothness [RRKJ90].

Once the φ̃`m are constructed, a potential Ṽat is constructed. A solution is to first
choose the local radial potential Ṽ` so that φ̃`m is a solution of(

−1
2∆ + Ṽ`

)
φ̃`m = ε`φ̃`m.

This can be done by simply solving the equation above for Ṽ`. Then, we can choose the
semilocal form

Ṽat =
`max∑
`=0

P`Ṽ`P`,(14)

where P` = ∑
m=−`,...,` |Y`m〉〈Y`m| is the projector on states with angular momentum `.

This operator automatically has the φ̃`m as eigenstates with correct eigenvalues, complet-
ing the pseudo-potential.

This procedure however has a major defect: the operator Ṽat is a nonlocal operator
whose evaluation in plane-wave codes requires the computation of a dense matrix. This
problem was solved by Kleinmann and Bylander [KB82], who realized that the above pro-
cedure was wasteful; the most economical operator that will produce the φ̃`m as eigenstates
is the low-rank form

Ṽ KB
at = Ṽloc +

`max∑
`=0

∑̀
m=−`

|β`m〉〈β`m|
〈β`m, φ̃`m〉

(15)

where Ṽloc is an arbitrary radial local potential and

β`m =
(
ε` −

(
−1

2∆ + Ṽloc

))
φ̃`m.

By construction, (−1
2∆ + Ṽ KB

at )φ̃`m = ε`φ̃`m, as desired. The potential Ṽloc is usually
chosen to remove one of the ` components from the sum.
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Note that we have only insisted on the fact that the φ̃`m are eigenfunctions of H̃at at
energies ε`, but have said nothing of the other states; it may very well happen that H̃at
has states with lower energies (“ghosts”), invalidating the pseudopotential. This is usually
treated heuristically, by varying parameters in the pseudopotential construction to avoid
the apperance of ghosts.

The procedure outlined above is the basis for the construction of the historically suc-
cessful Troullier-Martins and RRKJ pseudopotentials. More modern pseudopotentials try
to reproduce more than one state per angular momentum. This is especially useful for
highly-localized valence orbitals (like the 2p orbitals of oxygen), or semicore orbitals, which
are not well isolated from the valence orbitals. In this case, one cannot use the semilo-
cal form (14), because no single potential V` can reproduce all the pseudo-orbitals at the
required energies. However, the form (15) naturally generalizes to this case: we seek a
low-rank potential such that H̃atφ̃n`m = εn`φ̃n`m for i = 1, . . . , n`, and obtain

Ṽ KB
at = Ṽloc +

`max∑
`=0

n∑̀
n=1

∑̀
m=−`

Bnn′`m|βn`m〉〈βn`m|(16)

where the βn`m are defined as above, and

Bnn′`m = 〈φ̃n`m, βn′`m〉.

From the generalized norm-conservation property (13), 〈φ̃n`m, φ̃n′`m〉 = δnn′ , and it follows
that B is Hermitian.

The scheme above was used by Hamann [Ham13], who constructed pseudo-orbitals
satisfying the generalized norm-conservation property (13). That work built on an earlier
method by Vanderbilt, the “ultra-soft pseudopotentials”, which relaxed the constraint (13)
by introducing a modified inner product in which (13) holds, resulting in a generalized
eigenvalue problem.

An alternative to norm-conserving or ultra-soft pseudopotentials is the projector-
augmented wave (PAW) method by Blöchl [Blö94], which uses a transformation that
allows the recovery of the original all-electron orbitals. This is in particular useful for
probing properties that depend on fine details of the electrons close to the nuclei, such
as nuclear magnetic resonance effects [PM01], but comes at the price of a more complex
formalism, the response computations in particular being much more cumbersome.

Also notable is the “black-box” approach used in [HGH98; GTH96], where a very
simple functional form for the local and nonlocal part of the pseudopotential is postulated,
and its parameters adjusted by least-squares fitting to a number of desirable properties,
such as the eigenvalues εi and norm conservation.

Despite being extremely successful in practice, the various pseudopotential methods
remain uncontrolled approximations which are not systematically improvable. For a given
density functional, they are often the major source of variation between computational
codes [LBBBB+16]. Their error analysis is still underdevelopped; see [CM15] for the
existence of norm-conserving pseudopotentials reproducing optimally the first-order Stark
effect, and [Dup17] for an analysis of the PAW method for a particular one-dimensional
system.
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II.7. Solving the discretized problem

Once discretized, the Kohn-Sham problem takes the form
inf

〈φi,φj〉=δij
E(φ1, . . . , φN )(17)

where the φn now belong to a finite-dimensional space RNb (assuming an orthonormal
basis for simplicity). The Euler-Lagrange equations for this problem are, up to rotation
of the orbitals,

HΦφi = λiφi.(18)

This can be seen as either an orthogonality-constrained minimization problem (17), or a
nonlinear eigenvector problem (18). Accordingly, there are two main classes of methods
to solve this set of equations.

II.7.1. Direct minimization. The first class, direct minimization methods, are
based on classical methods of continuous optimization: gradient descent, conjugate gra-
dients, quasi-Newton methods, etc. The main obstacle is the constraints 〈φi, φj〉 = δij ,
which couple together all the orbitals. Fortunately, the matrix set

M = {φ = (φ1, . . . , φN ) ∈ RNb×N , 〈φi, φj〉 = δij}

has the structure of a Riemannian manifold, called the Stiefel manifold. The geometry of
this constraint set is particularly nice and enables efficient computations [AMS09].

The simplest iteration is the following projected gradient scheme. For a given Φn ∈M,
form the gradient ∇E(Φn) = HΦnΦn. Project this gradient onto the tangent space ofM
at Φn, obtaining

PTΦnM(∇E(Φn)) = HΦnΦn − Φn(Φ∗nHΦnΦn)

where (Φ∗nHΦnΦn) is the matrix of the Hamiltonian in the subspace Φn. Then take a fixed
step α > 0 in that direction:

Φ̃n+1 = Φn − αPTΦnM(∇E(Φn)),

and orthogonalize Φ̃n+1 with a Löwdin scheme to retract back toM:

Φn+1 = Φ̃n+1
(
Φ̃∗n+1Φ̃n+1

)−1/2
.

This scheme is illustrated in Figure 2.
It is easy to see that this scheme is such that E(Φn+1) ≤ E(Φn) if α > 0 is small

enough, because Φn+1 = Φ̃n+1 +O(α2), so that

E(Φn+1) = E(Φn)− α‖PTΦnM(∇E(Φn))‖2 +O(α2).
Accordingly, the convergence of this method can be proven under second-order non-
degeneracy conditions [AMS09], or directly thanks to the Łojasiewicz inequality, using
the analytic properties of the objective function and constraints [15].

Variants of that algorithm can be obtained by the following modifications, the first
three of which are classical in all first-order optimization algorithms [NW06]

(1) Preconditioning the algorithm (see Section II.7.4).
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Figure 2. Schematic view of the projected gradient algorithm.

(2) Adapting the descent direction by using past iterates, with a scheme such as
the conjugate gradient method, or quasi-Newton methods such as the L-BFGS
algorithm.

(3) Using an efficient linesearch. For purely gradient methods, the most efficient
linesearch seems to be the Barzilai-Borwein method, although it lacks robustness.
For methods with better search directions such as L-BFGS, a simple backtracking
method often yields the best results.

(4) Varying the orthogonalization method. There is a surprisingly large number of
such schemes, among others Gram-Schmidt (classical, modified, or repeated),
QR factorization (computed using Householder reflections, Givens rotations or
a Cholesky factorization), Löwdin orthogonalization (computed either as above,
or through a singular value decomposition) [TBI97]. These methods vary in
stability and efficiency (with, roughly, Cholesky-based QR being the most efficient
but least stable, and Löwdin orthogonalization being the most stable but least
efficient).

II.7.2. Self-consistent field (SCF) algorithm. This class of methods is based on
the Euler-Lagrange equations

HΦφi = λiφi.

If H did not depend on Φ, this equation would simply be a linear eigenvalue problem, and
the minimum of the energy would be achieved by setting the (φi)i=1,...,N to be equal to
the eigenvectors associated with the first N eigenvalues of H. Let us denote by A(H) =
(φi)i=1,...,N this Aufbau mapping, and reformulate the Euler-Lagrange equations as

Φ = A(HΦ).

It is natural to try to solve the self-consistent equations by the simple fixed point algorithm

Φn+1 = A(HΦn).

This corresponds to “freezing” the mean field, solving the system of independent particles
in the mean-field Hamiltonian, and updating the mean field. Since H only depends on the
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density ρΦ = ∑N
i=1 |φi|2 (see (10)), this can also be reformulated as

ρn+1 = ρA(Hρn ).

This is called the self-consistent field (SCF) iteration. While this iteration is numerically
found to converge for some small systems, in general it instead overshoots the solution
and oscillates. This can be made precise in the case of the HF or rHF model, where the
fact that the energy depends quadratically on the density matrix forces the iterates to
oscillate between at most two states [CLB00b][15]. For the non-quadratic Kohn-Sham
model, the behavior is more complicated, supporting cycles of higher periodicity or even
chaotic behavior.

The systematic overshooting suggests a damped scheme

ρn+1 = ρn + α
(
ρA(Hρn ) − ρn

)
,

where α > 0 is used to interpolate between ρn and ρA(Hρn ). Let γ0 be a density ma-
trix associated with ρ0 (its existence for a wide class of densities is ensured by the N -
representability theorem described in Section II.3.1). Then, because the density depends
linearly on the density matrix, ρn = ργn , where

γn+1 = γn + α
(
γA(Hρn ) − γn

)
and so

E(γn+1) = E(γn) + αTr(Hρn(γA(Hρn ) − γn)) +O(α2).
Since

γA(H) = arg min
0≤γ=γ∗≤1,Tr γ=N

Tr(Hγ),

the energy E(γn) is decreasing, and so γn (and therefore ρn) can be proven to converge for
α small enough, under relatively general assumptions. In practice, when the explicit com-
putation of γ is possible (which is the case when using for instance gaussian basis functions,
but not in the plane wave method), then α can be obtained by a linesearch, resulting in the
Optimal Damping Algorithm (ODA) [CLB00a; Can01]. This simple iteration, however,
being a stationary iterative method, is slow to converge.

As in the case of gradient descent for direct minimization, this damped (or mixing)
algorithm is the basic building block of various methods, that precondition (see Section
II.7.4) or accelerate it. The most successful acceleration method is known variously as
Anderson acceleration [And65], DIIS or Pulay mixing [Pul82]. This method has many
avatars, all based on accelerating the convergence of an iteration xn+1 = g(xn) by combin-
ing past iterations g(x1), . . . , g(xn) to try to minimize some measure of error, the simplest
being

xn+1 =
n∑

m=1
αmg(xm)

α = arg min∑n

m=1 αm=1
‖g(xm)− xm‖2

This can be seen as a nonlinear version of the GMRES method, which tries to solve a
linear system Ax = b by minimizing ‖Ax − b‖ in the Krylov subspace {b, Ab, . . . , Anb}.
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When g(x) = x + (Ax − b), the two methods are in fact equivalent [WN11; RS11]. This
method is found to spectacularly improve the convergence of the simple damping method,
and is the method of choice in many computational codes. However, it is not very robust,
unless specific care is taken.

II.7.3. Comparison. At first glance, direct minimization and SCF algorithms look
very different. However, we have not yet specified how to solve the eigenvalue problem.
While for small systems one can use direct algorithms (such as the QR eigenvalue algo-
rithm), for larger systems this is not feasible and one has to resort to iterative eigensolvers
[BDDRV00; Saa11]. Direct minimization methods can be specialized to the case where

E(Φ) =
N∑
i=1
〈φi, Hφi〉

for some Hamiltonian H, in which case they turn into eigensolvers for the N lowest eigen-
values of H. In fact, state-of-the-art solvers can be seen as refinement of the humble block
gradient method presented above. An example is the Locally-Optimal Block Precondi-
tioned Conjugate Gradient (LOBPCG) algorithm [Kny01]: the Rayleigh-Ritz principle
is used to both enforce the orthogonality and select optimal stepsizes using the gradient
information (“locally optimal”), preconditioning improves the gradient information (“pre-
conditionned”), and the information from the previous iterate is also included in the search
direction (“conjugate”). Such methods have a number of advantages compared to clasical
Krylov methods such as the Lanczos method, because they work on blocks of vectors at
the same time. This increases the ratio of floating-point operations per memory access,
enables easier parallelization, and allow to reuse initial guesses coming from the previous
SCF step.

In light of this, direct minimization methods can be interpreted as fusing the two loops
in a SCF algorithm based on an iterative eigensolver. Indeed, if the iterative eigensolver is
performed using a simple gradient descent and stopped after just one iteration, then the
simple SCF algorithm is identical to a direct minimization.

It is hard to reach a general conclusion on the merits of both approaches, as they
largely depend on the particular choice of method variant, parameters and implemen-
tation. In particular, one deciding factor is the relative cost of the various operations
involved. It is here useful to consider extreme cases. First, in quantum chemistry, one
often uses small basis sets, but expensive functionals: the full self-consistent Hamiltonian
matrix HΦ is relatively small (and therefore can be diagonalized quickly), but expensive
to build. A SCF algorithm is able to extract the maximum amount of information from
HΦ, and is therefore more efficient than direct minimization. At the other extreme, the
Gross-Pitaevskii equation has only one orbital, with a simple (quadratic) nonlinearity (see
Section V.2). There, the basis set is large and constructing the Hamiltonian explicitly is
not possible. Since the Hamiltonian has to be diagonalized iteratively anyway, the SCF
method does not appear to offer significant advantages there. KSDFT in a condensed-
matter setting seems to sit somewhere between the two, which relatively large basis sets,
but many orbitals. Both methodologies, when properly implemented, seem to yield rea-
sonably similar results, although a detailed understanding of this is lacking at present.
This is a direction we are currently investigating with Eric Cancès and Gaspard Kemlin.
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II.7.4. Preconditioning. The efficiency of iterative methods depends crucially on
the conditioning of the problem. In the direct minimization approach, the relevant con-
ditioning is the condition number of the Hessian of the Lagrangian on the tangent space
to the minimizer. Preconditioning of the direct minimization method is not very well-
developed in the literature (a problem I intend to work on, see Chapter VI). The rest of
this section therefore focuses on the SCF method.

The linear eigenproblem. First consider the problem of solving the linear eigenprob-
lem with an iterative method. Although the theory of preconditioning for eigenproblems is
less well-studied than that for linear systems, it is by now established [Kny98; Saa11]. We
consider for simplicity the problem of computing the non-degenerate smallest eigenvalue
of a Hermitian matrix A with eigenvalues λ1 < λ2 ≤ · · · ≤ λN , although the analysis
extends to block methods that compute several eigenpairs. Consider the simple iteration

xn+1 = xn − α(Axn − 〈xn, Axn〉xn)
‖xn − α(Axn − 〈xn, Axn〉xn)‖ ,

which is a projected gradient descent for the Rayleigh quotient 〈x,Ax〉 on the sphere
{x ∈ CN , ‖x‖ = 1}. When α is small enough, this method systematically decreases the
Rayleigh quotient, and therefore it can be shown that xn converges to an eigenvector of A.
Generically, the convergence will be to an eigenvector associated with the first eigenvalue
of A, and

‖Axn − 〈xn, Axn〉xn‖ ≤ C
(

max
λ∈σ(A)6=λ1

|1− α(λ− λ1)|
)n

for some C > 0. Optimizing this over α, we get α = 2
λ1+λN and

‖Axn − 〈xn, Axn〉xn‖ ≤ C
(
κ− 1
κ+ 1

)n
The number

κ = λN − λ1
λ2 − λ1

≥ 1

is the condition number of the problem. When κ is large, the number of iterations needed
to achieve a given accuracy becomes proportional to κ. Accelerated methods (such as
Chebyshev acceleration, conjugate gradients or Krylov methods) will instead have a num-
ber of iterations proportional to

√
κ [Saa11].

When A is the discretization of a Schrödinger operator −1
2∆+V , as the discretization

is refined, the largest eigenvalue λN grows (for instance, as O(h−2) for a finite differences
discretization of step h). This deteriorates κ and so the convergence of the algorithm.
The source of this behavior is that the residual r = Axn − 〈xn, Axn〉xn is not an accurate
representation of the error e = xn− limn→∞ xn. Asymptotically, one has the residual-error
relationship

r ≈ (A− λ1)e,
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which makes r heavily skewed towards the high-energy eigenmodes of A. The remedy to
this issue is well-known: one has to precondition the residual, for instance through

xn+1 = xn − αP−1(Axn − 〈xn, Axn〉xn)
‖xn − αP−1(Axn − 〈xn, Axn〉xn)‖

where P is a preconditionner. Then, the convergence rate of the algorithm depends on
the conditionning of

(1− x1x
∗
1)P−1A(1− x1x

∗
1)

restricted to the subspace orthogonal to the first eigenvector x1. We then need to choose P
to ensure that this operator remains well-conditioned independently of the discretization
parameters. This is the basis for the scheme described in [PTAAJ92], which uses for P an
operator that behaves like (1−∆)−1. This is easy to achieve in a plane wave basis, where
the Laplacian is diagonal.

The SCF algorithm. In the SCF algorithm, the conditioning of the Jacobian matrix
of ρin 7→ ρA(Hρin ) determines the convergence rate. There are two sources of potential
ill-conditioning here: small gaps between occupied and virtual states make the Jacobian
of A diverge, and the Coulomb interaction in the Hartree potential makes the Jacobian
of H diverge. The interaction between these two phenomena is not trivial. To analyze it,
it is useful to note that the Jacobian of interest is related to the dielectric response of the
system. The behavior of this operator depends on the physical nature of the system; it is be
analyzed for periodic systems in Section III.3.4, with the conclusion that insulating systems
do not need preconditioning, and metallic systems can be preconditioned efficiently with
the Kerker scheme.

II.8. Derived properties

In the preceding sections, we have focused on obtaining the electronic energy for a
single external potential Vext. This information by itself is not very interesting. However,
once this is known, a number of properties can be derived. For instance, the equilibrium
configuration of a molecule can be obtained by minimizing the total energy over all possible
configurations. The forces on atoms can be obtained as the first derivative of the energy
with respect to the atomic positions, enabling the use of molecular dynamics simulations.
Similarly, the stress in a periodic crystal can be computed from the first derivative of the
total energy per unit volume with respect to the cell parameters.

More advanced properties can be obtained from other types or higher derivatives. For
instance, the phonon spectrum describing the vibration modes of atoms in a crystal can be
computed from the Fourier transform of the second derivatives of the energy with respect
to the atomic positions. Computing the polarizability of a molecule requires computing
the derivative of the dipole moment (itself a function of the density) with respect to the
external field. Magnetic properties can also be obtained in a similar way.

This task is greatly helped by the Hellmann-Feynman theorem. In its general form
it states that, when computing derivatives of the energy, the derivatives of variational
quantities do not have to be explicitly considered. Consider the function

F (y) = inf
x∈X

E(x, y)
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where we assume for simplicitly that E is smooth, and strongly convex with respect
to the first variable on a finite-dimensional vector space X for all values of y. Then
x∗(y) = arg minx∈X E(x, y) is a smooth function of y, satisfying ∂E

∂x (x∗(y), y) = 0. It
follows that

dF

dy
= ∂E

∂x
· dx

∗

dy
+ ∂E

∂y
= ∂E

∂y
.

This extends to the case where x is constrained to vary on a manifoldM: by the first-order
optimality conditions, ∂E∂x vanishes on the tangent space TxM to which dx∗

dy belongs, and
the result

dF

dy
= ∂E

∂y

also holds. This includes as a special case the derivative of an eigenvalue (minimum of
〈x,Ax〉 on the unit sphere) with respect to the matrix, which was the original formulation
of the Hellmann-Feynman theorem.

In the context of KSDFT, this theorem means that it is very easy to compute the
gradient of the electronic energy

F (Vext) = inf
〈φi,φj〉=δij

E(φ1, . . . , φN ;Vext)

E(φ1, . . . , φN , Vext) =
∫
R3

(
N∑
i=1

1
2 |∇φi|

2 + Vextρφ

)
+ 1

2

∫
R6

ρφ(x)ρφ(x′)
|x− x′|

dxdx′ + Exc(ρφ)

with respect to the external potential:
∇F = ∇VextE = ρ,

where ρ is the minimizing density.
Other types of derivatives are more involved, and require the derivatives of the or-

bitals φi with respect to Vext. This is done with density functional perturbation theory,
which computes the response of the space Span(φi)i=1,...,N to a change in external po-
tential. We refer to Chapter III.3 for a full derivation in the case of periodic systems at
finite temperature, and to [BDGDCG01] (solid-state) and [NRS18] (quantum chemistry)
for methods and applications.
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CHAPTER III

Periodic quantum systems and defects

In this chapter, I study the modeling of crystals and their defects at the quantum level.
I introduce the models used, then outline my contributions to the numerical analysis of the
supercell method ([3], Section III.2), and to the theoretical analysis of response properties
of crystals, in particular the static response of the rHF model in presence of defects ([2],
Section III.3), and the dynamical response of independent electrons to a uniform electric
field ([1], Section III.4).

III.1. The rHF model for periodic systems

III.1.1. Thermodynamic limits. We consider the modeling of crystals. A real
crystal, even if perfectly pure, necessarily has a finite extension. A physical description of
a finite crystal must also model its boundary, which can give rise to boundary effects (for
instance surface reconstruction). We are here instead interested in bulk characteristics:
for instance, what is the crystal structure of pure silicon? What is its density? To ask this
question is to perform implicitly a thermodynamic limit, i.e. to consider a large system
and compute its renormalized properties in the limit, ignoring possible surface effects.

In the Born-Oppenheimer approximation, specifying a crystal is specifying a lattice
R = {n1a1 + n2a2 + n3a3, n1, n2, n3 ∈ Z},

where the (ai)i=1,2,3 ∈ R3 are the basis vectors, and a R-periodic positive measure µ repre-
senting the nuclear charge density. The most natural way to perform the thermodynamic
limit is to restrict µL = 1(ΩL)µ to some domain ΩL of linear size L containing NL nuclei.
We then solve the Schrödinger equation for NL electrons in R3 subject to the potential
VL = −µL ∗ 1

|x| to obtain the energy EL. Finally, we compute

lim
L→∞

EL
NL

as L tend to infinity. For the full Schrödinger equation with Coulomb interaction, it was
proved in the landmark paper [Fef85] that the limit above exists. Due to the complexity of
that equation, however, this result is quite weak; for instance, it does not ensure that, for
fixed periodic nuclei, the resulting electronic density will be periodic. Indeed, symmetry
breaking in the form of Wigner crystallization is known to occur in Jellium (where nuclei
are modeled by a uniformly charged background) [GV05].

III.1.2. The thermodynamic limit of the rHF model. For the mean-field mod-
els mentioned in Chapter II, a systematic program to study the thermodynamic limit was
undertaken in the late ’90s by Catto, Le Bris and Lions, summarized in [LBL05]. In par-
ticular, the convexity of the rHF model forbids symmetry breaking, and it can be proven
in this setting that the density ρL converges to a periodic density ρ [CLBL01, Theorem
2.2]. We now describe the limit equation satisfied by ρ.

The first difficulty in formulating the limit model is that the nuclear potential VL =
−µL ∗ 1

|x| does not make sense in the limit L → ∞, because 1
|x| is not integrable at

infinity. This is physically obvious, as we are summing the electrostatic potential of an
infinite array of positive charges, which must be compensated by the negative charge of
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the electrons. This can be remedied by grouping the nuclear potential together with the
Hartree potential ρL ∗ 1

|x| . The total charge density ρL − µL is then globally neutral, and
the total potential (ρL − µL) ∗ 1

|x| has a limit when L→∞ and ΩL is taken to be a cube.
The limit energy depends on the particular shape ΩL chosen for the thermodynamic limit
through surface terms. We discard these since we are interested only in bulk properties.

The limit problem, justified mathematically in [CLBL01] (see also [CDL08, Theorem
1]), is most conveniently formulated in terms of the density matrix γ, a R-periodic oper-
ator, and the R-periodic density ρ(x) = γ(x, x):

γ = 1

(
−1

2∆ + V ≤ εF
)∫

Γ ρ = Nel
−∆V = 4π(ρ− µ), V R-periodic

(19)

where Nel is the number of electrons per unit cell Γ. With appropriate modifications to
add an exchange-correlation potential, this is the equation that is solved in practice in
Kohn-Sham simulations of materials.

III.1.3. Thermodynamic limit with the supercell method. It is instructive to
reproduce the above analysis in a very simplified case. First, we completely neglect the
electron-electron interaction: we simply consider Nel independent electrons per unit cell
in a given potential V . Second, we use the supercell approach: instead of restricting the
crystal to a finite-size ΩL embedded in vacuum, we consider a supercell

ΓL = {x1a1 + x2a2 + x3a3, x1, x2, x3 ∈ [0, L)3},

with periodic boundary conditions (and therefore the topology of a torus). This approach
is the one most often used in practice for the simulation of materials. This supercell
contains L3 copies of the unit cell of the crystal, and therefore contains L3Nel electrons,
where Nel is the number of electrons per unit cell. These electrons will occupy the first
energy levels of the Hamiltonian HL = −∆ + V with periodic boundary conditions in ΓL.

Compared to the method above of embedding the system in vaccum, the great ad-
vantage of the supercell method is that it preserves translational symmetry: if R ∈ R
and τR is the operator of translation with vector R, then HLτR = τRHL. The spectral
properties of HL can therefore be analyzed using the counterpart of Fourier theory for
discrete translation symmetry, Bloch-Floquet theory.

The potential V is periodic: for all R ∈ R, we have V (· − R) = V (·). We introduce
the reciprocal lattice

R∗ = {K ∈ R3 | ∀R ∈ R,K ·R ∈ 2πZ}
= {n1b1 + n2b2 + n3b3 | (n1, n2, n3) ∈ Z3},

where the vectors bi are defined by bi ·aj = 2πδij . This is the lattice of Fourier coefficients
of R-periodic functions. Let

L2
per = {f ∈ L2

loc, f is R− periodic}.

Any V ∈ L2
per can be uniquely decomposed in Fourier series as

V (x) =
∑
K∈R∗

cK(V )eiKx,
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the convergence holding in L2
per.

It is instructive to compute the matrix representation of HL in the basis of plane waves
(Fourier modes). Let

eq(x) = 1√
|ΓL|

eiq·x.

This function is compatible with the periodic boundary conditions when q belongs to the
supercell reciprocal lattice 1

LR
∗.

The sublattice R∗ of 1
LR
∗ induces a natural decomposition: any q ∈ 1

LR
∗ can be

uniquely decomposed as k +K, where K ∈ R∗ and k ∈ BL, where

BL =
{
n1
L
b1 + n2

L
b2 + n3

L
b3, n1, n2, n3 ∈ {0, 1, . . . , L− 1}3

}
.

For q = k +K and q′ = k′ +K ′, we then have

〈eq, HLeq′〉 =
(1

2 |k +K|2δK,K′ + cK−K′(V )
)
δk,k′

and we obtain the remarkable phenomenon that HL is block-diagonal in the k+K repre-
sentation. There are L3 blocks, one for each k ∈ BL, and the basis functions for each block
are (ek+K)K∈R∗ . This suggests grouping them as the Fourier coefficients of a function,
which corresponds to making the Bloch wave ansatz

ψk(x) = eikxuk(x),

where uk is R-periodic. We then have

HLψk = eikx
(1

2(−i∇+ k)2 + V

)
uk

and the eigenvalues of HL on the supercell can be obtained by solving the following L3

eigenvalue problems: (1
2(−i∇+ k)2 + V

)
unk = εnkunk

for R-periodic functions unk and k ∈ BL. Note that this block-diagonalization reduces an
eigenvalue problem on the supercell ΓL to L3 eigenvalue problems on the unit cell Γ, a
large reduction in complexity.

Since there are L3Ne electrons in the system, the occupied states are the L3Ne first
eigenstates of HL. Letting εLF be the (L3Ne)-th eigenstate of HL, assumed non-degenerate,
we have ∑

k∈BL,n∈N
1(εnk ≤ εLF ) = L3Nel,(20)

and the total energy is

EL =
∑

k∈BL,n∈N
εnk1(εnk ≤ εLF ).(21)

We now take the thermodynamic limit of these expressions by computing the limit of
the energy per unit cell, EL

L3 , as L goes to infinity. Recognizing Riemann sums, we obtain
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formally

lim
L→∞

EL

L3 = 1
|B|

∑
n∈N

∫
k∈B

εnk1(εnk ≤ εF )dk,

where the Fermi level εF is obtained implicitly through
1
|B|

∑
n∈N

∫
k∈B

1(εnk ≤ εF )dk = Nel

and where the Brillouin zone B is a unit cell of the reciprocal lattice R∗. This is a
specialization of the periodic rHF model (19) in the case without interaction.

III.1.4. The Bloch transform. The set (εnk)k∈B for a given n is called a band, and
the (εnk)n∈N,k∈B collectively form the band structure. The band structure characterizes
the spectrum of H = −1

2∆ + V on the whole space R3: for instance,

σ(H) =
⋃

k∈B,n∈N
{εnk}.(22)

More formally, the above statements can be written using the Bloch transform U ,
which is to Bloch waves what the Fourier transform is to plane waves. This transform is
defined for Schwartz functions by [RS72, Vol. 4]:

(Uw)k(x) =
∑
R∈R

w(x+R) e−ik·(x+R),

with inverse

(U−1u)(x) = 1
|B|

∫
B
eik·xuk(x) dk.

The Bloch transform expresses any function w as a linear combination of Bloch waves
eikxuk(x), with uk(x) periodic in x. Up to a constant factor, the Bloch transform extends
to a unitary map from L2(R3) to L2(B, L2

per).
We say that a bounded operator A : L2(R3)→ L2(R3) is periodic if, for all R ∈ R,

A(w(· −R)) = (Aw)(· −R).

If A is periodic, we have seen above that A does not couple Bloch waves with different
pseudo-momentum k. More precisely, A is decomposed by the Bloch transform:

(U(Aw))k(x) = (Ak(Uw)k)(x),

where the operator Ak = e−ikxAeikx is a bounded operator on L2
per, called the fiber of A

at k. The formalism extends to unbounded operators through the resolvent, and implies
for instance that (

−1
2∆ + V

)
k

= 1
2(−i∇+ k)2 + V

when V is a periodic potential. The fact that periodic operators do not couple different k
then leads to the decomposition (22) of the spectrum.
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Using the Bloch transform, the previous thermodynamic limit can now be reformulated
as

lim
L→∞

EL

L3 = Tr(Hγ),

with
γ = 1(H ≤ εF ),

Tr(γ) = Nel,

where, for a periodic, locally trace-class operator A, the trace per unit cell Tr(A) is given
by

Tr(A) = lim
L→∞

1
L3 Tr(χΓLAχΓL) = 1

|B|

∫
B

Tr(Ak)dk

where ΓL = LΓ with Γ a unit cell of the crystal, and χΩ is the indicator function of Ω.

III.2. Numerical analysis

III.2.1. Supercell method and numerical integration. In practice, the proper-
ties of a crystal are computed by the supercell approach above: we sample the Brillouin
zone B at L3 points BL, solving L3 eigenvalue problems. Since each of these eigenvalue
problems is expensive to solve, it is important to keep L minimal, and therefore to ask the
question: for a given number of eigenvalue problem solves, what is the optimal sequence
of computation to get an approximation of the thermodynamic limit?

We seek to estimate the error in the supercell method of quantities such as

∆εF (L) =
∣∣∣εLF − εF ∣∣∣ ,

∆E(L) =
∣∣∣∣∣ELL3 − lim

L→∞

EL

L3

∣∣∣∣∣ ,
with respect to L, where εLF and EL were defined in (20) and (21). Other measures of
error are possible; we focus on these for simplicity. The behavior of the error with respect
to L turns out to depend crucially on whether the material under consideration is gapped
or not. A periodic crystal is an insulator if there is a gap between the occupied and the
unoccupied states, i.e. if

inf
k∈B

εNel+1,k > sup
k∈B

εNel,k.

In the case where there is no gap, the system is metallic.
For an insulator, the formulas above simplify to

EL =
∑
k∈BL

N∑
n=1

εnk

It is then clear that the supercell method is approximating

lim
L→∞

EL

L3 = 1
|B|

∫
k∈B

N∑
n=1

εnkdk
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by a simple Riemann sum. Naively, we would therefore expect an error of O(1/L2).
However, the integrand is periodic, and Riemann sums are much more efficient than this
estimate suggests (see Figure 1) [TW14]. The reason for this is that

1
L

L−1∑
n=0

eim
2πn
L − 1

2π

∫ 2π

0
eimxdx =

{
1 if m is a non-zero multiple of L,
0 otherwise.

Therefore, the Riemann sum method is exact on low-degree trigonometric functions. Func-
tions with frequencies multiple of L are aliased on the grid to constant functions, and there-
fore introduce an error. It follows that the faster the decay of the Fourier coefficients, the
faster the convergence of the method [TW14]. In our case, the map k 7→

∑N
n=1 εnk is

analytic, and so, by a Paley-Wiener argument, one can show that
∆E(L) ≤ Ce−αL

for some C,α > 0. This was extended in [GL16] to the case of the rHF model.

0 1 2 3 4 5 6
x

1.0

0.5

0.0

0.5

1.0

Figure 1. Integration of a periodic function by the Riemann sum method.
By periodicity, the underestimation of the area under the curve almost
cancels with the overestimation, yielding very fast convergence.

III.2.2. The supercell method for metals. This exponential convergence for in-
sulators is borne out by numerical practice: very good results are obtained already with
coarse grids such as L = 4 or L = 6. However, for metals, the convergence is much more
erratic, and considerably larger grids are used. The difficulty for metals is that the in-
tegrands k 7→ ∑

n∈N 1(εnk ≤ εF ) and k 7→
∑
n∈N εnk1(εnk ≤ εF ) are now discontinuous

functions in the Brillouin zone B. Therefore, approximating the integral by a Riemann
sum is very inaccurate. The locus of discontinuities is the Fermi surface

S = ∪n∈NSn,
where the n-th sheet is

Sn = {k ∈ B,∃n ∈ N, εnk = εF }.
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The Brillouin zone might have multiple sheets and complex shapes; see for instance http:
//www.phys.ufl.edu/fermisurface for visualizations of the Fermi surfaces of pure solids.

The convergence of ∆EL depends on the properties of the band structure around the
Fermi surface. In [3], we use the following assumptions:

Assumption III.2.1. There are no eigenvalue crossings at the Fermi level: ∀n 6=
m,Sn ∩ Sm = ∅;

Assumption III.2.2. There are no flat bands at the Fermi level: ∀n ∈ N, ∀k ∈
Sn,∇εnk 6= 0.

The violation of these two assumptions can create van Hove singularities, which are
points of non-smoothness of the density of states. These assumptions are true for most
materials, with the notable exception of graphene (which violates the first condition).

Under these assumptions, the Fermi surface is a smooth surface, and we can prove
([3], Theorem 4.5) that

∆E(L) ≤ C

L
for some constant C > 0, as expected from a Riemann sum of a piecewise smooth function.
This convergence is very slow in practice, and a large literature has focused on obtaining
schemes with better convergence properties.

The first idea is to use higher-order interpolation: using the values of εnk sampled at the
points of BL, construct piecewise polynomial interpolants Pnk and Qnk which approximate
εnk to order p+1 and q+1 respectively as L→∞. Then, compute εL,qF and EL,p,q through

1
|B|

∫
B

∑
n∈N

1(Qnk ≤ εL,qF )dk = Nel,(23)

EL,p,q = 1
|B|

∫
B

∑
n∈N

Pnk1(Qnk ≤ εL,qF )dk.(24)

For these methods, we proved the following result.
Theorem III.2.3. Assume that Assumption III.2.1 is satisfied, and that the inter-

polants Pnk, Qnk are local and accurate to order p + 1 and q + 1 respectively. Then there
exists C > 0 such that, for L large enough,

|εL,qF − εF | ≤
C

Lq+1 ,

|EL,p,q − E| ≤ C
( 1
Lp+1 + 1

L2q+2

)
.

We refer to [3] Theorem 4.5 for the precise assumptions on the interpolants. The
surprise here is the appearance of 2q+ 2 instead of q+ 1: although the computation of the
energy depends on the Fermi level, it can be significantly more accurate. The solution to
this paradox is that the error made on the ground state energy is, to leading order, equal
to εF times the error made on the number of electrons, which is zero from (23).

To implement these methods, one needs to be able to compute analytically quantities
of the form ∫

B
P (k)1(Q(k) ≤ ε)dk
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for piecewise polynomials P and Q. This is achievable when p = q = 1, but becomes very
complex for larger degrees. The most efficient method used in practice is the improved
tetrahedron method [BJA94], which is a correction to the method with p = q = 1 to
achieve results similar to the p = 2, q = 1 method.

III.2.3. Smearing. In practice, the most used method for the computation of the
properties of metals is to add an artificial smearing. This is inspired by systems at fi-
nite temperature: a system of Nel non-interacting fermions in the canonical ensemble at
temperature T is characterized by a density matrix γ obeying the Fermi-Dirac statistics

γ = f

(
H − εF
kBT

)
(25)

Trγ = Nel

with

f(x) = 1
1 + ex

the Fermi-Dirac occupation function1.
Binding energies in solids are on the order of the electron-volt, equivalent to a kBT

factor of about 10, 000K. Therefore, although temperature effects on electronic properties
are relevant to systems under extreme conditions (in the core of giant planets, or in inertial
confinement fusion [SSB18]), they are not relevant at room temperature. However, they
are convenient numerically: the supercell energy EL becomes

EL,T

L3 = 1
L3

∑
k∈BL,n∈N

εnkf

(
εnk − εL,TF
kBT

)
,

where the approximate Fermi level εL,TF is chosen to satisfy

1
L3

∑
k∈BL,n∈N

f

(
εnk − εL,TF
kBT

)
= Nel.

When T > 0, this is a Riemann sum method on a smooth integrand, and converges ex-
ponentially fast with respect to L. This is a standard numerical trick in computations on
metals: adding an artificial small temperature helps convergence. The artificial tempera-
ture is chosen as large as possible without interfering with the physical results; the widely
used ABINIT code has a default value of T of about 3, 000K.

It is also convenient to use other (non-physical) smearing functions than the Fermi-
Dirac distribution. Figure 2 shows some of the most commonly used. In particular, the
popular Methfessel-Paxton scheme [MP89] replaces the Fermi-Dirac occupation function f
by one for which f ′ has more zero moments, and is therefore a higher-order approximation

1Note that there are subtleties involved in performing thermodynamic limits à la Catto-Le Bris-Lions
at finite temperature: operators representing non-confined particles in the whole space possess continuous
spectrum, and density matrices of the form (25) cannot be trace-class if H has continuous spectrum.
Physically, this is because a system cannot be kept at finite temperature equilibrium if it is in contact
with the vacuum. This issue is not present when considering confined particles, either through Dirichlet
boundary conditions, or the supercell method.
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of the Dirac distribution. This results in a better approximation of quantities of interest,
as the following theorem shows.
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Figure 2. Some smearing functions used in practice. Approximation to
the Dirac function δ1 (left), and occupation numbers f1 (right).

Theorem III.2.4. Assume that assumptions III.2.1 and III.2.2 hold, and that f obeys
some technical conditions satisfied by all methods in practice (see [3] for details). Assume
that f is of order at least p, i.e. that

∫
R x

nf ′(x)dx = 0 for all 1 ≤ n ≤ p. Then there are
C > 0, η > 0 such that

∆E(L, T ) + ∆εF (L, T ) ≤ C
(
T p+1 + T−4e−ηTL

)
.

Introducing temperature therefore makes the problem easier to solve (since the in-
tegrand is smooth), at the price of an error O(T p+1). In principle, by optimizing over
T at finite L one can select the appropriate rate of decay to minimize the error for a
given computational budget L; in particular, by selecting L = 1

T 1+ε , one gets a total error
proportional to L−

p+1
1+ε .

There are two parts in the estimates of this theorem: first, the error made by intro-
ducing the artificial temperature, and second the quadrature error. The simplest way to
understand the first error is to notice that, if

E(ε) = 1
|B

∫
B

∑
n∈N

εnk1(εnk ≤ ε)dk,

then

ET (ε) := 1
|B

∫
B

∑
n∈N

εnkf

(
εnk − ε
kBT

)
dk = (E ∗ δT )(ε),

where

δT (ε) = − 1
kBT

f ′
(

ε

kBT

)
.
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Since
∫+∞
−∞ f ′ = 1, when T → 0, δT tends to the Dirac distribution. More precisely, for all

φ in the Schwartz space S, we have the expansion

−
∫ +∞

−∞
δT (ε)φ(ε)dε = φ(0) + · · ·+ Tn

n!

(∫
R
xnf ′(x)dx

)
φ(n)(0) +O(Tn+1).

and so, provided that E is smooth at ε,
ET (ε) = E(ε) +O(T p+1).

Second, for a given T , the convergence is exponential with respect to L, because the
integrand

k 7→
∑
n∈N

εnkf

(
εnk − ε
kBT

)
= Tr

(
Hkf

(
Hk − ε
kBT

))
is analytic in a complex strip around the real axis. However, the width of this complex
strip depends on the temperature, which is the origin of the temperature dependence of
the exponent e−ηTL. Finally, when the smearing function f is entire (as is the case with
the Methfessel-Paxton scheme), then the convergence is super-exponential (see [3]).

III.2.4. Perspectives. For insulators, it is clear that the supercell method is the
correct choice, and leads to a very fast convergence in practice. For metallic systems,
however, it is extremely slow, and more sophisticated methods are needed to keep the
computation cost acceptable. We described elementary approaches that only work on the
eigenvalues εnk. By using higher-order interpolants or by artificially smearing the system,
one is able to achieve arbitrary high convergence orders. In practice, though, higher-order
methods are found not to be competitive, and only methods of order 1 or 2 are used.

The main problem in the interpolation of bands is that they undergo crossings or
avoided crossings, at which points they are not smooth. A way to bypass that issue is
to use more information than simply the εnk. For instance, several methods exploit the
fact that the local behavior of the εnk with respect to k can be computed efficiently from
perturbation theory (the “k · p” method) [PP99]. Others use a reduced basis methodology
to solve smaller-size eigenvalue problems [Shi96]. Yet another option is Wannier interpo-
lation, described in Chapter IV. Of these, Wannier interpolation seems to be the most
accurate, but the systematic construction of good Wannier functions is not trivial.

Finally, note that these more sophisticated interpolation techniques are most often
used in a non-self-consistent way, i.e. for a fixed, converged, Hamiltonian. The coupling
to the SCF cycle on the one hand, and to properties (derivatives of the energy) on the
other, is not well studied. I intend to pursue this in future work.

III.3. Defects, screening and charge sloshing

We have until now been concerned with a perfectly periodic crystal. While the struc-
ture of perfect crystals successfully explains a number of the properties of real crystals (for
instance, density, absorption spectrum, Young’s modulus), others, such as conductivities,
tensile strength or ductility, depend crucially on the deviations of the crystal from its
“perfect” equivalent. For instance, steel (which contains by mass around 99% iron and
1% carbon) has very different properties than those of iron: “crystals are like people: it
is the defects in them which tend to make them interesting” [Hum79]. Mathematically,
the modeling of various types of defects is the next logical step in the complexity ladder

40



towards realistic systems once periodic systems are understood, and consequently has at-
tracted a large amount of interest, at both the quantum and classical level (see [CLB13]
for a review).

In this section, we study the electrostatic response of crystals to defects in the reduced
Hartree-Fock approximation. This is interesting in itself, and also to understand the con-
vergence properties of the self-consistent iterations for extended systems. We begin with a
phenomenological description in Sections III.3.1 and III.3.1, then state the mathematical
results obtained in [2] in Sections III.3.3 and III.3.4.

III.3.1. Model and response functions. Imagine putting a free charge Q in the
crystal, with a charge distribution µdef = Qδ0. In vacuum, this would create a potential
V (x) = Q

|x| . In a material, neglecting the movement of the nuclei, electrons will reorganize
to this defect, and the total potential V will include the Coulomb interaction created
by µdef and the electron response ρdef . There is a large empirical difference in behavior
depending on whether charge carriers in the material are mobile or not. In an insulator,
electrons are tightly bound to their nuclei, and will only shift slightly away from their
equilibrium positions. A simple empirical model is

V (x) ≈ Q

|x|εr
for a material-dependent dielectric constant εr > 1. This is the reason why dielectric
materials are often inserted in capacitors: by effectively reducing the electric field, they
achieve a larger capacitance. By contrast, in metals, electrons are mobile, and flock
even from far away towards a positive charge (or move away from a negative charge).
At equilibrium, the defect is surrounded by an excess (or depletion) of electrons that
nullifies its effect at long range, an empirical model being the Yukawa or screened Coulomb
potential

V (x) ≈ Q

|x|
e−k|x|

where 1/k is the screening length.
How do these effects arise from microscopic theory? We will provide a partial answer

in the rHF model of defects. We described in Section III.1 the rHF model for a periodic
crystal with a given nuclei distribution µ. Let ρper(x) = 1(−∆ + Vper ≤ εF )(x, x) be the
electronic density, with Vper the unique periodic solution of −∆Vper = 4π(ρper − µ). Let
us now consider a defect, modeled by a local charge density µdef . The model is formulated
in terms of the electronic excess density ρdef :{

ρdef(x) = 1(−∆ + Vper + V ≤ εF )(x, x)− ρper(x),
−∆V = 4π(ρdef − µdef),

(26)

where V is the (non-periodic) total potential resulting from the defect. This model was
studied in [CDL08], and derived from a supercell thermodynamical limit. It is the one
computed in practice for the study of defects in crystalline solids. With these definitions,
the picture expected empirically is given in Figure 3.

When µdef is small, or when it is very extended (so that µdef ∗ 1
|x| is small), one can

use the tools of linear response. The linear response of the rHF model to defects was
performed first in the electron gas (Vper constant) by Lindhard [Lin54], providing the
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Figure 3. Quantities involved in (26), with −∆Vel = 4πρdef ,−∆Vnucl =
−4πµdef and V = Vnucl +Vel. The positive nuclear defect potential Vnucl lo-
cally depletes the electrons, creating a counter-potential Vel which reduces
the total potential V . In insulators (left panel), the defect charge satisfies∫
R3 ρdef < −

∫
R3 µdef , and so the total field is long-ranged (partial screen-

ing). In metals (right panel),
∫
R3 ρdef = −

∫
R3 µdef and so it is short-ranged

(full screening). Lattice-scale oscillations are not pictured.

first quantum-mechanical understanding of screening in metals. In the ’60s, Adler and
Weiser extended this to arbitrary periodic potentials [Adl62; Wis63], building upon earlier
work of Ehrenreich and Cohen [EC59] that ignored the “local field effects” (the coupling
of reciprocal wavectors in the response functions). This was studied mathematically in
[CL10].

Formally, linear response proceeds by expanding V to first order in µdef . Denote by χ0
the independent-particle polarizability operator, defined as the expansion of ρdef to first
order in V :

1(−∆ + Vper + V ≤ εF )(x, x) ≈ ρper(x) + (χ0V )(x).

The equation (26) becomes

(−∆− 4πχ0)V = −4πµdef ,

and so

V = −4πAµdef ,(27)
A = (−∆− 4πχ0)−1(28)

The properties of the transfer operator A depend crucially on those of χ0. This latter
operator is periodic: it commutes with lattice translations. Therefore, it can be block-
diagonalized into fibers χ0,q in the same way as the Hamiltonian. The operator A is
periodic, with fibers Aq = ((−i∇ + q)2 − 4πχ0,q)−1. This is a complicated expression:
not only do we have to compute χ0,q, but we also have to invert the operator ((−i∇ +
q)2 − 4πχ0,q). A special case is when the external potential is considered to be constant.
In this case, the operator A commutes with all translations, and is given by a simple
multiplication in Fourier space by the number (|q|2 − 4πχ0,q)−1, yielding the Lindhard
response function [GV05].
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In the general case, if we denote by unk and εnk the orthonormal eigenfunctions and
eigenvalues of

((−i∇+ k)2 + V )unk = εnkunk,

then by first-order perturbation theory we can compute

χ0,q = 1
|B|

∫
B

∑
n,m∈N

1(εn,k+q ≤ εF )− 1(εmk ≤ εF )
εn,k+q − εmk

|umkun,k+q〉〈umkun,k+q|dk,(29)

the Adler-Wiser formula [Adl62; Wis63].

III.3.2. Insulators and metals. For general periodic systems, the behavior of χ0,q
for large wavelength is very different in insulators and in metals. This can most easily be
seen by expressing the operator χ0,q in the basis of Fourier modes eK(x) = 1√

|Γ|
eiKx,K ∈

R∗. We have

〈eK , χ0,qeK′〉 = 1
|B|

∫
B

∑
n,m∈N

1(εn,k+q ≤ εF )− 1(εmk ≤ εF )
εn,k+q − εmk

〈eK |umkun,k+q〉〈umkun,k+q|eK′〉dk.

For insulators, when q is small, the only possible excitations are between occupied and
empty states, i.e. n ≤ Nel,m > Nel or n > Nel,m ≤ Nel. In this case, when K = 0, we
have the expansion

〈e0|umkun,k+q〉 = 1√
|Γ|
〈umk|un,k+q〉 = q · 1√

|Γ|
〈umk|∇kun,k〉+O(|q|2).

It follows that we have
(χ0,q)00 = O(|q|2), (χ0,q)K0 = O(|q|), (χ0,q)0K = O(|q|)

and so, separating the “head” (0, 0), “wings” (K, 0), (0,K) with K 6= 0 and “tail” (K,K ′)
with K,K ′ 6= 0, we get the block decomposition

(−i∇+ q)2 − 4πχ0,q =
(
O(|q|2) O(|q|)
O(|q|) |K + q|2δKK′ − 4π(χ0,q)KK′ .

)
Furthermore, it is easily seen that χ0,q is nonpositive, so that the “tail” is invertible. By
a Schur complement formula, it follows that

(Aq)00 = ((−i∇+ q)2 − 4πχ0,q)−1
00 = 1

qT εrq
+O

( 1
|q|

)
(30)

for some 3× 3 symmetric matrix εr > 1.
For metals, by contrast, excitations umk ↔ un,k+q at arbitrary small q are allowed. In

fact, when q → 0, the diagonal terms m = n in (χ0,q)00 contribute near the Fermi surface;
a more careful analysis shows that this term is proportional to the density of states at
the Fermi level, which is non-zero for a “regular” metal (one satisfying assumptions III.2.1
and III.2.2). As a result, (Aq)00 does not diverge but tends to a finite limit as q → 0.

The result then is that the Fourier transform of the potential response to a local charge
density will have a 1

|q|2 divergence in insulators, but not in metals. This corresponds to the
presence of a long-range Coulomb force in insulators (partially screened by a factor εr),
but not in metals (fully screened response).

43



Note that we have here focused only on the behavior at q = 0. This is indeed the source
of partial screening in insulators, and total screening in finite-temperature systems. For
zero-temperature metals, another phenomenon appears: although the response functions
do not diverge at q = 0, similar to the case of finite-temperature systems, it does not mean
that the total potential is exponentially localized, because the discontinuities in k-space
produce oscillatory tails. This can be understood most simply by considering the simple
case Vper = 0, in which case χ0 is a translation invariant operator characterized by its
reciprocal space expression χ0(q). This can be analytically computed (see [GV05]), and
has a singularity at q = 2kF , where kF is the Fermi wave vector. This results in long-range
oscillations known as Friedel oscillations. In arbitrary periodic systems, the long-range
behavior of the total potential depends on the shape of the Fermi surface [RZK66].

It is instructive to consider the above analysis in the framework of the simpler local
“Poisson+F” model

−∆V = 4π(ρFdef [V ]− µdef)
where

ρFdef [V ](x) = F (V (x))
with F : R→ R a given function. Models of this form include the Thomas-Fermi equation
for the electron gas (see Section II.3.1) and the Poisson-Boltzmann equation for ionic
liquids. Assuming that µdef is small, we can linearize this equation to

−∆V − 4πχ0V = −4πµdef ,

where χ0 = F ′(0). The solution of this equation for χ0 ≤ 0 is

V (x) = Q

|x|
e
√
−4πχ0|x|.

This makes the physical interpretation clearer: χ0 is the susceptibility, and quantifies the
amount of charge carriers that are created in the system by a raising of the potential V .
When charge carriers are available (χ0 < 0), total screening results.

The rHF model is more complex to interpret due to the non-locality of the mapping χ0.
The number (χ0,q)KK′ represents the response at wavelength q+K of the density a crystal
of independent electrons to a perturbation of the potential at wavelength q+K ′. Lowering
the potential at a low wavelength (q small, K = 0′) corresponds to raising the Fermi level
locally. For insulators, this does not change the occupations: (χ0,0)00 = 0 (there are no
available carriers). For metals, this increases the density locally: (χ0,0)00 < 0. As in the
simple “Poisson+F” model, this results in total screening in the case of metals, but not
in the case of insulators. Additional effects compared to the “Poisson+F” model are the
appearance of partial screening and Friedel oscillations.

III.3.3. Rigorous results. To make the analysis above rigorous, we need to define
the model of defect, justify the linear response (formulas (27) and (29) for the operators
A and χ0), and finally compute their properties precisely. This was done for insulators
in [CL10]. There, a homogenization limit was considered: the authors considered a dilute
defect charge

µdef,η(x) = η3µdef(ηx)
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for a localized profile µdef and η small. They then proved that the rescaled potential
η−1Vη(η−1x) converges weakly to the solution of the Poisson equation

div(εr∇V ) = 4πµdef

(compare with (30)).
In [2], I considered the case of metals. To avoid complications related to Friedel

oscillations, I used the finite-temperature model
ρper = f(−∆ + Vper − εF )(x, x),∫

Γ ρper = Nel,
−∆Vper = 4π(ρper − µper), V R-periodic,

(31)

for the periodic system, and{
ρdef(x) = f(−∆ + Vper + V − εF )(x, x)− ρper(x),
−∆V = 4π(ρdef − µdef)

(32)

for the defect system, where f(ε) = (1 + eε/(kBT ))−1 and the temperature T is fixed. The
existence theory of (31) using a variational method was performed in [Nie93]. For the
defect problem (32), I proved the following theorem:

Theorem III.3.1. Fix a solution Vper ∈ L2
per, εF ∈ R of (31). When µdef is small in

H−2(R3), there is a unique solution ρdef of (32) in a neighborhood of 0 in L2(R3). Fur-
thermore, if (1+|x|2)1/2µdef is small in H−2(R3), then, for all N ≥ 1, if (1+|x|2)N/2µdef ∈
L2(R3), then (1 + |x|2)N/2V ∈ L2(R3).

This theorem applies to the defect potentials considered in [CL10], as well as to the
case where µdef = Qδ0, for Q small enough. In the latter case, it says that the total
potential decays to zero at infinity faster than any polynomial (complete screening).

In the finite temperature case, the equation (29) for χ0,q becomes

χ0,q = 1
|B|

∫
B

∑
n,m∈N

f(εn,k+q − εF )− f(εmk − εF )
εn,k+q − εmk

|umkun,k+q〉〈umkun,k+q|.(33)

At finite temperature, this behaves like a metal: (χ0,q)00 tends to a non-zero limit as
q → 0, and therefore there is no divergence in (Aq)00. Furthermore, and in contrast to the
zero-temperature case, χ0,q is a smooth function of q. This makes it possible to establish
the decay properties of the linear response potential Aµdef , and, by a fixed-point argument,
of V .

III.3.4. Charge sloshing. The above analysis is also relevant to understand the
properties of algorithms to solve the self-consistent problem. We consider for simplicity the
case of the potential mixing algorithm for the defect problem. Let G be the independent-
particle mapping

G(V ) =
(
f(−∆ + Vper + V − εF )− f(−∆ + Vper − εF )

)
(x, x).

from defect potential to defect electronic density. The mapping G is well-defined from a
neighborhood of 0 in L2(R3) to L2(R3) (this results from a contour representation of G(V )
together with the Kato-Seiler-Simon inequality). Its differential at zero, χ0, is a bounded
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operator from L2(R3) to itself. Let vc = 4π(−∆)−1 be the (unbounded) Coulomb operator.
Then the self-consistent equations (32) can be reformulated as

V = Vdef + vcG(V )(34)
where Vdef = −vcµdef . The potential mixing algorithm is

Vn+1 = Vn + α(Vdef + vcG(Vn)− Vn).
Linearized around zero, this gives the Jacobian

J = 1− α(1− vcχ0).
Let us consider a truncation of space to a cubic domain of length L. Then the operator vc,
which acts as a multiplication in Fourier space by 1/|q|2, has eigenvalues proportional to
L2. In the case of zero-temperature insulators, as explained above, this is compensated by
χ0, so that vcχ0 is a bounded operator; at finite temperature however, vcχ0 has eigenvalues
on the order of L2. This means that α has to be chosen very small for the algorithm to
converge. This appears in computations as charge moving along large-wavelength modes
(for which vc is large), called charge sloshing in the literature. This is however easy to
remedy by using an appropriate preconditioner. In practice, for metallic systems, this is
usually chosen as the Kerker scheme [Ker81], a multiplication operator in Fourier space
given by

K(q) = |q|2

β + |q|2
where β is a well-chosen constant. This acts as a high-pass filter which compensates for
the divergence in vc. I prove in [2] the following theorem:

Theorem III.3.2. Under the assumptions of Theorem III.3.1, the iteration
Vn+1 = Vn + αK(Vdef + vcG(Vn)− Vn)

converges for α > 0 small enough.

The proof is an application of the Banach fixed point combined with the estimation
that the spectrum of K(1 − vcχ0) is bounded and strictly positive. This justifies the
Kerker preconditioning scheme in the general setting of periodic metals (not limited to
the homogeneous electron gas).

This study is limited to the finite-temperature case. The zero-temperature case in-
volves additional technical complexities for screening, due to the appearance of Friedel
oscillations; however, the analysis of charge sloshing should be similar. It is also restricted
to periodic materials; it is known in practice that the self-consistent field iterations are
slow to converge for inhomogeneous systems, and finding an adequate preconditioner is a
challenge [LY13]. I intend to explore this in future work.

III.4. Independent electrons under a uniform electric field

In [1], we considered another aspect of the response of periodic systems to external
perturbations: electronic transport. Phenomenologically, when a uniform electric field is
applied to a solid, one observes a flow of electrons in metals, and almost no current in
insulators. Microscopically, this is again because in insulators, the electrons are tightly
bound to their nuclei, and are not free to move: under the action of the electric field,
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the electrons merely polarize, shifting their position slightly. In metals, by contrast, the
classical Drude model assumes free electrons, which get accelerated by the electric field.
This is ballistic transport, where the velocity of the electrons increases linearly. Then,
after travelling in the crystal for some time τ , the electrons encounter an obstacle (a
defect in the lattice, for instance), from which they bounce off at a random velocity. This
ultimately results in a constant current flowing through the material, proportional to the
imposed electric field (Ohm’s law).

More exotic physics can be observed in regimes where quantum effects are important.
In particular, we mention

• The quantum Hall effect, in which the transverse conductivity under a magnetic
field is quantized in a very robust way;
• Bloch oscillations, in which electrons undergo oscillatory motion even without
obstacles;
• The electronic properties of graphene, intermediate between insulators and met-
als.

III.4.1. Results. In [1], we investigated a very simple quantummodel of non-interacting
electrons in a perfect lattice that is able to represent these three effects. In dimension d ≤ 3,
let V ∈ L2

per(Rd,R) be a periodic scalar potential, and A ∈ L4
per(Rd,Rd) be a periodic

vector potential. The unperturbed Hamiltonian is

H0 = −1
2(−i∇+A)2 + V,

a periodic operator with fibers

H0
k = −1

2(−i∇+ k +A)2 + V.

We use the same notation as in the previous sections for its eigenvalues εnk and eigenvectors
unk. The ground state of the electrons is modeled by the density matrix

γ(0) = 1(H0 ≤ εF ),(35)

where εF is a fixed Fermi level. Then, at time t = 0, we switch on a small uniform electric
field in a fixed direction eβ:

Hδ = H0 + δx · eβ
where δ � 1, and solve the Liouville equation

i
dγδ

dt
(t) = [Hδ, γδ(t)],(36)

which is simply a reformulation of the time-dependent Schrödinger equation in the case
of independent electrons.

In particular, we want to look at the evolution of the current per unit cell

jδ(t) = Tr(Jαγδ(t)),

in a fixed direction eα, where Jα = −(−i∇+A) · eα.
We say that a system is
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• An insulator if there is N ∈ N such that

sup
k∈B

εNk < εF < inf
k∈B

εN+1,k.

• A non-degenerate metal if εF ∈ σ(H0) and Assumptions III.2.1 and III.2.2 are
satisfied (no crossing or flat bands at the Fermi level).
• A semi-metal if the dimension d is 2, the internal magnetic field A vanishes,
and the Fermi surface is composed of a finite number Ncross of conical crossings
(ki)i=1,...,Ncross such that

εNsm−1,ki < εNsm,ki = εF = εNsm+1,ki < εNsm+2,ki

for some Ni ∈ N, and that furthermore near ki we have

εNsm,k = εF − vF,i|k − ki|+O(|k − ki|2)
εNsm+1,k = εF + vF,i|k − ki|+O(|k − ki|2)

for some Fermi velocity vF,i 6= 0 (with the convention that ε0,k = −∞).
The assumption on the non-degenerate metals is the same as the one we have used in
Section III.2. The assumption on the semi-metals is generic in the case of two-dimensional
systems with honeycomb lattices, such as graphene [FW12].

We prove in [1] the following theorem.

Theorem III.4.1. For all δ > 0, equations (35), (36) admit a unique solution γδ(t)
for all times t ∈ R, which is a bounded and periodic operator. The operator Jαγδ(t) is
locally trace class for all t ∈ R, and the function jδ is continuous.

(a) Assume that the system is an insulator. Then

lim
t→+∞

lim
δ→0

1
δt

∫ t

0
jδ(t′)dt′ = −i

|B|

∫
B

Tr
(
γk(0)[∂kαγk(0), ∂kβγk(0)]

)
dk(37)

(b) Assume that the system is a non-degenerate metal. Then

lim
t→+∞

lim
δ→0

jδ(t)
δt

= 1
|B|

∑
n∈N∗

∫
Sn

(∇εn,k · eα) (ds · ~eβ).(38)

Furthermore assume that the Fermi level is crossed by an isolated band, i.e.
that there exists N ∈ N∗ such that εN−1,k < εF < εN+1,k for all k ∈ B with
uniform gaps between εN−1,k and εN,k on the one hand, and εN,k and εN+1,k on
the other hand. Then there is η > 0 such that, for all δ, t ∈ R,

jδ(t) = 1
|B|

∫
B
1(εN,k ≤ εF )∂kαεN,k−δeβtdk +O((δ + δ2t)eη|t|δ).(39)

(c) Assume that the system is a semi-metal with Ncross conical crossings in the Bril-
louin zone, and that V ∈ H1

per. Then

lim
t→+∞

lim
δ→0

1
δt

∫ t

0
jδ(t′)dt′ = 1

|B|
π2

4 Ncross eα · eβ.(40)
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III.4.2. Comments and numerical illustration. Our results show the following
behavior, in their regimes of applicability:

• In insulators, when the current is measured in the longitudinal direction (eα =
eβ), the current vanishes when averaged in time. The transverse conductivity is
related to the Chern numbers (see Section IV.4 in the next chapter) and is in
particular quantized, a relationship known as the TKNN formula [TKNN82].
• In metals, in the regime t� 1/δ, the current grows linearly with time, and elec-
trons undergo ballistic transport. The proportionality factor, sometimes called
Drude weight, is related to the density of charge carriers at the Fermi level.

For larger times, due to a phenomenon known as Bloch oscillations, the cur-
rent is actually oscillatory. For instance when eβ is a vector of the reciprocal
lattice R∗, the current is approximately periodic with period 1/δ. We are theo-
retically only able to observe a number of periods logarithmically growing with
1/δ. This results from our estimates involving an application of Gronwall’s lemma
to control the momentum; in a tight-binding model, we would have been able to
observe a number of periods linearly growing with 1/δ. This condition may be
related to the Ehrenfest time in semiclassical analysis [HJ00].
• In semimetals such as graphene, there is a finite conductivity, known as the resid-
ual conductivity. This conductivity is independent of the details of the crossings
(and, in particular, of the Fermi velocities vF,i).

The situation can be visualized in the plots of Figure 4 in the regime t� 1/δ and Figure 5
for t� 1/δ, where we refer to [1] for an explanation of the tight-binding 2D model used.

This study uses a very simple model of non-interacting electrons in a perfect lattice.
In real materials, impurities and interactions with the motion of the nuclei affect the
current. For insulators the effect is relatively minor: the conductivity, resulting from
a topological property, is extremely robust to external perturbations, as is well-known
from the quantum Hall effect. For metals, these effects act as obstacles to the ballistic
propagation of the electrons, and eventually limit the value of the current and resulting
in a finite conductivity (Ohm’s law). A detailed mathematical investigation of this effect
would be a very interesting direction of research.

This and similar models have been studied by a number of authors in the mathematical
community [PST03; BGKS05]. However, these studies have often considered insulators,
using methods such as adiabatic switching or space-adiabatic perturbation theory to de-
scribe the equilibrium state of electrons in systems displaying the quantum Hall effect
or Anderson localization. To our knowledge, ours is the first effort to describe periodic
insulators, metals and semi-metals in an unified, mathematically rigorous, context.
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(a) Normal insulator phase.
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(b) Chern insulator phase, transverse current.
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(d) Semimetal.

Figure 4. Current jδ(t)
δ (solid line) and running average 1

δt

∫ t
0 j

δ(t′)dt′ (dotted
line) for several phases, in the linear response regime (δ = 10−6, t� 1

δ ).
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Figure 5. Current in the Bloch oscillations regime (δ = 10−2, 1
δ � t). The left

panel is in a case where eβ is commensurate with the reciprocal lattice, the right
panel is in a case where it is not.
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III.4.3. Sketch of proof. We very briefly sketch the proof of Theorem III.4.1. First,
it is surprising that γδ(t) is a periodic operator, even though Hδ is clearly not. The answer
to this apparent paradox is that, while the potential δxβ is not periodic, its associated
electric field −δeβ is. To make this clearer, we perform the classical change of gauge

γ̃(t) = eiδtxβγ(t)e−iδtxβ ,
and obtain the equation

i
d

dt
γ̃(t) = [H̃δ(t), γ̃(t)](41)

where

H̃δ(t) = 1
2(−i∇+A− δeβt)2 + V

Therefore, we have turned a time-independent linear potential into a time-dependent uni-
form vector potential; this is consistent with the classical electromagnetic equation

E = −∇V − dA
dt

for the electric field in a potential (V,A), which shows that a constant uniform electric
field can be imposed either through a constant but non-uniform scalar potential V , or
through a uniform but time-dependent vector potential A. The study of (36) can then
be reduced to that of (41). In particular, this is now a periodic equation, which by Bloch
theory reduces to the study of the fibers H̃δ

k(t).
We then have to study the dynamics generated by the time-dependent Hamiltonian

h(δt) := (−i∇+A+ k − δeβt)2 + V = H0
k−δeβt

for all k ∈ B. For a given k ∈ B, define the propagator U δ(t) by U δ(0) = 1 and

i
d

dt
U δ(t) = h(δt)U δ(t).

Two tools can be used to compute approximations of U δ(t) for δ small. We sketch these
tools, in the case of a finite-dimensional Hilbert space for simplicity.

The first tool is linear response, which considers h(δt) as a small perturbation of h(0):
for a given t > 0, h(δt) = h(0) + δth′(0) +O(δ2). Then, using Duhamel’s formula, we can
expand the propagator U δ(t) in a Dyson series:

U δ(t) = e−ith(0) − iδ
∫ t

0
e−i(t−t

′)h(0)h′(0)t′e−it′h(0)dt′ +O(δ2).

This formula can be used to obtain an expansion of the current to first order in δ, at fixed
t (the Kubo formula). It is limited to short times t � 1

δ , but does not require any gap
assumption.

To observe Bloch oscillations, one needs to access larger times. We can use there the
adiabatic theorem [Teu03], which considers h(δt) as a slow deformation of a family of
Hamiltonians. If P (δt) is the projector on a gapped spectral subspace of h(δt), then

U δ(t)P (0)U δ(t)∗ = P (δt) + iδL+(δt)P ′(δt)− iδU δ(t)L+(0)P ′(0)U δ(t)∗ +O(δ2t),(42)
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where L+ is the Liouvillian pseudo-inverse (see [1] for the definition). To order 0, U δ
preserves the gapped eigenstates: this results in the ballistic transport of metals. The
second term of this equation is static, and results in the finite transverse conductivity in
insulators. The third term is oscillatory, and disappears when averaged in time.

Both linear response and adiabatic theories enable the computation of first-order prop-
erties, and both (a) for insulators and the first part of (b) for metals can be proved indif-
ferently using either of these tools. For the second part of (b) (Bloch oscillations), only
adiabatic theory is applicable, because of the need to access times of order 1

δ . In the case
of semimetals, the presence of Dirac points that close the gap render adiabatic theory
inapplicable, and only linear response can be used.

These arguments, together with a careful control on the remainder terms (in partic-
ular due to the unboundedness of the Hamiltonian), yield Theorem III.4.1 in the case
of insulators and non-degenerate metals. For semimetals, a separate study is needed to
control the divergence of oscillatory terms near the Fermi surface, which leads to the finite
conductivity proved in Theorem III.4.1.

III.4.4. Step response of oscillatory systems. Finally, we comment on the order
of limits, and on the time-averaging process. Our results take the limit as δ → 0, then as
t→∞. The opposite limit t→∞ then δ → 0 is very hard to study. This is because our
model is non-dissipative, and the long-time dynamics of non-dissipative systems (classical
or quantum) are complicated out-of-equilibrium phenomena.

The limits do not in general commute. The simplest case where this can be seen
explicitly is the case of a non-degenerate metal described by a tight-binding (or discrete
Schrödinger) model, a point argued in [BESB94, Proposition 4]. In that case, when
eα = eβ, jδ(t) can be recognized as the derivative of a (bounded) energy, and so

lim
δ→0

lim
t→∞

1
δt

∫ t

0
jδ(t′)dt′ = 0.

On the other hand, our results show that

lim
t→∞

lim
δ→0

1
δt
jδ(t) > 0.

Naively interpreted, these results show that the conductivity of metals is either 0 or
infinity, depending on the definition. The reason why metals are observed to have a finite
conductivity is due to the interaction of the electrons with obstacles such as impurities or
nuclear motion, which is not taken into account in our simple model.

For insulators and semi-metals, our results apply not directly to the conductivity, but
to its time-averaged value. This is because quantum dynamics is oscillatory, and these
oscillations have to be taken out in one way or another. This can be illustrated on the
very simple example of a driven linear oscillator

i∂tO(t) = ωO(t) + I(t)(43)
as would arise from the linear response of a two-level quantum system, where I (in our
case, the electric field) is the input and O the output (in our case, the current per unit
cell). The natural definition of the “conductivity” (response to a step function) in this
system is to take I(t) = 1 and solve for the steady state O(t) = − 1

ω . But this steady
state may never be reached. For instance, if I(t) is turned to 1 brutally from 0 (as we
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do in Theorem III.4.1), the solution of the equation for t ≥ 0 is O(t) = − 1
ω (1 − e−iωt),

which oscillates and does not settle into the steady state. In our case, this appears as the
oscillatory third term in (42).

This is a common problem, and has been dealt with in at least four different ways in
the mathematical literature:

(1) Add a finite dissipation η > 0 to the system, for instance by i∂tOt + iηO(t) =
ωO(t) + I(t), compute the conductivity at finite η, and then let η tend to 0. This
corresponds to the “relaxation time approximation” [BESB94] and is usually
invoked to compute frequency-dependent response functions in computational
physics.

(2) Define the conductivity through a time-averaging: σ = limt→∞
1
t

∫ t
0 O(t′)dt′. This

is the method we use in Theorem III.4.1.
(3) Switch on the input I adiabatically, for instance by I(t) = eηt if t < 0, I(t) = 1

otherwise. This is for instance the approach used in [BGKS05].
For simple systems, it is easy to see that these methods are equivalent. This is illustrated
in Figure 6.

However, the numerical results in Figure 4 point to something more: the linear response
current limδ→0

jδ(t)
δ appears to tend to a finite limit as t→∞. This is not captured in our

results, and results from a dispersion effect: unlike the simple model (43) that oscillates
at a single frequency, extended systems possess a continuum of frequencies that interfere
destructively for large times. Although this argument is not new either in mathematical
physics or in the physical literature on electronic transport (it was already mentioned
in the work of Kubo [Kub57]), to the best of our knowledge it has not been exploited
mathematically in the context of macroscopic transport properties.
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(a) Method 1, dissipation. The response decays
as exp(−ηt), and its eventual value is off by η.
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(b) Method 2, time-averaging. The average con-
verges as 1/(ωt).
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(c) Method 3, adiabatic switching. The oscilla-
tion size is proportional to η.

Figure 6. Three ways of computing the step response of an oscillatory
system, presented on the equation i∂tO = ωO + I. We use the settings
ω = −2, η = 0.1. The end result is the same in all methods: a conductivity
of −1/ω. The input I is in black, the output O in blue, the time-averaged
output 1

t

∫ t
0 O(t′)dt′ in yellow.
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CHAPTER IV

Wannier functions

Wannier functions, first introduced as a conceptual tool in 1937 [Wan37], are the
closest analogue to localized orbitals that can be obtained in the crystalline phase. As we
have seen in Chapter III, the spectrum of periodic Schrödinger operators is continuous,
with Bloch waves

ψnk(x) = eik·xunk(x)
as generalized eigenvectors, where k ∈ B and unk is R-periodic. These Bloch waves are
delocalized over all physical space. This is at odds with the physical picture of electrons
in insulators staying close to their nuclei. Wannier functions are a way to reconcile these
two pictures.

Note that this is simply a more extreme version of a problem already faced in molecules:
generally, the eigenfunctions of the Hamiltonian of a large molecular system have orbitals
(φn)n=1,...,N delocalized over the whole molecule. In that case, an equivalent physical
description can be obtained by rotating the orbitals:

φ̃n(x) =
N∑
m=1

φm(x)Umn

for a given unitary matrix U ∈ U(N). For example, in the Hartree-Fock method, both
sets φn and φ̃n of orbitals give rise to the same Slater determinant. By playing with the
coefficients Umn, one can localize the φ̃n near the atoms (or groups of atoms), and from
there get a more directly interpretable set of orbitals [FB60].

Turning back to the periodic setting, consider an insulator with N occupied bands.
We seek a unitary combination of the Bloch waves (ψnk)n=1,...,N, k∈B that are localized. In
principle, one could take arbitrary combinations, of the form

N∑
m=1

αm(k)umk(x)eik·xdk

for arbitrary complex-valued functions αm(k). This however would yield too rich a set, and
would break periodicity in the set of localized orbitals. The idea of Wannier was to require
functions to be translates of each other, i.e. to find an orthogonal set (wnR)n=1,...,N,R∈R
such that wnR = wn(· −R). It is easy to check that this implies the particular structure

wnR(x) = 1
|B|

∫
B

N∑
m=1

umk(x)Umn(k)eik·(x−R)dk(44)

where the orthogonality condition 〈wnR, wn′R′〉 = δnn′δRR′ constrains the matrices U(k)
to be unitary. This equation defines the Wannier functions wnR.

Note that the Umn in this equation are free, as they were in the molecular case. The
question is then: can we choose Umn to localize the wnR? This is intimately related to the
smoothness in the Brillouin zone of the pseudo-Bloch functions

vnk(x) =
N∑
m=1

umk(x)Umn(k).
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Indeed, if vnk has the Fourier series expansion vnk(x) = ∑
K∈R∗ cnk(K)eiK·x, then wnR

has the expansion

wnR(x) = 1
|B|

∫
B

∑
K∈R∗

cnk(K)ei(k+K)·(x−R)dk.

from which it follows by standard Fourier duality that the locality of wnR is linked with
the smoothness of the map k + K 7→ cnk(K). In particular, if R3 3 k 7→ vnk is infinitely
differentiable and satisfies vn,k+K(x) = e−iK·xvnk(x) for all K ∈ R∗, then the correspond-
ing Wannier functions decay faster than any inverse polynomial; if vnk is analytic on a
strip in the complex domain, then the Wannier functions decay exponentially. Therefore,
finding localized Wannier functions is equivalent to finding a smooth vnk in Bloch space.
As we will see, this is linked to the numerical problem of interpolating spectral information
in the Brillouin zone.

Localized Wannier functions, if they can be constructed, are a useful interpretative
and numerical tool. They allow us to:

• Interpret the nature of chemical bonding in materials by plotting the wnR;
• Understand phenomena such as polarization in solids (the “modern theory of
polarization” [RV07]);
• Explore the topological structure of materials;
• Reduce continuous models to discrete ones by expanding the Hamiltonian into
the Wannier functions basis;
• Add additional correlation into a KSDFT model, for instance by the LDA+U
method;
• Speed up computations such as Hartree-Fock exchange by exploiting locality;
• Enhance the sampling of the Brillouin zone by interpolation.

We refer to [MMYSV12] for an overview of these applications. The questions facing the
applied mathematician are then

• Under what conditions does there exist localized Wannier functions?
• How localized are they?
• How can we compute them in practice?
• Can an analogous theory be formulated for metals?

The first two questions were adressed comprehensively by various authors, starting in the
’60s and finally being settled in 2007, the central result being that exponentially-localized
Wannier functions exist under the geometrical condition that the Chern numbers of the
system under consideration vanish [Pan07; BPCMM07]. The third and fourth questions
were adressed numerically by localization schemes in [MV97], without guarantee that the
scheme produces localized Wannier functions. This scheme was extended to metals in
[SMV01], but lacks a theoretical basis.

After reviewing the theory of Wannier functions and their relationship with the topo-
logical properties of materials, I will describe my contributions. In [7] and [4], described
in Sections IV.5 and IV.6, we propose a method for the construction of localized Wannier
for insulators, including topological insulators. In [6], described in Section IV.7, we extend
the theory of Wannier function localization to the metallic case. In [5], described in Sec-
tion IV.8, we study optimization algorithms for their construction. In order to make the
exposition self-contained and to illustrate its relevance in a broader applied mathematics
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context, I will review the theory of Wannier functions from the point of view of eigenvalue
interpolation.

IV.1. Eigenvalue interpolation

Recall that the spectrum of a self-adjoint locally compact-resolvent periodic operatorH
(for instance, the mean-field Hamiltonian arising from a DFT computation in a periodic
system) can be obtained by solving the eigenvalue problem

Hkunk = εnkunk

for unk ∈ L2
per, for every k in the Brillouin zone B, and where

Hk = e−ik·xHeik·x.

Properties of interest are then expressed as integrals of quantities depending on the unk
and εnk over the Brillouin zone R3/R∗.

Computing the unk and εnk for a given k requires the solution of an eigenvalue problem,
and is therefore expensive. It is common for quantities of interest (especially response
properties of metals) to require thousands or millions of k-points to converge to a useful
value. In practice however, one is interested only in a subset of the bands: those that
are low in energy (for ground state properties), or close to the Fermi level (for response
properties). It is therefore desirable to interpolate k-dependent values such as the εnk, the
unk or derived quantities, in that energy window. For simplicity, we take that window to
be the index set I ⊂ N, assume that Hk has been discretized to a matrix by one of the
methods described in Chapter II, and that we have computed the (unk)n∈I and (εnk)n∈I
on a discrete grid in B. We are now interested in interpolating the εnk in the full B; other
quantities of interest, such as the matrix elements of various operators in the unk basis,
can be interpolated in a similar way [MMYSV12].

Note that, although Hk is not R∗-periodic, the eigenvalues εnk are. This is because
Hk satisfies

Hk+K = τKHkτ
∗
K(45)

for every K ∈ R∗, and where
(τKu)(x) = e−iK·xu(x)

is a unitary operator on L2
per. The operators Hk+K and Hk therefore share the same

eigenvalues 1. We will say that a family of operators is τ -periodic if it satisfies (45), and a
family of vectors R3 3 k 7→ uk is τ -periodic if uk+K = τKuk for all K ∈ R∗. Our problem
is then:

Problem IV.1.1. Given a smooth τ -periodic family of matrices Hk with eigenvalues
εnk and an index set I ⊂ N, how can we efficiently interpolate (εnk)n∈I in B?

1Note that this condition is not exactly satisfied by the matrices resulting from a discretization of
Hk. A fixed basis for every k cannot ensure this property, because no non-trivial finite-dimensional basis
is left invariant by τK . Plane-wave discretization usually have a k−dependent basis that includes all wave
vectors G ∈ R∗ such that 1

2 |k + G|2 ≤ Ecut: the matrix Hk is then τ -periodic but not smooth, as the
basis changes discontinuously. Although an analysis of this effect would be interesting, it is usually not a
problem in practice for pseudopotential methods as the convergence with respect to Ecut is rapid, and so
we neglect it in the following.
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The main obtacle to the direct interpolation of the εnk is eigenvalue crossings, at which
the eigenvalues lose their smoothness. A trivial example is the matrix

H(k) =
(cos(2πk) 0

0 − cos(2πk)

)
,

periodic with period 1 and τ = 1, and with eigenvalues

ε±(k) = ±| cos(2πk)|

Attempting to interpolate these two eigenvalues directly with high-order interpolation
schemes such as Fourier interpolation results in the Gibbs phenomenon: the slowly-
decreasing Fourier components of ε± cause the interpolation to converge slowly, as seen
Figure 1.
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Figure 1. Eigenvalues ε±(k) = ±| cos(2πk)| (plain), and their Fourier
interpolation (dashed) at N = 8 data points in [0, 1]. A Gibbs phenomenon
is present because of the eigenvalue crossings at 1

4 and 3
4 .

On this problem, the fix is trivial: connect the bands, and interpolate instead the
functions± cos(2πk). However, this does not work in higher dimensions, where for instance
the eigenvalues

ε± = ±
√

sin(2πk1)2 + sin(2πk2)2

of

H(k) =
(sin(2πk1) sin(2πk2)

sin(2πk2) − sin(2πk1)

)
cannot be relabelled in a smooth way around the conical intersection at (0, 0).
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The problem we described comes from the fact the map from a matrix to its eigenvalues
is not smooth at eigenvalue crossings. This suggests bypassing this operation and interpo-
lating H(k) directly: interpolate-and-diagonalize rather than diagonalize-and-interpolate.
However, H is generally too large for this procedure to work. We therefore seek a reduced
Hamiltonian H̃(k) whose eigenvalues are those of H(k) in a given energy window I ⊂ N.
Interpolating the unk directly encounters two obstacles. First, the unk are complex eigen-
vectors: they are only defined up to a phase, and therefore have no reason to be continuous
from one k-point to another. Second, at eigenvalue crossings the unk are discontinuous,
even with a proper choice of phase. However, if one can find a set (vnk)n∈I that spans
X(k) and is smooth as a function of k ∈ Rd, then one can form the reduced matrix

H̃mn(k) = 〈vmk, Hkvnk〉,
and interpolate its components by Fourier interpolation. The values of εnk and other
quantities of interest on off-grid points can then be recovered by a diagonalization of the
interpolated small-size matrix H̃(k).

Note that for this to be feasible, we need that the subspace X(k) spanned by the
(unk)n∈I is smooth as a function of k, which is only possible if the eigenvalues (εnk)n∈I
are separated from the rest of the spectrum (εnk)n/∈I :

inf
k∈B,i∈I,a/∈I

|εik − εak| > 0,

which we assume in the following. This is the case for instance in insulators, where
I = {1, . . . , N} with N the number of electrons per unit cell.

Our problem can then be restated as

Problem IV.1.2. Given a smooth τ -periodic family of subspaces X(k), find a smooth
and τ -periodic basis vnk of X(k).

IV.2. Localizing Wannier functions

As we have seen, solving Problem IV.1.2 is equivalent to finding localized Wannier
functions

wnR(x) = 1
|B|

∫
B
vnk(x)eik(x−R)dk.

It is therefore an important numerical problem to obtain well-localized Wannier func-
tions. This program was started in 1997 by the introduction of maximally-localized Wan-
nier functions (MLWF) by Marzari and Vanderbilt [MV97]. This numerical procedure
minimizes iteratively the total variance

Ω =
∑
n∈I

(∫
R3
|x|2|wn0|2(x)dx−

∣∣∣∣∫
R3
x|wn0|2(x)dx

∣∣∣∣2
)
,(46)

a measure of localization. Again by Fourier duality, this can be seen as measuring smooth-
ness in k-space, and is analogous to a Dirichlet energy in that space. Picking a set of lo-
calized Wannier functions with small Ω (equivalently, a smooth basis vnk) will then ensure
an accurate interpolation scheme.

Due to the non-convexity of the orthogonality constraints, minimizing this among all
the possible Wannier functions (equivalently, among the possible orthogonal bases vnk) is
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a highly non-convex optimization problem, whose landscape is plagued by the presence of
topological vortices, as we will see later. It is therefore crucial to start with a good initial
point. This is usually done in practice by the projection method. One starts with an
initial guess of the functions wn0 from chemical intuition of the system and bands under
consideration (for instance, bond-centered s-like orbitals in silicon, or atom-centered pz-
like orbitals in graphene), projects those functions onto the spectral subspace of interest,
and then renormalizes them [MV97]. These are then used as initial guess in an iterative
minimization of the total variance Ω. This yields well-localized Wannier functions when
the initial guess is good enough; when it is not, it yields spurious local minima that are
not localized.

Recently, the field of computational materials science has moved towards the auto-
mated computation of material properties in large-scale databases (see for instance [JO-
HCR+13; PCSMK16]). In that context, hand-picking Wannier functions by trial-and-error
of various initial guesses is not feasible. It is then desirable to design an algorithm that
does not rely on chemical intuition for an initial guess, and is able to produce reliably
well-localized Wannier functions, without human input. Work in that direction has been
undertaken by [DLY15], which uses a rank-revealing factorization of the density matrix,
and in [MCCL15], starting from an extended set of projections. However, these methods
either require system-specific information, or fail in certain specific cases. In the following,
I will describe our fully robust approach, based on an implementation of a constructive
answer to Problem IV.1.2.

For the sake of exposition, I will make a number of simplifying assumptions in the
remainder of this section

• The system is two-dimensional (the extension to the 3D case does not pose sig-
nificant additional complications);
• We take R∗ = Z2 and τ = 1 (this restriction can be lifted by a change of variable
and appropriate treatment of boundary);
• The underlying Hilbert space is finite-dimensional (the construction can be easily
generalized);
• We only construct continuous bases; such bases can be post-processed to be
smooth, theoretically by the arguments of [FMP16, Section 5], and numerically
by feeding them to the Marzari-Vanderbilt optimization procedure.

We refer to [7] and [4] for further details.

IV.3. Parallel transport

If we drop the condition of periodicity, Problem IV.1.2 can be solved using the notion
of parallel transport. Parallel transport refers to a procedure for transporting a basis of a
subspace when that subspace changes. If R 3 t 7→ X(t) is a smooth subspace and v(0) an
orthogonal basis of X(0), parallel transport constructs an orthogonal basis v(t) of X(t)
through the solution of the following differential equation:

dv

dt
(t) =

dPX(t)
dt

v(t)

where PX is the projector on the subspace X. This is analogous to the parallel transport
of tangent vectors along a curve on a manifold. It is well known that this transport yields
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information on the curvature on the underlying manifold. A simple visualization in the
case of the sphere is given in Figure 2. When moving along the A → N → B → A path,
the vector acquires an angle α. For infinitesimally small paths, this angle is proportional to
the curvature. Here, in a similar way, if X(t) describes a circular path with X(1) = X(0),
then v(1) 6= v(0), the difference being related to the (Berry) curvature of X(t) [Ber84;
Sim83].

N

S

A B

α

Figure 2. Parallel transport on the sphere. Source: https://en.
wikipedia.org/wiki/File:Parallel_Transport.svg (Creative Com-
mons license).

Using parallel transport, one can solve Problem IV.1.2 without the periodicity require-
ment. Start from an arbitrary v(0, 0). Then, solve the following differential equation

dv

dk1
(k1, 0) =

dPX(k1,0)
dk1

v(k1, 0)

with initial condition v(0, 0) to obtain a smooth basis [0, 1] 3 k1 7→ v(k1, 0) of X(k1, 0).
Then, for all k1 ∈ [0, 1], solve

dv

dk2
(k1, k2) =

dPX(k1,k2)
dk2

v(k1, k2)

with initial condition v(k1, 0) to obtain a smooth basis [0, 1]2 3 k 7→ v(k) of X(k). The
problem is now that the v obtained in this fashion is not periodic: even in one dimension,
v(1) 6= v(0).

It is instructive to test this in one dimension on the matrix

H(k) =
(
− cos(2πk) sin(2πk)
sin(2πk) cos(2πk)

)
with B = [0, 1] and X(k) the eigenspace associated with the lowest eigenvalue ε1k = −1
of H(k). When run with v(0) = (1, 0), it gives v(k) = (cos(πk), sin(πk)). This satisfies
v(1) = −v(0). The geometrical situation is that of a Möbius strip: when making a turn
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around the strip (k from 0 to 1), the orientation of the strip (the sign of v) gets reversed.
This “geometric phase” has important consequences for quantum dynamics around conical
intersections [JDRI13]. In this situation, there is no way to solve Problem IV.1.2 while
keeping v real; however, we can choose v(k) = eiπk(cos(πk), sin(πk)), undoing the sign
change with a phase rotation.

This example can be generalized to show that Problem IV.1.2 can always be solved
in 1D: start from an arbitrary v(0) and use parallel transport to extend it to ṽ(k) for
k ∈ [0, 1]. Then, we have ṽ(1) 6= ṽ(0) in general, but they both span the same space, and
so there is a unitary matrix U such that

ṽ(1) = ṽ(0)U.

Then, define v(k) by

v(k) = ṽ(k)U−k,

where Uk = exp(k logU) and we used the principal branch for the logarithm of complex
numbers: Im log z ∈ (−π, π] for all z ∈ C∗. This v(k) is continuous, and satisfies v(1) =
v(0), hence solving the problem.

IV.4. Topology and Chern number

However, difficulties occur in dimension 2 and 3. These are characterized by the
following classical theorem:

Theorem IV.4.1. Let S be a smooth, compact, oriented two-dimensional surface, and
S 3 k 7→ X(k) be a smooth family of complex finite-dimensional spaces. Then there exists
a continuous orthogonal basis v(k) of X(k) if and only if Ch(S,X) = 0, where the Chern
number is given by

Ch(S,X) := 1
2πi

∫
S

Tr(PXdPX ∧ dPX)(47)

with PX(k) the projector on X(k).

The 2-form −iTr(PXdPX ∧ dPX) is known as the Berry curvature. When S is the
2-torus, identified to [0, 1]2 with periodic boundary conditions, this formula simplifies to

Ch(X) = 1
2πi

∫
[0,1]2

Tr(PXk [∂k1PXk , ∂k2PXk ]).

(compare with (37) in the previous chapter).
This theorem is classical; see [6] Lemma 3.2 for a self-contained proof. The quantity

Ch(S,X) is an integer, known as the Chern number. This is a topological quantity: since it
depends continuously on X and is an integer, it will be the same for all small perturbations
of X.

The prototypical example of a non-zero Chern number is the subspace associated with
the first eigenvalue −1 of the Hamiltonian

H(k) = k · σ =
(

k3 k1 − ik2
k1 + ik2 −k3

)
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on the sphere S = {k ∈ R3, |k| = 1}. A particular choice of eigenvector is given bycos
(
θ
2

)
e−iφ

sin
(
θ
2

) 
in spherical coordinates k = (sin θ cosφ, sin θ sinφ, cos θ). At θ = 0 (the north pole), this
is not well-defined (because φ is not defined there). In a small circle of latitude near the
north pole, the eigenvector above makes one full turn. One can attempt to remedy this
singularity by introducing a global change of phase, but this will only succeed in moving
the singularity away from the north pole. In fact, the total signed number of singularities
(counted according to the oriented number of turns of the phase near the singularity) is
a topological invariant, which is exactly what is measured by the Chern number: in this
case, we have Ch(S,X) = 1.

This example was on the sphere, but can easily be mapped on the torus (for instance
through a map that sends the boundary of a square to the south pole of the sphere, and the
center to the north pole). Therefore, to a given periodic physical system and isolated set
of bands we can associate a non-trivial integer. Far from being a mathematical curiosity,
this integer is physically measurable as a transport property (see Section III.4), and is
responsible for the quantization of the conductivity in the (integer) quantum Hall effect
[TKNN82].

IV.5. Finding smooth and periodic bases numerically

We see from the above Theorem IV.4.1 that, given an isolated set of bands in a
two-dimensional system, one can solve Problem IV.1.2 to get an interpolation for the
spectral information of these bands if and only if the associated Chern number is zero.
This is the case in systems without magnetic fields, modeled by Hamiltonians of the form
H = (−i∇+ k)2 + V . We have H−k = Hk and

PX−k = PXk ,(48)

which is a manifestation of time-reversal symmetry. In this case, it can be checked that the
integrand in the equation (47) defining the Chern number is odd [Pan07]. Accordingly, the
Chern number vanishes and it is always possible to solve Problem IV.1.2. This condition
(48) is broken in the presence of a magnetic field, whether imposed externally (as in the
case of the quantum Hall effect [TKNN82]) or by the material itself (as in the case of the
quantum anomalous Hall effect [Hal88]).

In [7] and [4], we propose a numerical method to solve Problem IV.1.2 constructively,
and test it on several systems of interest. Our method proceeds by mimicking the proof
of Theorem IV.4.1. We describe the method in two dimensions, the extension to the
three-dimensional case being very similar.

First, we build a continuous basis v(k, 0) of X(k, 0) on [0, 1]× {0} by using the above
construction: we pick a basis ṽ(0, 0) of X(0, 0) at (0, 0), propagate it by parallel transport
to ṽ(k, 0) along the segment [0, 1] × {0}, find the unitary matrix U such that ṽ(1, 0) =
ṽ(0, 0)U , and set v(k, 0) = ṽ(k, 0)U−k. Then, for every k1 ∈ [0, 1], we propagate v(k1, 0)
using parallel transport in the k2 direction to v(k1, k2). This v(k1, k2) is periodic in the
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k1 direction, but not in the k2 direction: we have
v(k, 1) = v(k, 0)U(k)(49)

where U is a periodic family of unitary matrices.
This is where possible topological obstructions appear. We recall that, if k 7→ z(k) is

a 1-periodic family of complex numbers of modulus one, the winding number is an integer
defined through

W (z) = 1
2πi

∫ 1

0

z′(k)
z(k) dk.

Linking U(k) with the Berry connection and using an integration by parts argument
[FMP16] shows that detU(k) is the Chern number associated with Xk on the torus [0, 1]2.
It follows that, if one can find a smooth and periodic basis w(k1, k2) of Xk1,k2 , so that w
satisfies (49) with U = 1, the Chern number must vanish.

To solve Problem IV.1.2, we are after the converse: provided the Chern number van-
ishes, can we find a smooth and periodic basis? We can then reduce this question to the
following homotopy subproblem:

Problem IV.5.1. Given a family k 7→ U(k) of smooth and 1-periodic unitary matrices
such that the winding number of detU vanishes, find a homotopy to the identity, i.e. a
smooth family U(k, t) of unitary matrices such that

• ∀k ∈ [0, 1], U(k, 0) = 1
• ∀k ∈ [0, 1], U(k, 1) = U(k)
• ∀t ∈ [0, 1], U(0, t) = U(1, t)

Assuming that this problem can be solved, we can solve Problem IV.1.2 by constructing
a continuous and periodic basis through

w(k1, k2) = v(k1, k2)U(k1, k2)−1.

We focus on Problem IV.5.1 in the sequel.
In the case of a one-dimensional subspace (N = 1, so that U(·) ∈ U(1)), one can write

U(k) = eiθ(k), where the phase θ(k) can be chosen to be continuous on [0, 1]. We have
W (U) = 1

2π (θ(1)− θ(0)), so that θ is periodic. We can then set

U(k, t) = eitθ(k)

to solve the problem. When N > 1, one can try to diagonalize the matrix U(k) and use
the previous construction eigenvector by eigenvector, i.e. set

U(k, t) = U(k)t

where the branch cut of the logarithm is chosen per eigenvector to ensure continuity. The
method we proposed in [7] did exactly that. However, this sometimes fails: for instance, if
U(k) = diag(e2πik, e−2πik), there are no continuous and periodic Hermitian matrices L(k)
such that U(k) = eiL(k). This is found in practice in materials presenting a strong spin-
orbit interaction, which, while still preserving a time-reversal symmetry similar to (48),
leads to a topological phase described by a Z2 topological index, such as the Kane-Mele
model [KM05].

In [4], we revisited Problem IV.5.1 and provided an algorithm that, although more
complex than that of [7], was guaranteed to always solve the problem, being based on a
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constructive solution to Problem IV.5.1. In algebraic terms, the reasoning above says that
the homotopy class of U(1) is Z: any loop in U(1) can be deformed to any other loop,
provided the winding number W (U) is preserved. What then is the homotopy class of
U(N)? It turns out that it is also Z: any loop in U(N) can be deformed to any other loop,
provided that the winding number W (detU) is preserved. The proof of that fact usually
proceeds through a fibration argument that is not easily translated into a constructive
algorithm.

In [4], we proposed an algorithm based on column interpolation. Schematically, the
construction is as follows (in practice, we use a slightly more complex and efficient con-
struction, but the basic idea is similar). Given a loop U(k) in U(N), its first column
u1(k) describes a loop in the sphere {u ∈ CN , |u| = 1}. Since the sphere is simply con-
nected, this loop can be deformed to a single point e1 = (1, 0 · · · , 0). At the same time as
u1(k) is deformed, we can deform by parallel transport on Ran(u1(k))⊥ the other columns
u2(k), · · · , uN (k), to preserve the orthogonality of U(k). This establishes a deformation
in U(N) from the loop U(k) to a loop Ũ(k), such that the first column of Ũ(k) is e1. It
follows from unitarity that Ũ(k) is of the form

Ũ(k) =
(1 0

0 V (k)

)
Furthermore, W (V ) = W (Ũ) = W (U) = 0. We can then proceed by induction over N .

IV.6. Implementation and results

In practice, we implement the algorithm above by discretizing the Brillouin zone
[0, 1]2 with a uniformly spaced grid. At each grid point k, we compute the eigenvec-
tors (un(k))1≤n≤N of Hk, with arbitrary phase. We now look for a unitary matrix Umn(k)
such that ∑N

m=1 um(k)Umn(k) varies smoothly as a function of k. We apply the above
algorithm using a discretization of parallel transport (see [7]). For the homotopy method,
we use a variant of the algorithm described above that deforms the first column u1(k) to
a reference point u instead of e1. We determine u to ensure that u1(k) is well-separated
from u for all k, and then use the interpolation

u1(k, t) = (1− t)u1(k) + tu

|(1− t)u1(k) + tu|
.

We refer to [4] for more details. An example of interpolation of a path is given on Figure
3.

We compare our algorithm in Figure 4 on a real material, silicon, to the standard
method of Marzari and Vanderbilt, based on using projections as an initial guess for a
minimization procedure. Our algorithm proves to be robust and converge to the same
minimizer as the Marzari-Vanderbilt procedure with an appropriate initial guess, but
without user input.

IV.7. Metallic systems: existence of localized Wannier functions

In the sections up to now we have developed the theory of Wannier functions assuming
that we were interested in representing the spectral subspace associated with an isolated
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set of eigenvalues I ⊂ N:
inf

k∈B,i∈I,a/∈I
|εik − εak| > 066



This is the case for the occupied bands of insulators, and is the setting for the original
definition of Wannier functions. However, it is often desirable to represent non-isolated
sets of bands. As just one motivating example, the frequency-dependent conductivity
tensor can be computed by the Kubo formula, yielding formulas such as [YWVS07]

σαβ(ω) ∝ lim
δ→0+

∫
k∈B

Nk∑
n=1

∞∑
m=Nk+1

〈unk|(−i∇α)|umk〉〈umk|(−i∇β)|unk〉
(εnk − εmk)(εnk − εmk − ω + iδ) dk(50)

where Nk = |{εnk ≤ εF , n ∈ N}| with εF the Fermi level. This is a parametric integral
of a discontinuous quantity that is expensive to evaluate. On the other hand, the low-
frequency behavior is mainly dominated by the bands close to the Fermi surface, and it
is therefore desirable to obtain an interpolation of these bands, which are generally not
isolated from the rest of the spectrum.

Since the subspace X(k) = Span(unk)n∈I is not smooth, interpolating it directly is
inefficient. However, if we can find a space Y (k) of dimension |I|+Nextra, with Nextra > 0,
such that X(k) is a subspace of Y (k), together with a smooth and periodic basis of Y (k),
then we can reconstruct the desired spectral information (such as eigenvalues (εnk)n∈I) of
X. This is the basis for the “disentanglement” scheme proposed in 2001 [SMV01], which
has found wide applicability in the computation of various properties [MMYSV12]. There,
one optimizes the spread Ω of an extended set of functions (vnk)n=1,...,|I|+Nextra , subject to
the constraint that the vnk span the “frozen” subspace X(k):

Span(unk)n∈I ⊂ Span(vnk)n=1,...,|I|+Nextra .

This will ensure that for instance the reduced Hamiltonian H̃mn(k) = 〈vmk, Hvmk〉 con-
tains the (εnk)n∈I as eigenvalues, and that Wannier interpolation of the εnk is possible.

In [6], we studied this problem theoretically. We show that, under generic assump-
tions satisfied in most cases, there exists such a set vnk which can be chosen infinitely
differentiable, and that Nextra = 1 is enough.

Theorem IV.7.1 (Existence of localized metallic Wannier functions [6]). Assume that
d = 3 and that the system has the time-reversal property H−k = CHkC, where C is an
anti-unitary complex operator such that C2 = 1. Let I = {1, . . . , N}, and

KN = {k ∈ B, εNk = εN+1,k}
the crossing set. Assume that KN and KN+1 are finite unions of isolated points and
piecewise smooth curves, and that KN ∩ KN+1 = ∅. Then there exists a smooth and
periodic orthogonal family (vnk)n=1,...,N+1 such that Span(unk)n∈I ⊂ Span(vnk)n=1,...,|I|+1.

The family vnk can be infinitely differentiable; however, it cannot be analytic in general.
We now sketch the arguments of the proof, in the simpler case where KN and KN+1

are composed of isolated points. First, we build the projector P (k) on the subspace Y (k);
second, we find a smooth and periodic basis vnk of RanP (k). In order to build P , a
natural candidate is to start from PN+1(k) = ∑N+1

n=1 |unk〉〈unk|. This PN+1 spans the
frozen subspace RanPN , but it is discontinuous at k ∈ KN+1, where εN+1,k crosses with
εN+2,k. It is therefore natural to try to take P = PN+1 everywhere except in neighborhoods
Ωi of the points of KN+1, and to continue it inside smoothly, as illustrated in Figure 5.

There is however a topological obstruction to this program, as can be seen in the
following theorem, which extends Theorem IV.4.1
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Figure 5. A two-dimensional visualization of the Brillouin zone, with
P = PN+1 everywhere except in a neighborhood of KN+1

Theorem IV.7.2. Let Ω be an open set in R3, S = ∂Ω be a smooth, compact, oriented
two-dimensional surface, and S 3 k 7→ X(k) be a smooth complex finite-dimensional
subspace on S. Then the following are equivalent:

• There exists a continuous orthogonal basis v(k) of X(k) on S;
• Ch(S,X) = 0;
• There exists a continuous extension of X inside Ω, i.e. a map Ω 3 k 7→ X̃(x)
such that X̃(k) = X(k) on S.

Again, this theorem is classical; see [6] for a hands-on proof.
Coming back to our favorite example

H(k) = k · σ =
(

k3 k1 − ik2
k1 + ik2 −k3

)
(51)

on the sphere S = {k ∈ R3, |k| = 1}, if X(k) is the subspace associated to the lowest
eigenvalue −1 of H(k), we have Ch(S,X) = 1. It is easy to understand why there cannot
exist a continuous extension X̃ of X: if there was, one could take an arbitrary basis v(0) of
X̃(0), and extend it using parallel transport along the radial direction to a basis of X(k)
on S, contradicting Theorem IV.4.1.

SinceKN+1 generically contains conical intersections of the form (51) above, Ch(PN+1,Ωi) 6=
0 on each individual neighborhoods Ωi of KN+1. This means that PN+1 cannot be con-
tinued inside the individual neighborhoods Ωi as in Figure 5. Rather we exploit the fact
that Chern numbers are additive, and that the sum of the Chern numbers associated with
the crossings in KN+1 must vanish. Recall that

Ch(S,X) := 1
2π

∫
S
FX ,(52)

where the 2-form

FX = −iTr(PXdPX ∧ dPX)

is the Berry curvature. As a curvature, this form satisfies dFX = 0 (when seen as a vector
field in three dimensions, this means that its divergence is zero). Let Ω be a connected
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set that covers all the KN+1, while excluding the KN (see Figure 6 for a simple case; the
general construction is detailed in [6]). Then, using Stokes’ theorem, we have∫

∂Ω
FX =

∫
B\Ω

dFX = 0.

KN

KN+1

P = PN+1

P =?

Ω

Figure 6. The Brillouin zone, and the domain Ω on which we perform
the extension.

It follows that PN+1 can be continued inside Ω. It remains to make sure that this
continuation still contains the frozen subspace XN ; this is done by continuing p = PN+1−
PN inside Ω while maintaining the orthogonality of Ran p and RanPN , and reconstructing
P as PN+p. Finally, a basis vnk of P (k) must be constructed, which requires the extension
to be performed in a fashion that is compatible with time-reversal. We refer to [6] for
details.

IV.8. Metallic systems: the Marzari-Vanderbilt procedure

As mentioned in Section IV.2, the standard procedure to build localized Wannier
functions, both for isolated and non-isolated bands, is to minimize the spread functional

Ω =
Nwan∑
n=1

(∫
R3
|x|2|wn0|2(x)dx−

∣∣∣∣∫
R3
x|wn0|2(x)dx

∣∣∣∣2
)
,(53)

an implicit functional of the (vnk)n=1,...,Nwan .
In the case of isolated bands, Nwan = |I|, and

vnk =
∑
m∈I

umkUmn(k)

for some family of unitary matrices U(k). The minimization of Ω is done in practice by
a Riemannian conjugate gradient algorithm [AMS09] similar to the methods described in
Section II.7.1. This proves to be robust, as long as a suitable initial guess is chosen. The
computational efficiency of these methods is of limited importance, as their cost is dwarfed
by that of the computation of the unk.
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The construction for non-isolated band structures is more complex. There, Nwan > |I|:
vnk =

∑
m∈N

umkUmn(k)

where (Umn(k))m∈N,n∈I is a semi-infinite matrix (of course, in practice, the summation on
m is truncated) with orthogonal columns. The constraint that the bands (εnk)n∈I are to
be reproduced exactly is

Span(unk)n∈I ⊂ Span(vnk)n=1,...,|I|+Nextra .

To minimize the spread Ω, the procedure in [SMV01], routinely used in practice, is to
split the functional Ω = ΩI + ΩD into a gauge-independent part ΩI , that only depends
on the subspace P (k) (equivalently, on U(k)U(k)∗), and a gauge dependent part ΩD, that
depends on the choice of basis vnk. The next step is to optimize ΩI with respect to P (k),
fix this P (k), then optimize the basis vnk of RanP (k). The advantage of this procedure is
that it splits into two familiar problems. The first step is to optimize a functional under
the constraint that P (k) is a projector. This is done by reformulating the opotimality
conditions as a nonlinear eigenvector problem similar to the one of Kohn-Sham density
functional theory. The second is a minimization under orthogonality constraint of the
same form as in the insulating case.

Note that there is no reason to expect that the minimizer obtained with this two-step
procedure is a minimum of the original functional Ω. In [5], we proposed to use a different
parametrization of U as the product of two matrices with orthogonal columns to fully
optimize Ω. The results obtained differ slightly from the two-step procedure, but retain
the same qualitative character.

This full minimization procedure allows us to consider numerically the question: what
are the localization properties of the metallic maximally-localized Wannier functions, i.e.
the minimizers of the problem

min Ω
s.t. 〈vmk, vnk〉 = δmn,

Span(unk)n∈I ⊂ Span(vnk)n=1,...,|I|+Nextra .

In the case of insulators, this question was studied in [PP13], where it is proven that the
minimizers are exponentially localized. Heuristically, this is because, since multiplication
by x in real space is equivalent to differentiation in reciprocal space, Ω acts as a kind of
Dirichlet energy. By analytic regularity, the minimizers are then analytic in reciprocal
space, and therefore exponentially localized in real space.

In [5], we apply this procedure to the case of the free electron gas, i.e. the operator −∆
seen as a periodic operator with period 2π. The spectrum in this case consists in bands
|k + K|2 for all K ∈ Z, k ∈ [0, 1]. At k = 0.5, the first band ε1k = min(|k −K|2,K ∈ Z)
intersects with the second. We seek to build two Wannier functions that reproduce exactly
the first band. For this operator, this means that we seek two localized functions w1 and
w2 such that (wi(· − R))i∈{1,2}, R∈2πZ is an orthogonal basis, that spans all L2 functions
whose Fourier transform is supported in |ξ| ≤ 1

2 . Note that the cardinal sine sin(x)/x
provides such a basis, although very weakly localized (non-integrable).

The minimizers of the spread functional Ω can be visualized Figure 7.
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(top left) with Wannier functions in reciprocal space (top right). Wannier
functions in real space, in linear (bottom left) and logarithmic (bottom
right) scale.

The Wannier functions are smooth everywhere in reciprocal space, except at ξ = ±3
2

where they have cusps. This is because the constraint Span(u1k) ⊂ Span(v1k, v2k) is
discontinuous at k = 1

2 , so vk cannot be expected to be differentiable at k = 1
2 . In real

space, this implies an oscillatory tail, decaying as 1/r2. In this particular 1D example, it
is easy to fix this decay by smoothing the vnk in reciprocal space. We then obtain Wannier
functions that decay faster than any inverse polynomial (see [5]). This construction can be
generalized to higher dimensions, yielding localized shift-orthogonal bases of band-limited
functions, a sinc-like construction reminiscent of wavelets.

This example can be generalized to higher dimensions. It shows that, in general, the
minimization of the Marzari-Vanderbilt spread for entangled band structure does not yield
Wannier functions that are more than algebraically localized, although we know from the
theory in Section IV.7 that there exist Wannier functions decaying faster than any inverse
polynomial.

IV.9. Perspectives

In theory, our construction for insulators perfectly answers the question of how to
construct smooth bases. In practice, it is found to work very well for crystals with a small
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unit cell and dense k-point mesh, but to yield no useful information for crystals with large
unit cells. This is because we only try to localize the Wannier functions across unit cells,
not inside (remember that we started with an arbitrary unitary matrix at k = 0). In
practice, the method of [DLY15], based on picking the set of initial projections as delta
functions in a greedy manner, is found to perform very well across a wide range of materials
[VPMYM+19], but fails on complicated band topology such as the Kane-Mele model. It
would be useful to find a method that has the advantages of both our method and that
of [DLY15].

Regarding metallic systems, the localization properties of minimizers of the Marzari-
Vanderbilt Ω criterion on realistic systems are still unclear. It would be interesting to
explore whether they can be improved by a modified scheme. Finally, high-order eigenvalue
interpolation beyond the framework of Wannier functions with a rigidly frozen window is
a topic worthy of further inquiries.
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CHAPTER V

Iterative methods for molecular simulation

In this chapter, I present collaborative works that focused on improving iterative
methods, with application areas ranging from condensed matter physics to biochemistry
and theoretical physics. The four sections are independent and correspond to four different
papers: [12], [8], [10], [9]. This chapter is less unified than the others, and is more
computational in flavour.

V.1. Linear eigenvalue problems: plane-wave DFT

In [12], we worked on the massive parallelization of the eigensolver in the ABINIT
code, which solves the equations of KSDFT in a plane wave basis. In the SCF framework
(see Section II.7.2), the inner loop consists in solving the equation(

−1
2(−i∇+ k)2 + V

)
unk = εnkunk,(54)

with 〈unk, unk〉 = δmn in a unit cell (we will take [0, 2π]3 without loss of generality),
with periodic boundary conditions. The self-consistent potential V also includes non-local
terms originating from pseudopotentials (see Section II.6). When expanded in a plane-
wave basis, we are left with an eigenvalue problem

Axi = λixi,

where A is a matrix of size Npw ×Npw.
This system is then to be solved for the first Nel electrons. In practice, in a plane-wave

basis, the basis size Npw is larger than Nel by a factor of 100 − 1000. For large systems,
it is infeasible to store the matrix A, and iterative methods must be used. This is greatly
facilitated by the special structure of A, which can be applied to a vector efficiently using
Fast Fourier transforms. Therefore, although A is not sparse, the cost of applying A to a
vector is O(Npw logNpw) (at least when non-local pseudopotentials are not used).

Iterative eigensolvers have a long history, and a variety of algorithms exist [Saa11].
For our purposes, we need an eigensolver that

• Operates in a matrix-free fashion (only requires matrix-vector products with A);
• Can find the first Nel eigenvectors of a Npw matrix, with Nel � Npw;
• Can use a preconditioner (A is strongly diagonally dominant for large frequen-
cies).

One solver that fits into this category is the Locally Optimal Block Preconditionned
Conjugate Gradient (LOBPCG) algorithm. This algorithm, like most iterative eigen-
solvers, is based on the Rayleigh-Ritz procedure: given a set of vectors X = (xi)i=1,...,NRR ,
find Y = (yi)i=1,...,Nel with orthogonal columns such that SpanY ⊂ SpanX, and Tr(Y ∗AY )
is minimum. If the columns ofX are linearly independent, this can be solved by computing
the NRR ×NRR matrices

AX = X∗AX, OX = X∗X,

solving the generalized eigenvalue problem
AXc = λOXc(55)

for the Nel lowest eigenvalues, and returning Y = Xc. We call this procedure Y = RR(X).
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In its basic version, without preconditioning and in exact arithmetic, the LOBPCG
algorithm can be written as

Xn+1 = RR(Xn, AXn, Xn−1).

There are numerous implementation details that have to be taken care of in the imple-
mentation of this algorithm: preconditioning, method of orthogonalization, locking of con-
verged vectors... In particular, numerical stability is very challenging to ensure [DSYG18;
HL06].

In a parallel setting, the advantage of this algorithm is that the products Axi can be
done in parallel for all i = 1, . . . , Nel. This is important because spatial parallelization
of the matrix-vector product is limited (FFTs have poor parallel scalability). However,
the Rayleigh-Ritz procedure involves solving (55). This requires communication between
different eigenvectors, which slows down performance for a large number of processors.

In [12], we implemented Chebyshev filtering in the ABINIT code and studied its
parallel scalability. Chebyshev filtering, introduced for KSDFT in [ZSTC06] based on
work done in the ’70s [Rut70], is based on the iteration

Xn+1 = RR(p(A)Xn),

where p is a polynomial designed to be large on the wanted eigenvalues, and small on the
unwanted ones, as shown in Figure 1. The polynomial p(A) of degree Np can be applied to
the vectors in Xn by Np applications of the matrix A. Increasing the degree yields a better
separation between the wanted and unwanted subspaces, at the cost of more applications
of the matrix A.
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Figure 1. Chebyshev polynomials of degrees 4 and 6, small on [−1, 1] and
large outside. By shifting this polynomial it is possible to ensure that T (x)
is large on [λ1, λNel ] and small on [λNel+1 , λNpw ].
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The advantage of this algorithm compared to LOBPCG is that it requires less Rayleigh-
Ritz steps to converge, and that the bases involved are smaller (Nel against 3Nel). The
trade-off is a higher number of applications of A and the inability to use preconditioning,
which was found to be acceptable in some scenarios in our tests. Since the Chebyshev
method uses less communication between eigensolvers, its parallel scalability is better.
We tested this on the Curie supercomputer of TGCC, demonstrating scalability to tens
of thousands of processors (see Figure 2).

A complication appears in the treatment of advanced methods for pseudopotentials
such as the Projector Augmented-Wave (PAW) method [Blö94]. There, a generalized
eigenvalue problem Ax = λBx has to be solved, with B a Hermitian positive definite
matrix. To apply the Chebyshev method, one has to form polynomials in B−1A, which
can be costly to perform. In [12], we used the fact that B is a low-rank perturbation of the
identity together with the Woodbury matrix identity to reduce this inversion to solving
a smaller-size linear system. We then solved this system with a preconditioned iterative
method.
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V.2. Nonlinear eigenvalue problems: Bose-Einstein condensation

In [8], we worked on minimization algorithms for the efficient computation of Bose-
Einstein condensates.

Bose-Einstein condensation is a peculiar state of matter that happens when a dilute
gas of bosons (for instance, atoms with an even mass number) is cooled below a certain
temperature. In this regime, the bosons all occupy the same quantum state. They are
of interest in fundamental physics because they are macroscopic objects with quantum
properties.
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The simplest ansatz for the wave function of such a system of N bosons is the wave
function

ψ(x1, . . . , xN ) = φ(x1) . . . φ(xN )

where φ ∈ L2(R3,C) is a normalized one-particle wave function. Assuming only contact
interactions between the particles and plugging this ansatz into the Schrödinger equation
yields the Gross-Pitaevskii equation [PS08]:

E(φ) =
∫
R3

1
2 |∇φ|

2 + V |φ|2 + α|φ|4,

where V is the external potential, and α is the interaction strength.
The associated minimization problem

inf
‖φ‖=1

E(φ)(56)

has Euler-Lagrange equations(
−1

2∆ + V + 2α|φ|2
)
φ = λφ, ‖φ‖ = 1.

The Gross-Pitaevskii equation is mathematically interesting because it is a simplified ver-
sion of the problem of KSDFT, with only one orbital. As such, it has been used to
prototype mathematical approaches for electronic structure [CDMSV14]. It has however
different mathematical properties: for instance, when the equation is coupled with a mag-
netic field the Aufbau principle does not usually hold (λ is not the smallest eigenvalue of
−1

2∆ + V + 2α|φ|2), and the methods used to solve it are different.
In numerical simulations of Bose-Einstein condensates, the potential V is often taken

to be a harmonic trap V (x) = 1
2 |x|

2, to simulate confinement. The simulation is truncated
to a finite box of size L, then φ is discretized using finite differences, finite elements
or a spectral (plane-wave) method; in [8], we focused on the latter. In all setups, we
have to solve a discrete problem of the form (56), with φ ∈ RNb . Previous methods for
this minimization problem focused on methods inspired by the imaginary time method:
the time-dependent Schrödinger equation in imaginary time becomes a gradient flow for
(56). This can then be discretized using methods usual in evolution partial differential
equations, such as backward Euler of the Crank-Nicolson scheme [BC12]. However, these
indirect methods are inefficient when applied to a minimization problem: one has to solve
a linear system at each step, incurring the cost of a Newton scheme without its convergence
rate. In [8], we instead used a simple nonlinear conjugate gradient method to solve the
minimization problem. The normalization constraint is taken into account by methods of
Riemannian optimization [EAS98].

A major ingredient in a minimization method is preconditioning. A good precondi-
tioner for a PDE should take into account the nature of the continuous problem [MS14].
In particular consider the problem of preconditioning the operator

−1
2∆ + 1

2 |x|
2

on R3, which is the dominant part of the Hessian of our problem. There are two sources of
divergence here: first, the unboundedness of the Laplacian on high-frequency modes; and
second, the unboundedness of |x|2 on spatially extended modes (these two problems being
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dual under the Fourier transform). This manifests in an unpreconditionned minimization
algorithm by an increased number of iterations as the discretization parameters are refined:
if L is the size of the box and h the grid size, the spectral radius of the matrix isO(L2+h−2).

Note that both −∆ and |x|2 are trivial to precondition separately, since these operators
are diagonal either in reciprocal or direct space. If preconditionning with −∆ (also called
“Sobolev gradient method” [Neu09], since it is equivalent to taking the gradient of E with
respect to the Sobolev H1 metric), the conditionning is O(L2); if preconditionning with
V , the conditionning is O(h−2). In [8], we conducted extensive numerical experiments
confirming this behavior, and experimented with combined preconditionners. Finding an
efficient preconditionner that is able to make this conditionning mesh-independent is an
important open problem.

V.3. Linear systems: polarizable force fields

In [10], we worked on the implementation of polarizable force fields to accelerate the
simulation of large biochemical systems.

A force field is a function F : R3N → R mapping atomic configurations to their total
potential energy, in the Born-Oppenheimer approximation. For a given atomic configura-
tion x, F (x) can be computed from the solution of an electronic structure problem (see
Chapter II), or can be approximated through the use of force fields. The simplest such
force field is the Lennard-Jones potential

F (x) =
∑

1≤i<j≤N
VLJ(|xi − xj |)

with

VLJ(r) = 4ε
((

r0
r

)12
−
(
r0
r

)6
)

for some characteristic energy ε and length r0. While this potential gives accurate results
for systems dominated by dispersion effects (typically, noble gases), it fails to reproduce
the behavior of more complex systems, in particular those in which covalent bonding and
electrostatics is important. For this, more accurate force fields are needed.

In classical force fields such as CHARMM [BBIMJNP+09] and AMBER [CCIDGL+05],
developed in the ’80s and used continuously since, covalent bonding is usually treated by
harmonic terms. The total energy F contains terms of the form 1

2k(l − l0)2, where l is
the distance between two covalently-bonded atoms, l0 is their equilibrium distance and
k is a force constant. A similar energy term is also added on bond and dihedral angles.
The electrostatics is usually modeled by partial charges: for instance, a water molecule
might be represented by a negative charge −q on the oxygen atom, and a positive charge
q/2 on each of the hydrogen atoms. The parameters in the model (k, l0, q, . . . ) are fitted
to experimental or quantum-mechanical data. This type of classical force fields has been
shown to be accurate for the prediction of many properties, and is now a workhorse of
computational chemistry and biochemistry.

These classical force fields, however, neglect a number of important effects such as
induced polarization: when subjected to an applied electric field E, the charge distribution
in an atom changes (the atom polarizes). Force field models taking this effect into account,
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called polarizable force fields, have been developed and improve accuracy significantly
[PWRPC+10].

The simplest model for the change in the distribution of charge of an atom is an
induced dipole µ = αEtot, where α is the polarizability, a 3 × 3 positive definite matrix,
and Etot is the total electric field. The electric field Etot is itself affected by the induced
dipoles of other atoms, the long-range field created by a single dipole µ located at the
origin being

Eµ(x) = 3(µ · x)x− |x|2µ
4πε0|x|5

,

with ε0 the permitivity of the vacuum. For the atom i in a collection of N atoms with
positions (xi)i=1,...,N in an external field E, we have therefore

µi = αiEtot = αi

E(xi) +
∑
j 6=i

Eµj (xi − xj)

 = αiE(xi) +
∑
j 6=i

αiTijµj ,

where the tensor Tij is defined through Eµj (xi−xj) = Tijµj . This can then be reformulated
in vector form as

Tµ = E(57)
where Ei = E(xi), and

T =



α−1
1 −T12 −T12 . . . T1N
−T21 α−1

2 −T23 . . . T2N

−T31 −T32
. . .

...
...

...
−TN1 −TN2 . . . α−1

N


.

This equation has a major flaw: the matrix T is not necessarily positive definite, and
therefore the associated energy is not bounded from below, a phenomenon known as the
“polarization catastrophe”. This is because the dipole approximation is only valid at large
distances, and produces non-physical results when extended to smaller distances. This is
usually fixed in an ad-hoc way by modifying the form of Tij at small distances to ensure
positive-definiteness (“Thole damping”) [Tho81].

To compute the energy due to polarization effects associated to a given configuration
(which is added to the bonded, dispersion and electrostatic energies), the procedure is to
solve (57) for the dipoles µ in the electric field E generated by the permanent charges in
the system, and then compute the energy associated to these dipoles:

E(µ) = 1
2µ

TTµ− ETµ.(58)

The force dE
dx can then be computed from the Hellmann-Feynman type expression

dE
dx

= ∂E
∂µ
· ∂µ
∂x

+ ∂E
∂x

= ∂E
∂x

= 1
2µ

T dT

dx
µ− µT dE

dx
(59)

where we have used (57) to show that ∂E
∂µ is zero. In practice, (57) is solved using the

conjugate gradient method, the matrix T being very well conditioned. When the system
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is simulated with periodic boundary conditions, as is often the case, the application of
T to a vector can be performed using the efficient smooth particle-mesh Ewald (SPME)
method, which uses fast Fourier transforms to compute the long-range summations.

In the large molecular systems found in biology, the solution of (57) is the most time-
consuming step of the computation. It is therefore crucial to keep the number of iterations
of the iterative solver to a minimum. However, when (57) is solved only approximately,
the formula (59) for the force is also approximate. When performing an NVE simulation
(integrating Newton’s laws of motion for the potential energy E), this results in a force
which is not conservative, and therefore an energy drift for large times. To avoid this,
[WS05] proposed to solve approximately (57) by a fixed number of iterations of the block
Jacobi method. This results effectively in the approximation

µWS = p(αT )E
where α = diag(α1, . . . , αN ) and p is a fixed polynomial. From that expression µWS(E),
one can compute the exact forces corresponding to the energy E(µWS(E)) by comput-
ing explicitly the gradient of (58), without using the Hellmann-Feynman expression. In
[SPISCIB15], the authors improved this method by interpolating empirically the results
of [WS05] between different orders.

In [10], we proposed to instead solve (57) by a fixed number of iterations of a conjugate
gradient method. Although the expressions of the energies and forces are more complex,
they can still be handled efficiently, and the resulting method gives accurate results while
being free of empirical parameters. In retrospect, our method can be seen as a manual
implementation of the methodology of reverse-mode automatic differentiation [Gri+89].

V.4. Saddle point search: reaction paths

In [9], we investigated the convergence of algorithms for saddle point search. Such
algorithms are important for instance to compute quantities dictating the kinetics of chem-
ical reactions in the gas and liquid phases, and of atom migration in solids.

Let F : RN → R be the potential energy surface (obtained through quantum-mechanical
calculations or by a classical force field) of a molecular system. By the principles of sta-
tistical physics, each state x ∈ RN has a probability density proportional to e−

F (x)
kBT . It

follows that, at low temperature, the states with the largest occupation are the energy
minima. These correspond to equilibrium states of the system. Chemical reactions corre-
spond to transitions between these states, wherein thermal fluctuations move the system
between different local minima. Chemical kinetics is the study of the rates at which this
process occurs. The simplest theory able to predict these rates is transition state theory,
as illustrated in Figure 3.

In this theory, the transition rate between two states xA and xB is given by the formula
k = Ae−βE

where A is a prefactor, and
E = min

γ:[0,1]→RN ,γ(0)=xA,γ(1)=xB
max
t∈[0,1]

F (γ(t))(60)

is the barrier height. This minimum is achieved at a saddle point xAB, which is called the
transition state.
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Figure 3. Transition state theory of a chemical reaction. Source: https:
//en.wikipedia.org/wiki/Transition_state_theory.

To predict chemical reactions and their reaction rates, one must therefore compute
saddle points. From the mountain pass lemma [AE06], the variational problem (60) is
mathematically well-posed given two local minima xA and xB. Accordingly, several algo-
rithms such as the Nudged Elastic Band (NEB) or the string method attempt to discretize
the reaction path γ directly [JMJ98; ERVE02]. This however only applies when the start-
ing and end points are known. It is often of interest to explore a potential energy surface
starting from only a single state xA, i.e. escape from the potential well of xA. For this,
the method of choice is often the dimer method.

An idealized version of this method can be formulated as the ordinary differential
equation

ẋ = −(1− 2v1(x)v1(x)T )∇F (x),(61)

where v1(x) is the eigenvector associated with the lowest eigenvalue of ∇2F (x). This
method acts as a gradient descent in the directions orthogonal to v1(x), and as a gradient
ascent in the direction of v1(x). This makes it locally convergent near a simple saddle
point xAB where ∇2F (xAB) has a single negative eigenvalue. In particular, it is tempting
to see (61) as the analogue of gradient flows for saddle points instead of minima, and
expect good convergence properties for this flow to a saddle point. Work along these lines
has been initiated in [GOP16], where the authors use a merit function to try to increase
the robustness of the dimer method.

In practice, the equation (61) is discretized with a forward Euler method, and the
eigenvector v1(x) is computed with a gradient descent on the Rayleigh quotient, where
the matrix-vector product ∇2F (x)v is performed using finite differences, only requiring
the user to provide a way to compute ∇F . We idealized this by the flow{

ẋ = −(1− 2vvT )∇F (x)
εv̇ = −(1− vvT )∇2F (x)v

(62)
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where the second equation represents the gradient descent on the Rayleigh quotient, and
ε is a parameter controlling the speed at which v converges to v1(x). As ε→ 0, we recover
formally (61).

In [9], we have investigated the differential equations (61) and (62) from a theoretical
point of view. We proved estimates for their basin of convergence to a saddle point, but
also highlighted several counter-examples to convergence. These are based on the study
of singularities of the flow (61), which are points where ∇2F (x) has a degenerate lowest
eigenvalue. In particular, we showed that, depending on the properties of ∇3F (x), these
singularities can be attractive for the flow (61), in which case the solution ceases to exist in
finite time. We showed that (62) then has limit cycles of size

√
ε around these singularities.

Using the von Neumann-Wigner theorem on the genericity of eigenvalue crossings [NW29],
we showed that these singularities are stable under perturbations of F in any dimension
(Theorem 8 in [9]).

Based on the concept of attractive singularities, we also designed as counterexamples
potential energy wells from which both dynamics (61) and (62) can never escape, as shown
in Figure 4. This example can be composed to yield potential energy surfaces with saddle
points which are very hard to find with any method based on eigenvectors of the Hessian.
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Figure 4. A potential well F from which (61) and (62) can never escape.
The arrows represent the flow of (61). The point M is the minimum of F ,
S1 and S2 are attractive and repulsive singularities respectively.

The conclusion of that study is that while the dimer method can sometimes be used to
explore potential energy surfaces, it can not be relied upon to converge globally to a saddle
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point. Fundamentally, this is not surprising: while every coercive continuous function has
a minimum, it does not necessarily have a saddle point. Therefore, in the absence of two
local minima, from which one can infer the existence of a saddle point by the mountain
pass lemma, it is vain to look for a saddle point that might not exist. The dimer method is
then best used as a local method, combined with a globalization strategy, such as starting
it from different initial positions.
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CHAPTER VI

Perspectives

I present here some research tracks that I intend to explore in future work. Some of
these correspond to work already initiated, others represent longer-term prospects.

VI.1. Ground-state computations

Ground-state computations with KSDFT is by now well-established. However, there
are still numerically challenging systems, and the mathematical analysis of the algorithms
is still very incomplete. Furthermore, as the field moves away from one-off computations
towards high-throughput screening of materials or the generation of large databases, it is
desirable to fully automatize numerical methods that currently require manual tuning.

VI.1.1. Minimization and self-consistent schemes. For a given discretization
scheme, what is the optimal method for solving the Kohn-Sham equations? Although
numerical practice has mostly crystallized around self-consistent iterations accelerated
with the Anderson scheme (see II.7.2), there is reason to believe that this is suboptimal.
First, this method lacks robustness, being guaranteed to converge to a local minimum of
the energy only in setups that are not realized in practice (for instance, a large gap, or
a very small damping parameter). Anderson acceleration can diverge unless very special
care is taken in its implementation; this in turn degrades its efficiency. Furthermore, some
systems are hard to converge, such as those with mixed insulating/metallic characteristics.

Direct minimization is a promising alternative, being more robust by construction.
However, it is usually presented as being slower than self-consistent algorithms. With
Eric Cancès and Gaspard Kemlin (PhD student at CERMICS/Inria, starting in October
2019), we are currently investigating theoretically the convergence rates of both types of
algorithms, to be able to compare them on an equal footing (a paper is in preparation). I
plan to then use this analysis to improve practical implementations of the algorithms.

Systems with degenerate Fermi levels, including metals, pose a distinct challenge to
numerical methods. This problem is usually remedied by adding a small temperature to
the model, but this is unsatisfactory as it changes the model and introduces an error.
Instead, we should solve the system with fractional occupation numbers directly. There is
previous work on this [CKST03; FBN09], but there are still issues both with the numerical
analysis and the practical implementation. I plan to pursue this with Eric Cancès, Julien
Toulouse (Sorbonne Université) and Zsuzsanna Tòth, who started as a postdoc in January
2020.

The convergence of the SCF method for large homogeneous systems of insulators and
metals is now well-understood (see Chapter III Section III.3.4): the convergence rate is
independent of the supercell size for insulators without preconditioning, and for metals
with Kerker preconditioning. For hybrid systems containing both metallic and insulating
parts, the convergence is found to be slow in practice. Despite some work in that direction
(see e.g. [LY13]), a robust and completely automated procedure is still lacking. We are
currently investigating this with Michael Herbst, who started as a postdoc in January
2019. Preliminary results, based on simple but flexible approximation of the dielectric
operator, are very encouraging.
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VI.1.2. Error analysis. The sources of error in standard plane-wave ground-state
KSDFT computations are: the modeling error (frozen environment, neglected relativistic
effects...), the DFT error (use of an approximate functional), the pseudopotential error,
the discretization error (including both the plane-wave and k-points error), the trunca-
tion error (of nonlinear and linear solvers) and the floating-point arithmetic error. The
modeling and DFT errors are extremely hard to control; by contrast the discretization,
truncation and floating-point arithmetic errors are controlled approximations, in the sense
that they can be systematically improved. The pseudopotential approximation is some-
where between these two types of error: while an uncontrolled approximation in practice, it
nevertheless targets a well-posed mathematical problem (the solution of a singular partial
differential equation), and could in theory made systematically improvable.

The pseudopotential approximation has not been satisfactorily justified mathemati-
cally (although see [CM15] and [Dup17] for preliminary results). There are three distinct
problems here: first, what is the error made in the frozen-core approximation, where core
electrons are not modeled explicitly? Second, what is the error made by the pseudopoten-
tial approximation, which only tries to reproduce accurately the orbitals outside of a given
cutoff radius? Third, how do the properties of the pseudopotential impact the efficiency
of the discretization method? With Eric Cancès and Gaspard Kemlin, we hope to start
addressing at least the first and third question.

VI.1.3. High-temperature regime. The behavior of electrons in the extreme con-
ditions found in the center of planets or inertial confinement fusion has attracted much
interest over the last years (see [PJ15] for an introduction). KSDFT is believed to de-
generate to Thomas-Fermi theory in certain regimes of temperature and pressure, but the
exact regime is still unclear, and would benefit from a rigorous mathematical analysis.
Numerically, these systems are very challenging for KSDFT, requiring a large number of
partially occupied orbitals as well as an adequate representation of high energies. There
is a large scope for improved numerical methods. I plan to work on this, in collaboration
with Marc Torrent (CEA).

VI.1.4. Computing with subspaces. Fundamentally, the unknowns in the zero-
temperature Kohn-Sham equations are not the orbitals but rather the subspace they span.
This is a theme that is gaining broader recognition in applied mathematics: the subspace is
also the central object in dimensionality reduction, with applications to model reduction,
computer vision and machine learning.

With Benjamin Stamm (Aachen), we plan to investigate systematically numerical
computing with subspaces. In particular, notions of preconditioning, interpolation, and
bifurcations, with clear geometrical interpretations in Euclidean space, become more subtle
on the Grassmann manifold of subspaces. This has important consequences for numerical
methods in electronic structure as well as other disciplines.

VI.2. Response properties

VI.2.1. Response properties of metals. The study presented in Sections III.3
and III.4 opens the way to a finer analysis of the properties of metals. First, due to the
sharpness of the Fermi surface, their response to defects includes an oscillatory component,
the Friedel oscillations [GV05]. This depends sensitively on the shape of the Fermi surface,
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which itself depends on the composition of the material in a non-trivial way. A precise
analysis of this dependence would greatly improve the mathematical understanding of the
response properties of metals.

As we have shown in Section III.4, the response of metals to a uniform electric field
is ballistic. To observe a finite conductivity, one needs to model collisions, either with
impurities, lattice motion or other electrons. Mathematically, this would take the form of
a Lindblad-type master equation, where collisions appear as dissipative terms, and whose
semiclassical limit would be a Boltzmann-type equation. The derivation of these from first
principles is a mathematical challenge (see [Spo06] for a related problem). Numerically,
this has only started being possible in recent years, and has spurred a large activity in
computational physics [Giu17].

VI.2.2. Time-dependent response. The time-dependent response of molecules or
materials can be described in the time-dependent density functional theory (TDDFT)
framework. In particular, linear response allows the derivation of spectra that can directly
be compared to experiment. The efficient computation of these spectra is plagued by a
fundamental difficulty: the finite systems used for numerical simulation necessarily have a
discrete set of eigenvalues, whose approximation of the continuous spectrum is not at all
clear. A number of numerical tricks are used to make the computations feasible: a small
broadening parameter (corresponding to an absorption) is added, or complex absorbing
potentials act to limit the propagation of waves to the inside of the computational domain
[MPNE04; ALT17]. These methods often involve manual tuning, and a fully general
solution procedure is desirable.

First, with Mi-Song Dupuy and Sören Behr (TU Münich), we are investigating the
numerical analysis of the computation of response functions. In which regime, in which
sense, and with which speed does the response function of the finite system converge to
that of the full one? We are in particular aiming to prove pointwise convergence of the
spectrum in the regime where 1

L � η � 1, where L is the characteristic length of the
computational domain, and η the broadening parameter.

A longer-term research project is to devise a fully automatic procedure to compute
response functions, without manual selection of an appropriate dissipation mechanism and
parameters. A source of inspiration could be the similar problems encountered in wave
scattering in electromagnetism [BBDFT18].

VI.3. DFTK, the density functional toolkit

At the more practical level, the programs solving the Kohn-Sham equations are usu-
ally large codebases, developed over a large time period and optimized for efficiency. This
makes it hard to develop new features, and leads to a disconnect between the numerical
practices of different communities: mathematical physicists implement toy programs for
1D simplified models, numerical analysts test their method on artificial examples, and
high-performance computing experts re-develop the part of the program they want to
work on outside of the existing code bases. We are actively investigating the use of mod-
ern software development to solve this problem, utilizing in particular the newly-developed
Julia language [BEKS17] to solve the “two-language problem” (where one prototypes in
a language and implements in another). This will enable us to investigate the use of
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methodology developed in part for machine learning applications (automatic differentia-
tion, automatic parallelization, mixed-precision...) in the context of scientific computing.
This is done in collaboration with Michael Herbst, who started as a postdoc in CER-
MICS/Inria in January 2019.

At the time of writing, the program, available freely at https://github.com/JuliaMolSim/
DFTK.jl/, is able to perform ground-state computations of realistic materials (LDA/GGA
DFT, with Goedecker pseudopotentials) with performance comparable to widely used
packages, while remaining relatively simple (about 3, 000 lines of code). It is actively used
for research in numerical methods in the group at CERMICS/Inria, and is intended to
evolve into a code able to compute solutions of the Kohn-Sham equations with guaranteed
error bounds.
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