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1.1 Motivation

1.1.1 Medicine and medical imaging: a very succinct historical perspective

Figure 1.1: Michiel and Pieter van Miereveld, The Anatomy Lesson of Dr. Willem van der Meer (1617).
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Progressively freed from religious conservatism and equipped with the nascent scientific method, medicine
was born a second time at the end of middle ages in Europe. Gathering experimental evidence from living
subjects but also from the dissection of animals or human corpses, the fields of anatomy and physiology quickly
developed. In the early 1600s, the first medical imaging machine was invented: the microscope. It allowed the
understanding of micro-organisms, the foundation of microbiology, and finally the advent of vaccination – still
counting today among the greatest successes of medicine and science.

In the trail of this giant leap forward, imaging machines kept being invented at rapid pace during the 20th
century, in synergy with the blooming of modern physics. X-rays (1895), ultrasound imaging (1956), positron
emission tomography (1969), magnetic resonance imaging (1977) are now routinely used in hospitals as many
extensions of the human senses, and as many additional evidences upon which a diagnostic can be formed.

1.1.2 Neuro-degenerative disorders and longitudinal studies

Individuals

Time

Figure 1.2: Longitudinal brain changes of three individuals along the course of Alzheimer’s disease. The first
column corresponds to the baseline visit, and all the following ones are follow-ups separated by one year each.

If large epidemics of many infectious disease have been eradicated in developed countries, which decisively
contributed to increase life expectancy, neuro-degenerative diseases such as Alzheimer’s or Parkinson’s are new
major plagues for ageing societies. Those diseases are typically diagnosed at an advanced age, are symptomat-
ically characterized by reduced cognitive abilities or motricity, and slowly progress over the years. Because of
those particularities, neuro-degenerative diseases are particularly costly in both the social and economic senses.
Biologically, they are characterized by the abnormal accumulation of proteins in the brain, which is the main
affected organ.

In current clinical practice, magnetic resonance imaging is mainly used to rule out the presence of a brain
tumor or evidence of a stroke in patients presenting the symptoms of a neuro-degenerative disease. Non-invasive
brain imaging methods however also offer a fantastic opportunity to objectively follow the effects on the brain of
the disease development, with the potential to reveal its typical pathways. Many research initiatives in the last
two decades therefore consisted in gathering as many medical measurements, both anatomical and functional
imaging being at the center of those, from cohorts of volunteers. Those longitudinal studies aim to offer the
material necessary to untangle the subtle pathological alterations from the large and normal variability of the
human brain in the population.
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1.1.3 Alzheimer’s disease: challenges and open questions

Among those diseases of the brain, Alzheimer’s holds a special place by its prevalence. The foreseen economic
challenges for our ageing societies led many pharmaceutic companies to develop dedicated drugs during the last
two decades, that all failed to demonstrate their potential effectiveness. Two difficulties might explain those
repeated failures. First, Alzheimer’s develops slowly, and starts by a long asymptomatic phase. If treatment
is administrated only after the appearance of clinical symptoms, it means that the disease has already been
progressing for years, and may be irreversible already. Second, Alzheimer’s disease is defined by the abnormal
accumulation of proteins in the brain, and is usually diagnosed based on the associated episodic memory losses.
However the root causes of those lesions have not been identified yet, and could be several. In other words, a
treatment targeting one specific bio-chemical pathway might only be efficient for a sub-category of patients.

To those challenges correspond two main lines of questioning, which remain largely unanswered to this date:

• Can we predict the future development of Alzheimer’s disease? Should we initiate preventive treatments
based on those predictions? How early should be the predictions?

• Can we identify different sub-types of Alzheimer’s disease? Should the definition or the characterization
of the disease be further ramified? How individualised should be the treatments?

If a large part of the recent research about Alzheimer’s disease focused on the question of the diagnosis (“Can we
define objective markers of the disease?”), we believe that bringing even imperfect solutions to those challenges
could have a much stronger impact on the clinical outcomes of Alzheimer’s disease, once transferred to the
pharmaceutical industry. Indeed, relevant drugs might have been found already by those companies, but given
not early or specifically enough to demonstrate their efficacy: better targeted clinical trials can be reasonably
hoped to be more successful than the preceding ones.

1.1.4 Building up knowledge

Rather than directly designing and fine-tuning specialized algorithms aimed at independently tackling the
challenges listed above, this thesis develops methods aimed at building up knowledge about Alzheimer’s disease
or any similar neuro-degenerative disease. In other words, our work is positioned upstream of those end-game
prognosis and sub-typing problematics in the technological readiness scale.

To build up knowledge about a phenomenon like Alzheimer’s disease, two main paradigms can be dis-
tinguished. The mechanistic (or “bottom-up”) approach would consist in aggregating together as small and
fundamental particle models as possible (like the cellular or molecular interactions of the brain ideally), up until
finally explaining the collected observations about the phenomenon of interest. In meteorology for instance,
mechanistic models based on fundamental fluid mechanics laws allow the accurate short-term prediction of the
weather. In neuroscience, The Human Brain Project1, flagship research effort funded up to a billion euros by the
European Union (EU), aims in part to “replicate the brain and its workings on a computer” by numerical simula-
tion “at several separate organisational levels in the brain, ranging from the molecular though the subcellular to
cellular and up to the whole organ”. The statistical (or “top-down”) approach would consist in iteratively testing
and refining simple models aimed at capturing the most obvious trends present in the collected observations
about the phenomenon of interest. Coming back to the meteorological example, the long-term prediction of
global temperature and pluviometry patterns most often rely on statistical models built from historical data.
Another EU-funded research project, EuroPOND2, aims to “understand a range of neurological disorders” by
“learning characteristic patters of progression directly from large medical data sets”, and forms therefore another
example of this statistical approach.

As illustrated by the example of the meteorological predictions, those two approaches of knowledge should
not be seen as opposed but rather complementary. This thesis however (which was partly funded by the

1See: www.humanbrainproject.eu
2See: www.europond.eu

https://www.humanbrainproject.eu/en/
http://europond.eu/
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EuroPOND initiative) solely focuses on the construction of statistical models rather than mechanistic ones,
with the hope to impact Alzheimer’s disease management as soon as possible. This statistical avenue can only
be as good as the evidence it is based upon, which should be as complete as possible, and in particular combine
as many relevant modalities as possible. If this thesis makes the technical choice to develop mathematical and
computational tools for the analysis of anatomical images, they should be considered as part of a larger vision
that aims to ultimately incorporate functional imaging, positron emission tomography, blood and cerebrospinal
fluid samples, or also genetics to cite only a few.

1.2 Background

1.2.1 Extracting information from anatomical images

1.2.1.1 The concept of shape

A challenge for the analysis of medical images is their non-Euclidean nature, that make most of the usual
algebraic operations (such as addition, subtraction or averaging) irrelevant. Indeed, naively averaging two
brain images has every chance to produce a blurred, uninterpretable and finally irrelevant resulting image. In
anatomical images, whether of the brain or of any other body part, the geometry forms the signal to capture.
In the simple case of the fracture of a limb for instance, the broken bone presents an abnormal topology. In
Alzheimer’s subjects, if the topology of the grey matter remains the same, its organization is altered. For
instance, the hippocampus sub-cortical structure atrophies along the course of the disease, thereby modifying
its shape. In the rest of this thesis, the generic word shape is employed to name geometrical objects i.e. defined
by their physical 2D or 3D layout. In practice, medical shapes will either be anatomical brain images, or meshes
of sub-cortical structures obtained by segmenting those images.

1.2.1.2 Defining shape coordinate systems

A central modeling question is therefore: how can we represent and perform algebraic operations on shapes
in a way that respects their geometrical nature? In order to perform statistical analyses of shape distributions,
we would ideally like to embed them in a coordinate system where usual Euclidean operations are naturally
defined.

A favorable first case is when shapes are point collections with point-to-point correspondence. The approach
of [Kendall 1984] for instance then advises to globally align all shapes together with rigid or affine transfor-
mations, before directly performing Euclidean statistics in the shape space i.e. the point positions. Active
shape models [Cootes 1995] offer an example of application for this modeling approach. More recently, deep
neural networks have been used to process and represent unordered point clouds [Qi 2017]. In the case of mesh
shapes, the geometric deep learning approaches [Bronstein 2017] define convolution-like operators able to ex-
tract characteristic vectors from seed vertices, based on the local geometry of the object. The framework of cur-
rents [Vaillant 2005] and varifolds [Charon 2013] define unifying coordinate systems where any hybrid collection
of points, segments or triangles can be represented. Due to an inner smoothing mechanism, those approaches are
robust to topological noise, which often cannot be ignored when dealing with automatically segmented shapes
from medical images. In the case of images, the inner representations of deep networks are also commonly used
to define high-level representations of the contained objects. Variational auto-encoder are specifically designed
to learn such coordinate systems, where statistical models can then be estimated [Kingma 2014].

Instead of modeling shapes directly, which may limit the generality of the developed coordinate systems to
particular shape parameterizations (e.g. meshes versus images), the field of computational anatomy pioneered
by [D’Arcy Wentworth 1917] and later reformulated within the pattern theory of [Grenander 1995] rather sug-
gests to model shape differences, which are represented and captured via ambient-space deformations. For
example, the difference between two shapes would be represented by a transformation of the ambient space,
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Figure 1.3: The intuition behind deformation-based coordinate systems. Courtesy of [D’Arcy Wentworth 1917].

optimal or natural in some sense, that transforms one shape into the other (or very close to it). Figure 1.3 illus-
trates this idea, where the deformation is represented by the overlaid grids. This paradigm entails an important
layer of abstraction: all shapes can be studied with similar analysis tools (i.e. ambient-space deformations),
irrespectively of their nature (i.e. whether they are hand-drawn fishes or brain magnetic resonance images).
In practice, the more specialized shape representations listed in the previous paragraph are combined with
this deformation-based approach, playing the role of “extrinsic” distance measures which are often necessary to
estimate the deformations that warp shapes into each other.

1.2.1.3 Deformation-based shape coordinate systems

Which transformations should be used to define relevant coordinate systems for anatomical shapes? In the
context of neuro-degenerative diseases, where the brain is slowly altered along the years, those transformations
should be smooth, and preserve the topology of the objects they act on. On the other hand, note that global
rigid transformations (i.e. translations and rotations) are not relevant and should be removed in a preprocessing
step, since they are only due to the variability of the head position in the imaging machine, and not to a disease.

The large deformation diffeomorphic metric mapping (LDDMM) approach [Younes 2010] formalizes D’Arcy’s
intuition, and defines large classes of diffeomorphic transformations that are leveraged to quantitatively com-
pare shapes. Inspired by Hamiltonian mechanics, diffeomorphisms are built by following the streamlines of
dynamic velocity vector fields of the ambient space. Given two shapes, the minimum-energy transformation
that warps one into the other is therefore simply represented by a vector field, whose norm defines a distance
metric. The deformation algorithms are typically of quadratic algorithmic complexity with the dimension of the
deformed objects, and require a significant computational power. The stationary velocity approach introduced
in [Arsigny 2006] offers more efficient recursive deformation algorithms in the case of images, and in the small
deformation regime.

With both approaches, the deformation and therefore the geometrical difference between the target shape
and the reference one are finally represented by the initial velocity vector field, which conveniently belongs to
a Hilbert space – where usual algebraic operations are well-defined. A choice of reference shape thus finish to
define a shape coordinate system: any other shape can be represented by a vector in it, this vector encoding
its difference from the chosen reference. The principal geodesic analysis [Zhang 2014] for instance builds on
such coordinate systems to generalize the principal component analysis to geometrical objects, shapes being
ultimately represented by low-dimensional Euclidean vectors.

1.2.2 Extracting information from longitudinal data sets

1.2.2.1 The concept of shape trajectory

Once a shape coordinate system is defined, common algebraic operations can be performed on their rep-
resentations. Typically, those representations can be averaged, and their covariance computed. Performing
this type of mean-variance analysis in deformation-based coordinate systems is known as estimating an atlas
model [Allassonnière 2015, Gori 2017, Pennec 2006a, Zhang 2013b]. The average representation and its vari-
ability can be mapped back to an “average” shape and its associated geometrical variability. Those models have
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Figure 1.4: Reference growth charts between ages 2 and 20, for female (on the left) or male (on the right)
subjects. Courtesy of www.cdc.gov.

the potential for automatic classification of anatomical shapes, and for defining objective scores of abnormality
at the individual level.

In the case of slowly developing processes however, using a single average shape as a reference to define
abnormality markers might be inappropriate. Taking the example of newborns, their size and weight are
regularly measured, consigned, and compared to a normative scenario of growth. It is clear in this case that
abnormality measures should be adapted and evolve with the age of the considered individual. In other words,
we would like to perform statistics on shape trajectories, rather than on individual shapes independently.

1.2.2.2 Defining coordinate systems for shape trajectories

How can we represent and perform algebraic operations on shape trajectories? A favorable case is when
shape trajectories take the form of shape sequences with a fixed number of longitudinal observations across
subjects. Spaces of trajectories are built on this hypothesis in the works [Muralidharan 2012, Chakraborty 2017]
for instance. Other approaches like [Kim 2014, Marinescu 2017] do not model the geometrical structure of
shapes, and directly perform voxel-wise of vertex-wise analyses with linear or sigmoid-based mixed-effects models
respectively.

The deformation-based shape coordinate systems previously introduced are generally defined as local Eu-
clidean charts of a curved shape space, equipped with a differential structure. In [Arsigny 2006] for instance,
a shape space is defined as the orbit of a reference template shape under the action of one-parameters sub-
groups of diffeomorphisms, built from stationary velocity vector fields. In a neighborhood of the identity, the
shape space is identified to its tangent space, which therefore forms a coordinate system. The LDDMM ap-
proach [Younes 2010] is similarly framed, diffeomorphisms being however built from dynamic velocity fields.
The differential structure of those shape spaces naturally offer the parallel transport operator, which is used
to design coordinate systems for manifold-valued trajectories. In [Su 2014b, Su 2014a, Singh 2016, Kim 2017]
for instance, each individual trajectory is represented by its initial tangent vector parallel-transported to a
reference point on the manifold. In those papers, a reference shape and a reference time therefore define a
coordinate system for manifold-values trajectories. A particularity of those approaches is that the variability

www.cdc.gov
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analysis that is performed in the so-defined coordinate system is dependent of the chosen reference time-point:
variability measures like covariance matrices cannot be directly compared at different reference times. In order
to obtain variability estimates independent of any reference time-point, in [Schiratti 2015] the authors introduce
the exp-parallelization operator, that generalizes to manifold spaces the Euclidean notion of parallel lines.

1.2.2.3 Temporal alignment mechanism

A temporal alignment mechanism is often necessary to capture a distribution of trajectories. This necessity
clearly appears when dealing with medical data sets: two patients developing the same neurological disease
have no reason to reach the same disease stage at the same age, nor to have synchronous progressions. First
introduced in [Durrleman 2013b], a now common solution is to use time-warp functions, which define a mapping
between an abstract common reference time frame and the individual time-lines. The works [Durrleman 2013b,
Su 2014b, Su 2014a] use diffeomorphic time-warp functions, whereas [Schiratti 2015, Bilgel 2016, Koval 2017,
Kim 2017, Marinescu 2017] rely on affine functions.

1.3 Thesis objectives

This thesis aims to build coordinate systems for shapes i.e. finite-dimensional metric spaces where shapes
are represented by vectors. The goal of building such coordinate systems is to allow and facilitate the statistical
analysis of shape data sets. The end-game motivation of our work is to predict and sub-type Alzheimer’s disease,
based in part on knowledge extracted from banks of brain medical images.

Even if those data banks are longitudinal i.e. gather images from several individuals observed at multiple
time-points while the disease progresses, their variability remains mostly due to the large and normal inter-
individual variability of the brain. The variability due to the progression of pathological alterations, which
forms the key signal to capture in order to build knowledge about the disease development, is of much smaller
amplitude. The central objective of this thesis is to develop a coordinate system adapted for the statistical analysis
of longitudinal shape data sets, able to disentangle these two sources of variability, that we respectively call spatial
and temporal. It would then be possible to capture the long-term disease progression and its variability across
individuals, from the collection of short-term individual sequences.

As showed in the literature, the parallel transport operator can be leveraged to achieve this desired disen-
tanglement, for instance by defining the notion of exp-parallel curves on a manifold. On the other hand, several
works defined shape spaces equipped with a manifold-like structure. It is therefore tempting to combine these
two mathematical tools in order to build a coordinate system adapted to longitudinal shape data sets. Such
combination comes however with theoretical and computational challenges, among which defining an efficient
numerical scheme to approximate the parallel transport on shape manifolds may be the most acute one and is
the first objective of this thesis. Once these challenges are tackled, this thesis also aims to illustrate the potential
of the built coordinate system to visualize and predict the effect of Alzheimer’s disease progression on the brain,
as well as identifying protective factors.

If only a few works in the field of computational anatomy have proposed coordinate systems for longitudinal
shape data sets, many have introduced coordinate systems for cross-sectional shape data sets (i.e. without
temporal structure), called atlas models. The underlying classes of diffeomorphisms are however most often
largely built and parameterized without taking into account the data at hand, or by adjusting only a few hyper-
parameters. The last major objective of this thesis is to build deformation-based coordinate systems where the
parameterization of deformations, or the deformation algorithm itself, is adapted to the data set of interest. In
a first step towards the integration of this learning paradigm in coordinate systems designed for longitudinal
data sets, this thesis aims to focus on the development of atlas models for cross-sectional data sets of shapes.
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1.4 Manuscript overview

1.4.1 Part I: Parallel transport and exp-parallelization

This first part introduces a numerical scheme to efficiently approximate the parallel transport operator on a
manifold of diffeomorphisms, and evaluates the potential of the notion of exp-parallel curves on a manifold for
shape progression prediction.

• Chapter 2 introduces an efficient numerical scheme that adapts the deformation of a reference shape to
another target one. This operation is seen as computing the parallel transport operator on a manifold of
diffeomophisms. The numerical scheme is based on Jacobi fields.

• Chapter 3 compares several approaches for the prediction of the progression of subcortical brain structures
in Alzheimer’s disease. In particular, an approach based on the notion of exp-parallel curves is evaluated,
both alone and in combination with time-warp functions.

1.4.2 Part II: Spatiotemporal modeling

This second part introduces, validates, and illustrates a coordinate system designed with a purely geometrical
approach based on the previsouly introduced exp-parallelization operator in order to capture the spatiotemporal
variability in longitudinal shape data sets.

• Chapter 4 defines a coordinate system for shape trajectories. Repeated individual shape measurements are
seen as sample points of individual trajectories, drawn from an underlying population distribution. In as-
sociation with this model of the spatiotemporal variability of longitudinal shape data sets, the calibration,
personalization and simulation algorithm are defined and evaluated.

• Chapter 5 estimates a normative scenario of Alzheimer’s disease progression from a large longitudinal
data set of magnetic resonance images, following the method presented in the preceding chapter.

• Chapter 6 integrates the approach of Chapter 4 with the methods [Schiratti 2015] dedicated to scalar mea-
surements and its extension [Koval 2017] for spatially-coherent scalar maps in order to build personalized
digital brain models for the monitoring and prediction of Alzheimer’s disease progression.

1.4.3 Part III: Advanced atlas models as auto-encoders

This third part introduces and illustrates several variations of a coordinate system designed with a hybrid
geometrical and deep learning approach in order to learn low-dimensional representations of shape data sets.
These coordinate systems are interpreted both as atlas and auto-encoder models.

• Chapter 7 introduces input and output layers required to respectively embed and synthesize shapes with
deep learning architectures. Auto-encoding networks augmented with those layers are re-interpreted as a
generalized atlas model, thereby bridging the gap between deep learning and computational anatomy.

• Chapter 8 builds on this re-interpretation of auto-encoders and atlas models to devise a generalized
mean-variance analysis able to deal with anatomical images of differing topological contents. To this end,
diffeomorphic transformations are combined with intensity-domain transformations.

• Chapter 9 further exploits the flexibility of neural networks to define adaptable classes of diffeomorphisms,
that are tailored to the data of interest. This approach allows to avoid the manual and tricky specification
of a differential or kernel operator, which is classically needed in LDDMM.
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1.4.4 Part IV: Software

• Chapter 10 presents the fourth version of Deformetrica. Dedicated to the statistical analysis of shapes,
this software implements the classical algorithms of computational anatomy (registration, atlas estimation,
regression) as well as the parallel transport algorithm described Chapter 2, and the coordinate system for
shape trajectories described in Chapter 4.
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This chapter has been published as co-first author in the proceedings of the 2017 International Conference
on Geometric Science of Information (GSI). See [Louis 2017].
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The analysis of manifold-valued data requires efficient tools from Riemannian geometry to cope with the
computational complexity at stake. This complexity arises from the always-increasing dimension of the data, and
the absence of closed-form expressions to basic operations such as the Riemannian logarithm. In this paper,
we adapt a generic numerical scheme recently introduced for computing parallel transport along geodesics
in a Riemannian manifold to finite-dimensional manifolds of diffeomorphisms. We provide a qualitative and
quantitative analysis of its behavior on high-dimensional manifolds, and investigate an application with the
prediction of brain structures progression.

2.1 Introduction

Riemannian geometry is increasingly meeting applications in statistical learning. Indeed, working in flat
space amounts to neglecting the underlying geometry of the laws which have produced the considered data.
In other words, such a simplifying assumption ignores the intrinsic constraints on the observations. When
prior knowledge is available, top-down methods can express invariance properties as group actions or smooth
constraints and model the data as points in quotient spaces, as for Kendall shape space. In other situations,
manifold learning can be used to find a low-dimensional hypersurface best describing a set of observations.

Once the geometry has been modeled, classical statistical approaches for constrained inference or prediction
must be adapted to deal with structured data, as it is done in [Lenglet 2006, Zhang 2013a, Schiratti 2015,
Lorenzi 2011]. Being an isometry, the parallel transport arises as a natural tool to compare features defined at
different tangent spaces.

In a system of coordinates, the parallel transport is defined as the solution to an ordinary differential
equation. The integration of this equation requires to compute the Christoffel symbols, which are in general



16 Chapter 2. Parallel transport in shape analysis: a scalable numerical scheme

hard to compute –e.g. in the case of the Levi-Civita connection– and whose number is cubic in the dimension.
The Schild’s ladder [Lorenzi 2011], later improved into the Pole ladder [Lorenzi 2013b] when transporting along
geodesics, is a more geometrical approach which only requires the computation of Riemannian exponentials and
logarithms. When the geodesic equation is autonomous, the scaling and squaring procedure [Lorenzi 2013a]
allows to compute exponentials very efficiently. In Lie groups, the Baker-Campbell Haussdorff formula allows fast
computations of logarithms with a controlled precision. In such settings, the Schild’s ladder is computationnally
tractable. However, no theoretical study has studied the numerical approximations or has provided a convergence
result. In addition, in the more general case of Riemannian manifolds, the needed logarithm operators are often
computationally intractable.

The Large Deformation Diffeomorphic Metric Mapping (LDDMM) framework [Beg 2005] focuses on groups
of diffeomorphisms, for shape analysis. Geodesic trajectories can be computed by integrating the Hamiltonian
equations, which makes the exponential operator computationally tractable, when the logarithm remains costly
and hard to control in its accuracy. In [Younes 2007] is suggested a numerical scheme which approximates the
parallel transport along geodesics using only the Riemannian exponential and the metric. The convergence is
proved in [Louis 2018].

In this paper, we translate this so-called fanning sheme to finite-dimensional manifolds of diffeomorphisms
built within the LDDMM framework [Durrleman 2013a]. We provide a qualitative and quantitative analysis of
its behavior, and investigate a high-dimensional application with the prediction of brain structures progression.
Section 2.2 gives the theoretical background and the detailed steps of the algorithm, in the LDDMM context.
Section 2.3 describes the considered application and discusses the obtained results. Section 2.4 concludes.

2.2 Theoretical background and practical description

2.2.1 Notations and assumptions

Let M be a finite-dimensional Riemannian manifold with metric g and tangent space norm ‖ · ‖g. Let
γ : t→ [0, 1] be a geodesic whose coordinates are known at all time. Given t0, t ∈ [0, 1], the parallel transport of
a vector w ∈ Tγ(s)M from γ(t0) to γ(t) along γ will be noted Pt0,t(w) ∈ Tγ(t)M. We recall that this mapping
is uniquely defined by the integration from u = t0 to t of the differential equation ∇γ̇(u)Pt0,u(w) = 0 with
Pt0,t0(w) = w where ∇ is the Levi-Civita covariant derivative.

We denote Exp the exponential map, and for h small enough we define Jwγ(t)(h), the Jacobi Field emerging
from γ(t) in the direction w ∈ Tγ(t)M by:

Jwγ(t)(h) =
∂

∂ε

∣∣∣∣
ε=0

Expγ(t)

(
h [γ̇(t) + εw]

)
∈ Tγ(t+h)M. (2.2.1)

2.2.2 The key identity

The following proposition relates the parallel transport to a Jacobi field [Younes 2007]:

Proposition. For all t > 0 and w ∈ Tγ(0)M, we have:

P0,t(w) =
Jwγ(0)(t)

t
+ O

(
t2
)
. (2.2.2)

Proof. Let X(t) be the time-varying vector field corresponding to the parallel transport of w, i.e. such that
Ẋi + ΓiklX

lγ̇k = 0 with X(0) = w. At t = 0, in normal coordinates the differential equation simplifies into
Ẋi(0) = 0. Besides, near t = 0 in the same local chart, the Taylor expansion of X(t) writes Xi(t) = wi+ O

(
t2
)
.

Noticing that the ith normal coordinate of Expγ(0) (t [γ̇(t) + εw]) is t(vi0 + εwi), the ith coordinate of Jwγ(0)(t) =
∂
∂ε |ε=0Expγ(0) (t [γ̇(0) + εw]) is therefore twi, and we thus obtain the desired result.
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Subdividing [0, 1] into N intervals and iteratively computing the Jacobi fields 1
N Jwγ(k/N)(

1
N ) should therefore

approach the parallel transport P0,1(w). With an error in O
(

1
N2

)
at each step, a global error in O

(
1
N

)
can be

expected. We propose below an implementation of this scheme in the context of a manifold of diffeomorphisms
parametrized by control points and momenta. Its convergence with a rate of O

(
1
N

)
is proved in [Louis 2018].

2.2.3 The chosen manifold of diffeomorphisms

The LDDMM-derived construction proposed in [Durrleman 2013a] provides an effective way to build a
finite-dimensional manifold of diffeomorphims acting on the d-dimensional ambient space Rd. Time-varying
vector fields vt(.) are generated by the convolution of a Gaussian kernel k(x, y) = exp

[
−‖x− y‖2/2σ2

]
over

ncp time-varying control points c(t) = [ci(t)]i, weighted by ncp associated momenta α(t) = [αi(t)]i, i.e. vt(.) =∑ncp
i=1 k [. , ci(t)]αi(t). The set of such vector fields forms a Reproducible Kernel Hilbert Space (RKHS).
Those vector fields are then integrated along ∂tφt(.) = vt[φ(.)] from φ0 = Id into a flow of diffeomorphisms.

In [Miller 2006], the authors showed that the kernel-induced distance between φ0 and φ1 –which can be seen
as the deformation kinetic energy– is minimal i.e. the obtained flow is geodesic when the control points and
momenta satisfy the Hamiltonian equations :

ċ(t) = Kc(t)α(t), α̇(t) = −1

2
gradc(t)

{
α(t)T Kc(t) α(t)

}
, (2.2.3)

where Kc(t) is the kernel matrix. A diffeomorphism is therefore fully parametrized by its initial control points
c and momenta α.

Those Hamiltonian equations can be integrated with a Runge-Kutta scheme without computing the Christof-
fel symbols, thus avoiding the associated curse of dimensionality. The obtained diffeomorphisms then act on
shapes embedded in Rd, such as images or meshes.

For any set of control points c = (ci)i∈{1,..,n}, we define the finite-dimensional subspace of the vector fields’
RKHS Vc = span

{
k(., ci)ξ | ξ ∈ Rd, i ∈ {1, .., n}

}
. We fix an initial set c = (ci)i∈{1,..,n} of distinct control points

and define the set Gc = {φ1 | ∂tφt = vt ◦ φt, v0 ∈ Vc , φ0 = Id}. Equipped with Kc(t) as –inverse– metric, Gc is
a Riemannian manifold such that Tφ1

Gc = Vc(1), where for all t in [0, 1], c(t) is obtained from c(0) = c through
the Hamiltonian equations (2.2.3) [Micheli 2008].

2.2.4 Summary of the algorithm

We are now ready to describe the algorithm on the Riemannian manifold Gc.

Algorithm. Divide [0, 1] into N intervals of length h = 1
N where N ∈ N . We note ωk the momenta of the

transported diffeomorphism, ck the control points and αk the momenta of the geodesic γ at time k
N . Iteratively :

Figure 2.1: Step of the parallel transport of the vector w (blue arrow) along the geodesic γ (solid black curve). Jwγ
is computed by central finite difference with the perturbed geodesics γε and γ−ε, integrated with a second-order
Runge-Kutta scheme (dotted black arrows). A fan of geodesics is formed.
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(i) Compute the main geodesic control points ck+1 and momenta αk+1, using a Runge-Kutta 2 method.

(ii) Compute the control points c±hk+1 of the perturbed geodesics γ±h with initial momenta and control points
(αk ± hωk, ck), using a Runge-Kutta 2 method.

(iii) Approximate the Jacobi field Jk+1 by central finite difference :

Jk+1 =
c+hk+1 − c−hk+1

2h
. (2.2.4)

(iv) Compute the transported momenta ω̃k+1 according to equation (2.2.2) :

Kck+1
ω̃k+1 =

Jk+1

h
. (2.2.5)

(v) Correct this value with ωk+1 = βk+1ω̃k+1 + δk+1αk+1, where βk+1 and δk+1 are normalization factors
ensuring the conservation of ‖ω‖Vc = ωTkKckωk and of 〈αk, ωk〉ck = αTkKckωk.

As step of the scheme is illustrated in Figure 2.1. The Jacobi field is computed with only four calls to
the Hamiltonian equations. This operation scales quadratically with the dimension of the manifold, which
makes this algorithm practical in high dimension, unlike Christoffel-symbol-based solutions. Step (iv) –solving
a linear system of size ncp– is the most expensive one, but remained within reasonable computational time in
the investigated examples.

In [Louis 2018], the authors prove the convergence of this scheme, and show that the error increases linearly
with the size of the step used. The convergence is guaranteed as long as the step (ii) is performed with a method
of order at least two. A first order method in step (iii) is also theoretically sufficient to guarantee convergence.
Those variations will be studied in Section 2.3.3.

2.3 Application to the prediction of brain structures

2.3.1 Introducing the exp-parallelization concept

Figure 2.2: Time-reparametrized exp-parallelization of a reference geodesic model. The black dots are the
observations, on which are fitted a geodesic regression (solid black curve, parametrized by the blue arrow) and a
matching (leftmost red arrow). The red arrow is then parallel-transported along the geodesic, and exponentiated
to define the exp-parallel curve (black dashes).

Exploiting the fanning scheme described in Section 2.2.4, we can parallel-transport any set of momenta
along any given reference geodesic. Figure 2.2 illustrates the procedure. The target shape is first registered to
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Figure 2.3: Illustration of the exp-parallelization concept. Top row: the reference geodesic at successive times.
Bottow row: the exp-parallel curve. Blue arrows: the geodesic momenta and velocity field. Red arrows: the
momenta describing the initial registration with the target shape and its transport along the geodesic.

the reference geodesic : the diffeomorphism that best transforms the chosen reference shape into the target one
is estimated with a gradient descent algorithm on the initial control points and momenta [Durrleman 2013a].
Such a procedure can be applied generically to images or meshes. Once this geodesic is obtained, its initial
set of momenta is parallel-transported along the reference geodesic. Taking the Riemannian exponential of the
transported vector at each point of the geodesic defines a new trajectory, which we will call exp-parallel to the
reference one.

As pointed out in [Lorenzi 2011], the parallel transport is quite intuitive in the context of shape analysis, for
it is an isometry which transposes the evolution of a shape into the geometry of another shape, as illustrated
by Figure 2.3.

2.3.2 Data and experimental protocol

Repeated Magnetic Resonance Imaging (MRI) measurements from 71 subjects are extracted from the ADNI
database and preprocessed through standard pipelines into affinely co-registered surface meshes of hippocampi,
caudates and putamina. The geometries of those brain sub-cortical structures are altered along the Alzheimer’s
disease course, which all considered subjects finally convert to.

Two subjects are successively chosen as references, for they have fully developed the disease within the clinical
measurement protocol. As illustrated on Figure 2.2, a geodesic regression [Fletcher 2013] is first performed on
each reference subject to model the observed shape progression. The obtained trajectory on the chosen manifold
of diffeomorphisms is then exp-parallelized into a shifted curve, which is hoped to model the progression of the
target subject.

To account for the variability of the disease dynamics, for each subject two scalar coefficients encoding
respectively for the disease onset age and the rate of progression are extracted from longitudinal cognitive
evaluations as in [Schiratti 2015]. The exp-parallel curve is time-reparametrized accordingly, and finally gives
predictions for the brain structures. In the proposed experiment, the registrations and geodesic regressions
typically feature around 3000 control points in R3, so that the deformation can be seen as an element of a
manifold of dimension 9000.

2.3.3 Estimating the error associated to a single parallel transport

To study the error in this high-dimensional setting, we compute the parallel transport for a varying number
of discretization steps N , thus obtaining increasingly accurate estimations. We then compute the empirical
relative errors, taking the most accurate computation as reference.
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Figure 2.4: Empirical relative error of the
parallel transport in a high-dimensional set-
ting.
In black the proposed algorithm, in green the
WEC variant, in red the RK4 variant, and in
blue the SPG one.

Method
Predicted follow-up visit

M12 M24 M36 M48 M60 M72 M96
N=140 N=134 N=123 N=113 N=81 N=62 N=17

[exp] .882

.884

.852

.852

.825

.809

}
∗∗

.796

.764

}
∗∗∗

.768

.734

}
∗∗

.756

.706

}
∗∗∗

.730

.636

}
∗∗[ref]

Table 2.1: Averaged Dice performance measures. In each cell, the first line gives the average performance of the
exp-parallelization-based prediction [exp], and the second line the reference one [ref]. Each column corresponds
to an increasingly remote predicted visit from baseline. Significance levels [.05, .01, .001].

Arbitrary reference and target subjects being chosen, Figure 2.4 gives the results for the proposed algorithm
and three variations : without enforcing the conservations at step (v) [WEC], using a Runge-Kutta of order 4
at step (ii) [RK4], and using a single perturbed geodesic to compute J at step (iii) [SPG]. We recover a linear
behavior with the length of the step 1

N in all cases. The SPG variant converges much slower, and is excluded
from the following considerations.

For the other algorithms, the empirical relative error remains below 5% with 15 steps or more, and below 1%

with 25 steps or more. The slopes of the asymptotic linear behaviors, estimated with the last 10 experimental
measurements, range from 0.10 for the RK4 method to 0.13 for the WEC one. Finally, an iteration takes
respectively 4.26, 4.24 and 8.64 seconds for the proposed algorithm, the WEC variant and the RK4 one.
Therefore the initially detailed algorithm in section 2.2.4 seems to achieve the best tradeoff between accuracy
and speed in the considered experimental setting.

2.3.4 Prediction performance

Table 2.1 gathers the predictive performance of the proposed exp-parallelization method. The performance
metric is the Dice coefficient, which ranges from 0 for disjoint structures to 1 for a perfect match. A Mann-
Witney test is performed to quantify the significance of the results in comparison to a naive methodology, which
keeps constant the baseline structures over time. Considering the very high dimension of the manifold, failing to
accurately capture the disease progression trend can quickly translates into unnatural predictions, much worse
than the naive approach.

The proposed paradigm significantly outperforms the naive prediction three years or later from the base-
line, thus demonstrating the relevance of the exp-parallelization concept for disease progression modeling, made
computationally tractable thanks to the operational qualities of the fanning scheme for high-dimensional appli-
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cations.

2.4 Conclusion

We detailed the fanning scheme for parallel transport on a high-dimensional manifold of diffeomorphisms, in
the shape analysis context. Our analysis unveiled the operational qualities and computational efficiency of the
scheme in high dimensions, with a empirical relative error below 1% for 25 steps only. We then took advantage
of the parallel transport for accurately predicting the progression of brain structures in a personalized way, from
previously acquired knowledge.
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We propose a method to predict the subject-specific longitudinal progression of brain structures extracted
from baseline MRI, and evaluate its performance on Alzheimer’s disease data. The disease progression is
modeled as a trajectory on a group of diffeomorphisms in the context of large deformation diffeomorphic metric
mapping (LDDMM). We first exhibit the limited predictive abilities of geodesic regression extrapolation on
this group. Building on the recent concept of parallel curves in shape manifolds, we then introduce a second
predictive protocol which personalizes previously learned trajectories to new subjects, and investigate the relative
performances of two parallel shifting paradigms. This design only requires the baseline imaging data. Finally,
coefficients encoding the disease dynamics are obtained from longitudinal cognitive measurements for each
subject, and exploited to refine our methodology which is demonstrated to successfully predict the follow-up
visits.

3.1 Introduction

The primary pathological developments of a neurodegenerative disease such as Alzheimer’s are believed to
spring long before the first symptoms of cognitive decline. Subtle gradual structural alterations of the brain
arise and develop along the disease course, in particular in the hippocampi regions, whose volumes are classical
biomarkers in clinical trials. Among other factors, those transformations ultimately result in the decline of
cognitive functions, which can be assessed through standardized tests. Being able to track and predict future
structural changes in the brain is therefore key to estimate the individual stage of disease progression, to select
patients and provide endpoints in clinical trials.
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To this end, our work settles down to predict the future shape of brain structures segmented from MRIs.
We propose a methodology based on three building blocks : extrapolate from the past of a subject ; transfer
the progression of a reference subject observed over a longer time period to new subjects ; and refine this
transfer with information about the relative disease dynamics extracted from cognitive evaluations. Instead of
limiting ourselves to specific features such as volumes, we propose to see each observation of a patient at a given
time-point as an image or a segmented surface mesh in a shape space.

In computational anatomy, shape spaces are usually defined via the action of a group of diffeomorphisms
[Beg 2005, Vercauteren 2007, Wang 2007]. In this framework, one may estimate a flow of diffeomorphisms such
that a shape continuously deformed by this flow best fits repeated observations of the same subject over time,
thus leading to a subject-specific spatiotemporal trajectory of shape changes [Lorenzi 2010b, Peyrat 2008]. If
the flow is geodesic in the sense of a shortest path in the group of diffeomorphisms, this problem is called
geodesic regression [Fishbaugh 2014, Lorenzi 2010b, Peyrat 2008, Fletcher 2013] and may be thought of as the
extension to Riemannian manifolds of the linear regression concept. It is tempting then to use such regression
to infer the future evolution of the shape given several past observations. To the best of our knowledge, the
predictive power of such a method has not yet been extensively assessed. We will demonstrate that satisfying
results can only be obtained when large numbers of data points over extensive periods of time are available,
and that poor ones should be expected in the more interesting use-case scenario of a couple of observations.

In such situations, an appealing workaround would be to transfer previously acquired knowledge from another
patient observed over a longer period of time. This idea requires the definition of a spatiotemporal matching
method to transport the trajectory of shape changes into a different subject space. Several techniques have
been proposed to register image time series of different subjects [Metz 2011, Wu 2011]. They often require time
series to have the same number of images, or to have correspondences between images across time series, and
are therefore unfit for prognosis purposes. Parallel transport in groups of diffeomorphisms has been recently
introduced to infer deformation of follow-up images from baseline matching [Singh 2016, Lorenzi 2013a]. Such
paradigms have been used mostly to transport spatiotemporal trajectories to the same anatomical space for
hypothesis testing [Qiu 2008, Hadj-Hamou 2016]. Two main methodologies have emerged: either by parallel-
transporting the time series along the baseline matching as in [Fletcher 2013], or by parallel-transporting the
baseline matching along the time series as in [Schiratti 2015]. We evaluate both in this paper.

In any case, these approaches require to match the baseline shape with one in the reference time series.
Ideally, we should match observations corresponding to the same disease stage, which is unknown. We propose
to complement such approaches with estimates of the patient stage and pace of progression using repeated
neuropsychological assessments in the spirit of [Schiratti 2015]. These estimates are used to adjust the dynamics
of shape changes of the reference subject to the test one, according to the dynamical differences observed in the
cognitive tests.

Among the main contributions of this papers are : the first quantitative study of the predictive power of
geodesic regression ; a new methodology for the prediction of shape progression from baseline ; the evaluation
of its accuracy for two different parallel shifting protocols ; new evidence of the utter importance of capturing
the individual dynamics in Alzheimer’s disease models.

Section 3.2 sets the theoretical background and incrementally describes our methodology. Section 3.3 presents
and discusses the resulting performances.

3.2 Method

Let (yj)j=1,..,ni be a time series of segmented surface meshes for a given subject i ∈ {1, ..., N}, obtained at
the ages (tj)j=1,..,ni . We build a group of diffeomorphisms of the ambient space which act on the segmented
meshes, following the procedure described in [Durrleman 2014]. Flows of diffeomorphisms of R3 are generated
by integrating time-varying vector fields of the form v(t, x) =

∑ncp
k=1K[x, ck(t)]βk(t) where K is a Gaussian

kernel, c(t) = [ck(t)]k=1,..,ncp and β(t) = [βk(t)]k=1,..,ncp are respectively the control points and the momenta of
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the deformation.
We endow the space of diffeomorphisms with a norm which measures the cost of the deformation. In the

following, we only consider geodesic flows of diffeomorphisms i.e. flows of minimal norm connecting the identity
to a given diffeomorphism. Such flows are uniquely parametrized by their initial control points and momenta
c0 = c(0), β0 = β(0). Under the action of the flow of diffeomorphisms, an initial template shape T is continuously
deformed and describes a trajectory in the shape space, which we will note t → γ(c0,β0)(T, t). Simultaneously,
we endow the surface meshes with a varifold norm ‖·‖ which allows to measure a data attachment term between
meshes without point correspondence [Durrleman 2014].

3.2.1 Geodesic regression

In the spirit of linear regression, one can perform geodesic regression in the shape space by estimating the
intercept T and the slope (c0, β0) such that γ(c0,β0)(T, ·) minimizes the following functional :

inf
c0,β0,T

ni∑
j=1

‖γ(c0,β0)(T, tj)− yj‖2 +R(c0, β0) (3.2.1)

where R is a regularization term which penalizes the kinetic energy of the deformation. We estimate a so-
lution of equation (3.2.1) with a Nesterov gradient descent as implemented in the software Deformetrica
(www.deformetrica.org), where the gradient with respect to the control points, the momenta and the template
is computed with a backward integration of the data attachement term along the geodesic [Durrleman 2013a].

Once an optimum is found, we obtain a description of the progression of the brain structures which lies in
the tangent space at the identity of the group of diffeomorphisms. It is natural to attempt to extrapolate from
the obtained geodesic to obtain a prediction of the progression of the structures.

3.2.2 Two methods to transport spatiotemporal trajectories of shapes

As it will be demonstrated in section 3.3, geodesic regression extrapolation produces an accurate prediction
only if data over a long time span is available for the subject, which is not compatible with the goal of early
prognosis.

As proposed in [Lorenzi 2013a, Younes 2007], given a reference geodesic, we use the Riemannian parallel
transport to generate a new trajectory. We first perform a baseline matching between the reference subject
and the new subject, which can be described as a vector in the tangent space of the group of diffeomorphisms.
Two paradigms are available to obtain a parallel trajectory. [Singh 2016] advises to transport the reference
regression along the matching and then shoot. In the shape space, this generates a geodesic starting at the
baseline shape ; for this reason, we call this solution geodesic parallelization, and is illustrated on Figure 3.1.
On the other hand, [Schiratti 2015] advocates to transport the matching vector along the reference geodesic and
then build a trajectory with this transported vector from every point of the reference geodesic, as described on
Figure 3.3. We will call this procedure exp-parallelization.

In such a high-dimensional setting, the computation of parallel transport classically relies on the Schild’s
ladder scheme [Lorenzi 2011]. However, in our case the computation of the Riemannian logarithm may only be
computed by solving a shape matching problem, resulting not only in an computationally expensive algorithm
but also in an uncontrolled approximation of the scheme. To implement these parallel shifting methods, we use
the algorithm suggested in [Younes 2007], which relies on an approximation of the transport to nearby points by
a well-chosen Jacobi field, with a sharp control on the computational complexity. The same rate of convergence
as Schild’s ladder is obtained at a reduced cost.

3.2.3 Cognitive scores dynamics

The protocol described in the previous section has two main drawbacks. First, the choice of the matching
time in the reference trajectory is arbitrary : the baseline is purely a convenience choice and ideally the

www.deformetrica.org


26 Chapter 3. Prediction of the progression of brain structures in Alzheimer’s disease

Figure 3.1: Geodesic parallelization. Blue arrow:
baseline matching. Red arrows: transported re-
gression. Black dotted line : exponentiation of the
transported regression.

Figure 3.2: Reparametrized geodesic paralleliza-
tion. Matching time and exp-parallel trajectory
are reparametrized.

Figure 3.3: Exp-parallelization. Red arrow:
geodesic regression. Blue arrows: transported
baseline matching. Black dotted line : exp-
parallelization of the reference geodesic for the
given subject.

Figure 3.4: Reparametrized exp-parallelization.
Matching time and exp-parallel trajectory are
reparametrized.

matching should be performed at similar stages of the disease. Second, it does not take into account the pace
of progression of the subject. In [Schiratti 2015], the authors propose a statistical model allowing to learn,
in an unsupervised manner, dynamical parameters of the subjects from ADAS-cog test results, a standardized
cognitive test designed for disease progression tracking. More specifically, they suppose that each patient follows
a parallel to a mean trajectory, with a time reparametrization :

ψ(t) = α(t− t0 − τ) + t0 (3.2.2)

which maps the subject time to a normalized time frame, where α > 0 and τ are scalar parameters. A high
(resp. low) α hence corresponds to a fast (resp. slow) progression of the scores, when a negative (resp. positive)
τ corresponds to an early decay (resp. late decay) of those scores. In the dataset introduced below, the
acceleration factors (αi)i range from 0.15 to 6.01 and the time-shifts (τi)i from −20.6 to 22.8, thus showing a
tremendous variability in the individual dynamics of the disease, which must be taken into account.

With these dynamic parameters, the shape evolution can be adjusted by reparametrizing the parallel tra-
jectory with the same formula (3.2.2), as illustrated on Figures 3.2 and 3.4.

3.3 Results

3.3.1 Data, preprocessing, parameters and performance metric

MRIs are extracted from the ADNI database, where only MCI converters with 7 visits or more are kept,
for a total of N=74 subjects and 634 visits. Subjects are observed for a period of time ranging from 4 to 9
years (5.9 on average), with 12 visits at most. The 634 MRIs are segmented using the FreeSurfer software. The
extracted brain masks are then affinely registered towards the Colin 27 Average Brain using the FSL software.
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The estimated transformations are finally applied to the pairs of caudates, hippocampi and putamina subcortical
structures.

All diffeomorphic operations i.e. matching, geodesic regression estimation, shooting, exp-parallelization and
geodesic parallelization are performed thanks to the Deformetrica software previously mentioned. A varifold
distance with Gaussian kernel width of 3 mm for each structure and a deformation kernel width of 5 mm are
chosen. The time discretization resolution is set to 2 months.

The chosen performance metric between two sets of meshes is the Dice coefficient, that is the sum of the
volumes of the intersections of the corresponding meshes, divided by the total sum of the volumes. We only
measure the volume of the intersection between corresponding structures. The Dice coefficient is comprised
between 0 and 1 : it equals 1 for a perfect match, and 0 for disjoint structures.

3.3.2 Geodesic regression extrapolation

The acceleration factor α in equation (3.2.2) encodes the rate of progression of each patient. Multiplying
this coefficient with the actual observation window gives a notion of the absolute observation window length,
in the disease time referential. Only the 22 first subjects according to this measure have been considered for
this section : they are indeed expected to feature large structural alterations, making the geodesic regression
procedure more accurate. The geodesic regression predictive performance is compared to a naive one consisting
in leaving the last observed brain structures in the learning dataset unchanged.

Table 3.1 presents the results obtained for varying learning dataset and extrapolation extents. We perform
a Mann-Whitney test with the null hypothesis that the observed Dice coefficients distributions are the same to
obtain the statistical significance levels. The extrapolated meshes are satisfying only in the case where all but
one data points are used to perform the geodesic regression, achieving a high Dice index and outperforming the
naive one, by a small margin though and failing to reach the significance level (p=0.25). When the window
of observation becomes narrower, the prediction accuracy decreases and becomes worse than the naive one.
Indeed, the lack of robustness of the – although standard – segmentation pipeline imposes a high noise level,

Learning
period
(months)

Predicted follow-up visit
Method M12 M24 M36 M48 M72 M96

N=22 N=21 N=19 N=18 N=16 N=5

6
[reg] .878

.888

.800

.850

}
∗∗∗

.737

.803

}
∗∗∗

.624

.708

}
∗∗

.509

.626

}
∗∗

.483

.602[naive]

12
[reg] - .839

.875

}
∗∗

.769

.832

}
∗∗∗∗

.658

.735

}
∗∗

.523

.644

}
∗∗

.465

.608

}
∗

[naive] -

18
[reg] - .885

.890

.823

.851

}
∗ .738

.764

.611

.661

.579

.627[naive] -

24
[reg] - - .864

.869

.778

.779

.681

.689

.657
.653[naive] - -

max - 1 [reg] .807

.797

Prediction at the most remote possible time
∼60 months [naive] point (∼76 months) for all subjects (N=22).

Table 3.1: Averaged Dice performance measures between predictions and observations for varying extents of
learning datasets and extrapolation. The [reg] tag indicates the regression-based prediction, and [naive] the
naive one. Each row corresponds to an increasingly large learning dataset, patients being observed for widening
periods of time. Each column corresponds to an increasingly remote predicted visit from baseline. Significance
levels [.05, .01, .001, .0001] for the Mann-Whitney test.
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Figure 3.5: Extrapolated geodesic regression for the subject s0671. Are only represented the right hippocampus,
caudate and putamen brain structures in each subfigure. The three first rows present the interpolated brain
structures, corresponding to ages 61.2, 64.2 and 67.2 (years). The last row presents the extrapolation result
at age 70.2. On the right column are added the target brain structures (red wireframes), segmented from the
original images.
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Time
Method

Predicted follow-up visit
reparam. M12 M24 M36 M48 M72 M96

N=144 N=138 N=130 N=129 N=76 N=11

Without [exp] ∗
{
.878

.883

.882

.841

.847

.850

∗
.799

.806

.806

.744

.753

.754

.650

.664

.682

.647

.661

.611

reparam. [geod]
[naive]

N=140 N=134 N=123 N=113 N=62 N=17

With [exp] ∗
{
.882

.888

.884
∗
{ .852

.858

.852
∗∗

{ .825

.831

.809

∗∗ ∗∗∗∗

{ .796

.802

.764

∗∗∗ ∗∗∗

{ .756

.762

.706

∗∗∗ ∗∗

{ .730

.732

.636

∗∗reparam. [geod]
[naive]

Table 3.2: Averaged Dice performance measures between predictions and obervations for two modes of trans-
port, with or without refinement by the cognitive scores. In each cell, the first line corresponds to the exp-
parallelization-based prediction [exp], the middle line to the geodesic parallelization-based one [geod], and the
last line to the naive approach [naive]. Each column corresponds to an increasingly remote predicted visit from
baseline. Significance levels for the Mann-Whitney test [.05, .01, .001, .0001].

which seems to translate into a too low signal-to-noise ratio after extrapolation from only a few observations.
Figure 3.5 displays an extrapolated geodesic regression for a specific subject, with a large learning period of

72 months, and a prediction at 108 months from the baseline (Dice performance of 0.74 versus 0.65 with the
naive approach).

3.3.3 Non reparametrized transport

Among the 22 subjects whose regression-based predictive power has been evaluated in the previous section,
the two which performed best are chosen as references for the rest of this paper. Their progressions are
transported onto the 73 other subjects with the two different parallel shifting methods.

In more details, for each pair of reference and target subjects, the baseline target shape is first registered
to the reference baseline. The reference geodesic regression is then either geodesically or exp-parallelized.
Prediction performance is finally assessed : the Dice index between the prediction and the actual observation,
for the two modes of transport, are computed and compared to the Dice index between the baseline meshes and
the actual observation – the only available information in the absence of a predictive paradigm.

The upper part of Table 3.2 presents the results. In most cases, the obtained meshes by the proposed
protocol are of lesser quality than the reference ones, according to the Dice performance metric. The two
methods of transport are essentially similarly predictive, although geodesic parallelization slightly outperforms
the exp-parallelization for the M12 prediction.

3.3.4 Refining with cognitive dynamical parameters

The two reference progressions are transported through geodesic and exp-paral- lelization onto all remaining
subjects. After time-reparametrization, the obtained parallel trajectories then deliver predictions for the brain
structures.

Figure 3.7 displays a reference geodesic and an exp-parallelized curve. The predicted progression graphically
matches the datapoints, and it can be noticed that the final prediction at age 85.6 (Dice 0.73) outperforms the
corresponding one on Figure 3.6, obtained without time-reparametrization (Dice 0.69).

Quantitative results are presented in the lower part of Table 3.2. At the exception of the M12 prediction,
both protocols outperform the naive one. The M36, M48, M72 and M96 predictions are the most impressive
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Figure 3.6: Exp-parallelization of the reference subject s0906 (first column) towards the subject s1080 (second
column), giving predictions for ages 81.6, 82.6, 83.6, 84.6 and 85.6 (years). On the third column are added the
target brain structures (red wireframes), segmented from the original images.
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Figure 3.7: Time-reparametrized exp-parallelization of the reference subject s0906 (first column) towards the
subject s1080 (second column), giving predictions for ages 81.6, 82.6, 83.6, 84.6 and 85.6 (years). On the third
column are added the target brain structures (red wireframes), segmented from the original images.
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ones, with p-values always lesser than 1%. This shows that the pace of cognitive score evolution is well correlated
with the pace of structural brain changes, and therefore allows an enhanced prediction of follow-up shapes.

No conclusion can be drawn concerning the two parallel shifting methodologies, a single weak significance
result being obtained only for the M12 prediction where the geodesic parallelization method slightly outperforms
the exp-parallelization one with a Dice score of 0.888 versus 0.882.

3.4 Conclusion

We conducted a quantitative study of geodesic regression extrapolation, exhibiting its limited predictive
abilities. We then proposed a method to transport a spatiotemporal trajectory into a different subject space
with cognitive decline-derived time reparametrization, and demonstrated its potential for prognosis. The results
show how crucial the dynamics are in disease modeling, and how cross-modality data can be exploited to improve
a learning algorithm. The two main paradigms that have emerged for the transport of parallel trajectories were
shown to perform equally well in this prediction task. Nonetheless, the exp-parallelization offers a methodological
advantage in that the generated trajectories do not depend on a particular choice of point on the reference
geodesic, in contrast with the trajectories obtained by geodesic parallelization. It takes full advantage of the
isometric property of the parallel transport, and eases the combination with time-warp functions based on the
individual disease dynamics.

In future work, more complex time reparametrization could be considered as in [Hong 2014]. Finally, the
robustness of the proposed protocol to the choice of reference subject has not been assessed. Such a choice
could be avoided by constructing an average disease model as in [Singh 2016], or by translating for shapes the
method of [Schiratti 2015]. We may also use this framework to estimate a joint image and cognitive model to
better estimate individual dynamical parameters of disease progression.
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Chapter 4

Learning the spatiotemporal variability in
longitudinal shape data sets

This chapter has been submitted to the International Journal of Computer Vision (IJCV), and is currently
under revision. See [Bône 2019b]. It extends [Bône 2018a] which has been published in the proceedings of the
2018 IEEE Conference on Computer Vision and Pattern Recognition (CVPR).
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In this paper, we propose a generative statistical model to learn the spatiotemporal variability in longitudinal
shape data sets, which contain repeated observations of a set of objects or individuals over time. From all the
short-term sequences of individual data, the method estimates a long-term normative scenario of shape changes
and a tubular coordinate system around this trajectory. Each individual data sequence is therefore (i) mapped
onto a specific portion of the trajectory accounting for differences in pace of progression across individuals, and
(ii) shifted in the shape space to account for intrinsic shape differences across individuals that are independent
of the progression of the observed process. The parameters of the model are estimated using a stochastic
approximation of the expectation-maximization algorithm. The proposed approach is validated on a simulated
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data set, illustrated on the analysis of facial expression in video sequences, and applied to the modeling of
the progressive atrophy of the hippocampus in Alzheimer’s disease patients. These experiments show that one
can use the method to reconstruct data at the precision of the noise, to highlight significant factors that may
modulate the progression, and to simulate entirely synthetic longitudinal data sets reproducing the variability
of the observed process.

4.1 Introduction

4.1.1 Motivation

Video sequences of smiling faces, repeated measurements of growing plants or developing cells, medical images
collected at multiple visits from a population of patients affected by a chronic disease: all these examples can
be understood as data collections where individual instances of a common underlying process are observed at
multiple time-points. Such collections are called longitudinal data sets.

The individual processes are thought to result from random variations of a common underlying process (or
few of them). Because of the dynamic nature of the observed processes, one might decompose the variability
in two components: the dynamic or temporal variability on the one hand, and the time-independent or spatial
variability on the other hand. In our examples, the variability in the pace of growth or in age at disease onset
is understood as temporal variability. By contrast, there are also intrinsic inter-individual differences in height,
weight or shape that are independent of the pace at which the plant grows or the disease progresses, which
we call spatial variability. The main difficulty here is that growth or disease progression affect also height,
weight or shape, so that the differences between two observations of two different samples are due to (i) the
fact that the two individuals are observed at different stages of the process, and (ii) that they have different
intrinsic characteristics. Disentangling these two sources of variability would not be possible if one had only
one observation per individual. Having repeated observations of the individuals over time, as in longitudinal
data sets, implies that one could decompose the changes due to the progression of the process from those due
to intrinsic differences that are independent of the progression.

The goal of this paper is to propose a statistical learning method which can describe the spatiotemporal
variability in a longitudinal data set. We focus here on shape data, where the shape may be encoded by an
image, or by geometrical objects extracted from images such as curves, surface meshes or segmented volumes.

One of the main difficulties is that the experimental design often provides little control on the temporal sam-
pling of the observations. We are interested here by processes for which there is no clear marker of progression,
such as the progression of neurodegenerative diseases for which the age at disease onset is hard to determine.
Therefore there is no easy way to re-align in time the individual data sequence to analyse the inter-variability
at each stage of the process. By contrast, the method needs to learn how the individual data sequences position
themselves in relation to each other. Furthermore, the follow-up period of the observations rarely covers the
whole process, but often just a small part of it. In clinical studies for examples, patients may be followed for
few years whereas the disease may progress over decades. Eventually, dealing with shape data raises the need
for generic representations of such data that can be included in computational approaches.

4.1.2 Related work

Structured data like shapes can be advantageously represented as elements of curved spaces, such as Riemma-
nian manifolds, in order to account for the prior on their structure. Either defined by invariance [Kendall 1984,
Su 2014a, Su 2014b] or topology-preserving properties [Beg 2005, Christensen 1996, Durrleman 2013b, Joshi 2000,
Pennec 2006b], shape spaces define distance metrics adapted to the geometry of a well-identified class of objects,
such as brain magnetic resonance images or segmented organs. These data representations allows the general-
ization of the mean-variance analysis [Allassonnière 2015, Gori 2017, Pennec 2006a, Zhang 2013b], which learns
the geometrical distribution of a cross-sectional data set in terms of an average shape, and variability-encoding
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parameters. Typical healthy or pathological configurations can be summarized in this manner, thus opening the
way to automatic diagnosis at the individual level. Time-series data sets, consisting in the repeated observation
of the same object at successive time-points, can be described by generalized regression approaches on the same
shape spaces [Banerjee 2016, Fishbaugh 2014, Fletcher 2013, Hinkle 2012, Lorenzi 2010a, Niethammer 2011b].
A time-continuous scenario of geometrical transformation is then estimated, offering in turn individualized in-
terpolation and extrapolation methods. The statistical analysis of longitudinal data sets requires to extend the
concept of generalized mean-variance for such time series. In other words, it requires the definition a statistical
distribution of curves drawn on a shape space.

Usual shape spaces usually have a differential structure of infinite dimension. In particular, the large deforma-
tion diffeomorphic metric mapping (LDDMM) define shape spaces as orbits of template shapes under the action
of an infinite-dimensional parametric group of diffeomorphisms of the 2D/3D ambient space [Younes 2010].
With this approach, the geometrical differences between two objects are captured by estimating the diffeomor-
phic transformation that warps one into the other. Recent works propose finite-dimensional approaches built on
the same principles: [Zhang 2015] uses truncated Fourier transforms to build a finite-dimensional Lie algebra,
and [Durrleman 2013a] constructs a finite-dimensional Riemannian manifold based on a set of self-interacting
particles.

Such structures are favorable to the analysis of longitudinal data sets because they naturally offer the parallel
transport operator [Lorenzi 2011], which allows to compare tangent-space vectors at distant points in a relevant
manner. This operator is key to compare trajectories on the manifold, and therefore for the analysis of longitudi-
nal data. In [Su 2014b, Su 2014a] for instance, trajectories on manifolds are compared by parallel-transporting
their initial velocity vectors back to some privileged point of the manifold, thereby handling the spatial variabil-
ity if a reference configuration and reference time-point is known. A similar approach is followed in [Kim 2017]
where medical images are analyzed in a voxel-wise fashion, or also in [Singh 2016] with the co-adjoint transport
instead of the parallel transport. In [Schiratti 2015] the authors define the exp-parallelization operator which
extends the notion of parallel lines to Riemannian manifolds. The works [Koval 2017, Bône 2018a] build on this
operator to analyze dynamic networks and shape objects respectively. Other approaches propose to work on a
space of trajectories, such as in [Muralidharan 2012] where the Sasaki metric is used to define distances between
geodesic curves on a manifold, or in [Chakraborty 2017] which requires the same number of observations per
subject.

If parallel transport allows to spatially align manifold-valued trajectories, a temporal alignment mechanism
is also needed for data sets with variability in the individual progression dynamics. For instance, two patients
developing the same neurological disease have no reason to reach the same disease stage at the same age,
nor to have synchronous progressions. A solution is to use time-warp functions, which define a mapping be-
tween an abstract common reference time frame and the individual time lines [Durrleman 2013b, Schiratti 2015,
Bilgel 2016, Koval 2017, Kim 2017, Marinescu 2017, Bône 2018a]. In [Su 2014b, Su 2014a], the authors build
on the square-root velocity fields framework to quotient the space of spatiotemporal paths by diffeomorphic
time-warps. In [Nader 2019], a monotonic Gaussian process is built from a set of temporal sources.

4.1.3 Contributions

In this paper, we propose a method that learns an average progression and its spatiotemporal variability
from a longitudinal shape data set. The average progression takes the form of a geodesic curve in the finite-
dimensional Riemannian approximation of the LDDMM framework of [Durrleman 2014]. The concept of exp-
parallelization introduced in [Schiratti 2015] is then applied in this context to define a tubular coordinate system,
also called Fermi coordinates, around the average geodesic. The average trajectory and its coordinate system are
automatically learned by the method, so that every individual data sequence is mapped to a specific portion of
the average trajectory to account for the temporal variability, and shifted in the shape space to account for the
spatial variability. The calibration of the resulting generative statistical model is done by adapting a stochastic
approximation EM method. This paper extends the conference paper [Bône 2018a], with finer modeling of the
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variability in the individual paces of progression, and an original optimization method for accelerated model
calibration. The proposed approach is validated on a simulated data set, illustrated on a facial expression
recognition task, and applied to hippocampus shape progression modeling in Alzheimer’s disease.

Section 4.2 defines the concept of shape spatiotemporal coordinate system, which allows the introduction of
the generative statistical model in Section 4.3. Section 4.4 details the calibration, personalization and simulation
algorithms, which are evaluated and illustrated in Section 4.5. These experiments will evaluate the goodness-
of-fit of the model, the relevance of the representation of the spatiotemporal variability for the identification of
factors explaining this variability, and the ability of the model to generate synthetic data sets that reproduce
the observed variability in the training data set.

4.2 Shape spatiotemporal reference frame

Within LDDMM frameworks, shape are positioned with respect to a reference shape, often called atlas or
template. A coordinate system is defined in the tangent-space at the template shape. We propose here to
replace the template (which is a single shape) by a curve (i.e. a shape trajectory), and the coordinate system
by a tubular spatiotemporal coordinate system centered around the template trajectory. We first review the
usual construction of a static template shape before extending it to the spatiotemporal case.

4.2.1 Positioning a shape with respect to a static atlas

Positioning a target shape y with respect to a static reference y0 is called the registration problem. Deformation-
based morphometry solves it by estimating a diffeomorphism φ1 of the ambient space Rd (d = 2 or 3) that
transforms y0 into y, which we note φ1 ? y0 = y. In the context of LDDMM, diffeomorphisms are constructed
by following the streamlines of dynamic vector fields t→ vt ∈ C∞0 (Rd,Rd) over [0, 1]:

∂tφt = vt ◦ φt with φ0 = Id. (4.2.1)

Following the approach in finite-dimension of [Durrleman 2014], we further assume that any vt writes as the
Gaussian convolution of p momentum vectors mt = m

(1)
t , ...,m

(p)
t ∈ Rd over a corresponding set of control points

ct = c
(1)
t , ..., c

(p)
t ∈ Rd:

vt : x ∈ Rd →
p∑
k=1

g
[
c
(k)
t , x

]
·m(k)

t ∈ Rd (4.2.2)

with g : x, x′ ∈ Rd → exp ‖x′ − x‖2`2 /σ2 the Gaussian kernel function of kernel width σ > 0. Many other
diffeomorphisms constructed in this manner might actually transform y0 into φ1 ? y0: we call solution of the
registration problem the most regular transformation i.e. that minimizes its “kinetic” energy:

1

2

∫ 1

t=0

‖vt‖2Gct =
1

2

∫ 1

t=0

m>t ·Gct ·mt (4.2.3)

where ∀t ∈ [0, 1], Gct is the p × p “kernel” symmetric positive-definite matrix of general term g[c
(k)
t , c

(l)
t ],

and (.)> is the matrix transposition. Such energy minimizing curves, also called geodesics, are such that the
control point and momentum vectors are fully determined by their initial values and the following Hamilonian
equations [Miller 2006]:

ċt = Gct ·mt ; ṁt = −1

2
∇ct

{
m>t ·Gct ·mt

}
(4.2.4)

where ∇x(.) is the gradient operator with respect to x. Assuming that there exist a diffeomorphism φ1 con-
structed according to equations (4.2.1, 4.2.2) such that φ1 ?y0 = y, this last result allows to compactly represent
the positioning of y with respect to y0 with a set of p control points c0 and attached momenta m0. In other
words, m0 is the coordinate of y in the coordinate system defined by (c0, y0). In practice, the perfect regis-
tration constraint φ1 ? y0 = y is relaxed, and we call solution to the registration problem the extremal-path
diffeomorphism φ1 that warps y0 as close as possible to y, for some extrinsic error measure dE(y0, y). In this
paper, the following choices are considered for dE , depending on the nature of y0 and y:
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• the `2 metric for meshes with point-to-point correspondence (i.e. the sum of squared differences between
point positions) ,

• the current metric [Vaillant 2005, Charon 2020] for oriented surface meshes without point-to-point corre-
spondence (details are given in appendix for the reader’s convenience).

Noting y0 as a collection y(1)
0 , ..., y

(K)
0 of K points of Rd, φ1 acts independently and directly on each point y(k)

0

according to φ1 ? y
(k)
0 = φ1 ◦ y(k)

0 . Note that the proposed method can be adapted straightforwardly to image
data, by defining the action of the diffeomorphisms φ on the image I as I ◦ φ−1 and using the sum of squared
differences between image intensities as the error measure.
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Figure 4.1: [Left]. Shape spatiotemporal reference frame y0, c0,m0, t0 with respect to which a shape y admits
coordinates t ∈ R, v ∈ v⊥0 ⊂ Tγ(t0)Dc0 . Three spaces are involved: the manifold of control points Rp×d, the
manifold of diffeomorphisms Dc0 , and the shape submanifold Sy0,c0 of the extrinsic shape space E . The momenta
m0,m and the velocity fields v0, v are in one-to-one correspondence. The velocity field v, also called space-shift,
is parallel-transported along the geodesic γ by the operator t→ P vγ (t). Figure 4.2 illustrates the effect of parallel
transport on Dc0 .
[Right]. Illustrations of the manifolds abstractly depicted on the left side of the figure. The panels of each row
plots elements of the corresponding geodesic (solid black lines on the left panel). The two columns correspond
to the times t0 and t.
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!
"

Figure 4.2: [Bottom]. Illustration of a shape geodesic t→ γ(t) ? y0: the man-like shape (solid black contour)
raises his left arm. This geodesic is parametrized by a single set of control points c0 (black dots) and attached
momentum vectors m0 (bold blue arrows), to which corresponds the velocity field v0 (light blue arrows). A
second set of momentum vectors m (bold red arrows) attached to the same control points c0 parametrizes the
exp-parallelization of this shape geodesic.
[Top]. Exp-parallel shape curve t→ η(t) ? y0 to the shape geodesic γ ? y0: the exp-parallelization transfers the
motion of the arm from one man (the one on the geodesic) to another one.

4.2.2 Riemannian structure

Let c0 be a set of p control points. We define:

Dc0 =
{
φ1 | ∂tφt = vt ◦ φt, φ0 = Id, vt = Conv(ct,mt)

(ċt, ṁt) = Ham(ct,mt), m0 ∈ Rp×d
}

(4.2.5)

where Conv(., .) and Ham(., .) are compact notations for the convolution operator defined by equation (4.2.2)
and the Hamiltonian equations (4.2.4) respectively. Equipped at any φ ∈ Dc0 with the local metric G−1

φ(c0), Dc0
has the structure of a Riemannian manifold of dimension p × d. The tangent-space at φ is the set of velocity
fields obtained by convolving any set of momentum on φ(c0):

TφDc0 =
{
Conv(φ(c0),m) |m ∈ Rp×d

}
. (4.2.6)

The geodesics of Dc0 are the curves t → φt of constant kinetic energy (see equation (4.2.3)) i.e. such that the
corresponding control points and momenta trajectories t → ct,mt satisfy the Hamiltonian equations (4.2.4).
We define the exponential operator on Dc0 :

Expt0,tφ : v0 ∈ TφDc0 → φt ∈ Dc0 (4.2.7)

where φt is the diffeomorphism reached at time t by the geodesic path obtained by integration from some
reference time t0 ∈ R with initial conditions φ(c0), m0 such that v0 = Conv(φ(c0),m0), and φ0 = φ. The
momentum vector m0 is the dual of the velocity field v0. The particular case Exp0,1

φ corresponds to the usual
Riemannian exponential map and will be noted Expφ. Diffeomorphisms φ ∈ Dc0 act on shapes of the ambient
space y through the action ? previously defined. Let y0 be a reference shape. We define its orbit under the
action ?:

Sy0,c0 = Dc0 ? y0 = {φ ? y0 |φ ∈ Dc0}. (4.2.8)

Sy0,c0 is a submanifold of the extrinsic shape space E in which is defined the distance dE .
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4.2.3 Positioning a shape with respect to a dynamic atlas

Instead of positioning shapes with respect to a static atlas y0, we aim now to position shapes with respect to a
shape geodesic t→ γ(t)?y0, where γ is a geodesic of Dc0 of the form γ(t) = Expt0,tId (v0) with v0 = Conv(c0,m0).
Similarly to cylindrical coordinates in Euclidian spaces, under some conditions (see [Manasse 1963, Hirsch 2012])
a shape y ∈ Sy0,c0 admits a unique spatiotemporal coordinate, also known as Fermi coordinates: t ∈ R and
v ∈ Tγ(t0)Dc0 such that v⊥γ̇(t0):

y = ExpPvγ(t) ? y0 with ExpPvγ(t) = Expγ(t)

[
Pvγ(t)

]
(4.2.9)

where Pvγ(t) denotes the parallel transport of v along γ from t0 to t. The curves γ and η : t → ExpPvγ(t)

are said exp-parallel, and the mapping γ → η is called exp-parallelization along v [Schiratti 2015]. In other
words, a choice of y0, c0,m0, t0 defines a spatiotemporal reference frame, with respect to which a shape y can
be unambiguously positioned in terms of a time t and a velocity field v orthogonal to v0 = γ̇(t0). The time t
is the temporal component of the coordinate which positions the shape along the reference trajectory given by
the direction v0. The velocity v is the spatial component of the coordinate, which positions the shape in the
hyperplane that is orthogonal to v0. This decomposition can be seen also as the orthogonal projection of y onto
the one-dimensional submanifold γ ? y0, hence the condition v⊥v0. Figures 4.1 and 4.2 illustrate this concept
spatiotemporal reference frame, in which any shape y admits the coordinates t, v. Note that the time-point t0
does not play any particular role, in the sense that y can be described in the same manner for any other choice
t′0; one-to-one transformation of reference frame can actually be derived as:

t′ = t+ t′0 − t0 and v′ = Pvγ(t′0). (4.2.10)

In general, the target shape y might not exactly belong to Sy0,c0 . Similarly to the static atlas case, equa-
tion (4.2.9) is relaxed and we call solution to the longitudinal registration problem the pair t, v such that y0 is
warped as close as possible to y, in the sense of the extrinsic metric dE .

4.3 Statistical model for longitudinal data sets of shapes

4.3.1 Hierarchical generative model

Let {yi,j , ti,j}i,j be a longitudinal data set of shapes, which is the collection of repeated individual mea-
surements yi,1, ..., yi,ni for i = 1, ..., n, where each shape yi,j corresponds to a time ti,j ∈ R. Measurements
are considered as sample points along individual trajectories, which in turn are considered exp-parallel to a
reference geodesic curve, therefore having a constant spatial coordinate in the spatiotemporal reference frame
centered around this reference geodesic. Noting y0, c0, m0, t0 the parameters of the spatiotemporal coordinate
system, v0 = Conv(c0,m0) and γ : t→ Expt0,tc0 (v0) the reference geodesic, the statistical model writes:

ExpPviγ
[
ψi(ti,j)

]
? y0

iid∼ NE
(
yi,j , σ

2
ε ),

where

∣∣∣∣∣ ψi : t→ αi · (t− τi) + t0,

vi = Conv(c0,mi), mi = A0,m⊥0
· si,

and

∣∣∣∣∣ αi
iid∼N[0,+∞[(1, σ

2
α), τi

iid∼N (t0, σ
2
τ ),

si
iid∼N (0, 1)

(4.3.1)

where the noise distribution NE
(
µ, σ2

ε ) is defined such that the likelihood is proportional to p(y) ∝ exp(−dE(y−
µ)2/2σ2

ε ). Model (4.3.1) is hierarchical in the sense that individual trajectories t→ ExpPviγ ◦ψi(t) are indepen-
dently defined as spatiotemporal transformations of a common, population-level geodesic t→ γ(t).

The time-warp functions ψi encode the temporal variability of the observed individual trajectories in terms
of pace of progression αi and onset time τi. They map the index ti,j of the j-th shape of the i-th individual
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(e.g. the age of the subject at a given visit), to a time-point ψi(ti,j) on the reference geodesic (e.g. the disease
stage).

The spatial variability is encoded by the space-shifts vi ∈ v⊥0 ⊂ Tγ(t0)Dc0 along which γ is exp-parallelized.
Those space-shifts admit dual representations under the form of the momenta mi, which are assumed to derive
from q source parameters si = s

(1)
i , ..., s

(q)
i , in the spirit of independent component analysis (ICA) [Hyvärinen 2004].

The orthogonality vi⊥v0, necessary for the identifiability of the model, is ensured by the projection of each col-
umn of the (p · d) × q mixing matrix A0 onto the hyperplane m⊥0 of Rp×d for the cometric Gc0 , noted A0,m⊥0

.
The individual parameters are modeled as independent samples from normal distributions:

• a truncated normal distribution with fixed mean for the acceleration factor αi, allowing the identifiability
of m0;

• a normal distribution for the onset time τi;

• a normal distribution with fixed mean and variance for the sources si, allowing the identifiability of y0

and A0,m⊥0
respectively.

These parameters define individual trajectories as random spatiotemporal transformations of a common refer-
ence trajectory. The spatial and temporal transformations commute, in the sense that ∀t ∈ R, ExpPviγ◦ψi =

ExpPviγ ◦ ψi. The population trajectory is fully parameterized by the template shape y0, the control points c0,
the momenta m0 and the reference time t0. The individual variability is unambiguously represented by two
reduced sets of scalar parameters: the acceleration αi and the onset time τi for the temporal part, and the
sources s(1)

i , ..., s
(q)
i for the spatial part. In practice, it is possible to choose a number of sources q � p×d much

lower than the dimension of the tangent-space Tγ(t0)Dc0 while still capturing most of the geometrical variability
in the data.

4.3.2 Mixed-effects and Bayesian modeling

We further specify the formulation of the model (4.3.1) to fit the framework of mixed-effects models. We
distinguish:

• the fixed-effects θ = (θ1, θ2) with θ1 = (t0, στ , σα, σε) and θ2 = (y0, c0,m0, A0), also called the model
parameters,

• the random effects z = (zi)i where zi = (αi, τi, si).

We choose to work in a Bayesian framework, in order to theoretically ensure the existence of the maximum a
posteriori (MAP) estimate of the parameters θm. Such priors also regularize and guide the estimation procedure
thanks to reasonable and mild prior assumptions on the optimal fixed effects values. The following standard
conjugate distributions are selected as Bayesian priors on the model parameters:

t0 ∼ N (t0, ς
2
t ), y0 ∼ N (y0, ς

2
y ),

σ2
τ ∼ IG(mτ , ς

2
τ ), c0 ∼ N (c0, ς

2
c ),

σ2
α ∼ IG(mα, ς

2
α), m0 ∼ N (m0, ς

2
m),

σ2
ε ∼ IG(mε, ς

2
ε ), A0 ∼ N (A0, ς

2
A),

where IG(., .) denotes the inverse-gamma distribution.

4.4 Algorithms: calibration, personalization, simulation

4.4.1 Objectives

Given a longitudinal data set of shapes {yi,j , ti,j}i,j that we may note more compactly {y, t}, we formulate
three algorithmic objectives:
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• Calibration, which consists in computing the MAP parameters θm, unconditionally to any random effect z:

θm = argmaxθ

∫
p
(
{y}, z, θ ; {t}

)
· dz. (4.4.1)

• Personalization, which consist in computing the MAP random effects zm that best represent some longi-
tudinal shape data set {y, t} (which may or may not be the one used for calibration), given the calibrated
model θm:

zm = argmaxz p
(
{y}, z, θm ; {t}

)
. (4.4.2)

• Simulation, which consist in generating a new data set {ys} that resembles the original data set {y}.

We give now the details of the algorithms to solve these optimization problems. Their implementation is freely
available in the software Deformetrica (find the install instructions and the documentation at www.deformetrica.org).

Algorithm 1: Compute the complete log-likelihood.
input : Longitudinal data set of shapes {y, t} = {yi,j , ti,j}i,j .

Population parameters θ = y0, c0,m0, a0, t0, στ , σα, σε.
Individual parameters z = (zi)i with zi = αi, τi, si.

output: The complete log-likelihood Q = log p({y}, z, θ ; {t}).
Set Q = 0. // initialization

/* compute the squared residuals ε2i,j for each visit */
Compute the initial velocity field v0 = Conv(c0,m0).
Compute the geodesic γ : t→ Expt0,tId (v0). // see [Durrleman 2014]
for the source index l = 1 to q
Compute the l-th column of A0,m⊥0

, projecting Coll(A0) on m⊥0 .
Compute the initial velocity field wl = Conv

[
c0, Coll(A0,m⊥0

)
]
.

Compute the parallel transport wl : t→ Pwlγ (t). // see [Louis 2017]

end
for the individual index i = 1 to n
for the visit index j = 1 to nj
Compute the time-warped age ψi,j = αi · (ti,j − τi) + t0.
Compute the initial velocity field vi,j =

∑q
l=1 s

(l)
i · wl(ψi,j).

Compute φi,j = Expγ(ψi,j)(vi,j) ◦ γ(ψi,j). // see [Durrleman 2014]
Compute the squared residual ε2i,j = dE(yi,j , φi,j ? y0)2.

/* add the model log-likelihood log p(yi,j |zi, θ ; ti,j) */
Update Q← Q− 1

2

{
|E| · log σ2

ε + ε2i,j/σ
2
ε

}
.

end

/* add the random effects log-likelihood log p(zi|θ) */
Update Q← Q− 1

2

{
log σ2

τ + (τi − t0)2/σ2
τ + ‖si‖2`2 + log σ2

α + log(1− F (−1/σα))2 + (αi − 1)2/σ2
α

}
.

end

/* add the Bayesian prior log-likelihood log p(θ) */
Update Q← Q− 1

2

{
(t0−t0)2/ς2t +mτ (log σ2

τ +ς2τ /σ
2
τ )+mα (log σ2

α+ς2α/σ
2
α)+mε (log σ2

ε +ς2ε /σ
2
ε )
}
. // log p(θ1)

Update Q← Q− 1
2

{
‖y0 − y0‖2`2 /ς2y + ‖c0 − c0‖2`2 /ς2c + ‖m0 −m0‖2`2 /ς2m +

∥∥A0 −A0

∥∥2

`2
/ς2A
}
. // log p(θ2)

4.4.2 Computation of the complete log-likelihood

Evaluating the joint log-likelihood log p({y}, z, θ ; {t}) =
∑n
i=1

∑ni
j=1 log p(yi,j , zi, θ ; ti,j) for some set of pa-

rameters θ and random effects z = (zi)i is central for both calibration and personalization algorithms. The

http://www.deformetrica.org/
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computationally most intensive part is the computation of the conditional log-likelihood log p(yi,j |zi, θ ; ti,j),
which amounts to synthesize the candidate data for the current values of the fixed and random-effects (θ, zi)

and measure its discrepancy with the true observation yi,j . The synthesis of the data follows the generative
model introduced in Section 4.2 and essentially requires the integration of ordinary differential equations.

Algorithm 1 details the procedure, where |E| denotes the dimension of the extrinsic shape shape E , and
F (.) the cumulative distribution function of the standard Gaussian. The “source index” refers to the ICA
components.

4.4.3 Calibration

Algorithm 2: Calibration with MCMC-SAEM-GD.
input : Dataset y. Initial parameters θ[0] and z[0].

Sequence of step-sizes (ρ[k])k. Sampling variances (σ(b))b.
output: Estimation of θm ≈ θ[k].

Set k = 0 and S[0]
1 = S1(z[0]). // initialization, eq. (4.4.3)

repeat
Set k ← k + 1.

/* block Gibbs symmetric random walk sampling */
foreach block index b do
Draw a candidate z(b) ∼ N (z[k−1](b), σ2

b ) for the block b.
Let z = (z[k](1), ..., z[k](b−1), z(b), z[k−1](b+1), ...).
Compute the ratio ω=log p({y},z,θ[k−1];{t})

p({y},z[k−1],θ[k−1];{t}) . // alg. 1
Draw u according to the uniform distribution u ∼ U(0, 1).
if log u < ω then z[k](b) ← z(b) else z[k](b) ← z[k−1](b).

end
Adapt the proposal variances (σ(b))b. // see [Atchade 2006]

/* analytical update rule for θ1 (classical SAEM) */

Set S[k]
1 ← S

[k−1]
1 + ρ[k] ·

[
S1(z[k])− S[k−1]

1

]
. // eq. (4.4.3)

Set θ[k]
1 ← θ?1(S[k]) // eqs. (4.4.4) - (4.4.7)

/* gradient-descent-based update heuristic for θ2 */

Solve θ?2 =argmaxθ2 p({y}, z[k], θ
[k]
1 , θ2 ; {t}) by GD. // alg. 1

Set θ[k]
2 ← θ

[k−1]
2 + ρ[k] ·

[
θ?2 − θ[k−1]

2

]
. // heuristic

until convergence

4.4.3.1 Initialization procedure for model calibration

A good choice of initial parameters θ[0] and latent variables z[0] improves the convergence speed of the
calibration algorithm. We propose in this section an initialization procedure that combines several elementary
shape analysis tools. Given a longitudinal data set of shapes {yi,j , ti,j}i,j :

1. estimate a Bayesian atlas model (see [Gori 2017]) from the baseline shapes {yi,1}i, to get an approximate
population-level average geometry y′0, c′0 as well as n space-shift momenta m′i mapping this geometry to
the baseline observations, and an estimate of the noise level σ′ε;

2. for i = 1, ..., n, estimate a geodesic regression model (see [Fishbaugh 2014]) from the individual time-series
{yi,j}j , then parallel transport (see [Louis 2017]) the computed individual initial momenta back to the
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mean geometry y′0, c′0 along the corresponding space-shift m′i, and finally compute the Euclidean average
of those w′i to get an approximate population-level mean momenta m′0 = 〈w′i〉i;

3. for i = 1, ..., n, initialize the individual temporal parameters with τi = 〈ti,j〉j , α2
i =

w′i·Gc′0 ·m
′
0

m′0·Gc′0 ·m
′
0
if this

value is positive and αi = 1 otherwise, then compute σ′τ and σ′α according to equations (4.4.5) and (4.4.6)
respectively;

4. solve a standard ICA problem with q components from the collection of space-shift momenta w′
i,m′⊥0

preliminarily projected on the orthogonal space to m′0, and set A′0 as the estimated mixing matrix;

5. shoot forward the mean geometry y′0, c′0 in the direction m′0 with length t′′0 − t′0 where t′0 = 〈ti,1〉i and
t′′0 = 〈ti,j〉i,j to get longitudinally centered estimates c′′0 , y′′0 , m′′0 , and parallel-transport the q columns of
A′0 along the same geodesic to obtain A′′0 ;

6. personalize the model given by the initial parameters θ[0] = (y′′0 , c
′′
0 ,m

′′
0 , A

′′
0 , t
′′
0 , σ
′
τ , σ
′
α, σ

′
ε) to obtain z[0].

4.4.3.2 The MCMC-SAEM-GD algorithm

Calibration is a computationally-intensive task for mostly two reasons. First, the optimized variable θ is of
high dimension |θ| = 4 + |y0| + d · p · (2 + q) where d is the dimension of the ambient space, p the number of
control points, q the number of sources, and |y0| the number of vertices necessary to describe the template mesh.
Second, the optimized function requires the computation of the integral over the latent variables. The term
p({y}, z, θ ; {t}) can only be evaluated for some given random-effect values z, by solving sets of ordinary differen-
tial equations (see Algorithm 1). In this paper, we propose to address this computational challenge by combining
the MCMC-SAEM algorithm with gradient descent (GD). The backbone of this algorithm is the SAEM algo-
rithm [Delyon 1999], which is a stochastic approximation (SA) of the classical expectation-maximization (EM)
algorithm [Dempster 1977]: are alternated a stochastic simulation step z[k]∼ p(z|{y}, θ[k−1] ; {t}) of the latent
variables followed by a deterministic update of the model parameters θ[k] ← θ?(z[k]). In [Kuhn 2004], the au-
thors introduce the MCMC-SAEM algorithm, where the simulation step is replaced by an Monte-Carlo Markov
chain (MCMC) step while still preserving the theoretical convergence properties. In this paper, an analytical
update rule θ? cannot be found for all the parameters θ: we use a gradient descent approach to overcome
this difficulty, and we name MCMC-SAEM-GD the global resulting algorithm. Algorithm 2 gives a high-level
pseudo-code of the proposed procedure. The sufficient statistics write:

St =
1

n

n∑
i=1

τi, Sα =
1

n

n∑
i=1

(αi − 1)2, (4.4.3)

Sτ =
1

n

n∑
i=1

τ2
i , Sε =

1

|E| · n · 〈ni〉i

n∑
i=1

ni∑
j=1

ε2i,j ,

where ε2i,j = dE{yi,j , ExpPviγ
[
ψi(ti,j)

]
? y0}2 and 〈ni〉i is the average number of longitudinal observations per

subject. The update rules write:

t?0 =

[
ς2t St +

σ?τ
2

n
t0

]
·
[
ς2t +

σ?τ
2

n

]−1

(4.4.4)

σ?τ =
[
Sτ − 2 t?0 St + t?0

2 +
mτ

n
ς2τ

] 1
2 ·
[
1 +

mτ

n

]− 1
2

(4.4.5)

σ?α =
[
Sα +

mα

n
ς2α

] 1
2 ·
[
1− f(−1/σ?α)/σ?α

1− F (−1/σ?α)
+
mα

n

]− 1
2

(4.4.6)

σ?ε =

[
Sε +

mε

|E| n 〈ni〉i
ς2ε

] 1
2

·
[
1 +

mε

|E| n 〈ni〉i

]− 1
2

(4.4.7)

where f(.) is the probability density function of the standard normal distribution. Both the coupled set of equa-
tions (4.4.4)-(4.4.5) and the implicit equation (4.4.6) can easily be solved by iterative update. Equation (4.4.7)
is closed-form.
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4.4.3.3 Implementation details

The sequence of ρ[k] required by Algorithm 2 is chosen to be constantly equal to 1 in a preliminary “burn-in”
phase of the calibration procedure, and then decreases with the iterations with an exponential decay. The fanning
numerical scheme is used to compute the parallel transport along geodesics in a scalable manner [Louis 2017,
Louis 2018, Younes 2007]. A block Metropolis-Hasting-within-Gibbs approach is used for the MCMC sampling
step, where each variable αi, τi and si are successively sampled. Several transition kernels can be chained in
order to decrease the correlation between z[k−1] and z[k]. Proposal variances are dynamically adapted during the
iterations to ensure that the acceptation rates remain close to 30% [Atchade 2006]. The optimization problem
for the update of θ2 is solved by steepest gradient descent. The gradients of the complete log-likelihood are
obtained by autodifferentiation using the PyTorch library. The PyKeops library [Charlier 2017] implements
smart autodifferentiation methods for convolution intensive computations to avoid memory overflows.

4.4.4 Personalization

Once the model is calibrated using a training data set, any individual data sequence {yi,j , ti,j}j can be
reconstructed by fitting the model (whether it was part of the training set or not, i.e. i≤ n or i > n respec-
tively). This procedure, called here personalization, consists in solving the optimization problem defined by
equation (4.4.2). Note that all individuals can be treated independently i.e. equation (4.4.2) is equivalent to
solving several sub-problems of the form zm

i = argmaxzi log p({yi,j}j , zi, θm ; {ti,j}j). The computed optimal
latent variables zm

i give in turn the spatiotemporal coordinates of the individual trajectory in the reference
frame of the calibrated model θm. We use the L-BFGS optimization method [Liu 1989], where gradients are
automatically computed using the PyTorch autodifferentiation library.

4.4.5 Simulation

The purpose of the simulation is to take advantage of the generative nature of the model to generate an
entirely synthetic data set that reproduces the characteristics of the original training data set.

Given a longitudinal data set, the calibration followed by the personalization to the training data yields a
normative model of progression, a spatiotemporal coordinate system (both being encoded by the parameters
θm) and the coordinates of each individual in this reference frame (i.e. zm = (zm

i )i). We denote p̃(zm, {t})
the empirical joint distribution of those individual parameters and of the corresponding time-indices {t}. We
simulate synthetic data {ys} by sampling random variables from this empirical distribution, and generate data
following the generative model (4.3.1).

We use statistic functions ζ (most often not sufficient, similarly to [Marin 2012]) to evaluate to which extend
the simulated data resemble the training data:

ζ({ys}) ≈ ζ({y}), with

{
{ys} iid∼ p({y}|zs, θm ; {ts})

(zs, {ts}) iid∼ p̃(zm, {t})
. (4.4.8)

For visualization purposes, we may choose to ignore the calibrated variance of noise σm
ε and replace it with the

degenerated value σε = 0. This choice will generate smoother shapes, and we will call such simulations “without
noise”.

4.5 Experiments

4.5.1 Validation on synthetic shape data

In this section, the calibration, personalization and simulation algorithms are validated on a synthetic data
set in 2D. The simulation algorithm is first used in Section 4.5.1.1 to generate a synthetic shape data set
from a chosen ground truth model. We use then the calibration method to infer the model parameters from
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Figure 4.3: Visualization of the parameters θ1 = (y0, c0,m0, A0). The template shape y0 is in solid black, the
control points c0 are the five dot points in either blue or red, the momenta m0 is the bold blue arrow, and
the four columns of A0 are the bold red arrows. The velocity fields corresponding to the momenta m0 or the
geometrical components of A0 are respectively represented with light blue or light red arrows. The green dots
and arrows on the top figure mark the four landmark positions that will be considered for the statistic ζ, in
order to validate the simulation algorithm in Section 4.5.1.4.

the synthetic data set. The performance and the stability of the calibration algorithm is evaluated in various
settings in Section 4.5.1.2. The calibrated model is personalized in Section 4.5.1.3, and the learned individual
parameters are compared to the true values. Eventually, we re-simulate a synthetic data set from the calibrated
model, and assess in Section 4.5.1.4 to which extend this new synthetic data set has similar statistics as the
original data set.

4.5.1.1 Simulating synthetic data from a ground truth model

We choose values of fixed effects θ=(y0, c0, m0, A0, t0, στ , σα, σε), which specifies a normal distribution of
shape trajectories. The chosen geometrical parameters y0, c0,m0, A0 are shown in Figure 4.3. In addition, we
choose t0 =0, στ =2, σα=0.2 and σε∈{0.00, 0.01, 0.02, 0.03, 0.05}.

We use the generative model to simulate a total of n∈{50, 100, 200} individual trajectories and to sample
them at several time-points {ti,j}nij=1. We draw the number of observations for each individual ni≥2 according
to a shifted Poisson distribution with parameter E(ni) ∈ {3, 5, 7, 9}. We finally impose that the individual
time-points {ti,j}j are uniformly distributed in the observation interval [ti,1, ti,ni ] = [ti,0 −∆ti/2, ti,0 + ∆ti/2],
where both the observation time window ∆ti = ti,ni − ti,1 and the mid-point ti,0 are drawn according to normal
distributions: ∆ti

iid∼ N
(
E(ni)−2, σ2

τ

)
and ti,0

iid∼ N (t0, σ
2
τ ). Figure 4.4 displays some generated data in the

reference case where σε = 0.02 and E(ni) = 7.

4.5.1.2 Model calibration

The model calibration outputs are the estimated population parameters θ = (θ1, θ2) with θ1 = (t0, στ , σα, σε)

and θ2 = (y0, c0,m0, A0). They are expected to be close to the MAP estimate θm defined by equation (4.4.1).

Computing the MAP estimate. Because only a finite number of data points are available and a Bayesian
prior p(θ) is assumed on the parameters θ, the MAP estimate θm does not correspond exactly to the ground
truth parameters. The MAP is computed easily for θ1 with equations (4.4.4-4.4.7), and is approximated for θ2

with a steepest gradient descent approach, initialized at the true parameters (see Algorithm 2). The second line
of Table 4.1 (named “simulation truth” in italicized text) gives the quantitative distances between the ground
truth and the MAP parameters in a reference case, using the performance metrics introduced in the following
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y0 (%) c0,m0 (%) c0, A0 (%) t0 (%) στ (%) σα (%) σε (%)

reference 2.5± 0.01 6.2± 0.10 2.1± 0.02 8.8± 0.06 1.7± 0.28 7.0± 2.73 7.7± 0.01

sim. truth 0.0 0.4 0.1 2.5 5.6 3.0 0.0

σε = 0.00 2.7± 0.01 5.9± 0.17 2.5± 0.05 7.4± 0.24 2.6± 0.60 8.1± 5.24 36.4± 0.03

σε = 0.01 6.0± 0.01 2.5± 0.09 1.7± 0.01 2.7± 0.07 0.7± 0.21 0.8± 0.44 15.1± 0.03

σε = 0.02 2.5± 0.01 6.2± 0.10 2.1± 0.02 8.8± 0.06 1.7± 0.28 7.0± 2.73 7.7± 0.01

σε = 0.03 1.4± 0.01 1.9± 0.09 1.5± 0.03 4.8± 0.08 2.3± 0.38 3.8± 1.23 5.1± 0.01

σε = 0.05 1.8± 0.02 4.1± 0.21 1.9± 0.04 1.5± 0.10 1.1± 0.34 0.9± 0.33 1.7± 0.01

E(ni) = 3 1.6± 0.02 5.7± 0.29 2.1± 0.05 5.2± 0.22 3.9± 1.12 7.1± 2.03 6.5± 0.03

E(ni) = 5 4.4± 0.01 5.9± 0.32 2.7± 0.03 1.1± 0.15 5.8± 0.56 0.7± 0.36 6.7± 0.02

E(ni) = 7 2.5± 0.01 6.2± 0.10 2.1± 0.02 8.8± 0.06 1.7± 0.28 7.0± 2.73 7.7± 0.01

E(ni) = 9 2.4± 0.01 3.2± 0.05 1.7± 0.04 7.2± 0.03 1.8± 0.11 2.7± 0.17 6.3± 0.01

q = 2 2.5± 0.04 18.0± 0.28 51.3± 0.06 10.6± 0.16 9.3± 0.52 3.1± 0.84 172.4± 0.07

q = 4 2.5± 0.01 6.2± 0.10 2.1± 0.02 8.8± 0.06 1.7± 0.28 7.0± 2.73 7.7± 0.01

q = 6 2.5± 0.01 6.8± 0.10 1.9± 0.03 8.9± 0.07 1.7± 0.20 9.3± 1.80 7.0± 0.02

n = 50 3.4± 0.01 3.6± 0.16 2.2± 0.03 4.7± 0.04 0.2± 0.16 2.0± 0.17 7.6± 0.02

n = 100 2.5± 0.01 6.2± 0.10 2.1± 0.02 8.8± 0.06 1.7± 0.28 7.0± 2.73 7.7± 0.01

n = 200 1.8± 0.00 3.9± 0.08 1.5± 0.02 2.6± 0.04 0.8± 0.12 3.7± 0.19 6.9± 0.01

Table 4.1: Final average normalized performance metrics and associated standard deviations, obtained after
10 independent runs of the MCMC-SAEM algorithm in varied configurations. The algorithm is run for 200
iterations in all configurations. The reference configuration corresponds to a noise level σε = 0.02, an average
number of visits per subject E(ni) = 7, q= 4 allowed components of geometrical variability, and n= 100 input
subjects. The second line gives the discrepancy between the ground truth (used for generating the data) and
the MAP (used for evaluating the performance), in the reference case.

paragraph – where the MAP parameters will be called the “true” ones. Across columns of this specific line, the
normalized error metrics remain below 6%.

Normalized error metrics. The error for the scalar parameters θ1 = (t0, στ , σα, σε) is measured by the
absolute difference between estimated and true values. The error for t0 is normalized by the characteristic
population observation window, that we define as 2 · (1 + σα) · [E(∆ti)/2 + στ ]. The remaining errors for
στ , σα, σε are respectively normalized by the true standard deviations στ = 2, σα = 0.2, and the estimated
noise level by the Bayesian atlas model [Gori 2017] computed during the initialization pipeline described in
Section 4.4.3.1. The error on the template shape y0 is assessed as the maximum point-to-point residual distance,
and normalized by the conservative value of 3 spatial units for the characteristic size of the considered shape
(see Figure 4.3). The control points c0 and the momenta m0 are jointly evaluated through the `2 distance of
the estimated velocity field v0 =Conv(c0,m0) to the true value, normalized by the `2 norm of this true velocity
field. Finally, the convergence of modulation matrix A0 is assessed by measuring the mismatch between the
sets of space-shifts that can be generated from the pair of parameters (c0, A0): (i) the estimated modulation
matrix is first re-projected on the true control points, (ii) the linear subspaces generated by the columns of
the true and estimated modulation matrices are defined, (iii) the matrix representations of the projectors over
those subspaces are computed, (iv) the average of the four greatest eigenvalues of their difference captures the
mismatch between those projectors, (v) the result is normalized by the largest eigenvalue of the true projector.
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Figure 4.4: Illustration of the evaluation procedure for model calibration, and subsequent personalization or
simulation from the learned model. The population geodesic of MAP model is plotted in black on the central line.
From this ground truth model are simulated n = 100 individual spatiotemporal trajectories: three randomly-
picked samples are plotted in black on the top lines. The population geodesic of the calibrated model is plotted in
green on the central line, superimposed with the MAP geodesic. This calibrated model can then be personalized
to the training observations as plotted in red, or leveraged to simulate new spatiotemporal trajectories that
resemble the original data set.

Evaluation setups and results. In addition to the previously introduced setups, configurations with varying
allowed number of sources q∈{2, 4, 6} are also evaluated. We call the configuration with σε=0.02, q=4, n=100,
and E(ni)=7 the reference one. Augmented with the 11 configurations differing from this reference by a single
parameter, a total of 12 calibration problems are defined. Each is solved 10 times by running the stochastic
MCMC-SAEM-GD algorithm.
Figure 4.5 plots the evolution of the error metrics across the allowed 200 iterations for the reference configuration:
the black lines correspond to the 10 different runs, and in green is represented their mean and standard deviation.
The algorithm is stable i.e. converges to similar results at each run: the final standard deviation of the error
is smaller than 10% of the maximal (initial) error, for all parameters. The two regimes of the algorithm can
be identified: the burn-in phase for the first half of the iterations where the step-sizes ρ[k] remained fixed to 1,
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Figure 4.5: Evolution of the error metrics across the 200 allowed iterations of the MCMC-SAEM algorithm,
for the reference configuration: noise standard deviation σε = 0.02, q = 4 estimated components of geometrical
variability, learning on a data set composed of n = 100 with on average E(ni) = 7 visits per subject, spanning
5 time units. The 10 solid black curves correspond to 10 independent runs of the same – stochastic – MCMC-
SAEM algorithm; the bold green curve is their average and the light green region indicates the associated
standard deviation. The algorithm consistently converges towards similar parameters at each run, and those
estimated parameters are satisfyingly close to the MAP estimate.

followed by the concentration phase where the step-sizes decrease geometrically. We can finally notice that σα
is estimated with more variance than other parameters, and than στ in particular. This suggests that adding
higher-order components to the time-warp functions ψi would come with estimation challenges.
Table 4.1 gives the average final error metrics and the associated standard deviations. Those standard deviations
remain in all but one case below 3%, underlining the stability of the estimation algorithm. In most cases, the
parameters are estimated with less than 10% of error: exceptions only appear in the configurations with very low
noise levels σε≤0.01 or underestimated number of geometrical sources q=2. Interestingly, a higher noise level σε
does not necessarily correlate with a degraded estimation of the parameters. The presence of noise can actually
help the algorithm to better explore the space of parameters: it seemed that local minima may be harder to
escape for very low levels of noise. In particular, the estimation performance of the noise variance σ2

ε improves
when the true value increases. Table 4.1 studies also the impact of the length of the observation period E(ni).
Long periods generally favour more accurate estimation of the parameters v0 = Conv(c0,m0) which encodes
the direction of the progression, and (στ , σα) which capture its dynamical variability. However, because of
compensation mechanisms that may take place at the individual level between αi and τi, it is rather the joint
quantity στ+σα that is clearly better estimated when E(ni) increases than στ and σα independently. The same
table compares also the estimation quality when the true number of sources is underestimated (q=2), perfectly
chosen (q=4) or overestimated (q=6). The reconstruction ability of our model, measured by σε, increases with
q, and seems to saturate once the optimal number of sources has been reached. The large estimation error made
on σε in the case q=2 comes from the fact that data was simulated from exactly four geometrical components of
comparable importance (see Figure 4.3), thus creating a strong reconstruction performance thresholding effect
when choosing q<4. One can expect smoother variations of the reconstructive performance on real data sets,
which do not result from the exact simulation of the generative model. Parameters are in majority less well
estimated in the q=2 configuration, and at comparable distance to the MAP in the two remaining ones. Finally,
Table 4.1 shows that the number of training subjects n has a major influence over the quality of the estimation.
Almost all metrics are improved in the configuration with n=200 subjects.
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In conclusion, the proposed MCMC-SAEM-GD algorithm successfully solves our model calibration problem
in varied configurations. The stochastic procedure is stable across independent repetitions. The presence of
noise in the training data is well-handled, and actually seems to act as a good regularizer for the estimation
procedure. An underestimated number of sources does not harm the convergence of the procedure, but mostly
impairs the reconstruction ability of the learned model. This number should therefore be gradually increased
to meet the reconstruction goals of the experimenter, keeping in mind that an intrinsic optimal performance
will be reached when q is large enough. Finally, increasing the number of subjects or the number of visits are
both beneficial for model calibration.

4.5.1.3 Personalization after calibration
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Figure 4.6: Comparison of the estimated individual parameters zi = (αi, τi, si) after personalization of the mean
calibrated model to the simulated observations, in the reference scenario. In each scatter plot, the identity is
represented by the solid black line. The R2 value for the sources is an average over the four geometrical
components.

Once calibrated, the longitudinal shape models are personalized to the training data. The estimated indi-
vidual parameters αi, τi, si are compared to their true value. In order to be comparable with the true sources,
the estimated sources are first brought back to the cotangent space defined by the true control points c0.

Figure 4.6 plots the estimated zi against the true corresponding values. The acceleration factors are well
aligned on the bisector. The onset ages and sources are also estimated with a low variance, but with a non-
negligible bias. This effect is due to the fact that the estimation of individual parameters during personalization
may compensate for some error made during the estimation of population parameters during calibration. Time-
shifts τi may compensate an error on the reference time t0. Acceleration factors αi may compensate for an error
in the norm of v0. Sources si may compensate for an error in the norm of the columns of A0.

These effects do not question the identifiability of the model, but rather suggest that, for a finite number
of observations, the likelihood may have a rather flat maximum, for which a range of parameter values may
reconstruct data almost equally well. Finally, two outliers can be noticed in Figure 4.6 for the pace of progression
αi, as well as for the onset age τi. These outliers correspond to extremely reduced windows of observation
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∆αi (%) ∆τi (%) ∆si (%)

reference 4.4±11.9 44.2±15.3 −11.7±3.3

σε = 0.00 −3.8±4.3 42.4±24.8 −5.4±6.8
σε = 0.01 −2.1±6.4 11.8±9.4 −11.1±12.0
σε = 0.02 4.4±11.9 44.2±15.3 −11.7±3.3
σε = 0.03 −7.6±15.7 25.5±15.0 −6.7±2.5
σε = 0.05 −21.8±23.4 4.4±14.7 −9.1±3.0

E(ni) = 3 9.3±32.7 −12.1±19.3 −8.8±3.2
E(ni) = 5 2.9±13.0 3.2±20.8 −3.6±7.5
E(ni) = 7 4.4±11.9 44.2±15.3 −11.7±3.3
E(ni) = 9 −8.2±7.3 46.0±16.1 −7.6±2.3

q = 2 −1.6±18.0 48.3±50.7 −2.4±69.4
q = 4 4.4±11.9 44.2±15.3 −11.7±3.3
q = 6 9.8±12.3 45.3±15.8 −11.7±3.3

n = 50 −12.9±8.1 24.8±18.3 −6.9±6.1
n = 100 4.4±11.9 44.2±15.3 −11.7±3.3
n = 200 9.8±10.5 13.2±10.9 −13.1±2.4

Table 4.2: Median of the residual errors and associated median absolute deviation times 1.4826 for the estimated
individual parameters, expressed in percentage of the corresponding ground-truth standard deviations σα = 0.2,
στ = 2 and σs = 1. The results are given for the reference scenario plus eleven perturbed scenarii, where either
the noise level σε, the average number of visits per subject E(ni), the allowed number of geometrical components
q or the number of subjects n is varied.

ti,ni−ti,1, respectively equal to 0.07 and 0.20, when the theoretical mean is equal to 5.

Table 4.2 summarizes the results in all configurations, giving for each of the twelve considered setups the
median error and associated median absolute deviation on zi = (αi, τi, si) when personalizing the average
calibrated model. The median is reported instead the mean because it is more robust to outliers. Focusing
on the estimation variability, it appears that the sources si are the best estimated parameters, followed by the
pace of progression αi and the onset ages τi. The estimation of the pace of progression αi quickly deteriorates
with increasing levels of noise σε, reaching almost 25% of the true standard deviation σα=0.2 in the most noisy
configuration. The estimation of the onset ages τi and sources seems more robust, with no clear tendency. The
estimation of the pace αi improves when the number of visits per subject E(ni) increases. The same trend can
be noticed for the onset age τi, although with a reduced amplitude. The sources si remain well-estimated in
all scenarii. No clear difference can be noticed between the reference q= 4 and the over-estimated number of
geometrical components case q=6, suggesting that adding components does not hamper the personalization of a
calibrated model. However, underestimating this number of components with q=2 deteriorates the estimation
of the sources si, and the dynamical parameters αi and τi to a lesser extend. As in the previous section,
we interpret this large performance drop due to the fact that data was simulated according to exactly four
geometrical sources of similar magnitude (see Figure 4.3): in real data sets, one may expect the estimation
performance to change more smoothly with q. Finally, an increased number of subjects n allows a better
performance of the personalization algorithm, especially for the onset age τi and source si parameters.
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Figure 4.7: Distribution of the position of landmarks of interest in the raw (i.e. original), reconstructed (by per-
sonalization of the calibrated model) and simulated data sets, for the reference configuration. Those landmarks
of interest are indicated by green dots on Figure 4.3. The simulated distributions are similar to the corre-
sponding raw ones, suggesting that the spatiotemporal variability of the original data set has been successfully
captured.

4.5.1.4 Simulation after calibration and personalization

After calibration and personalization, the learned model and empirical distribution of the random effects
can be used to simulate entirely synthetic shape trajectories. Figure 4.4 gives some randomly selected samples
from such simulated trajectories for the reference scenario, where (see equation (4.4.8)):

• the fixed effects θm are averages over the 10 calibrations;

• the random effects zs are drawn according to independent normal distributions with mean and standard
deviations equal to the values given by Table 4.2;

• the visit ages ts are drawn according to the true procedure based the average calibrated values for t0, στ ,
and the empirical average 〈ni〉i for E(ni) (see Section 4.5.1.1).

Figure 4.7 compares the distribution of vertical or horizontal positions of the tips of the original (see Sec-
tion 4.5.1.1), reconstructed (see Section 4.5.1.3) and simulated observations. Those landmarks of interest are
indicated by green dots and arrows on Figure 4.3, and form the statistic ζ introduced in equation (4.4.8). A total
of 1,000 subjects are simulated, when only 100 were available for model calibration. The three distributions
largely overlap, indicating that the learned distribution of shape trajectories reproduces the true distribution.

4.5.2 Dynamic facial expression

4.5.2.1 Data and preprocessing

The Birmingham University 3D dynamic facial expression database [Yin 2008] gathers short videos sequences
from 101 subjects (of which 58 female, 43 male). Each subject mimics in 6 distincts sequences basic emotions
which are Anger, Disgust, Fear, Happiness, Sadness and Surprise. For each of those 606 sequences we uniformly
extract 8 frames spanning from the first to the 36-th one, which correspond to a subsampling of the first 1.4
seconds of each video. We do not work directly with the images, but with a set of 75 semi-automatically
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Figure 4.8: Learned emotion spatiotemporal models. The population geodesic is plotted in green, and the
shifted progressions along the gender mode of geometrical variability are plotted in black.
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extracted landmarks, which come with this data set. Every set of 3D landmarks is registered to a reference one
by similarity-based Procrustes alignment.

4.5.2.2 Model calibration: learned emotion models

We learn 6 distinct longitudinal atlas models: one per emotion, calibrated on the n = 101 sequences of
ni = 8 frames for all subjects i. We choose q = 10 sources. Figure 4.8 shows in green the estimated average
scenario for each emotion. Qualitatively, those average scenarii show a typical pattern of facial expression. The
Disgust, Fear, Happiness and Surprise models feature large displacements in the area of the mouth in particular.
The Sadness expression is more mute, with a subtle displacement of the eyebrows. The Anger model shows a
combined displacement of both eyes and eyebrows.

4.5.2.3 Gender-specific emotion patterns

The estimated models are personalized to the corresponding training data sets, giving for each sequence an
optimal zi = (αi, τi, si). We only focus on exploiting the individual source parameters si ∈ Rq = R10 in this
section. For each model, we fit a 1D partial least square regression model for predicting the gender from a
linear combination of the sources variables si [Abdi 2003]. We then test whether the linear combination of the
sources are significantly different between men and women using a Student t-test. All p-values are smaller than
10−5, thus showing significant differences in the geometry of the face between genders that are independent of
the pattern of expression.

Figure 4.8 shows the typical scenario for men and women, which are built by translating the mean scenario
in the direction of the average of the sources for each gender (in black). For all emotion models, male subjects
tend to have wider faces than females, as it can very clearly be seen in the area of the cheeks or of the nose for
the Anger and Surprise models.

4.5.2.4 Application to classification

We propose to automatically recognize the emotion from a sequence based on the personalization of each
facial expression model to the sequence. We propose here to use the dynamic variables αi, τi for classification.

More precisely, we perform a 5-fold cross-validation ensuring that each group is gender-balanced. For each
split:

• six longitudinal shape models are learned on the training sequences for each emotion;

• these models are personalized to all the 606 sequences: for each sequence a total of 6 zi vectors are
therefore estimated;

• for each sequence, the estimated temporal parameters αi, τi are stacked into vectors of 6× 2 = 12 scalars;

• these feature vectors are used to train and test a simple linear discriminant classifier on the corresponding
train and test sequences.

Table 4.3 gives the confusion matrix obtained with this procedure, averaged over the 5 folds. The average
classification accuracy is 67.08 %, above the chance level which amounts to 16.67 %. For comparison, [Amor 2014]
reported an average accuracy of almost 100 %, [Sun 2008] of 90.44 %, and [Fang 2011] of 74.63 %. We emphasize
however that our performance is achieved:

• using the default linear discriminant analysis from the sklearn library, without any hyperparameter
tuning as in [Amor 2014] with random forest, in [Sun 2008] with hidden markov model or in [Fang 2011]
with radial support vector machine;

• on all the 606 available sequences, without any manual selection of a subset of 60/101 subjects as it is
done in [Amor 2014, Sun 2008] or of 507/606 sequences as done in [Fang 2011];
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• based only on 12 intuitive scalar features per sequence, that encode how an individual emotional pattern
dynamically compares to population models of basic emotions.

From this experiment that has not been particularly tuned to achieve best classification performance, we con-
clude that our model captured shape characteristics that are specific to each emotion. It is worth noting that
we used here only dynamic parameters that capture how fast or slow the face is changing in the sequence.

Angry Disgust Fear Happy Sad Surprise

Angry 64.3 7.0 8.1 4.0 16.6 -
Disgust 13.7 55.1 12.4 14.8 1.9 2.0
Fear 1.0 16.6 58.6 13.9 7.0 3.0
Happy 1.9 6.0 13.0 79.1 - -
Sad 16.5 2.0 14.2 1.1 66.2 -
Surprise 1.0 3.0 16.0 - 1.0 79.1

Table 4.3: Average confusion matrix across 5-fold linear discriminant classification. The sequence features
consist in a 12-scalar vector that stacks the 6 pairs of dynamical parameters αi, τi obtained by personalizing
the 6 emotion models. The average accuracy is 67.08 %.

4.5.3 Hippocampal atrophy in Alzheimer’s disease

4.5.3.1 Data and preprocessing

Number of subjects 322
Number of visits 1993
Average number of visits per subject (± std) 5.8 (± 2.4)
Average age (± std) 74.0 (± 6.7)
Sex ratio (F/M in %) 41.2 / 58.8
Amyloid status (+/-/unknown in %) 73.2 / 7.1 / 19.7
APOE carriership (%) 65.2
Education (mean ± std, in years) 15.9 (± 2.8)
Marital status (married/not married in %) 80.9 / 19.1

Table 4.4: Summary statistics of the medical data set of Alzheimer’s disease patients.

Data used in the preparation of this section were obtained from the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) database (adni.loni.usc.edu).

We select all the T1-weighted MRIs of subjects that were diagnosed as presenting mild cognitive impairements
at some visit, and diagnosed as converted to Alzheimer’s disease at some later visit. See Table 4.4 for summary
statistics. This data set amounts to a total of 1993 visits from n = 322 subjects. Second-take “re-test”
MR images are available for 1838 of those visits and will be used to estimate the noise in the data. All those
1993+1838 = 3831 images are pre-processed exactly in the same manner, starting with the longitudinal pipeline
of FreeSurfer1 (version 5.3.0) [Fischl 2000, Fischl 2002]. The skull-stripped brains are then aligned with an affine
12-degrees-of-freedom transformation onto the Colin27 average brain2 with FSL 5.03 [Woolrich 2009]. Meshes
of the left and right hippocampus are obtained from the original images as follow:

1available at: https://surfer.nmr.mgh.harvard.edu
2available at: http://www.bic.mni.mcgill.ca/ServicesAtlases/Colin27
3available at: https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/
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• the volumetric segmentations of the hippocampus computed with FreeSurfer are transformed into meshes
using the aseg2srf script of July 20094,

• the resulting meshes are decimated by a 88% factor using Paraview 5.4.15 [Ahrens 2005],

• they are aligned using the previously-computed global affine transformation estimated with the FSL
software,

• residual pose differences among subjects are removed by rigidly aligning the meshes from the baseline image
of each subject to the corresponding hippocampus mesh in the Colin27 atlas image, this transformation
with 6 degrees of freedom being computed with the GMMReg script of June 20086 [Jian 2011],

• the same transformation is finally used to align the meshes from the follow-up images of the same subject.

4.5.3.2 Models of atrophy of the hippocampus

(a) Left hippocampus mean progression.

(b) Right hippocampus mean progression.

Figure 4.9: Typical model of hippocampus atrophy from MCI to Alzheimer’s disease stage. Physiological ages
(from left to right, in years): 58.6, 63.0, 67.4, 71.8, 76.2, 80.7, 85.1, 89.5, 93.9.

We calibrate two longitudinal shape models on all the 1993 meshes of the left and right hippocampus
respectively, choosing in both cases q = 8 sources. The deformation kernel width is set to σ = 10mm. The
current distance is used to compute distances between meshes without point correspondence, with a kernel
width of σE = 5mm[Vaillant 2005, Charon 2020].

Figure 4.9 shows the estimated average progression, which consists in an overall atrophy of both the left and
right hippocampus with a specific deformation of their shape. It is worth noting that we reconstruct here the
progressive atrophy of the hippocampus over more than 30 years of disease progression although patients have
never been observed for more than few years. This can be achieved because the method automatically re-aligns
in time the data of patients that are at different, but unknown, disease stage.

4.5.3.3 Personalization to unseen data

We assess the reconstruction performance of the calibrated models using a 5-fold cross-validation. The
n = 322 subjects are split into 5 groups; 2 × 5 distinct shape models are calibrated on the training sets for

4available at: https://brainder.org
5available at: www.paraview.org
6available at: https://github.com/bing-jian/gmmreg
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(a) Left hippocampus. The mean error is 68.5 ± 15.9mm2

for the shape model, and 83.2 ± 36.0mm2 for the re-test
measurement.
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(b) Right hippocampus. The mean error is 69.8± 15.0mm2

for the shape model, and 85.2 ± 40.1mm2 for the re-test
measurement.

Figure 4.10: Comparison of the generalization error to unseen data of the learned shape models and the intrinsic
measurement error. The discrepancies between meshes are computed with the current metric with σE = 5mm,
without assuming any point-to-point correspondence.

the left and right hippocampus. Those models are then personalized to the unseen test subjects. To assess
the goodness of fit, we measure the residual errors and compared the distribution of such errors with the
noise distribution. This noise distribution is determined by measuring the distance between the two meshes
extracted from the “test” and “re-test” images acquired from the same patient the same day, thus capturing all
the variability due to varying image quality and its consequence in the processing.

Figure 4.10 shows the superimposition of the distribution of the residual errors with the distribution of the
differences between the meshes of the test and re-test images. The reconstruction errors are on average smaller
than the intrinsic uncertainty on the data, and with a lower variance as well. The model allows therefore the
reconstruct individual data at the precision of the noise. It is worth noting that this could be achieved using a
reduced set of 2× 10 scalars, which are for each hippocampus the pace of progression αi, the onset age τi, and
the eight sources si.

4.5.3.4 Association with co-factors

We calibrate and personalize the models on whole data set, and aim to study how some genetic, biological
and environmental co-factors may modulate the progression of Alzheimer’s disease in patients. Therefore aim
to find correlations between individual variables zi = (αi, τi, si) and the following factors: gender, APOE-ε4
carriership, presence of amyloid plaques, education level and martial status.

To this end, the parameters αi and τi are regressed against the five considered cofactors, and two-tailed
t-tests are performed on the coefficients. A 2-block partial least square regression model [Abdi 2003] is used to
regress the eight sources si against the five cofactors in a one-dimensional projection space. A two-tailed t-test
is then performed on the weights of the multivariate regression of the linear combination of sources against the
cofactors. For each case, the obtained five p-values are corrected with the false discovery rate method.

The obtained correlations for both left and right hippocampus are summarized in Table 4.5. The two first
rows indicate that the atrophy of the hippocampus develops faster and starts earlier in female subjects. Male and
female subjects present significantly different shape of their hippocampus regardless of its atrophy due to aging
or disease progression. Figure 4.11 presents the corresponding mode of geometrical variability. Hippocampal
atrophy also starts earlier in carriers of at least one ε4 allele of the APOE gene, with an effect size of almost
three years. The atrophy occurs at an accelerated pace in amyloid-positive subject, as well as for APOE-ε4
allele carriers and married subjects but only in a significant manner in the left hemisphere of the brain. Finally,
the atrophy occurs earlier in married subjects, as well as in educated subjects.

The results obtained by correlating the estimated individual parameters zi with the genetic and biological
factors are in line with current knowledge. The results obtained with respect to the marital status are more
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Table 4.5: Significant associations of individual parameters with genetic, biological and environmental factors:
effect sizes and significance levels of the adjusted p-values (thresholds 5%, 1%, 0.1%, 0.01%). Time-shifts τi
are in months, others have no units. Directions of space-shifts are not signed. The 23 subjects (out of n=322)
without amyloid information have been discarded.
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Figure 4.11: Superposition of the male-like (in blue) and the female-like (in pink) hippocampus geometries, in
two standard views. The letters L, R, A, P respectively indicate the left, right, anterior and posterior directions.

surprising, and should probably be taken with care as the non-married group, which represents less than 20% of
the considered 299 subjects (see Table 4.5) is very heterogeneous. It gathers widowed, divorced, or never married
subjects. Finally, we show that the atrophy starts earlier also in subjects with higher level of education. This
fact is not as counter-intuitive as it appears, and actually is in line with the cognitive reserve theory [Stern 2006],
which supports the idea that education can help to compensate damaged brain anatomy at the clinical level,
maintaining unaltered cognitive capacities for a period of time. In other words, cognitive decline would be
delayed with respect to the onset of brain atrophy in educated subjects. Since, in addition, the age at diagnosis
is not correlated with the number of years of education in our dataset (r=−0.02 and p= 0.70 according to a
two-tailed test based on Pearson’s correlation coefficient), this explains why the subjects present an increased
atrophy of their hippocampi for an increased education: they enrolled with a more advanced stage of anatomical
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pathology, after some years of compensation.

4.5.3.5 Simulation of hippocampus atrophy due to AD
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(a) Left hippocampus: the mean volume is 2958± 779mm3

for raw data, 2863 ± 693mm3 for reconstructed data, and
2865 ± 746mm3 for simulated data.
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(b) Right hippocampus: the mean volume is 3081 ±
862mm3 for raw data, 3014 ± 754mm3 for reconstructed
data, and 3063 ± 763mm3 for simulated data.

Figure 4.12: Distribution of the left and right hippocampal volume in the raw, reconstructed and simulated
data set. The simulated volume distribution is very close to the volume distribution of the reconstructed data
set. The remaining bias between those two distributions and the one corresponding to the raw data comes
from the smoothing behavior of the current noise model, leveraged to deal with noisy meshes without point
correspondence. See Figure 4.13.

Figure 4.13: Several views of a single example of the reconstruction of a right hippocampus structure by the
longitudinal shape model. The reconstruction is the smooth white structure, and the raw data point is plotted
in red.

The calibrated models and the empirical distribution of random effects zi estimated by their personalization
to the training data are used to simulate synthetic progressions of the hippocampus. In order to validate such
a simulation method, the simulated trajectories are sampled at several ages, and the empirical distribution of
the volumes of the simulated hippocampus are compared to the distribution of the original hippocampus. The
volume is commonly used as a biomarker in clinical studies, and we aim to assess if the simulated cohort could
be used instead of the original one.

To do so, we simulate the same number of subjects as in the training cohort (n = 322) with the same number
of time-points and same time interval between visits. Note that we do not use the age at baseline, so that the
sequence of observation time-points in the synthetic subjects may be shifted in time compared to the real ones.
We simulate according the empirical distribution of the individual parameters zi and the age at baseline. There
exists indeed a correlation between the estimated time-shift τi and the baseline age of the enrolled subjects ti,1,
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as they tend to be included in the study at similar disease stage. To be more precise:

• the empirical joint distribution of the time-related parameters αi and τi augmented with the age at baseline
ti,1 is computed using a kernel density estimation method;

• the empirical joint distribution of the time-related parameters augmented with the sources si is captured
by fitting a multivariate Gaussian distribution.

A simulated data set is then created by applying 322 times the following procedure:

• draw the acceleration factor αi, the onset age τi and the baseline age ti,1 from the corresponding kernel
density;

• draw the sources si from the multivariate Gaussian conditional distribution with respect to its already-
drawn time-related parameters;

• draw without replacement the sequence of visits of one subject i.e. the number of visits and the time
intervals between them;

• sample the individual hippocampus trajectory defined by zi = (αi, τi, si) at the baseline age ti,1 and the
follow-up visits.

This protocol is repeated for both the left and right hippocampus, and for men and women (meaning that the
estimation of the empirical distributions is done for both genders separately).

Figure 4.12 shows the volume distributions of the raw, reconstructed and simulated data. The cumulative
distribution functions associated to the simulated and reconstructed distributions of hippocampal volumes are
superimposed. This result suggests that for this volume statistic, the simulated and true data set could be used
interchangeably. Raw and reconstructed distributions does not superimpose so well, because the model recon-
structs smooth shapes whereas raw meshes often have small protrusion pointing outward of the surface which
tend to bias volume computation (see Figure 4.13). This volume difference between the raw and reconstructed
meshes amounts on average to 84.5 mm3 for the left hippocampus and 67.3 mm3 for the right hippocampus.

Now validated, the simulation algorithm could be used to synthesize a data set of left and right hippocampus
of any number of subjects, with any desired visit sampling. The proposed gender-wise split further allows to
achieve any desired male-female balance.

4.6 Conclusion

We proposed a statistical modeling approach that represents individual data sequences as samples along
continuous trajectories, these trajectories being considered as spatiotemporal perturbations of a population-
average progression. The spatial warp is defined thanks to the exp-parallelization operator on manifolds. The
time warps are affine time-reparameterizing functions. The spatial and temporal individual parameters position
the progression of each subject in a spatiotemporal reference frame centered around the average trajectory of
the population.

We proposed calibration, personalization and simulation algorithms to address different statistical questions.
The calibration algorithm combines the MCMC-SAEM stochastic approach with gradient descent to estimate
the underlying common process and its spatiotemporal variability from a longitudinal data set of shapes. It
does not require a common time reference to be available across individual processes, which furthermore may
be observed each for only short periods of time. Personalizing such calibrated models to a new individual
data yields quantitative, low-dimensional and interpretable measures of how the progression of an individual
deviates from a normative scenario. These parameters include an acceleration factor and a time-shift on the
one hand, and geometrical sources of variability on the other hand. Such individual parameters offer relevant
features for classification or correlation tasks, in a post-processing step. The generative nature of the proposed
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model naturally offers a simulation algorithm, which can generate entirely synthetic data sets. Such data set
may be sampled at any desired temporal frequency, for any number of subjects and with a full control over the
population characteristics, for instance in terms of gender balance.

We emphasize that the proposed modeling approach is able to deal with meshes without any assumption
on their topology, in particular without assuming point-to-point correspondence. It may be extended easily to
deal with images or other geometric primitives, provided that one can define a metric between such objects.

The three proposed algorithms were validated in varied simulated configurations, demonstrating their ability
to retrieve the true parameters or reproduce the original data distribution. They were illustrated on a data
set of facial expressions, showing the relevance of the learned normative scenarios and the potential of the
spatiotemporal parameters for classification. We apply the method also to large medical data set of patients
that develop Alzheimer’s disease. The average scenarii of atrophy for the hippocampus subcortical structures
are in line with current medical knowledge. Individual sequences are successfully parametrized by 10 scalar
spatiotemporal coordinates in the calibrated reference frames. Correlating these coordinates with genetic,
biological and environmental factors gives valuable insights into protective factors influencing age at onset or
pace of progression. We also evidence typical shape differences across sub-groups, which are independent of the
shape changes due to ageing or disease progression.

The calibration algorithm is computationally intensive: estimating a model of hippocampus progression
took around a day. Our code is already parallel, combines CPU and GPU together, and offers a fine-grained
initialization pipeline. Further pure optimization of our code (among which multi-GPU support, fast Fourier
transforms for convolutions) is planned, as well as evaluating the performance of variational methods for cali-
bration – which are not trivial to implement in a longitudinal context without a fixed number of observations
per individual.

As for any modeling approach, our model relies on some assumptions. For instance, subjects are considered to
follow trajectories that are parallel to the population average. This hypothesis may be alleviated by introducing
drift parameters to model a progressive deviation from the average scenario. Such a development would add to
the complexity of the model, which may require to have even more data to be calibrated. Further extensions
would consider also to estimate not only one representative trajectory at the population level but several of
them, for instance by estimating a mixture model along the lines of [Debavelaere 2019]. Nonetheless, it is worth
noting that in its current form the model is able to reconstruct data at the precision of the noise.

The model also builds on the LDDMM framework for modeling shape variability. This framework relies also
on some assumptions on the geometry of the shape space. Future work will consider to learn such geometry
from the data instead of relying on prior assumptions, along the lines of [Bône 2019c] for instance. Learning
other parameters such as the number of sources, using automatic model selection methods for instance, would
also add to the usability of the method.
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4.A Background: meshes represented as currents

The theory of currents has been introduced in [Vaillant 2005], and is used in this paper to define a distance
metric between pairs of meshes without any assumption on their topology, and in particular without assuming
point-to-point correspondence. See also [Charon 2020] for more details.

4.A.1 Continuous theory

Let y be a surface mesh, that we represent as an infinite set of tuples (x, n(x)) where x is a point of R3, and
n(x) the normal vector of y at this point. Let gE : R3 × R3 → R be a positive-definite kernel operator, and E
the associated reproducing kernel Hilbert space. We define the current transform C(y) : R3 → R3 ∈ E of y as:

C(y)(.) =

∫
y

gE(x, .) · n(x) · dσ(x)

where dσ(x) denotes an infinitesimal surface element of y. The inner product of E on currents therefore writes:

〈
C(y), C(y′)

〉
E =

∫
y

∫
y′
n′(x′)> · gE(x, x′) · n(x) · σ(x) · dσ′(x′)

where (.)> is the transposition operator. This inner product defines in turn a distance metric on currents:

dE(C, C′) =
〈
C, C

〉
E +

〈
C′, C′

〉
E − 2 ·

〈
C, C′

〉
E .

4.A.2 Practical discrete case

In practice, y is described by a finite set of T triangles in R3 of centers c1, ..., cT and corresponding surface
normal vectors n1, ..., nT . We further assume that gE is a Gaussian kernel of radius σE . The current transform
equation then writes:

C(y)(x) =

T∑
k=1

exp
−‖x− ck‖2`2

σ2
E

· nk

for any x ∈ R3. Similarly, the inner product formula becomes:

〈
C(y), C(y′)

〉
E

=

T∑
k=1

T ′∑
l=1

exp
−‖c′l − ck‖

2
`2

σ2
E

· n>k n′l

which fully specifies the distance metric dE that can be implemented in practice to measure the discrepancy
between any pair of currents.
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5.1 Introduction

Untangling pathological processes from the natural inter-individual variability is a major challenge in
Alzheimer’s disease (AD): natural anatomical variability is often much larger than individual pathological
alterations, hindering the identification of relevant disease markers. In a longitudinal MRI data set of subjects
progressing from mild cognitive impairment (MCI) to AD, variability not only comes from baseline differences,
but also from the individual dynamics of progression. Based on recent computational morphometry tools,
[Bône 2018a] proposes to learn a hierarchical model from longitudinal shape data sets, where individual pro-
gressions are represented in terms of orthogonal spatial and temporal warps of a common reference progression.
In this work, we extend this approach to 3D images to model the spatiotemporal progression of atrophy in AD
starting from the prodromal stage. A long-term average scenario of progression to AD is learned, along with
interpretable individual parameters of variability that we correlate with genetic and environmental co-factors.

5.2 Methods

We selected from the ADNI database all subjects meeting the following requirements: (i) diagnosed as
MCI at a visit, (ii) diagnosed as AD at a later visit, (iii) never reverted from AD to MCI or from MCI
to cognitively normal (CN). A total of 322 subjects fulfilled those criteria, representing 1993 visits with T1-
weighted MRI (average number of visits: 5.8 (±2.4); age: 74.0 (±6.7) years; education level: 15.9 (±2.8) years;
41.2% females; 65.2% APOE-ε4 carriers; 80.9% married). Images were first processed with the longitudinal
FreeSurfer pipeline [Reuter 2012] through the Clinica platform [Samper-González 2018]. The resulting skull-
removed intensity-normalized images were then affinely aligned onto the Colin27 reference brain [Holmes 1998]
with the FSL software [Woolrich 2009]. To reduce the computational burden, images were finally subsampled
to a size of 643 voxels. The result was given as input to the longitudinal atlas pipeline of the Deformetrica
software [Bône 2018b, Durrleman 2014] that implements the approach introduced in [Bône 2018a]. Outputs
are composed of an average long-term scenario, along with low-dimensional parameters encoding how each
individual differ from this normative scenario. The variability in the dynamics is represented for each individual
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by: (i) an estimated onset age that encodes the variability in the onset of the alterations, (ii) an estimated
acceleration factor that encodes the variability in the pace of progression of those alterations.

5.3 Results

Figure 5.1: Estimated average scenario of progression to Alzheimer’s disease. Left to right: ages 63, 67, 71, 75,
79, 83, and 87. Top to bottom: axial, coronal and saggital views.
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Figure 5.2: Estimated individual onset ages vs. the ages of conversion to Alzheimer’s disease, for the considered
322 subjects (blue dots). The R2 score is 0.80. The solid black line is the bisector.

Figure 6.1 displays the estimated long-term scenario of progression to AD. The ventricles clearly increase in
size and atrophy is visible in the insula and parietal sulci regions. Figure 6.2 plots the estimated individual onset
ages against the actual ages at which AD diagnosis was made. The high correlation suggests that the model
successfully captured the relative stages of development of the disease across patients. We studied the association
between estimated onset ages and co-factors (gender, APOE-ε4 carriership, marital status and education level)
through multivariate linear regression. Analysis of the estimated coefficients revealed that female subjects
develop AD significantly earlier (by 31.2 (±18.4) months, p=0.0019), similarly to APOE-ε4 carriers vs. non-
carriers (by 19.8 (±17.5) months, p=0.036) and married subjects vs. non-married (by 45.9 (±22.8) months,
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p=0.00038). The same analysis was performed for the estimated individual acceleration factors: we found
that APOE-ε4 carriers progress significantly faster than non-carriers (by a factor of 1.14 (±0.09), p=0.010).
Confidence intervals are at 95%, and p-values are FDR-corrected.

5.4 Conclusion

The learned hierarchical model provides both a normative long-term scenario of AD progression at the
population level, and interpretable parameters encoding its dynamical variability at the individual level. This
scenario is in line with current medical knowledge, and significant co-factors of progression can be identified
from the individual parameters.
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Simulating the effects of Alzheimer’s disease on the brain is essential to better understand, predict and
control how the disease progresses in patients. Our limited understanding of how disease mechanisms lead to
the changes that are visible in brain images and clinical examination hampers the development of biophysical
simulations.

We develop here a statistical learning approach, where the repeated observations of several patients over
time are used to synthesize personalized digital brain models. The method is built on generic geometric and
statistical principles, so that it can be applied to a large variety of data types such as unstructured sets of
features or structured data like images or shapes.

We used it to construct a multimodal model of Alzheimer’s disease progression. It shows over 30 years the
progression of metabolic alterations across brain regions, the deformation of the hippocampus due to atrophy,
the progressive loss of grey-matter across cortical regions and the decline of several cognitive functions.

The model may be personalized to new subject’s data by automatically adjusting age at onset, pace of
progression and appearance of the model. The personalized model accurately reconstructs past and current
observations, and predict future observations up to four years ahead of time for subjects at risk of developing
Alzheimer’s disease. We show that both reconstruction and prediction errors are of the same order as the
uncertainty of the measurements. The model provides therefore a digital avatar of the subject brain, which
simulates how brain image data and neuropsychological assessments change in time.

This method makes it possible to visualize and quantitatively compare the relative progression of the different
effects of the disease on the brain and cognition. For instance, we evidence that the onset age of cognitive decline
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depends only on the stage of hippocampal atrophy, that its pace is determined by that of cortical atrophy, and
that the sequence of declines in different cognitive functions is the result of a more complex interplay between
the pattern of structural and metabolic alterations.

The proposed method offers therefore an unparalleled way to understand the complex interplay between
multiple effects of the disease on the brain, and to accurately simulate these effects in each subject in the future.
It represents therefore an important step towards the advent of a precision medicine in neurology.

6.1 Introduction

Numerical simulation has long been a central approach to understand complex systems, identify their deter-
minants, and predict their behaviour. Recently, simulation has also proved to be key in artificial intelligence.
For instance it is the ability to simulate a large number of go games that has made it possible to build a com-
puter program that can learn to play better than a human [Silver 2017]. Simulating a go game is easy because
the rules are perfectly known and easy to implement. Simulating a brain developing Alzheimer’s disease is
more challenging because the biological mechanisms leading to the effects that are visible in brain images and
clinical examinations are too imperfectly known [Khanal 2016], like the reasons why these mechanisms lead to
so heterogeneous effects across individuals. However, as with any complex system, simulating the disease is
certainly a very promising way to better understand how it develops, identify the factors that modulate its
manifestation in different individuals, and predict its progression in each patient.

We address here this simulation problem with a statistical learning approach. We design a computer pro-
gram that automatically learns how Alzheimer’s disease affects brain structure and function from the repeated
observations of several patients in time, e.g. a longitudinal data set. It estimates a typical long-term scenario of
change by normalising, re-aligning in time and combining several individual short-term data sequences. During
training, the model learns how this typical scenario should be varied to reproduce the heterogeneity of pro-
gression profiles seen in the data. It does so by allowing adjustments in terms of age at onset, pace of disease
progression and appearance of the model (see Fig. 6.1, and Extended Data Fig. 6.1). Once trained, the model
can be personalised to any new subject’s data to simulate how the disease will progress at any time-point in
the future.

This approach may be seen as the synthesis between disease modeling and machine learning approaches.
On the one hand, several machine learning techniques have been proposed to predict if one patient will de-
velop Alzheimer’s disease within a given time window using clinical or imaging data [Zhou 2012, Moradi 2015,
Moore 2018]. These black-box systems function as oracles and their lack of interpretability and explanability
hampers their adoption by clinicians. Furthermore, most of the methods focus on prediction within the next one
to two years, although we will show in the sequel that the effect of the disease on neuropsychological assessments
or imaging data over such a short period of time is smaller than the uncertainty in these measurements. On the
other hand, disease modeling approaches have shown how measurements continuously vary during disease pro-
gression over large periods of time [Fonteijn 2012, Jedynak 2012, Villemagne 2013, Donohue 2014, Zhang 2016,
Guerrero 2016, Khanna 2018]. These approaches usually deal with simple clinical data or a small set of features
extracted from images. They have remained mostly descriptive so far and have not been evaluated with respect
to their ability to accurately reconstruct and predict individual data that have not been used for estimating
the model. The simulation framework that we propose here is therefore unique in the sense that it shows how
images and clinical examination change over large periods of time and for a large variety of data such as feature
vectors, shape and image data, and also it accurately simulates the disease progression in the future in any
patient up to four years in time. It is a true digital avatar of the patient’s brain which reproduces the state of
his brain and cognitive performance and accurately predicts its progression in the future.

The approach is rooted into a geometric framework, which allows an effective definition of statistical distri-
butions of curves. It has the advantage also to deal with a large variety of data types and to take into account
the structure of data like images or shapes.
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We assume that each data (from a single patient at a single visit) may be represented as a point on a multi-
dimensional Riemannian manifold, a mathematical space that generalizes usual geometric operations such as
addition, translation or computation of distances. Repeated observations of the same subject are then seen as
noisy samples along a curve on the manifold. Furthermore, we assume that such individual curves result from
random spatiotemporal transformations of a geodesic curve that is common to the population. This hierarchical
structure forms therefore a mixed-effects statistical model [Schiratti 2015, Schiratti 2017].

Various types of data may be represented as points on a specific Riemannian manifold. In this work, we
consider sets of bounded measurements such as normalized neuro-psychological assessments, measurements
distributed at the nodes of a fixed graph such as volumetric images or maps of cortical thickness, and shapes
such as surface meshes of the hippocampus.

By an appropriate choice of the Riemannian metric, we prescribe a certain form of the common population
curve that shows how data change in time. For neuro-psychological assessments, each score is assumed to
follow a logistic curve. Cortical thickness decreases at a linear rate at each vertex of the cortical surface, while
ensuring that slopes and intercepts vary smoothly over the surface [Koval 2017]. Image intensity at each voxel
(or over a small region of interest) also decreases at a linear rate with smoothly varying parameters across
neighbor voxels or regions. The shape of the hippocampus meshes is changed by the action of a smooth and
invertible 3D deformation called diffeomorphism [Durrleman 2014, Durrleman 2018, Bône 2018a]. In all cases,
this population curve is parameterized by a reference point p0 on the manifold (e.g. a set of scores, an image
or a mesh), a velocity (of the same dimension as p0) and reference time t0, which will be all estimated (see
Methods).

Subject-specific curves derive from the population average by random spatiotemporal transformations, which
is composed of a time-reparameterisation of the trajectory combined with a parallel shift of the geodesic curve
on the manifold. The time-reparameterisation changes the dynamics at which the curve is followed by an
individual. It is defined by a time-shift and an acceleration factor which account for individuals developing
the disease earlier or later than the average and at a slower or faster pace than the average respectively. It
maps the real age the subject to a physiological age on the normative time-line of the population average curve.
The parallel shift changes the position of the individual curve on the manifold with respect to the population
trajectory. It is defined by a direction on the tangent-space of the manifold at the reference point p0, called
“space-shift”. It accounts for differences in the pattern of changes seen in the data. For neuro-psychological
assessments, it accounts for different ordering and timing of alterations among the scores. For image data, it
accounts for different spatiotemporal patterns of alterations across regions, vertices or voxels. For shape data,
it accounts for differences in the shape of the hippocampus across subjects (see Fig. 6.1, and Extended Data
Fig. 6.1).

The velocity v0, perturbed by the time-reparameterization function at the individual level, encodes the
changes in data due to disease progression. The space-shifts encodes the inter-individual differences at the same
disease stage. An orthogonality condition between the velocity v0 and the space-shifts ensures a unique decom-
position between changes due to disease progression and those due to intrinsic differences in the characteristics
of the individuals [Schiratti 2015, Durrleman 2018]. It makes the model identifiable.

All in one, this procedure defines a mixed-effects statistical model. We denote γ0(t) the population curve
where t is the physiological age on a normative time-line, ηwi [γ0](t) the parallel shift of the population curve in
the subject-specific direction wi, and ψi(t) = αi(t − t0 − τi) + t0 the time-reparameterisation function defined
by the subject-specific time-shift τi and acceleration factor αi. The j-th observation of the i-th subject, denoted
yij acquired at age tij is then assumed to be derived from the population curve by yij = ηwi [γ0](ψi(tij)) + εij

for the εij being a random noise (see Methods for details).
The model may be written in short as yij = f(θ, zi, tij) + εij , for f a non-linear function that is specific

to each data type, θ the vector containing the fixed-effects p0, v0, t0, the variance of the random-effects and
the variance of the noise, and zi the vector of random effects: acceleration factors, time-shifts and space-shifts.
We add priors on the coordinates of the vector θ in a Bayesian setting. When t is varied, the curve f(θ, zi, t)

represents the subject-specific trajectory at any time t.
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Fig.1 Scheme of model construction for biomarkers. 1. A long-term scenario of change is built
by normalizing and re-aligning in time several short term data sequence from different
individuals (here 3 individuals are shown). 2. In turn, the model positions the progression of
each individual with respect to the normative model. Time-shifts and acceleration factors
encode differences in the age at onset and pace of changes, thus translating and scaling the
temporal axis (x-axis). The y-axis is a schematic representation of a multi-dimensional
coordinate system, where coordinates are called space-shifts. They encode here variations in
the spacing of the different markers. 3. The normative scenario may be personalized by
translating it in the direction of the space-shift and changing its dynamics to reconstruct a
personalized continuous scenario of changes and simulate the future progression of the
individuals. The same concepts apply for image and mesh data where the space-shift encode
variations in appearance or shape (see Extended Data Figure X).

Figure 6.1: Scheme of model construction for biomarkers. 1. A long-term scenario of change is built by normal-
izing and re-aligning in time several short term data sequence from different individuals (here 3 individuals are
shown). 2. In turn, the model positions the progression of each individual with respect to the normative model.
Time-shifts and acceleration factors encode differences in the age at onset and pace of changes, thus translat-
ing and scaling the temporal axis (x-axis). The y-axis is a schematic representation of a multi-dimensional
coordinate system, where coordinates are called space-shifts. They encode here variations in the spacing of the
different markers. 3. The normative scenario may be personalized by translating it in the direction of the space-
shift and changing its dynamics to reconstruct a personalized continuous scenario of changes and simulate the
future progression of the individuals. The same concepts apply for image and mesh data where the space-shift
encode variations in appearance or shape (see Extended Data Figure 6.1).

We now consider three successive statistical tasks:

• calibration: given the longitudinal data set {yij , tij}i=1,...,N,j=1,...,Ni for a certain type of data, we find
the value of parameters θ that maximises the joint likelihood p({yij}ij , θ) = p({yij}ij |θ)p(θ). The optimal
value θ̂ fully specifies the model of disease progression;

• personalisation: for the optimal value of the parameter θ̂, we personalise the model to the repeated
data of a given subject {ytest,j , ttest,j}j=1,...,Ntest (either a training subject, or a test subject in a cross-
validation setting) by finding the optimal value of the random-effect ẑ that maximises the conditional
likelihood p({ytest,j}j , z|θ̂). The resulting f(θ̂, ẑ, ttest,j) is called the reconstruction of the data ytest,j
and its difference with the true data ytest,j is called the reconstruction error;

• prediction: given a test subject with Ntest observations, we personalize the model using only the first
Npast (< Ntest) observations to estimate ẑ, and then predict the future data after Npast by extrapolating
the trajectory f(θ̂, ẑ, ttest,j), and measure the prediction error between the predicted and true (hidden)
data.
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We use a stochastic approximation of the Expectation-Minimisation algorithm [Allassonnière 2015, Kuhn 2004]
for calibration, gradient-descent based method or Powell’s method for personalisation (see Methods).

6.2 A multimodal disease progression model

We use data from the Alzheimer’s Disease Neuroimaging Initiative (ADNI). In order to reproduce the natural
history of the disease from the pre-clinical to the clinical stage, we selected the 322 subjects in this database
who were included as cognitively normal or with mild cognitive impairments as defined in the ADNI protocol,
and who had a confirmed clinical diagnosis of Alzheimer’s disease at a later time-point in the study.

Whenever available, we use at each visit:

• regional measurements of standard uptake value ratio (SUVR) of fluorodeoxyglucose (FDG)-positron
emission tomography (PET) to build models of hypometabolism across brain regions,

• maps of cortical thickness defined on a mesh of the cortex and extracted from T1-weighted Magnetic
Resonance Images (MRI) to build models of cortical thinning,

• surface meshes of the hippocampus of both hemispheres segmented also from T1-weighted MRI to build
models of hippocampal atrophy, and

• scores of the Mini-Mental State Examination [Folstein 1975] (MMSE) and Alzheimer’s Disease Assessment
Scale - Cognitive Subscale with 13 items [Rosen 1984, Mohs 1997] (ADAS-Cog), the latter being divided
into four sub-scores assessing memory, language, concentration and praxis, to build models of cognitive
decline,

which amounts to 687 visits with PET images, 1,993 visits with MRI data and 1,235 visits with neuro-
psychological assessments (See Methods and Extended Data Table 6.1 for summary statistics).

For each data type, we calibrate the model parameters using all available visits of the selected subjects.
The resulting models of progression are then synchronised by estimating affine time-reparameterisation maps
among the normalized time-line of the different models. Finally, we use the age at diagnosis of each subject (an
information that has not been used in the construction of the models) to estimate the physiological age on the
normative time-line that corresponds stage at which one is diagnosed with the disease (see Methods).

Fig. 6.2 shows the synchronised models of hypometabolism, cortical thinning, hippocampal atrophy and
cognitive decline at four representative time-points encompassing 16 years before diagnosis and 8 years after.
It has been possible to reconstruct the disease progression over such a long period of time because we trained
the model on patients data followed for much shorter periods of time but covering very different disease stages.
These models may be visualised at a fine temporal resolution in the form of an interactive visualisation at the
website: www.digital-brain.org.

Alterations shown by this digital model are in line with previous findings. For instance, the greatest al-
terations of glucose hypometabolism are found in the precuneus [Mosconi 2005, Chen 2010, Pagani 2017], pre-
frontal areas [Drzezga 2003] and the parahippocampal region [Mosconi 2008]. Cortical atrophy also occurs in
typical regions such as enthorinal cortex, hippocampal gyrus, temporal pole and fusiform gyrus [Hyman 1984,
Gómez-Isla 1996], cortical association areas [Greene 2010, Chan 2001] and precuneus [Jacobs 2012]. As ex-
pected, very little atrophy is shown to occur in the occipital lobe and the cingulate gyrus. More suprisingly,
the model shows atrophy in the precentral gyrus and the paracentral lobule. Whether these regions are affected
by cortical thinning due to Alzheimer’s disease is still a debated question [Suva 1999], which may be explained
by the fact that the level of noise in this region is one of the largest. The model is not only confirmatory,
as it integrates these heterogeneous findings into a consistent spatiotemporal view of disease progression at
unprecedented temporal and spatial scales.

www.digital-brain.org
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The model of cognitive decline shows a typical sequence of cognitive impairments starting with memory,
followed by concentration 9.6 (± 1.54) years after , praxis 9.8 (± 1.73) years after, and finally language 3.3 (±
2.65) years after (see Methods for the estimation of the standard deviation by cross-validation). It has been
shown that Alzheimer’s disease diagnosis occurs when the ADAS-Cog is comprised between 18.6 and 28.9 (i.e.
between 0.21 and 0.34 on the normalised scale) [Skinner 2012], which is reached between 74 and 80 years old in
our normative time-line. Similarly, the diagnosis usually occurs for a MMSE score comprised between 27 and
23 (i.e. 0.1 and 0.23 on the normalised scale) [Raghavan 2013], which occurs between 74 and 81 years old on
our normative time-line. The age at diagnosis in the normative time-line has been estimated at 78 (±5.6) years
old. The consistency of these estimates shows that the algorithm was able to correctly align the individual short
term data sequences around the diagnosis time, by using solely the analysis of the spatiotemporal patterns of
data changes and not the age at which the subjects were diagnosed.

6.3 Reconstruction errors and generalisation to unseen data

We reconstruct now individual scenarios of disease progression by personalizing the model to each subject’s
data. The personalization finds the optimal values of the individual parameters, namely acceleration factor,
time-shift and space-shift, which best fit a sequence of data of a given subject.

We assess the goodness-of-fit by measuring the reconstruction errors between the observed data at a given
age with the data that is reconstructed by the model at the same age. We do not expect a perfect match
between reconstructed data and observations as we imposed smoothness constraints in the spatial and temporal
variations of the data and estimated a level of noise during model training with the aim to avoid over-fitting and
allow better generalisation. Assessing the accuracy of goodness-of-fit is a difficult task, as one does not know the
true level of noise of the measurements. We estimate this measurement uncertainty by measuring differences
between data from test and re-test MRI sessions, PET data at baseline and follow-up for amyloid negative
cognitively normals subjects and by performing a literature review of reproducibility of neuro-psychological
assessments (see Methods).

Fig. 6.3 shows the superimposition of the empirical distribution of reconstruction errors with the empirical
distribution of the noise for all data types. Overall, the two distributions largely overlap, and the standard
error is of the same order than the measurement noise (see Extended Data Table 6.2). This result shows that
the model cannot be improved in the sense that smaller reconstruction errors would mean over-fitting.

We notice that the reconstruction errors in brain regions are not evenly distributed. For PET data, the largest
errors are found mostly in smaller regions. For cortical thickness, larger errors are found at the boundary of
the mesh with the corpus callosum, mostly due to interpolation errors. These errors are much smaller than the
best possible image resolution of 1mm isotropic, thus making these reconstructions at sub-voxel precision.

We measure distances between hippocampus meshes using the currents distance, which is the norm of a
multivariate vector of high dimension that has the unit of an area. It allows one to compare shapes with
different samplings while being robust to small protrusion or topology changes [Vaillant 2005]. In this case
also, the distribution of reconstruction errors largely overlap with the one of the differences between test and
re-test shape data. The personalisation of the model is driven by the currents distance and therefore tends to
ignore the many spikes pointing outward that are often seen in the segmentations. Reconstructed meshes are
smoother than observations, resulting in an under-estimation of the volume of the observations (see Extended
Data Fig. 6.2). It is more desirable to accurately reconstruct the shape rather than the volume, which is very
sensitive to small segmentation errors. For instance, 83% of the subjects shows sequences of segmentation
volume that are not monotonously decreasing, compared to only one subject for the volume of reconstructed
meshes. Nevertheless, one should keep in mind that our reconstructions present a systematic bias in volume
compared to the volume of the original segmentations.

We replicate the previous experiments in a five-fold cross validation procedure. Models are calibrated on
80% of the training data set, and personalised to the remaining 20% who were therefore not seen during



76 Chapter 6. Personalized simulations of Alzheimer’s disease progression

7.5 105

Absolute relative error (%)

LR

A

PR L
−0.4 −0.2 0.0 0.2 0.4

SUVR error

0.0

0.2

0.4

0.6

0.8

1.0

cu
m

ul
at

iv
e

di
st

ri
bu

ti
on

fu
nc

ti
on

0

1

2

3

4

5

pr
ob

ab
ili

ty
di

st
ri

bu
ti

on
fu

nc
ti

on

(a) FDG-PET images
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(b) Cortical Thickness maps
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(c) Left hippocampus mesh (d) Right hippocampus mesh (e) Neuro-psychological assessments

Figure 6.3: Distributions of reconstruction errors. The empirical distribution of errors (red) is superimposed
with the estimated distribution of test / re-test differences (in blue). For FDG-PET images and cortical thickness
maps the absolute relative error is shown in every brain region. Mean and standard errors are given in Extended
Data Table 6.2.

model calibration. Distributions of these reconstruction errors are essentially identical with the previous ones
obtained by calibrating and personalising the model on the whole data set (see Extended Data Fig. 6.3). Only
hippocampus shows a slightly higher generalisation errors but still below the noise level estimated with test /
re-test data. The reconstruction of unseen data is therefore as good as the reconstruction of the training data,
thus showing that the personalisation of the model generalises well to new individual data sequences. We also
show that the discrepancy between the individual effects estimated as training or test sample is small with
r2 comprised between 0.93 and 0.99 (see Extended Data Fig. 6.4). Furthermore, the fixed-effects parameters
estimated in the five different calibration runs are consistent with the ones estimated using the whole data set
as training set, thus showing the robustness of the estimation algorithm against resampling in the training set
(see Extended Data Table 6.3).
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6.4 Personalized simulations of disease progression

Now, we evaluate the ability of the model to accurately predict the progression of the disease in the distant
future. For this purpose, we select subjects and visits in the ADNI database based on criteria that can be
assessed from present and past visits only, without the need to know the whole disease history of the patients
as previously.

We select all the visits of all the subjects in ADNI for which the following conditions are met:

• the subject is labeled as Mild Cognitive Impairment at this visit,

• the MMSE of the subject is smaller or equal to 27 at this visit,

• the subject is amyloid positive at this visit,

• the sequence of diagnosis labels in the past visits is monotonic, meaning we exclude subjects showing
reversion to control, or having AD label in the past.

These criteria aim to select subjects at risk of developing Alzheimer’s disease.
From all these visits, we use the ones for which there is another visit of the same subject 3 or 4 years later

in time. We personalize the previous model using the past and present visits of the subjects, extrapolate the
model at 3 or 4 years, and evaluate the accuracy of the prediction by measuring the difference between the
predicted and the true data (see Methods).

Note that if the test subject belongs also to the previous cohort, we used the model calibrated on the cross-
validation fold that does not contain this subject. For new subjects, we use the model trained on the whole
previous cohort.

Predictions of neuro-psychological assessment, for which we report the MMSE and the ADAS-Cog (as a
linear combination of the 4 cognitive sub-domains predicted), are performed for 136 subjects for the prediction
at 3 years, and 80 subjects for the prediction at 4 years. Prediction of the MRI data (cortical thickness maps
and hippocampus shape) are performed for 72 subjects for the prediction at 3 years, and 63 subjects for the
prediction at 4 years. We deem that there are not enough subjects to predict the FDG-PET data. It is worth
mentioning that from the selected subjects with cognitive assessments (resp. MRI data), 36.5% and 39.1%
(resp. 33.3% and 58.9%) present only one seen visit to personalize the model with at 3 and 4 years.

We assess the prediction errors in comparison with the distribution of the noise in the measurements, using
the previous empirical distributions. We also compare the prediction of our model with the “constant” prediction,
where one predicts that in 3 or 4 years, the data will be the same as of today.

As shown on the box-plots on Figure 6.4, we report the absolute error for the neuro-psychological assessments,
the root mean squared error for the map of cortical thickness and the current distances for the shape of
the hippocampus of both hemispheres. In all cases, the errors of the prediction of image data and neuro-
phychological assessements are not statistically different than the uncertainty of the measurements.

An interesting observation is that the error of the constant prediction also, though increasing with the time-
to-prediction, is not statistically significant from the noise up to 4 years in time. This fact means that the effect
of aging or disease progression on the measurements is not statistically greater than the uncertainty on these
measurements. It calls for longer term predictions, although the total follow-up duration in ADNI does not
allow it. It also raises the question of the relevance of machine learning techniques that make predictions over
periods of time that appears to be too short for the features to evolve sufficiently as compare to noise.

For MRI derived data, the noise distribution presents a very heavy tail that is due to the large heterogeneity
of the image quality and its consequence in data processing. The constant prediction does not show such a heavy
tail, as images of best quality 3 or 4 years apart show less variability than the test and re-test image acquired the
same day. Our model shows steady performance at 3 and 4 years, above though not statistically different from
noise level, whereas the constant prediction worsens as time-to-prediction increases. The prediction of cognitive
performance shows a similar behavior. For the ADAS-Cog in particular, our prediction errors are closer to the
noise level and shows a better contrast with the constant prediction.
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Figure 6.4: Prediction errors of the simulated data. Box-plots show medians in orange, quartiles, and 95%

confidence intervals for three image data and two cognitive assessments. Distributions of prediction errors are
compared with that of the noise and the errors of the constant prediction.
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These results show that our simulated data are not distinguishable from the true observations up to 4 years
in time. It shows more steady performance than the constant prediction that worsens at time goes. We would
need data set with much longer follow-up time to see a significant difference between our simulations and the
constant prediction.

6.5 A holistic and dynamic view of disease progression

The interest of the model is not only to provide accurate simulations at the individual level. It also allows
a systematic investigation of all aspects of disease progression and the effects that may influence it. The same
types of individual parameters, all interpretable, are used for all modalities, and their relationship can therefore
be studied in a quantitative manner. There are three types of parameters that quantify how much in advance or
delayed the subject is, how fast or slow he is, and how different is his data at a given disease stage, as compared
to a normative progression model.

It should be noted that most clinical studies does not perform temporal alignment of subject data, and that
the differences that are measured between groups of subjects are likely to be partly confounded by the fact
that one compares subjects at different stages of disease progression. The proposed method makes it possible
to determine which observed differences are due to different progression dynamics or intrinsic differences in the
subjects’ evolution profile.

First, we construct a graph of a conditional correlations between all variables of all modalities (see Extended
Data Fig. 6.5). The statistically significant conditional correlations are represented in Figure 6.5 where three
variables per modality are shown: pace of disease progression (e.g. acceleration factors), delay with respect
to onset (e.g. time-shift), and pattern (e.g. space-shifts represented here as a single variable for the sake of
simplicity). See Methods for details.

Interestingly, the vast majority of significant conditional correlations are found among variables of the same
type across modalities, and not among different variables within the same modality. It means that the three
aspects of disease progression: pace of progression, age at onset and types of progression profile are mostly
independently of each other. This fact is surprising as studies reported that some early form of the disease are
associated with more rapid progression, such fact being found here for the cortical thinning only.

The paces of progression of cognitive decline, hypometabolism, and hippocampus atrophy are conditionnaly
independent of each other, and are all correlated with the pace of cortical thinning. The cortical thinning seems
to be the main driver node, which influences the pace of progression of the other aspect of the disease.

The age at onset of cognitive decline is only associated with the age at onset of hippocampus atrophy. The
start of metabolic alterations and cortical atrophy appears to be independent.

The correlations among the pattern variables form a loop in the graph, suggesting that the profile of cognitive
decline, namely the ordering and timing of alterations of difference cognitive functions, is rooted into a complex
associations with the spatiotemporal patterns of hypometabolism and structural atrophy across brain regions.

This graph does not support the vision of Jack and colleagues of a cascade of events where hypometabolism
induces hippocampal and cortical atrophy, which in turn induces cognitive decline. This graph shows more
complex disease mechanisms with different modules inter-acting with each other. The age at onset of cognitive
decline is associated with the hippocampal atrophy, and the pace of decline is associated with the cortical
atrophy. The ordering and relative timing of decline of several cognitive functions depends on a more complex
interplay of pattern of atrophy and hypo-metabolism.

Second, we analyze the co-factors that may influence the progression of the disease, either because they induce
a delay or advance of the disease, induce a slowdown or acceleration of the disease, or determine a different
profile of alterations regardless of the pace of progression. Our approach allows us to analyze in a coherent and
systematic way the associations between all variables of all modalities and a given set of co-factors.

For each modality, we perform a multivariate linear regression between each individual parameters and a
series of genetic, biological and environmental factors: sex, APOE-ε4 genotype, presence of amyloidosis, marital
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status and education level. We identify statistically significant associations using a two tailed t-test at 5%

significance level corrected for multiple comparisons with the false discovery rate method (see Methods). Note
that in this section, we discard subjects without assessments of amyloidosis (see Extended Data Table 6.1 for
corresponding number of samples).

Significant associations are shown in Extended Data Table 6.4. The absence of associations between cofactors
and profiles of hypometabolism may be explained also by the fact that focal effects on specific brain areas may
be diluted in non-specific regions of interest [Knopman 2014]. Previous findings showing associations are also
likely to be due to the comparison of subjects at different ages or disease stages [Knopman 2014, Jack 2015].
In this regard, it is interesting to notice that, except in four occasions, we found associations with parameters
that modulate the dynamics of disease progression, not its trajectory. This fact suggests that previous findings
showing association of these usual factors with the severity of atrophy, hypometabolism or cognitive decline are
likely to be due to a non-proper temporal alignment of individual data.

Our results also show the predominant role of genetic factors to explain the heterogeneity of the manifestation
of the disease. In particular, disease progression presents a strong sexual dimorphism for hippocampus atrophy
and cognitive decline. The accelerated and earlier atrophy in women translates into an accelerated and even
earlier cognitive decline. This dimorphism does not seem to be alleviated by compensatory mechanisms. By
contrast, APOE-ε4 carriers also exhibit earlier and more pronounced alterations of their hippocampus, but this
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effect is, to some extend, alleviated in the onset of cognitive decline, which does not occur earlier than non-
carriers, but still at a greater pace. It is as if brain plasticity is able to compensate for the advance of almost 3
years in hippocampal atrophy, but that once the compensation is made, cognitive decline still manifests itself
at a faster rate than in subjects without the mutation.

The systematic investigation of association with co-factors allowed us therefore to evidence the prominent
role of genetic factors to explain the heterogeneity of disease manifestation, and the presence of compensatory
mechanisms in APEO-ε4 carriers.

6.6 Conclusion

We proposed a generic method to learn long-term scenarios of changes from longitudinal data sets, which
temporally align and combine several short-term data sequences covering different and unknown stages of pro-
gression. The method may be applied to any data that can be represented as points in a Riemannian manifold.
It includes unstructured feature vectors, images and geometric shapes. Individual parameters capture the vari-
ability in terms of age at onset, pace of progression, and shape or appearance of the model. They decompose
therefore the variability due differences in the dynamics of disease progression from the inter-individual differ-
ences at the same disease stage. We used it to estimate a model of progression of Alzheimer’s disease combining
neuro-psychological assessments, structural magnetic resonance imaging and positron-emission tomography.

From a biological perspective, this digital model of disease progression provides, for the first time, a com-
prehensive view of how structural and metabolic alterations propagate in the brain, both in space and time,
and how they relate to specific sequences of decline in cognitive functions. The individual parameters allow
the description and quantification of the heterogeneity of the manifestation of the disease. They allow also
the systematic investigation of the co-variations among the parameters controlling the dynamics and pattern of
progression for all modalities.

From a clinical perspective, the model may be personalised to new subject’s data by automatically adjusting
the parameters controlling for the dynamics and appearance of the model. We show that past data are recon-
structed with an error of the same order than the uncertainty of the measurement. Likewise, the prediction of
the subject’s data up to four years in the future is at the same precision as the uncertainty of the measurements.
The model can be used therefore as a digital avatar of the brain of each subject at risk of developing Alzheimer’s
disease. It accurately simulates images and cognitive performance of the subject in the future, which is key
to detect subjects at risk at earlier disease stages than today, and to implement and evaluate personalized
therapeutic strategies. It represents therefore an important step toward the advent of precision medicine in
neurology.
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6.A Methods

6.A.1 Data Set

Data used in the preparation of this article were obtained from the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) database1. The ADNI was launched in 2003 as a public-private partnership, led by Principal
Investigator Michael W. Weiner, MD. The primary goal of ADNI has been to test whether serial magnetic
resonance imaging (MRI), positron emission tomography (PET), other biological markers, and clinical and
neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI)
and early Alzheimer’s disease (AD).

We used all available visits from ADNI, ADNI-GO and ADNI-2 data sets for all subjects who:

• have been diagnosed with Alzheimer’s Disease (AD) at least at one visit;

• have been diagnosed as Mild Cognitive Impaired (MCI) subjects at least at one visit;

• did not revert to Cognitively Normal (CN) stage after being diagnosed as MCI or AD, nor revert to MCI
or CN stage after being diagnosed with AD.

350 subjects satisfied the first two criteria. The third criterion excludes subjects with doubtful diagnoses: 28
subjects were then excluded, leading to a subset of 322 subjects representing a total of 2136 visits. We define
3 overlapping sub-sets by selecting different data types: ADAS-Cog & MMSE, FDG-PET images and MRI
images. Table 6.1 provides summary statistics of these data sets.

For each subject, we used the following additional data: age at each visit, sex, marital status, educational
level, Apolipoprotein E (ApoE) polymorphism, and presence of amyloidosis. More precisely, we define:

• marital status as: married versus non-married meaning widowed, divorced, or never married;

• educational level as the number of years of education;

• ApoE-ε4 carriership as the presence of at least one allele ε4 of the ApoE gene;

• Amyloid status as positive if one of these conditions was met at one visit at least:

– a Standard Updake Value ratio (SUVR), normalised by the entire cerebellum, greater than 1.1 in a
PET image acquired with Florbetapir (AV-45) compound [Clark 2012, Landau 2013];

– an average SUVR, normalised by the cerebellum, greater than 1.47 in a PET image with a Pittsburgh
compound B (PiB) [Landau 2013];

– a level of beta amyloid 1-42 (Aβ42) (measured with the Roche Elecsys assays2) in the cerebrospinal
fluid (CSF) lower than 1098 pg/mL [Schindler 2018];

unknown if no values of CSF biomarkers and no AV45 or PiB PET images were available at any visit in
the ADNI-merge file; and negative otherwise.

1http://adni.loni.usc.edu/
2http://adni.loni.usc.edu/new-csf-a%CE%B21-42-t-tau-and-p-tau181-biomarkers-results-from-adni-biomarker-core-using-

elecsys/
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Not counting 7% of the population with an unknown amyloid status, 83% of the remaining held a stable positive
status status across all their visits, while 9% have their visits consistently negative – the last 8% present an
evolution of its status through time. The stable positive and negative individuals allows to distinguish the
subjects who have developed Alzheimer’s Disease in presence of amyloidosis, from those who developed the
clinical signs of the disease without the significant development of amyloid plaques.

6.A.2 Pre-processing and feature extraction

We used the global MMSE score and aggregated scores from the 13 items of the ADAS-Cog. Furthermore,
we pooled the 13 items into four sub-categories: memory by adding items 1, 4, 7, 8 and 9, language by adding
items 2, 5, 10, 11 and 12,praxis by adding items 3 and 6, and concentration with item 13. Each value is
normalised by the maximum possible value for the global score or for each category.

Regional FDG-PET SUVR were extracted using the second version of the Automated Anatomical Atlas3

(AAL2) [Tzourio-Mazoyer 2002, Rolls 2015] with 120 regions covering the cortex and the main subcortical
structures, using the open-source community software Clinica4 [Routier 2018]. The software performs intra-
subject registration of the FDG-PET image into the space of the subject’s T1-weighted MRI image using
Statistical Parametric Mapping5 (SPM) software (version 12) [Penny 2011]. The PET image is then spatially
normalised into MNI space using DARTEL deformation model of SPM, and its intensities normalised using
the average uptake value in the pons as reference region. The SUVR map is obtained by averaging resulting
intensities in each region of the atlas [Samper-González 2018].

The MRI images were first processed independently with the cross-sectional pipeline of the FreeSurfer6

software (version 5.3.0) [Fischl 2000, Fischl 2002]. The longitudinal FressSurfer pipeline is then used to create
subject-specific templates from the successive data of each subject and refine image segmentations [Reuter 2012].
These segmented images are used then to extract a cortical thickness map, and a mesh of the left and right
hippocampus.

We used the cortical surface mesh projected onto the average space called FSaverage with 163,842 vertices.
For dimensionality reduction purposes, we then

• inflate the FSAverage mesh to a sphere using FreeSurfer, on which 3,658 vertices (called patch-nodes) are
selected to map the whole sphere uniformly,

• associate each vertex to its closest patch-node, resulting in a parcellation of the cortical mesh into 3,658
patches that are uniformly distributed over the surface, where a patch contains on average 44 vertices,

• compute the average value of the cortical thickness in each patch.

We also align the skull-stripped images with an affine 12-degrees-of-freedom transformation onto the Colin27
template brain7, using the FSL 5.0 software8 [Woolrich 2009]. Mesh representations of the geometry of the left
and right hippocampus result from the following steps:

• the volumetric segmentations of the hippocampi obtained by FreeSurfer are transformed into meshes using
the aseg2srf software9,

• the resulting meshes are decimated by a 88% factor using Paraview, 5.4.110 [Ahrens 2005],

• then aligned using the previously-computed global affine transformation estimated with the FSL software,
3http://www.gin.cnrs.fr/fr/outils/aal-aal2/
4http://clinica.run/doc/Pipelines/PET_Volume
5www.fil.ion.ucl.ac.uk/spm/
6https://surfer.nmr.mgh.harvard.edu
7http://www.bic.mni.mcgill.ca/ServicesAtlases/Colin27
8https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/
9https://brainder.org (version of July 2009)

10www.paraview.org
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• residual pose differences among subjects are then removed by rigidly aligning the meshes from the baseline
image of each subject to the corresponding hippocampus mesh in the Colin27 atlas image, this transfor-
mation with 6 degrees of freedom being computed with the GMMReg software11 [Jian 2011],

• the same transformation is eventually used to align the meshes from the follow-up images of the same
subject.

6.A.3 Data representation and choice of Riemannian metrics

The statistical model may be written as:

yij = ηwi (γ0) (ψi(tij)) + εij (6.A.1)

where

• γ0 : t → Expp0 ((t− t0)v0) is the population average trajectory in the form of a the geodesic passing at
point p0 with velocity v0 at time t0 (Exp denotes the Riemannian exponential as a concise way to write
geodesics),

• ηwi (γ0) : t → Expγ0(t)

(
P t0,tγ0 (wi)

)
is the exp-parallelisation of the geodesic γ0 in the subject-specific

direction wi, called space-shift, as depicted in Fig. 6.1 (P t0,tγ0 (wi) denotes the parallel transport of the
vector wi along the curve γ0 from γ0(t0) to γ0(t)),

• ψi : t→ αi(t− t0− τi) + t0 is a time-reparameterising function, where αi is a subject-specific acceleration
factor and τi a subject-specific time-shift.

For identifiability purposes, we impose the vectors wi to be orthogonal to the velocity v0 in the tangent-space
at point p0. Parallel transport being isometric, this property then holds at any time point. The random effects
of the model are:

• an acceleration factor αi, which accounts for the variations in pace of disease progression, and therefore
distinguishes the fast from the slow progressing individuals,

• a time-shift τi, which accounts for the variations in age at onset, and therefore distinguishes the early
from the late onset individuals,

• a space-shift wi (a vector pointing a direction on the manifold), which accounts for the variations in the
position of the individual trajectory, and therefore captures differences in patterns of disease progression
(magnitude of the effects, re-ordering of events, change in the spatial pattern of alterations for instance,
as detailled below).

Their prior distributions are a log-normal distribution for the acceleration factors, zero-mean Gaussian distribu-
tion for the time-shift. Space-shifts are decomposed into a series of independent components: wi = Asi where
the columns of A contains a pre-defined number of vectors in the orthogonal space of v0, called components,
and si are random weights, called sources and distributed according to a normal distribution for non-Euclidean
metrics and a Laplace distribution if the manifold is Euclidean, for identifiability purposes.

We concatenated the aggregated MMSE score and the four sub-categories of the ADAS-Cog to build a
5-dimensional feature vector, which is seen as a point in a 5-dimensional hyper-cube [0, 1]5. We provide this
manifold with a diagonal metric tensor which ensures that a geodesic in this hyper-cube is formed by 5 lo-
gistic curves, that are further assumed to be parallel to each others: γ0,k(t) = γlogit(t + δk) with γlogit(t) =(

1 + 1−p0
p0

exp
(
−v0(t−t0)
p0(1−p0)

))−1

. A parallel shift of the population geodesics in this hyper-cube translates into
a change in the temporal delay between the logistics curves of each coordinate [Schiratti 2015, Schiratti 2017]:
ηwik (γ0)(t) = γlogit

(
t+ δk +

wi,k
γ̇logit(t0+δk)

)
.

11https://github.com/bing-jian/gmmreg (version of July 2008)
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Maps of cortical thickness take the form of a vector of 3,658 coordinates corresponding to the measurements
values at every patch node, seen as a point in the Euclidean space R3,658. Geodesics are straight-lines in
this space, where each coordinate k ∈ {1, . . . , 3, 658} is a one-dimensional straight-line of the form: γk =

pk + vk(t − t0). The exp-parallelisation in the Euclidean space corresponds simply to a translation, so that
each coordinate is transformed into [Koval 2017]: ηwik (γ0) = pk + wi,k + vk(t − t0). The fixed-effects p0 and
v0 are vectors of size 3,658 whose k-th coordinate pk and vk are the reference intercept and slope at the k-th
patch respectively. We select a sub-set of 911 control nodes (ci)1≤i≤911 among the patch nodes, and create
a mapping which generates 3,658 values from the 911 values using a manifold-kernel smoothing interpolation.
Let the k-th path node be xk ∈ R3, corresponding to the Euclidean coordinate of the center of the path. The
value pk = p(xk) =

∑911
i=1 exp

(
−d(xk,ci)

2

σ2

)
βi corresponds to the value of the parameter at the k-th node. The

βi are the 911 values at the control nodes ci, the distance d(xk, ci) is the geodesic distance on the cortical
surface mesh between patch node xk and control nodes ci, and σ is a scalar parameter taken equal to 20mm,
which is approximately 2.5 times the average distance between neighbors control nodes (namely the three closest
control nodes to a given control node). The same kernel mapping is used to generate the values (vk)1≤k≤3,658.
By construction, the maps generated by this operation are varying smoothly over the surface mesh and are
controlled by a smaller number of parameters.

Each PET measurement is characterised by a vector in R120 whose k-th coordinate correponds to the the
average SUVR value on the k-th region of interest (ROI) of the AAL2 atlas. We take the same approach as for
the cortical thickness maps. The centroids of the regions in the AAL2 anatomical atlas is considered as a fully
connected graph (so that the geodesic distance on the graph is the Euclidean distance between centroids), and
all centroids are taken as control nodes. Spatial smoothing parameter is taken here of σ = 15 voxels = 22.5mm.

For hippocampus meshes, we consider a finite-dimensional manifold of diffeomorphisms of the ambient
3D space that contains the hippocampus [Durrleman 2018, Durrleman 2014]. This manifold is parameterised
by a set of momentum vectors (mk)k attached to a set of control points (ck)k. This set of control points
is seen as a dynamic system of particles which follows geodesics derived from the Hamiltonian: H(c,m) =∑
k,l exp

(
− ||ck−cl||

2

σ2

)
mT
kml, where T denotes the transpose of a vector. The exponential function is a posi-

tive definite kernel defining the co-metric on this manifold as the matrix K(c) =
[
exp

(
− ||ci−cj ||

2

σ2

)]
i,j
. The

deformation scale σ is an hyperparameter of this metric, and is set to 10mm in this application. For each
configuration of control point c(t) and momentum vector m(t) at time-point t, we derive a continuous vector
field vt(x) =

∑
k exp

(
− ||ck(t)−x||2

σ2

)
mk(t) for any point x. The trajectory of a set of control points and attached

momenta therefore translate into a time-dependent family of vector fields. These vector fields are integrated in
time from the identity map into a flow of diffeomorphisms. Diffeomorphisms along these geodesics are applied
to a template shape O to give a smooth trajectory of shape deformation: t → φc,m(t) (O), where we denote
by φc,m(t) the diffeomorphism arising from control points c, momentum vectors m at time-point t. The set
of control points and the template shape play the role of the point p0, and momentum vectors the role of the
cotangent-space vector K(c)−1v0.

This construction allows the exp-parallelisation of the trajectory of control points in the manifold, which
translates into another trajectory of shape ηwi(φc,m)(t)(O). This parallel trajectory transports the deformation
patterns of the baseline geodesics into a new geometry [Bône 2018a].

In this construction, the template shape O becomes a new fixed-effect of the statistical model. We use the
metric on currents [Vaillant 2005] to measure a distance between the deformed template and the observations,
which are meshes with different topology and number of vertices. This distance appears when maximising the
likelihood of the residual noise εij [Durrleman 2018, Gori 2017]. It is homogeneous to an area, and its units
is therefore in mm2. One of its main advantage is that it smooths out small protrusions and is insensitive to
small holes or topology changes in the meshes, making it robust to segmentation errors and avoiding intensive
mesh pre-processing. The scale at which the metric is insensitive to these artifacts is an hyperparameter of this
attachment metric [Durrleman 2008, Gori 2017], and is set to 5mm in this work.



86 Chapter 6. Personalized simulations of Alzheimer’s disease progression

6.A.4 Calibration

We use the Monte-Carlo Markov Chain Stochastic Approximation Expectation Maximisation (MCMC-
SAEM) algorithm [Kuhn 2004, Allassonnière 2010, Allassonnière 2015] to calibrate the model. It is an iterative
algorithm that solves the following approximate optimisation problem at each iteration:

θk+1 = argmaxθ
N∑
i=1

∫
log
[
p({yij}j , zi; θ)

]
p(zi|{yij}j ; θk)dzi (6.A.2)

At each iteration, it loops over the three following steps.

• simulation of candidate value of the random-effects zk by running several steps of a Metropolis-Hasting
method within a block Gibbs sampler with p(z|{yij}j , θk) as ergodic distribution. This step essentially
draws a candidate from a random walk sampler and accept or reject this candidate depending notably on
the value of the complete likelihood p({yij}j , zk, θk), which measures how well the data generated with
the candidate zk, i.e. f(θk, zk, {tij}j), resembles the actual observations {yij}j .

• stochastic approximation using a Robbins-Monro method which keeps adding the terms within the integral
with decreasing gains. For distributions belonging to the curved-exponential family (which is ensured in
all cases but hippocampus by assuming parameters to be drawn from a prior distribution), it amounts to
keep track of a set of sufficient statistics.

• maximisation over the parameters, which is done by updating the parameters with a fixed number of
gradient descent steps for hippocampus meshes, or in closed form in other cases.

The following procedures are preceded for the initialisation of the algorithm. For the hippocampus meshes,
an average model was first computed by estimating an atlas [Gori 2017] to initialise the template shape and
the matrix A, individual geodesic regressions [Fishbaugh 2014] were then estimated to initialise the velocity
vector v0. For the cortical thickness and SUVR maps, the coordinates pk of the initial position p0 corresponds
to the mean value over all the data on the corresponding region. As for the initial velocity v0, each coordinate
vk corresponds to the average slope of linear regressions performed on each subject independently. In the case
of the cognitive scores, a random initialisation was used.

The implementation of this algorithm is available in the software Deformetrica12 for the longitudinal shape
model, and in the Leasp software13 for the other cases.

Model synchronisation. The time-warp functions ψ[m]
i (tij) maps the age of the i-th subject at the j-th visit,

tij to a disease stage on the normative time-line for the data type m. Taking the model of cognitive decline as a
reference (m = cog), we look for a temporal mapping Φ[m](t) = λ[m] · t+ µ[m] between the normative time-line
for data type m and the one of the cognitive decline so that Φ[m]◦ψ[m]

i (tij) is as close as possible to ψ
[cog]
i (tij) by

minimising
N∑
i=1

Ni∑
j=1

∣∣∣λ[m] · ψ[m]
i (tij) + µ[m] − ψ[cog]

i (tij)
∣∣∣2, which admits a closed form solution. This steps allows

the synchronisation of different models of disease progression.
Estimation of age of diagnosis. The time-point ψ[cog]

i (tdiag
i ) maps the age at which the i-th subject was

diagnosed with the disease, i.e. tdiag
i , to a disease stage that ideally would be the same for all subject. In

practice, we used the average stage tdiag = 1
N

∑N
i=1 ψ

[cog]
i (tdiag

i ) as an estimate of the diagnosis time on the
normative time-line of the model of cognitive decline. Note that this estimate is the best predictor of the age

at diagnosis, as it minimises
∑N
i=1

∣∣∣{ψ[m]
i }−1(tdiag)− tdiag

i

∣∣∣2.
6.A.5 Personalisation

Once the model is calibrated on a longitudinal data set, we personalise it to the temporal sequence {yij , tij}j
of any target subject i by finding the values of the random-effects zi that maximises the posterior log-likelihood:

log p(zi|{yij}j , θ̂) = log p({yij}j |zi, θ̂) + log p(zi|θ̂) + Constant. (6.A.3)
12www.deformetrica.org
13https://gitlab.icm-institute.org/aramislab/longitudina
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The first term log p({yij}j |zi, θ̂) ∝ −
∑Ni
j=1

∥∥yij − f(zi, θ̂, tij)
∥∥2 measures the distance between the obser-

vations and the current fit of the model to this data. The norm considered is the one appearing in the noise
likelihood: sum of squared differences for neuro-psychological assessments, PET images and cortical thickness
maps, and the currents distance between meshes for hippocampus meshes [Vaillant 2005]. The second term is
a prior on the likelihood of the random-effects. This minimisation problem is solved using Powell’s method for
the hippocampus meshes, and the L-BFGS algorithm [Byrd 1995] for all other modalities. Both algorithms
were taken from the SciPy 1.1.0 library14.

We performed model personalisation using the whole data set as a training set, or in a five fold cross-
validation setting. On the one hand, we personalise the model to the training subjects using the whole data set,
yielding a set of individual parameters for each subject. On the other hand, we estimate the model using 80% of
the subjects and then personalise it to the remaining 20% subjects, yielding a set of individual parameters for
test subjects only. After five splits, we recover a full set of individual parameters estimated in a cross-validation
setting, which is compared to the first set of individual parameters. The cross-validation procedure produces
five sets of fixed effects that are compared to the set of fixed effects using the whole data set as training set.

In any case, at convergence, the residual εi,j = yij − f(ẑi, θ̂, tij) for the optimal value of the random-effect
ẑi is called the reconstruction error of the j-th observation of the i-th subject. Note that in the case of
the hippocampus meshes, only the absolute reconstruction error |εij | can be computed, because the currents
representation is a multivariate vector, of which we take the norm [Vaillant 2005].

We compare the distribution of the reconstruction errors with the uncertainty in the measurements, which
is estimated as follows. In the ADNI protocol [Jack Jr 2008, Jack Jr 2010], most MRI sessions consist of a
pair of test and re-test MRI, namely two scans performed on the same day one immediately after the other
one. For 1841 out of 1993 MRI sessions, we measure therefore the differences between the MRI derived data
(hippocampus meshes and cortical thickness maps) when using the test or the re-test image. These differences
give an empirical distribution of the noise due to variations in image acquisition and processing.

For PET derived data, we use the baseline and follow-up scans of stable cognitively normal and amyloid
negative subjects in ADNI, as a proxy to test / re-test data (125 subjects, 244 visits with a follow-up time
of 18 months). For those subjects, the changes in glucose metabolism over a 18 months period is supposed
to be negligible compared to all the other factors affecting the measurements such as variations in reaction to
radiotracers, and methods for PET reconstruction, image correction and extraction of regional measurements.

Test / re-test studies have shown a that the MMSE, which scales from 0 to 30, is subject to a difference
between two sessions, whose standard deviation ranges from 1.3 for a one-month interval [Clark 1999] up to
1.82 for a 1.5 year long interval [Hensel 2007], thus representing a standard deviation of 4.3% to 6%. Another
study [Standish 1996] measured the former ADAS-Cog that scales between 0 and 70 three times at a 2-week
interval, with an agreement between raters. The inter-ratter standard deviation is of 9.64 between the first
and second test, and of 6.79 between the second and third test. The intra-rater standard deviation is of 8.16
between the first and third visit. This corresponds to a standard deviation ranging from 9.7% to 13.8%. On
average, we consider such neuro-psychological assessments to have a zero-mean Gaussian distribution of noise
with standard deviation of order 7%.

6.A.6 Prediction

Let’s consider an individual such as it is possible to splits his observations (yij , tij)1≤j≤ni into (yij , tij)1≤j≤jpresent

and (yijfutur , tijfutur) such that tijfutur = tijpresent + T where T is the time to prediction, e.g. 3 or 4 years. We
consider the parameters θ previously estimated. In the case where this individual belongs to the initial cohort
used to calibrate the entire model, then we consider the parameters θ estimated in the cross-validation run for
which this particular patients belonged to the test set.

Given θ, we compute zi by personalizing the model with the visits (yij , tij)1≤j≤jpresent , while fixing the pace
parameter to 1 for patients that present only one past visit for the hippocampus. Then at time tijfuture , it is

14https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.minimize.html
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possible to compute the prediction ỹijfuture = f(θ, zi, tijfuture) + εij where εij is a realization of the estimated
noise distribution, and, to compare it to the real value (yijfuture).

Due to the smoothness constraints in the reconstruction of cortical thickness maps, the prediction are
systematically biased. We estimate the bias as dsmooth = 1

jseen

∑jseen

j=1 (yij − f(θ, zi, tij)) and made the final
prediction as ỹijfuture + dsmooth.

6.A.7 Conditional correlation

We compute the conditional correlations among all the pairs of individual parameters (pace, delay and
pattern for each modality). It is represented as a matrix whose entries are the correlations between a given pair
of parameters conditionally to all the other ones. The conditional correlation matrix is seen as graph whose
vertices are the individual parameters, and whose edges are weighted by the pairwise conditional correlations.

We use the GGMselect algorithm [Giraud 2012] to obtain a first, very sparse, graph containing only the
most basic conditional correlations. We proceeded to construct a more complex one by sequentially adding the
next most potent edges: at each step of the procedure, we added a single edge to the current graph. This edge
is chosen using parallel LARS [Efron 2004] procedures on each node. Each LARS proposes a list of candidate
graphs, among which we select the one minimizing the Kullback-Leibler divergence with regards to an estimation
of the real distribution.

We stop adding edges once the Kullback-Leibler divergence between a set of unseen data and the proposed
graph is at its lowest.

6.A.8 Cofactor analysis

We take the series of random-effect estimates after model calibration and personalisation on a given training
data set. For each data type, we look for correlations between the values of these random-effects and a series of
co-factors: sex, APOE status, marital status, level of education and amyloid status. On the one hand, the series
of co-factor is regressed against the uni-dimensional temporal random effects (time-shift τi and acceleration
factor αi); the statistical significance of the slope coefficients is assessed by a two-sided t-test. On the other
hand, for the multivariate vector of sources (si), we perform a 2-blocks partial least square [Abdi 2003] method
to identify correlations between a linear combination of sources and co-factors. The resulting series of p-values
are corrected for multiple comparisons using the False Discovery Rate (FDR) method.

When a significant association between a linear combination of sources (i.e. a vector d in the multivariate
space of sources) and a categorical co-factor has been found, we project the individual source estimates on this
direction (i.e. bi = dT si) and compute the distance between the empirical means of each class (δ12 = b2 − b1).
We select two points in the source space at u = ±aδ12/2 to represent the typical configuration of each class,
where a = 1 (for the cortical thinning) or 3 (for the hippocampus shape) is a factor to amplify differences for
better visualisation. We then reconstruct the corresponding typical data by computing the exp-parallel curve
in the direction u at a given time-point t: ηAu(γ0)(t).

6.A.9 Code availability

Software used for the pre-processing of the data have been listed above in footnotes. The code used for
calibration, personalisation and simulation is freely available, in the Deformetrica software www.deformetrica.org
for shape data, and in the Leasp software https://gitlab.icm-institute.org/aramislab/longitudina for the other
cases.

6.B Extended Data

www.deformetrica.org
https://gitlab.icm-institute.org/aramislab/longitudina
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Extended Data Figure 6.1: Model construction for image and mesh data. The same method as in Fig. 6.1
may be applied for image and mesh data. The only difference is that space-shifts now capture differences in
appearance or shape in the data. The use of a Riemannian framewok allows to deal with all these cases with
same method and very similar algorithms.
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Extended Data Figure 6.2: Reconstruction errors in hippocampus volume. Superimposition of the distribution
of the reconstruction errors (in red) and test / re-test differences (in blue) measured as volumes for the left and
right hippocampus (left and right panel respectively). Whereas the distribution of the test / re-test differences
is centered (empirical mean of 0.5 mm3 for the left hippocampus and −1.2 mm3 for the right hippocampus),
the distribution of the reconstruction errors has an empirical mean of −84.5 mm3 for the left hippocampus
and −67.3 mm3 for the right hippocampus. The standard deviations of the distributions are: 208.6 mm3 and
210.2 mm3 for the test / re-test differences for left and right hippocampus respectively, to be compared to
243.2 mm3 and 267.2 mm3 for the reconstruction errors.
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(a) FDG-PET SUVR values. The mean error is of 1.0×
10−4 ± 0.044 (red), and −1.3× 10−4 ± 0.044 (green).
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(b) Mean cortical thickness. The mean error is of 5.8 ×
10−4 ± 0.040mm (red) and 6.1×10−4 ± 0.040mm (green).
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(c) Left hippocampus. The mean error is 66.0± 13.6mm2

(red), and 70.7 ± 14.9mm2 (green).
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(d) Right hippocampus. The mean error is 66.6 ±
12.8mm2 (red), and 71.7 ± 14.0mm2 (green).
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(e) Neuro-psychological assessments. The mean error is
−0.19 ± 7.5% (red), and −0.14 ± 7.5% (green).

Extended Data Figure 6.3: Generalisation error to unseen data. The distribution of reconstruction errors when
calibration and personalisation are done on the whole data set (in red, as in Fig. 6.3) is superimposed with the
one estimated in the cross-validation procedure (in green).
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Extended Data Figure 6.4: Robustness of model calibration and personalisation. Estimated time-shifts and
acceleration factors when the individual belongs to the training set (x-axis) or to the test-set (y-axis). The five
colors correspond to the folds the individuals belong to.
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built.

Extended Data Table 6.1: Summary statistics of the subject subsets for each data type

ADAS & MMSE PET MRI
Number of subjects 223 157 322
Number of visits 1235 690 1993

Average number of visits per subject (± std) 5.5 (±1.1) 4.4 (± 2.1) 5.8 (± 2.4)
Average age (± std) 76.2 (± 6.9) 74.0 (± 7.2) 74.0 (± 6.7)
Sex ratio (F/M in %) 39.0 / 61.0 41.8 / 58.2 41.2 / 58.8

Amyloid status (+/-/unknown in %) 65.5 / 7.2 / 27.3 77.4 / 7.3 / 15.3 73.2 / 7.1 / 19.7
APOE carriership (%) 62.8 64.2 65.2

Education (mean ± std, in years) 15.8 (± 2.8) 15.8 (± 2.7) 15.9 (± 2.8)
Marital status (married/not married in %) 81.2 / 18.8 82.3 / 17.7 80.9 / 19.1
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Modality Parameters
All data

Cross-
validation

FDG-PET images

σ (no units) 0.101 0.101 (± 0.001)

t0 (years) 75.5 74.9 (± 0.9)

στ (years) 11.9 11.5 (± 0.3)

σξ (no units) 1.30 1.28 (± 0.03)

Cortical thickness

σ (mm) 0.442 0.442 (± 0.001)

t0 (years) 82.0 82.7 (± 0.7)

στ (years) 16.9 18.2 (± 0.7)

σξ (no units) 0.99 1.03 (± 0.02)

Right hippocampus

σ (mm2) 2.49 2.60 (± 0.03)

t0 (years) 76.2 75.7 (± 0.3)

στ (years) 9.15 10.04 (± 0.66)

σξ (no units) 0.71 0.78 (± 0.03)

Left hippocampus

σ (mm2) 2.67 2.74 (± 0.04)

t0 (years) 76.3 76.3 (± 0.3)

στ (years) 8.53 9.09 (± 0.50)

σξ (no units) 0.66 0.68 (± 0.03)

Cognitive scores

σ (no units) 0.081 0.081 (± 0.001)

t0 (years) 71.5 72.4 (± 0.8)

στ (years) 7.29 7.36 (± 0.25)

σξ (no units) 1.07 1.11 (± 0.11)

Extended Data Table 6.3: Fixed-effects estimates using calibration on the whole data set (first column) and in
a five fold cross-validation setting (second column) where mean and standard deviations of the five estimates
are shown. Similarly, the delay between impairment of memory and the other cognitive functions is of 9.4± 1.6

yrs for concentration (9.6 yrs using all data), 19.9 ± 2.0 yrs for praxis (19.4 yrs using all data), 23.3 ± 2.6 yrs
for language (22.7 yrs using all data)
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Part III

Advanced atlas models as
auto-encoders





Chapter 7

Auto-encoding meshes of any topology
with the current-splatting and

exponentiation layers

This chapter has been accepted for publication in the proceedings of the 2019 Geometry Meets Deep Learning
International Workshop (GMDL). See [Bône 2019a].
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Deep learning has met key applications in image computing, but still lacks processing paradigms for meshes,
i.e. collections of elementary geometrical parts such as points, segments or triangles. Meshes are both a pow-
erful representation for geometrical objects, and a challenge for network architectures because of their inherent
irregular structure. This work contributes to adapt classical deep learning paradigms to this particular type
of data in three ways. First, we introduce the current-splatting layer which embeds meshes in a metric space,
allowing the downstream network to process them without any assumption on their topology: they may be com-
posed of varied numbers of elements or connected components, contain holes, or bear high levels of geometrical
noise. Second, we adapt to meshes the exponentiation layer which, from an upstream image array, generates
shapes with a diffeomorphic control over their topology. Third, we take advantage of those layers to devise a
variational auto-encoding architecture, which we interpret as a generative statistical model that learns adapted
low-dimensional representations for mesh data sets. An explicit norm-control layer ensures the correspondence
between the latent-space Euclidean metric and the shape-space log-Euclidean one. We illustrate this method
on simulated and real data sets, and show the practical relevance of the learned representation for visualization,
classification and mesh synthesis.
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7.1 Introduction

Deep learning has met key applications in image computing, but still lacks processing paradigms for mesh
data. Understood as collections of elementary geometrical parts such as lines in 2D or triangles in 3D, meshes
are a compact and natural representation for geometrical data. The inherent difficulty with meshes is that they
do not have regular structure: two meshes might be similar in their 3D geometry yet very different in their
parametrization – e.g. composed of varying numbers of elementary triangles or connected components of such
triangles, contain holes breaking their topology, or bear high levels of geometrical noise. Practical tasks (such
as regression or classification) remain however ultimately the same regardless of the data type, which leads to
the question: is it possible to simply adapt image deep learning paradigms to work with meshes?

A first challenge lies in building an “embedding” layer, able to represent input meshes with irregular struc-
ture into vectors of fixed dimension, that can then be processed by any classical network architecture. Focusing
on the case of point clouds, [Klokov 2017, Qi 2017] introduce specific architecture for object classification, part
segmentation, and semantic segmentation. In the case of connected meshes, intrinsic operators are defined
in [Niepert 2016], as well as in the geometric deep learning papers [Boscaini 2016, Masci 2015, Monti 2017] sur-
veyed by [Bronstein 2017]. Considering mesh points as graph nodes, they introduce convolution-like operators
able to compute feature vectors from sub-graphs extracted at a fixed number of seed vertices. Those tech-
niques are well-suited to process model-based graphs such as molecular structures or computer-aided designs
because local topologies carry information, but large receptive fields (and high computational power) would be
required to process noisy data-driven graphs such as connectomes or segmented organs. Global graph represen-
tations are extracted in [Scarselli 2008], but only after convergence of a costly iterative procedure. An opposed
trend in the literature advocates for transforming input 3-dimensional shapes into either binary volumetric im-
ages [Riegler 2017, Wu 2015] or series of textured 2D images obtained by selecting a set of viewpoints [Su 2015].
If those approaches might be computationally intensive, the opportunity to seamlessly use well-understood deep
network architectures is a particularly appealing asset, which helped them achieving top performance for object
recognition. To the best of our knowledge, those image-transform methods however either ignore the informa-
tion offered by the normals of the meshes, or take them indirectly into account through some arbitrary and
fixed illumination. If this is not the case of signed distance functions used in [Bylow 2013, Dai 2017, Song 2017]
to represent the environment from depth sensor signals [Newcombe 2011], the computational complexity to
estimate such maps from fully-determined shapes seems too elevated to be used as a feature extraction layer
– which should typically rather consist in a forward operation.

A second challenge, reciprocal to the first, is to build an output layer able to generate meshes. Going
beyond the generation of “shapes” as image-like structures, [Fan 2017] synthesizes point clouds. For higher-
level shape primitives like surfaces, a shared paradigm in [Huang 2015, Kanazawa 2018, Kar 2015, Kato 2018,
Pontes 2018, Tewari 2017, Wang 2018] consist in linearly deforming the vertices of a template mesh, while
keeping its connectivity unchanged. In [Kato 2018, Wang 2018], the template is fixed to a generic ellipsoid.
In [Huang 2015], it is assembled from a bank of parts, when in [Pontes 2018] several templates from a large
bank are linearly combined. A specific face template and its allowed linear deformation modes are fixed a
priori in [Tewari 2017], when those are learned in [Kanazawa 2018, Kar 2015]. A shared assumption is that the
deformation should not modify the template mesh topology: those papers either assume all shapes isomorphic
to the sphere [Kato 2018, Wang 2018], rely on an upstream classifier [Huang 2015, Pontes 2018], or restrict to
a single class [Kanazawa 2018, Kar 2015, Tewari 2017]. This central topological hypothesis is systematically
enforced in an extrinsic manner through dedicated regularity terms, and is only verified at convergence.

Based on the theory of currents [Vaillant 2005], we introduce in Section 7.2 the current-splatting layer,
which embeds meshes in a metric space without any assumption on their topology. The normals are directly
and compactly taken into account in this transformation, capturing maximal information for the downstream
network to process. The introduced metric space naturally offers a loss function that measures the similarity
between any two meshes. In [Dalca 2018, Krebs 2019], the authors define the so-called exponentiation layer for
imaging data, which smoothly deforms a template image to generate a new one with an intrinsic diffeomorphic
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control on its topology. We adapt this layer to meshes in Section 7.3, enabling the synthesis of smooth and
regular objects from the upstream network. In Section 7.4, we take advantage of those input and output layers to
devise a variational auto-encoding architecture, which we interpret as a generative statistical model for meshes.
An explicit norm-control layer ensures the correspondence between the latent-space Euclidean metric and the
shape-space log-Euclidean one. Experimental results on varied data sets are reported in Section 7.5.

7.2 Meshes seen as splatted currents

A mesh y is understood in this paper as a homogeneous collection of elementary geometrical parts such as
points, segments, or triangles. A standard description is therefore to write y as a list of points, along with a
list of segments or triangles that we call connectivity, point clouds being seen as degenerated meshes with no
connectivity. We focus in the rest of the article on non-degenerated meshes, and more specifically on surfaces of
R3 in the next sub-section to introduce the current theory. All notations and concepts can however be adapted
to collections of segments or points.
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Figure 7.1: Current-splatting mechanics. The input mesh is first transformed in a vector field, which is then
discretized on a fixed grid to form a d-dimensional image. If a topologically simple object was selected for the
sake of clarity, note that any other topology could be similarly treated.

7.2.1 Continuous theory

The pragmatic description of a surface mesh as a finite collection of triangles can be understood as the
dicretization of an infinite set of points x ∈ R3 with infinitesimal normal vectors n ∈ R3 attached to them.
The geometric measure theory [Morgan 2016] studies those objects called rectifiable sets under loose piece-wise
smoothness hypotheses: the strategy is to embed them in a functional Hilbert space, where desirable basic
operators such as addition, subtraction, averaging or scalar product will be naturally defined. Given a space Ω

of square-integrable vector fields ω : R3 → R3, we associate to the rectifiable surface y the mapping defined by:

C∗(y)(ω) =

∫
y

ω(x)> · n(x) · dσ(x) (7.2.1)
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where x denotes a parametrization of y, dσ(x) an infinitesimal surface element and (.)> the transposition
operator. Equation (7.2.1) is invariant under parametrization change, hence the mapping C∗(y) is a linear
form on Ω. We call currents such linear forms, which are elements of Ω∗, the dual space of test fields. Follow-
ing [Vaillant 2005], we further assume that Ω is a reproducing kernel Hilbert space with kernelKΩ : R3×R3 → R
and scalar product denoted 〈.|.〉Ω. The Riesz representation theorem gives the existence of some C(y) ∈ Ω such
that C∗(y)(.) =

〈
., C(y)

〉
Ω
. Combining equation (7.2.1) and the reproducing property ω(x) =

〈
ω, KΩ(x, .)

〉
Ω
,

this representant can be identified:

C(y)(.) =

∫
y

KΩ(x, .) · n(x) · dσ(x). (7.2.2)

Since
〈
C∗(y), C∗(y′)

〉
Ω∗

=
〈
C(y), C(y′)

〉
Ω
, this inner-product on currents finally writes:∫

y

∫
y′
n′(x′)> ·KΩ(x, x′) · n(x) · dσ(x) · dσ′(x′) (7.2.3)

which induces the distance metric:

dΩ(C, C′)2 = 〈C, C〉Ω + 〈C′, C′〉Ω − 2 · 〈C, C′〉Ω. (7.2.4)

7.2.2 Practical discrete case

In practice, we propose to choose the simple radial Gaussian kernel of radius σΩ > 0 for KΩ. Moreover,
meshes are represented as finite collections of T elements. Under those hypotheses, equation (7.2.2) becomes:

C(y)(x) =

T∑
k=1

exp
−
∥∥x− ck∥∥2

`2

σ2
Ω

· nk (7.2.5)

where x is a point of Rd, the ck and nk respectively are the centers and normals of the triangles composing y.
In the case of a collection of segments, the (nk)k are the tangent vectors. In the same manner, equation (7.2.3)
becomes: 〈

C(y), C(y′)
〉

Ω
=

T∑
k=1

T ′∑
l=1

exp
−
∥∥c′l − ck∥∥2

`2

σ2
Ω

· n>k n′l. (7.2.6)

Given a discrete grid gΩ of Rd, we finally define the splatted current C(y) as the d-channel image resulting from
the discretization of C(y) on the grid gΩ.

Note the following properties of the current-splatting transform: (i) it does not assume any particular topol-
ogy of the meshes, (ii) it is invariant under parametrization change, (iii) it captures the proximity relationships
between elements, (iv) it captures the orientation information encoded by the normals of the triangles (or tan-
gents of the segments). All those properties are achieved at the cost of smoothing out all geometrical features
of characteristic radius inferior to σΩ, which can on the other hand be useful to filter out geometrical noise.

Architecture. The architecture of the current-splatting layer is presented by Figure 7.1. The input mesh y is
first transformed in the function C(y), before being splatted into a d-channel image C(y).

Hyper-parameters (σΩ, gΩ). The characteristic length σΩ should ideally be larger than the noise to eliminate,
and smaller than the signal to capture. In practice, the grid gΩ is obtained by uniformly dividing a bounding box
containing all the considered meshes. A good heuristic is to choose a spacing between each node approximately
equal to σΩ/2.

7.3 Meshes seen as deformations of a template

A mesh-generating layer is by essence an output layer, and is therefore strongly linked to the loss function
used to train the network. In this work, we take advantage of the current framework and use the distance metric
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defined by equation (7.2.4), which is advantageously free of any topological assumption. However, because of
the low-pass filtering behavior of the current transform, a naive output layer synthesizing a mesh by directly
predicting the position of its points would be free to generate very noisy geometries.
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Figure 7.2: Exponentiation mechanics. The input d-dimensional array m is first filtered by a Gaussian convolu-
tion layer. Interpreted as a discretized velocity field, the resulting v is interpolated on the successive positions
of the moving mesh yt, which is finally updated accordingly.

7.3.1 Continuous theory

To control the regularity of the generated meshes, we impose that they are diffeomorphic to a reference mesh
y0. This constraint suggests a method: instead of predicting a mesh y directly, we want the network to generate
a diffeomorphism φ, before computing the deformed template y = φ ? y0. As in [Arsigny 2006], we construct
diffeomorphisms by following the streamlines of static smooth vector fields v ∈ V ⊂ C∞0 (Rd,Rd) during the
time segment [0, 1]:

Φ(v) = φ1 where ∂tφt = v ◦ φt, φ0 = IdRd . (7.3.1)

The mapping Φ : V → GV = {Φ(v) | v∈V } is locally invertible around the identity: similarly to [Younes 2010],
we define on this neighbourhood of GV the “log-Euclidean” distance:

dV (φ, φ′) =
∥∥Φ−1(φ′)− Φ−1(φ)

∥∥
V

(7.3.2)

which induces a distance on the corresponding neighbourhood of the orbit shape space GV ? y0. We further
assume that V is a reproducing kernel Hilbert space with kernel KV . The Riesz representation theorem gives
the existence of the “momenta” dual vector field m ∈ V ∗:

v(.) =

∫
Rd
KV (x, .) ·m(x) · dν(x) (7.3.3)

where dν(x) is an infinitesimal element of Rd. The inner product 〈v, v′〉V on V can now be derived:∫
Rd

∫
Rd
m′(x′)> ·KV (x, x′) ·m(x) · dν(x) · dν′(x′) (7.3.4)

which defines the norm operator ‖v‖V = 〈v|v〉1/2.
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7.3.2 Practical discrete case

In practice, we propose to choose the simple radial Gaussian kernel of radius σV > 0 for KV . Moreover, the
ambient space Rd is discretized into a grid gV . Under those hypothesis, equations (7.3.3) and (7.3.4) write, in
matrix forms:

v = KV ·m and 〈v|v′〉V = m> ·KV ·m′ (7.3.5)

where the notations v and m refer to the gV -discretized vector fields v and m respectively. The notation KV

denotes the kernel tensor defined by, for any triplet of indices (i0, j0, k0) of the grid gV :

[
KV

]
(i0,j0,k0)

=
∑
i,j,k

exp
−
∥∥gi,j,k − gi0,j0,k0∥∥2

`2

σ2
V

(7.3.6)

in the case d=3, easily adaptable to lower dimensions. The time segment [0, 1] is uniformly discretized into T
sub-segments of length dt = 1/T . The differential equation (7.3.1) becomes, for any time index 0≤ t≤T−1 and
point x0∈Rd:

xt+1 = xt + dt · v(xt) ≈ xt + dt · I(v, xt) (7.3.7)

where I(v, xt) simply denotes the bi- or tri-linear interpolation of the discretized velocity field v at location xt.

Architecture. The architecture of the exponentiation layer is depicted by Figure 7.2. It takes as input a d-
channel image, interpreted as a d-dimensional momentum vector field m discretized over a spatial grid gV . This
upstream stimulus m is filtered into the discrete velocity field v by a Gaussian convolution layer with kernel
width σV , according to equations (7.3.5, 7.3.6). A recurrent residual network of length T then implements
equation (7.3.7) for the template mesh (yt)t: the interpolated velocity field I(v, yt) is computed, scaled by dt,
and added to the current mesh positions. The final mesh yT forms the output of the exponentiation layer.

Hyper-parameters (σV , gV , T ). The notation y0 encompasses both: (i) the positions of the points forming
the mesh, which are parameters of the exponentiation layer (i.e. estimated), (ii) the mesh connectivity, which is
fixed a priori. All synthesized meshes will therefore have this same topology. The characteristic length hyper-
parameter σV should ideally be of the order of the smallest geometrical features to generate. In practice, the
grid gV hyper-parameter is obtained by uniformly dividing a bounding box containing the initial y0. A good
heuristic is to choose a spacing between each node approximately equal to σV /2. The number of integration
steps T forms a last hyper-parameter. We chose T = 5 in all our experiments.

7.4 Meshes seen as low-dimensional codes

We take advantage of the current-splatting and exponentiation layers to devise an auto-encoding architecture,
which aims at learning a low-dimensional representation of a data set of meshes (yi)

n
i=1. Given some user-defined

latent-space dimension q ∈ N∗, any shape yi will be represented in the network by a corresponding code zi ∈ Rq.
Note that meshes represented by a varying number of points, segments or triangles are then homogeneously
represented by simple low-dimensional vectors of the Euclidean space Rq, where simple operations such as
computing averages are naturally defined. We choose to work with a variational auto-encoder: the latent
codes (zi)i are seen as probability distributions. This allows to capture the uncertainty associated with such
low-dimensional representations, and offers a statistical interpretation of the resulting architecture.

7.4.1 Continuous theory

Statistical model. We note Dδ a δ-parametric mapping that associates a velocity vector field v ∈ V to any
code vector z ∈ Rq. We further require Dδ to be isometric, i.e. ‖z‖`2 = ‖v‖V . Given a data set of meshes (yi)

n
i ,

we model the observations as random deformations of a template y0:

yi
iid∼NΩ

(
Φ
[
Dδ(zi)

]
? y0, ε

2
)

with zi
iid∼N

(
0, λ2

)
(7.4.1)
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Figure 7.3: Architecture of the mesh auto-encoder. The current-splatting layer transforms the input mesh into
a d-dimensional array, which is encoded by four convolution layers (in green) followed by a fully-connected layer
(in yellow). Sampled codes are then decoded by three fully connected layers followed by three deconvolution
layers (in red). After filtering by Gaussian convolution, a scaling layer (in red) explicitly enforces the isometry
of the decoding mapping. The exponentiation layer finally synthesize the output mesh.

where ε > 0 and λ > 0. The normal distribution NΩ is defined in the space of the Ω-currents, equipped with
the distance metric dΩ defined by equation (7.2.4). Equation (7.4.1) defines a mixed-effects model with fixed
effects θ = (y0, δ, ε, λ) and random effects (zi)i. We note respectively pθ(yi|zi) and pθ(zi) the density functions
of the two normal distributions involved in equation (7.4.1).

Variational inference. We estimate the parameters θ with a variational Bayes approach [Jordan 1999], which
consist in minimizing the loss

∑n
i=1 Lθ,η(yi) given by:

Lθ,η(yi) = −
∫

log pθ(yi|zi) · qη(zi|yi) · dzi + KL
[
qη(zi|yi)

∥∥ pθ(zi)] (7.4.2)

where KL(.‖.) denotes the Kullback-Leibler divergence operator, and where zi → qη(zi|yi) is a η-parametric
recognition model that approximates the true posterior zi → pθ(zi|yi). Minimizing the loss function defined
by equation (7.4.2) actually consists in maximizing a lower bound of the model likelihood, with equivalence in
the perfect approximation case. We choose the recognition distribution qη(.|yi) to be an uncorrelated Gaussian
N (µi, ςi), whose parameters are predicted from the current transform C(yi) by the parametric mapping Eη :

C(yi)→ µi, ςi. The Kullback-Leibler term in equation (7.4.2) can be seen as a regularizing loss Rθ,η(yi), easily
derivable for the chosen recognition model:

Rθ,η(yi) =
1

2

q∑
k=1

[
µ2
i,k + ς2i,k
λ2

− log
ς2i,k
λ2

]
+ cst. (7.4.3)

The remaining term, called attachment, is approximated by drawing L samples zi,l
iid∼ qη(.|yi):

Aθ,η(yi) =
1

2

L∑
l=1

[
ε2i,l
ε2

+ |Ω| · log ε2

]
+ cst (7.4.4)

with ε2i,l = dΩ

(
C(yi), C(Φ

[
Dδ(zi,l)

]
? y0)

)2 (7.4.5)

and where |Ω| is the normalization parameter for NΩ. These losses are given modulo an additive constant with
respect to θ and η which are jointly estimated. The high-dimensional parameters y0, δ and η are optimized by
mini-batch stochastic gradient descent. After each mini-batch, the remaining scalar parameters λ, ε are updated
according to the closed-form solutions:

λ2 ←
n∑
i=1

q∑
k=1

µ2
i,k + ς2i,k
n · q , ε2 ←

n∑
i=1

L∑
l=1

ε2i,l
n · L · |Ω| . (7.4.6)
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Remark. Assuming Dδ isometric is sufficient to achieve equality between the log-Euclidean metric defined in
Section 7.3 and the natural `2 metric of Rq. In other words, the Euclidean distance between the latent-space
representations (zi)i can be seen as a convenient proxy to visualize and measure the relative similarity between
the corresponding data points (yi)i. In addition, the estimated template y0 can be seen as a Fréchet average of
those data points [Arsigny 2006, Pennec 2006a].

7.4.2 Practical discrete case

As suggested in [Kingma 2014], in practice the encoding Eη and decoding Dδ mappings are neural networks,
noted Eη and Dδ. The “discrete” encoder Eη takes gΩ-splatted currents C as inputs. In those discrete settings,
the normalizer |Ω| equals the number of nodes of the grid gΩ [Gori 2017]. The decoding counterpart Dδ outputs
gV -discretized momentum vector fields m. A Gaussian convolution layer then computes the associated discrete
velocity field, which is finally explicitly scaled into v, enforcing the isometric assumption.

Architecture. The proposed architecture is illustrated by Figure 7.3. The current-splatting layer first trans-
forms the input meshes into d-channel square or cube images of length 2r along each axis. Four convolution
layers with kernel size and stride of 2 then reduce the spatial dimension, when the number of channels suc-
cessively increases from d to 4, 8, 16 and 32. A fully-connected layer of output size 2q completes the encoder
architecture. Its output is interpreted as mean and variance parameters of the probabilistic code distribution:
during training, a single realization z is sampled with the so-called reparametrization trick to ensure the back-
propagation of gradients [Kingma 2014]. The decoder involves four deconvolution layers symmetric to their
encoding counterparts, preceded by three fully connected layers. All decoding layers are chosen without bias.
The filtering and scaling layers finally generate the velocity field v, which is then exponentiated. All convolution
and linear layers are equipped with tanh activation functions, at the exception of the last layer of the encoder.

Hyper-parameters (σΩ, σV , g, T , q). In our auto-encoding context, a good heuristic is to choose σΩ of the
order of the geometrical noise to eliminate (or slightly larger), and σV of the order of the geometrical signal to
synthesize (or slightly smaller), while preserving σΩ≤ σV . For the sake of simplicity, we choose the two grids
gΩ and gV equal (which can always be achieved by union). We further assume this grid g to be composed of
|g|=2rd nodes, with r≥4. The number of time-steps is fixed to T =5 in our experiments, when the latent-space
dimension q is task-dependent.

7.5 Experiments

7.5.1 Simulated rectangles

We simulate two-dimensional rectangle meshes by independently scaling the two axes of a baseline unit
square. A train data set of n = 212 = 441 rectangles is created with scaling factors uniformly distributed
between 50% and 150%. A test data set composed of n = 322 = 1024 elements is also generated with factors
ranging from 22.5% to 177.5%. The splatting and deformation kernel widths σΩ, σV are respectively fixed to
a fifth and a half of the baseline square width. Finally, the latent-space dimension is q = 2 and we train the
networks with ten thousands epochs.

Train (n=441) Test (n=1024)

Isometric 0.0022± 0.0004 0.014± 0.018

Unconstrained 0.0024± 0.0009 0.020± 0.024

Table 7.1: Averages and associated standard deviations of the mean point-to-point `2 distance between the
original and reconstructed rectangles in several configurations. Values are percentages of the average rectangle
width.
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Figure 7.4: [Inner]. Latent spaces learned by the proposed mesh auto-encoder (left), and a modified architecture
without norm scaling (right). For both, the black grid marks the encoded train rectangles, when the lighter
grey grid marks the encoded test rectangles.
[Outer]. Examples of 16 test rectangles (black lines), superimposed with the reconstructions obtained either with
the isometric (red lines) or unconstrained (blue lines) decoders. A color code allows to identify the corresponding
latent representations.

We learn two models: the original mesh auto-encoder presented in this article, and an unconstrained vari-
ation where the isometry between the latent codes and the velocity fields is not enforced (see Figure 7.3). For
identifiability reasons, the parameter λ is not estimated in the latter case, and is fixed to 1. Table 7.1 gives the
mean `2 distances between the original and the reconstructed rectangles, both for the train and test rectan-
gles. The fit is almost perfect on training data points, and satisfying for test ones. The isometric architecture
outperforms the unconstrained one. Figure 7.4 plots some examples of such reconstructions for the test data
set (outer part), as well as the learned latent codes (inner part). The fit is visually perfect for the test rect-
angles which belong to the training distribution, i.e. of width and length between 0.5 and 1.5. The fit quality
slightly deteriorates otherwise. The latent-space learned with the isometric decoder is more regular than its
unconstrained counterpart: the training samples are evenly spaced along two orthogonal components, which is
in line with the way data has been generated. In other words, the learned representation better preserves the
true distances between meshes.

7.5.2 Emotive faces

The Birmingham University 3D dynamic facial expression database [Yin 2008] provides short video sequences
from 101 subjects (58 females, 43 males) mimicking emotions, such as surprise. Focusing on this case, we
uniformly collect 8 frames for each subject from the first 1.4 seconds of video. Each frame comes with 73
segments delimiting facial features, on which we base the following analysis. For each subject, we consider
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Figure 7.5: [Outer]. Two particular sequences of faces mimicking being surprised (times goes from left to right).
In black are plotted the original meshes, and in blue or red color the reconstructions. The first, third, fifth and
seventh frames are train data points.
[Center left]. Principal component projection of the latent-space codes. Ten randomly-chosen sequences are
represented with colored lines. Square markers (respectively circle) indicate train data points (respectively test).
All remaining codes are plotted in the background.
[Center right]. Principal component projection of the latent-space codes. The pink color (respectively blue)
indicates female subjects (respectively male). Are superimposed in bold black the decoded meshes corresponding
to the code at the center of the grid cell.

every other frame as train (respectively test), which defines two data sets composed n=404 meshes each. In a
preprocessing step, meshes are aligned together with the Procrustes method, and projected on a 2-dimensional
plane. We choose σΩ = 15% and σV = 30% in percentage of the average distance between the eyes. The
auto-encoder is learned with a latent space of dimension q=5, and ten thousands epochs.

Evaluated with the mean point-to-point `2 distance, the average residuals amount to 9.2%± 1.0 and 9.4%± 1.2

on the train and test data sets respectively (values in percentage of the average distance between eyes). Figure 7.5
gives two representations of the learned latent-space, along with the reconstruction of two sequences. Reminding
that every other face in each sequence was considered as a train or test data point, we see that meshes are tightly
reconstructed in all cases, showing a good generalization of the auto-encoder. Those sequences correspond to
smooth and progressive trajectories in the latent space, as it can be seen for 10 randomly selected sequences. A
principal component analysis (PCA) was learned on train codes and used to visualize the 5-dimensional latent
space. Those trajectories are globally following the first axis, which nicely corresponds to the dynamics of a
surprised face: the mouth enlarges and the eyebrows move up. The second axis seems to encode more static
information, such as the distance between eyes and eyebrows, or more subtly the total width of the faces. This
axis visually seems to correlate with the gender, as it can be noticed from the background pink or blue points.
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7.5.3 Hippocampus sub-cortical structures

q = 5 q = 10 q = 20

2-class 86.0± 8.4 % 92.0± 7.6 % 92.8± 6.5 %
3-class 64.9± 4.8 % 62.2± 9.4 % 68.1± 8.5 %

Table 7.2: Average linear discriminant analysis classification scores, obtained with a stratified 10-fold method.
The 2-class task consist in discriminating CN subjects from AD ones (chance level 50%), when the 3-class task
adds the MCI subjects (chance level 33%).

Initial !" Estimated !" Reconstruction !#Exponentiation (!%)%

Figure 7.6: The leftmost image plots the initial template mesh y0. The remaining of the figure displays the
exponentiation mechanism that warps the estimated template into some target, displayed in red. The current
residual distance amounts to 60.1mm2.
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Figure 7.7: PCA projection of the learned latent space in the configuration q = 10. The codes are represented
with blue points if they correspond to CN subjects, green points to MCI and red to AD. Two particular latent
points are decoded and displayed. The third central code correspond to the template y0 (see Figure 7.6).

The Alzheimer’s disease neuroimaging initiative gathers longitudinal clinical measurements about normal
controls (CN), subjects with mild cognitive impairments (MCI) or patients diagnosed with Alzheimer’s disease
(AD). We select a balanced set of n = 225 T1-weighted magnetic resonance images providing from as many
subjects. After standard alignment preprocessing, the right hippocampus cortical sub-structures are segmented
into triangular meshes of varied topology. We choose σΩ = 5mm and σV = 10mm. For reference, the right
hippocampus of an healthy subject typically measures around 50mm in length. We learn the autoencoder for
ten thousands epochs in three different configurations q ∈ {5, 10, 20}.

In the absence of point-to-point correspondence, we measure the fitting residuals with the current distance
(see equations 7.2.4 and 7.2.6): they amount to 47.0 mm2

(± 9.6), 53.5 mm2
(± 10.3) and 43.4 mm2

(± 10.0) for
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configurations q = 5, 10 and 20 respectively, which is satisfyingly small. For reference, the rightmost image
of Figure 7.6 plots a reconstruction with a current residual of 60.1mm2. This figure provides as well an
illustration of the exponentiation mechanism, which deforms the estimated template y0 in a natural way as
close as possible to the target. Note the satisfying refinement of the initial prototype template into a realistic
real hippocampus mesh. We finally learn linear discriminant classifiers in each latent space. Table 7.2 gives the
results obtained with a stratified 10-fold approach, for two tasks of increasing difficulty: (i) discriminate CN
from AD, (ii) jointly discriminate CN, MCI and AD. Good performance is obtained for the first task, especially
since only the geometry of a single hippocampus is considered (and not a full T1 image). The second task
proves harder, but classification scores remain well above the chance threshold of 33.3%. Figure 7.7 gives some
intuition about those scores: in the proposed PCA projection of the learned latent space (q = 10), the three
classes are nicely organized from left to right into CN, MCI and AD subjects. We show that this axis also
correlates with the volume of the hippocampus, which is in line with current medical knowledge.

7.6 Conclusion

We introduced the current-splatting layer which allows neural networks to process meshes without any as-
sumption on their topology. Conversely, we adapted to meshes the exponentiation layer in order to synthesize
shapes with a diffeomorphic control on their topology. Taking advantage of those input and output layers, we
proposed an auto-encoding architecture that learns a generative statistical model from a distribution of meshes.
A norm-control layer explicitly enforces the correspondence between the Euclidean latent-space metric and the
shape-space log-Euclidean one. An experiment with a simulated data set showed that this layer fosters the learn-
ing of latent spaces more representative of the data distribution. Experiments with real data sets demonstrated
the ability of our auto-encoder to handle varied types of geometrical data, and to learn relevant low-dimensional
representations. The proposed method requires the manual choice of two important characteristic length hyper-
parameters. As a perspective however, both the current-splatting and the exponentiation layers could easily be
generalized to handle multiple characteristic scales, at the cost of linearly increasing number of channels and
therefore of computational pressure.

Acknowledgments. This work has been partly funded by the European Research Council with grant 678304, European

Union’s Horizon 2020 research and innovation program with grant 666992, and the program Investissements d’avenir

ANR-10-IAIHU-06.

7.A Appendix: reconstruction of a 3D car mesh

We compare the mesh synthesis mechanics of our method with the Pixel2Mesh (P2M) approach [31], where
shapes are obtained by successively deforming and over-sampling a reference ellipsoid mesh. Displayed in the
top-right corner of Figure 7.8a, a 3D car mesh is generated from their already-trained model1, that we then re-
train from scratch on this unique data-point. Our method is estimated from this same observation, with σV and
σΩ respectively fixed to 20 and 10 percents of the target car width, and q=1 (optimal choice when n=1). As for
all other experiments presented in the paper, the grids are determined according to the proposed heuristics (see
Methods). For fair comparison, the template shape y0, normally learned, is fixed to the 2562-vertices ellipsoid
mesh on which is based P2M. Figure 7.8a shows that P2M starts from very irregular meshes before slowly
converging towards car shapes. Our method always produces meshes diffeomorphic to the ellipsoid template,
and only explore a relevant space of solutions during the whole optimization process. Figure 7.8b compares the
output of our method when the regularity term is ignored, and of P2M where the original trade-off between
attachment and regularity loss terms is divided or multiplied by 10. We recall that our method normally learns
its own trade-off (see Eq. 19). Qualitatively, our method performs equally well. The P2M results are changed:
the reconstructed car is either too smooth or of broken topology e.g. with self-intersecting edges. Finally, our

1Available at: https://github.com/nywang16/Pixel2Mesh

https://github.com/nywang16/Pixel2Mesh
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Pixel2Mesh method

epoch 200 epoch 500 epoch 1000 epoch 10000 epoch 20000
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(a) Intermediate and final results (10k epochs for our method, 20k for P2M).
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(b) Results with attachment vs. regularity trade-offs multiplied by 0, 0.1, 10.
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(c) Results with modified hyper-parameters (σV , σΩ in % of target width).

Figure 7.8: Car mesh reconstruction with our method or P2M.

method is learned in four perturbed configurations of hyper-parameters: T = 1 or 10 (instead of T = 5), or
kernel sizes (σV , σΩ) divided or multiplied by 2. Figure 7.8c shows that our method is globally robust to such
modifications, though the fine details of the target car kink above the front-right wheel is not really captured
in the case T =1.





Chapter 8

Learning joint shape and appearance
representations with metamorphic

auto-encoders

This chapter will form the basis of a later submission at a conference.

Contents
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

8.2 Metamorphic transformation model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

8.2.1 Continuous theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

8.2.2 Practical discrete case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

8.3 Metamorphic auto-encoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

8.3.1 Continuous theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

8.3.2 Practical discrete case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

8.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

8.4.1 Learning disentangled representations from a data set of handwritten digits . . . . . . . . . . . . . 119

8.4.2 Learning disentangled representations from a data set of brain images . . . . . . . . . . . . . . . . 120

8.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Transformation-based methods for shape analysis offer a consistent framework to model the geometrical
content of images. Most often relying on diffeomorphic transforms, they lack however the ability to properly
handle texture and differing topological content. Conversely, modern deep learning methods offer a very efficient
way to analyze image textures. Building on the theory of metamorphoses, which models images as combined
intensity-domain and spatial-domain transforms of a prototype, we introduce the “metamorphic” auto-encoding
architecture. This class of neural networks is interpreted as a Bayesian generative and hierarchical model,
allowing the joint estimation of the network parameters, a representative prototype of the training images,
as well as the relative importance between the geometrical and texture contents. We give arguments for the
practical relevance of the learned prototype and Euclidean latent-space metric, achieved thanks to an explicit
normalization layer. Finally, the ability of the proposed architecture to learn joint and relevant shape and
appearance representations from image collections is illustrated on a data set of handwritten digits, followed by
a data set of brain images.

8.1 Introduction

The shape analysis literature offers a number of tools to perform statistical analysis tasks on geometrical
objects. At the core of the founding works [D’Arcy Wentworth 1917, Grenander 1995] lies the idea to quantify
the differences between two shapes thanks to large parametric classes of deformations that warp one into the
other: once the optimal transformation found, its norm provides a proxy distance metric. Diffeomorphic trans-
formations are for instance widely used for medical image analysis [Younes 2010], with applications to image
registration or atlas building [Allassonnière 2015, Pennec 2006a, Zhang 2013b]. However, these transformations
are purely geometrical, and cannot account for potential texture (or “appearance”) variability in the considered
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images. In particular, images with differing topological contents cannot be diffeomorphically warped one into
the other. This limitation gave birth to the early theoretical work [Trouvé 2005] where the proposed “meta-
morphoses“ jointly transform the geometry and the intensity of an image. If some authors built on this idea
for brain tumor monitoring [Niethammer 2011a], sub-cortical brain segmentation [Patenaude 2011] or learning
generalized principal component analysis models [Ashburner 2018], the literature is fairly limited.

Conversely, if modern deep learning architectures are commonly believed to aggregate information up until
deep filters able recognize entire shapes [LeCun 2015, Kriegeskorte 2015], some recent works [Geirhos 2018,
Ballester 2016, Brendel 2019] question this so-called shape hypothesis, suggesting that texture (or “appearance”)
features carry more weight. Beyond the local spatial invariances achieved by max-pooling layers (with receptive
fields typically of the order of a few pixels), deep learning methods are agnostic of the data nature: in other
words, potential powerful prior knowledge is not taken into account. This agnostic approach presents two
disadvantages: the interpretability of the network is often limited, and huge amounts of data might be needed
for the network to re-discover already-known data properties.

Most data augmentation techniques are attempts to alleviate this second point, by artificially increasing the
data set size according to priors such as invariance to small intensity-domain or affine spatial-domain transfor-
mations [Krizhevsky 2012, Simard 2003, Cireşan 2012]. At the cost of a longer training time, the network learns
the implicitly-encoded invariance properties. Instead of implicitly suggesting invariances or manipulating data
set biases with data augmentation, learning from small data sets and enhanced interpretability can be achieved
by designing adapted architectures that explicitly enforce priors [Jaderberg 2015, Skafte Detlefsen 2018]. Some
recent attempts to fill the gap between classical model-based shape analysis tools and data-driven deep learning
methods managed to combine the learning flexibility of the former with the theoretical guarantees and inter-
pretability of the latter. Building on the variational auto-encoding architecture introduced in [Kingma 2014], the
approaches described in [Dalca 2018, Krebs 2019] learn probabilistic diffeomorphic registration models, when
[Bône 2019c] learns atlas models. In [Shu 2018], the authors go beyond pure spatial-warping layers and further
introduce joint spatial and intensity transformations in auto-encoding networks. This first attempt, still only of
its kind to the best of our knowledge, relies on an appearance prediction decoder followed by an ad-hoc warp-
ing module specifically developed. Once learned, the latent representations can be manipulated to complete
disentangled shape or appearance reconstruction and interpolation.

In this paper, we introduce the metamorphic auto-encoders (MAEs) which relies on the prior that training
images can be seen as “metamorphic“ transformations of a prototype. We show that thanks to this assumption,
estimating MAE architectures is equivalent to learning disentangled shape and appearance low-dimensional
representations from imaging data sets in an unsupervised fashion. Thanks to an isometry-enforcing layer, the
learned representations are embedded in a relevant metric space where readily-available Euclidean operations
allow to perform image interpolation, extrapolation or registration, and shape or appearance transport. This
introduced class of neural networks is interpreted as a Bayesian generative and hierarchical model, allowing
the joint estimation of the network parameters, a representative prototype of the training images, as well
as the relative importance between the geometrical and texture contents. This work is therefore a point of
convergence between Bayesian generative statistics, metamorphoses-based shape analysis and variational auto-
encoding methods.

Section 8.2 details the chosen transformation model, from its geometrical interpretation to its practical
implementation. Section 8.3 presents the proposed MAE architecture, its Bayesian probabilistic interpretation,
and the chosen optimization scheme. Section 8.4 shows the ability of MAE to learn relevant disentangled shape
and appearance representations of imaging data sets and illustrates the potential of allowed post-processing
image manipulation applications. Section 8.5 concludes.



8.2. Metamorphic transformation model 115

8.2 Metamorphic transformation model

We first detail our theoretical metamorphic transformation model, which build on different fields of the shape
analysis literature [Arsigny 2006, Trouvé 2005, Younes 2010]. Illustrated by Figure 8.1, its discrete counterpart
is then derived to prepare the integration of metamorphoses into neural network architectures.
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Figure 8.1: Metamorphic transformation module. The discrete velocity field v and intensity increment δ are
computed from their respective duals v∗ and δ∗ according to the corresponding filtering operators KV and
KD (see Equation 8.2.6). The physical domain Ω, represented by the grid g, is then smoothly and recursively
deformed into xT along the streamlines of v (see Equation 8.2.7). The intensity values of the moving image I0

are finally incremented by δ before being interpolated at the locations xT (see Equation 8.2.8), producing the
metamorphic transform Φ(v, δ) ? I0.

8.2.1 Continuous theory

Metamorphosis transform. Let Ω ⊂ Rd with d ∈ {2, 3} be a spatial domain, on which is defined the image
I0 : Ω → R. This image can be deformed into φ1 ? I0 = I0 ◦ φ1 by any diffeomorphism φ1 of Ω. Similarly
to [Arsigny 2006], we choose to construct diffeomorphisms by following the flow of static and smooth velocity
vector fields v ∈ V ⊂ C∞0 (Ω,Rd) for a unit time period t ∈ [0, 1], i.e. by integrating:

∂tφt = v ◦ φt from the identity φ0 = IdΩ. (8.2.1)

We denote Φ : v → φ1 the mapping which associates the obtained diffeomorphism from the vector field v.
Abusing slightly of notations, for any velocity field v and intensity increment δ ∈ D ⊂ C∞0 (Ω,R) we define the
action of the metamorphosis operator Φ(v, δ) on images by:

Φ(v, δ) ? I0 = Φ(v) ? (I0 + δ) = (I0 + δ) ◦ Φ(v). (8.2.2)
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Metamorphic distance. The local inversion theorem ensures that Φ : V ×D → G = {Φ(v, δ) | v ∈ V, δ ∈ D}
is invertible around IdΩ. Therefore there exists a neighbourhood of I0 in the orbit space G ? I0 where we can
define the “metamorphic” distance metric dI0 ≥ 0 as:

dI0(I, I ′)2 = ‖v′ − v‖2V + ‖δ′ − δ‖2D where (v, δ) = Φ−1(I) and (v′, δ′) = Φ−1(I ′). (8.2.3)

Kernel spaces. V and D are further assumed to be reproducing kernel Hilbert spaces with kernels KV and
KD respectively. All v and δ then admit dual representations v∗ ∈ V ∗, δ∗ ∈ D∗ which verify:

v(.) =

∫
Ω

KV (x, .) · v∗(x) · dΩ(x) and δ(.) =

∫
Ω

KD(x, .) · δ∗(x) · dΩ(x) (8.2.4)

where dΩ(x) is an infinitesimal element of Ω. The induced norm on V finally writes:

‖v‖V =

∫∫
Ω2

v∗(x′)> ·KV (x, x′) · v∗(x) · dΩ(x) · dΩ′(x′) (8.2.5)

where (.)> denotes the transposition operator. A similar formula is available on D.

8.2.2 Practical discrete case

In practice, the physical domain Ω is discretized into a regular grid g, and the time segment [0, 1] into 2T

time-points, with T ∈ N∗. We choose KV and KD as simple radial Gaussian kernels of respective radiuses
ρV > 0 and ρD > 0. The g-discretized fields I0, v∗ and δ∗ are fed as inputs to the discrete metamorphic
transformation module. As illustrated by Figure 8.1, the discrete velocity field v and intensity increment δ are
first computed according to the filtering formulae v = KV · v∗ and δ = KD · δ∗ where for any grid index k0:

[
KV

]
k0

=
∑
k

exp

(
−‖gk − gk0‖2`2

ρ2
V

)
and

[
KD

]
k0

=
∑
k

exp

(
−‖gk − gk0‖2`2

ρ2
D

)
. (8.2.6)

which corresponds to the discrete version of Equation 8.2.4. For later use, note that the discrete equiva-
lent of Equation 8.2.5 simply writes ‖v‖V = (v∗)> · KV · v∗ (and similarly on D). As originally described
in [Arsigny 2006], the integration along the streamlines of v defined by Equation 8.2.1 is discretely carried out
with the scaling-and-squaring algorithm which consists in applying T times:

xt+1 = xt + I(xt − g, xt) from x0 = g + v / 2T (8.2.7)

where I(xt − g, xt) simply denotes the interpolation of the displacement field xk − g at the physical locations
xk. The metamorphosis of I0 (i.e. Equation 8.2.2) is finally approximated as:

Φ(v, δ) ? I0 ≈ Φ(v, δ) ? I0 = I(I0 + δ, xT ) (8.2.8)

where I(I0 + δ, xT ) here denotes the interpolation of the intensity values I0 + δ at locations xT .

8.3 Metamorphic auto-encoder

A Bayesian statistics point of view is first taken to define a mixed-effects generative model, that generalizes
the notion of normal distributions to images understood as geometrical objects. The used variational Bayes
optimization strategy is then described, and the loss function derived. Illustrated by Figure 8.2, the metamorphic
auto-encoding architecture is finally defined as the discrete counterpart of this model-estimator pair.
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8.3.1 Continuous theory

Statistical model. Let (Ii)
n
i=1 be a data set of images. Let Sσ (respectively Aα) be a σ-parametric (respec-

tively α-parametric) mapping, that associates the velocity field v (respectively the intensity increment δ) to any
code s ∈ Rp (respectively a ∈ Rq). We further assume those mappings isometric, i.e. that ‖v‖V = ‖s‖`2 and
‖δ‖D = ‖a‖`2 . The distribution of the observed images is hierarchically modeled according to:

Ii
iid∼ N

{
Φ
[
Sσ(si), Aα(ai)

]
? I0; ε2

}
with si

iid∼ N (0, λ2
s) and ai

iid∼ N (0, λ2
a) for any 1≤ i≤n (8.3.1)

where the introduced standard deviations ε, λs and λa are positive. Equation 8.3.1 defines a generative model
with parameters θ = (I0, σ, α, ε, λs, λa) and latent variables z = (zi)i = (si, ai)i. The mappings Sσ and Sα

control the design of the metamorphoses applied to the prototype image and are learned during estimation.

Metric equivalence. Assuming the shape and appearance “decoding” mappings Sσ and Aα isometric ensures
equality between the metamorphic distance dI0 defined by Equation 8.2.3 and the latent-space Euclidean metric
d0(z, z′) = ‖z − z′‖`2 . Note as well that the null latent-space vector z = 0 is mapped to I0; the prior distribution
defined on the random effects (zi)i therefore define I0 as a statistical average of the observations (Ii)i. In other
words, estimating the model parameters θ and I0 in particular can be interpreted as computing a Fréchet average
of the training data set [Pennec 2006a].

Variational inference. We note pθ(Ii|zi) and pθ(zi) = pθ(si) · pθ(ai) the probability density functions of the
corresponding distributions defined by Equation 8.3.1. The model parameters θ are estimated with a variational
Bayes approach [Jordan 1999], which consist in minimizing the loss

∑n
i=1 Lθ,η(Ii) where, for any i:

Lθ,η(Ii) = −
∫

log pθ(Ii|zi) · qη(zi|Ii) · zi + KL
[
qη(zi|Ii) || pθ(zi)

]
(8.3.2)

where KL(.||.) is the Kullback-Leibler divergence operator, and zi → qη(zi|Ii) a η-parametric “recognition”
distribution that is jointly calibrated with the proposed model. Minimizing this variational loss is equivalent to
maximizing a lower bound of the model evidence

∏
i pθ(Ii), with equality in the ideal case where the recognition

distribution equals the posterior zi → pθ(zi|Ii). We further assume the independence property qη(zi|Ii) =

qη(si|Ii) · qη(ai|Ii) and:

qη(si|Ii) iid∼ N
(
µsi , {ςsi }2

)
and qη(ai|Ii) iid∼ N

(
µai , {ςai }2

)
with (µsi , ς

s
i , µ

a
i , ς

a
i ) = Eη(Ii) (8.3.3)

where Eη is an η-parametric “encoding” mapping. Under such hypotheses, the Kullback-Leibler term of Equa-
tion 8.3.1 can be analytically derived:

Rθ,η(Ii)
+cst
=

1

2

p∑
k=1

[
{µsi,k}2+{ςsi,k}2

λ2
s

− log
{ςsi,k}2
λ2
s

]
+

1

2

q∑
k=1

[
{µai,k}2+{ςai,k}2

λ2
a

− log
{ςai,k}2
λ2
a

]
. (8.3.4)

where additive constants with respect to the extended parameters θ, η are dropped. This term can be interpreted
as regularizing the estimation of η, encouraging the recognition distributions to be close their corresponding
priors. The remaining term of Equation 8.3.1 can be seen as a data-attachment term, which we approximate
by Monte-Carlo sampling:

Dθ,η(Ii)
+cst
=

1

2

L∑
l=1

[
ε2i,l
ε2

+ |Ω| · log ε2

]
where ε2i,l =

∥∥Ii − Φ
[
Sσ(si), Aα(ai)

]
? I0

∥∥2

`2
(8.3.5)

where the L samples (si,l)l and (ai,l)l are independently drawn from the corresponding recognition distributions,
and |Ω| is a normalization parameter. In practice, the high-dimensional parameters I0, σ, α and η are estimated
by mini-batch stochastic gradient descent. After each mini-batch of size m, the remaining scalar parameters
are updated according to the analytic formulae:

ε2 ←
∑
i

L∑
l=1

ε2i,l
m · L · |Ω| , λ2

s ←
∑
i

p∑
k=1

{µsi,k}2 + {ςsi,k}2
m · p , λ2

a ←
∑
i

q∑
k=1

{µai,k}2 + {ςai,k}2
m · p . (8.3.6)
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8.3.2 Practical discrete case
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Figure 8.2: Architecture of the metamorphic auto-encoder. The input image I is encoded by four convolution
layers (in green), followed by two parallel pairs of fully-connected layers (in yellow). The encoder outputs are
interpreted as characterizing two normal distributions, from which are sampled the latent codes s ∈ Rp and
a ∈ Rq. Two parallel decoders successively composed of two fully connected and four deconvolution layers map
those latent shape and appearance representations to the velocity field v∗ and intensity increment δ∗ duals.
After filtering by the operators KV and KD, the obtained vectors are explicitly scaled, enforcing the equality
of their Hilbert norm with the Euclidean norm of the corresponding codes s and a. The resulting velocity
field v and intensity increment δ are finally combined to metamorphose the prototype image parameter I0 (see
Figure 8.1).

The parametric mappings Sσ, Aα, Eη are taken under the form of neural networks respectively noted
Sσ : s→ v, Aα : a→ δ and Eη : I → (µs, ςs, µa, ςa) taking g-discretized inputs or outputs. In this context, the
normalizing constant |Ω| simply equals the number of grid nodes |g|. Explicit normalization layers enforce the
isometry properties of Sσ and Aα.

Architecture details. Figure 8.2 details the architecture of the metamorphic auto-encoder. The sampling
operation is carried out with the “reparametrization trick” documented in [Kingma 2014], enabling the back-
propagation of gradients. All convolution or deconvolution layers have a kernel size of 2, with a stride of 2. The
tanh activation function follows every layer, at the exception of the last encoding one. All decoding layers are
chosen without bias. Note that those two last hypotheses ensure the infinite differentiability of the mappings
Sσ, Aα and Eη.

Choosing the hyperparameters (ρV , ρD, p, q, g, T ). The kernel width ρV (expressed in pixels) should be
chosen of the order of magnitude of the smallest shape-related variability to capture. Respectively, ρD should
be chosen of the order of magnitude of the smaller appearance-related variability to capture. The shape and
appearance latent-space dimensions p and q should typically be chosen small (i.e. 2 or 3), before being increased
if the reconstruction quality needs improvement. In general, enforcing ρV > ρD and p > q is a good practice.
Conveniently assuming that the considered images contain 2r (with r ≥ 4) pixels along each dimension – which
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(×10−2) Digit 2 – Train Digit 2 – Test Digit 8 – Train Digit 8 – Test

Metamorphic 0.49± 02.1 6.13± 17.4 0.76± 03.9 4.94± 14.8

Diffeomorphic 1.25± 05.6 6.51± 18.0 1.37± 05.9 5.16± 15.2

Table 8.1: Fitting quality (mean square error metric) on training and testing data sets composed of n = 320

each, for both digits. The performance of the metamorphic auto-encoders is reported on the middle line, when
the performance of the shape-only corresponding models is given on the last line. The effective number of
allowed latent-space dimensions is 5 in all cases.

can always be achieved by re-sampling, the nodes of the grid g simply are the pixel positions. Finally, a good
starting value for the number of integration steps is T = 5, which will be chosen for all experiments.

8.4 Experiments

8.4.1 Learning disentangled representations from a data set of handwritten digits

!" !" + $ Φ(', $) ⋆ !"Φ(') ⋆ !" ! !" !" + $ Φ(', $) ⋆ !"Φ(') ⋆ !" !

Figure 8.3: Visualization of the metamorphic transform of the estimated prototypes (first columns) into three
randomly-chosen targets (last columns), for the two considered data sets. The second columns plot the incre-
mented template, whose subsequent diffeomorphic deformation is plotted by the fourth columns. The middle
columns additionally plot the deformation of the raw prototype, without the preliminary individualized modi-
fication of its appearance.

Metamorphic auto-encoders are trained on two subsets of MNIST, each composed of n = 320 digits of
homogeneous class: either class “2” or class “8”. Those classes contain elements with differing topologies: a “2”
can be typically contain a loop or not, when a “8” might be closed or open. Latent representations of dimensions
p = 3 and q = 2 are learned from those training images, re-sampled to a 32×32 resolution. Expressed in pixels,
the kernel sizes are fixed to ρV = 5 and ρD = 2.5.

For both data sets, Figure 8.3 plots the estimated prototype I0 after 104 epochs, and intermediate steps
of its metamorphic transformation into three randomly-selected targets. We see that the intensity increment
δ allows to select the correct topology that is then deformed very close to the target. The central columns
plot the deformation of the prototype without preliminary appearance correction: we see that if the obtained
digits also are quite close to the target, the original prototype topology cannot be modified with this purely
diffeomorphic transform, leading to reconstruction errors in the loop or closure areas. Figure 8.4 plots how
latent-space interpolation translates in the image domain. In particular, the last columns of both sub-figures
can be understood, from top to bottom: the source image, the source image with transferred shape content from
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Figure 8.4: Decoded latent-space interpolation, for three different approaches: (i) interpolating the combined
shape and appearance codes, (ii) interpolating the appearance code and leaving the shape code constant,
(iii) reciprocally for the shape code. Both sub-figures should be read from left to right, top corner digits being
the interpolated images (corresponding to the first and third rows of Figure 8.3).

the leftmost digit, the source image with transferred appearance content from the leftmost digit. Qualitatively,
those transfers prove to be intuitive, demonstrating the relevance of the captured representations.

Table 8.1 provides a quantitative evaluation of the fitting and generalization performance of the metamorphic
auto-encoders. Their comparison with the performance achieved by the corresponding shape-only models shows
the increased reconstruction quality.

8.4.2 Learning disentangled representations from a data set of brain images

Metamorphic auto-encoders are trained on a data set of n = 320 brain images of resolution 128 × 128

obtained from the ADNI database, composed of 108 cognitively normal subjects (CN), 106 with mild cognitive
impairments (MCI) and 106 diagnosed with Alzheimer’s disease. Those images have been obtained by selecting
an axial section of 3D brain volumes, pre-processed with standard skull-removing and affine alignment pipelines.
Six configurations are considered for the pair of hyperparameters (p, q), when the kernel sizes are fixed to ρV = 5

and ρD = 2.5 (in pixels).
For every considered (p, q) configuration, Table 8.2 provides the fitting residuals and the classification scores

obtained linear discriminant analyses trained on the latent representations. The fitting quality globally increases
with the total number latent-space dimensions p+q, at the notable exception of the transition from (p, q) = (5, 3)

to (10, 2). In other words, it is more beneficial to add a single appearance-dedicated dimension rather than
five additional shape-dedicated ones, demonstrating the importance of appearance modeling. The classification
scores are always better than 80% in the CN versus AD task, and than 55% in the harder CN versus MCI
versus AD task, way above the chance levels (respectively 50 % and 33 %). The reasonably satisfying obtained
scores with the basic LDA classifier indicate that phenotype-relevant information is successfully captured, even

(p, q) (3, 2) (5, 2) (5, 3) (10, 2) (10, 3) (10, 5)

Fit (×10−3) 1.87± 4.97 1.44± 4.00 1.00± 2.72 1.35± 3.80 0.85± 2.34 0.44± 1.18

2-class (%) 83.3± 8.0 84.5± 8.7 83.6± 7.7 82.2± 6.4 80.3± 9.1 84.5± 9.1

3-class (%) 58.0± 7.2 55.9± 6.1 55.9± 7.2 57.5± 8.4 59.6± 7.9 57.8± 9.3

Table 8.2: Fitting quality (mean square error metric) and average linear discriminant analysis (LDA) classifica-
tion scores (stratified 10-fold method), for the considered (p, q) configurations. The LDA takes the concatenated
latent representations z = (s, a) as feature vectors. The 2-class task consist in discriminating CN subjects from
AD ones (chance level 50%), when the 3-class task adds the MCI subjects (chance level 33%).
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CN

MCI

AD

Figure 8.5: Visualization of the metamorphic transform of the estimated prototype (first column) into three
arbitrarily-chosen targets (last columns), which are respectively CN, MCI and AD. The chosen configuration
for this plot is (p, q) = (10, 2). See the legend of Figure 8.3 for more details.

though the model were trained in an unsupervized way. Moreover, the linearity of the LDA further indicates that
the latent space Euclidean metric represents well the actual high-dimensional differences between the training
images.

In the particular case of the configuration (p, q) = (10, 2), Figure 8.5 plots the estimated prototype brain,
and different intermediates stages of its metamorphosis into three arbitrarily-chosen targets. Note the visual
quality of the reconstructions, achieved thanks to clearly disentangled shape and appearance transformations:
the appearance increment sharpens the prototype brain sulci, which are then diffeomorphically deformed close
to the targets. The shape component action is most obvious in the area of the ventricles.

8.5 Conclusion

We first introduced the metamorphic transform, that diffeomorphically deforms intensity-incremented im-
ages. The metamorphic auto-encoding architecture was then presented, and interpreted as a Bayesian generative
statistical model that analyze images as metamorphoses of a prototype. Its estimation jointly learns the network
parameters, the image prototype, as well as the relative importance between the geometrical and texture con-
tents of the training data set. We gave theoretical arguments for the practical relevance of the learned prototype
and for the Euclidean latent-space metric, achieved thanks to an explicit normalization layer. Successively tak-
ing the examples of handwritten digits and brain images, we illustrated how metamorphic auto-encoders allows
to automatically disentangle the geometrical and texture variabilities from images. The proposed method is
able to deal with images of any topological content, when most diffeomorphic-based methods are not.

Untangling the shape and appearance variabilities is of key interest in computational anatomy to better
interpret and apprehend the total variability of a collections of organs or anatomical shapes: better disease
markers for medical images could for instance be identified. A possible improvement of our method could be to
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jointly train a classifying network taking the latent representations as inputs. The theoretical implications for
the latent-space metric are unclear, and their study would represent an interesting development.
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Chapter 9

Learning low-dimensional representations
of shape data sets with diffeomorphic

auto-encoders

This chapter has been published in the proceedings of the 2019 International Conference on Information
Processing in Medical Imaging (IPMI). See [Bône 2019c]. An extended journal version is in preparation.
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Contemporary deformation-based morphometry offers parametric classes of diffeomorphisms that can be
searched to compute the optimal transformation that warps a shape into another, thus defining a similar-
ity metric for shape objects. Extending such classes to capture the geometrical variability in always more
varied statistical situations represents an active research topic. This quest for genericity however leads to
computationally-intensive estimation problems. Instead, we propose in this work to learn the best-adapted
class of diffeomorphisms along with its parametrization, for a shape data set of interest. Optimization is carried
out with an auto-encoding variational inference approach, offering in turn a coherent model-estimator pair that
we name diffeomorphic auto-encoder. The main contributions are: (i) an original network-based method to con-
struct diffeomorphisms, (ii) a current-splatting layer that allows neural network architectures to process meshes,
(iii) illustrations on simulated and real data sets that show differences in the learned statistical distributions of
shapes when compared to a standard approach.

9.1 Introduction

Medical imaging represents a unique challenge for statisticians: massive amounts of high-resolution data
conceal high-stake information that, if correctly processed, could help describe and understand pathological
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conditions at the population level, or classify and predict clinical status at the individual level. In the case of
anatomical imaging, information lies in the geometry of the imaged structures. When faced with such a data
set, the most basic statistical questions are then: what is the typical geometry? How much does this specific
individual deviate from this average?

Summarizing a data set of shapes in those terms consist in performing an adapted mean-variance analysis,
that respects the intrinsic data structure. Pioneered two centuries ago by D’Arcy Thomson [Thompson 1942],
deformation-based morphometry quantifies differences between shape objects – such as images or extracted
meshes – via ambient-space deformations that warp one into the other. Contemporary approaches construct non-
linear smooth invertible deformations, diffeomorphisms, by following streamlines of “velocity” vector fields which
can be either static (stationary velocity fields theory, SVF) [Vercauteren 2008] or dynamic (large deformation
diffeomorphic metric mapping, LDDMM) [Beg 2005, Miller 2006]. In any case, those approaches define large
parametric classes of diffeomorphisms, which can be searched to compute the optimal transformation that
warps a shape as close as possible to some target. The intensity of this deformation can then be used as
a proxy to define a similarity metric, and finally learn the induced Fréchet mean shape and the associated
variance [Pennec 2006a, Gori 2017]

Recent efforts focused on proposing new parametric classes of diffeomorphisms. In [Durrleman 2014], the
authors propose a variation of the LDDMM construction where the parametrization of the diffeomorphisms
is independent of the shapes on which they act, allowing unified handling of meshes – with or without point
correspondence – and images. Even more recently, [Gris 2018] generalizes the LDDMM framework by defining
an extended class of diffeomorphisms parametrized by “modules” which encode local translations, scalings, or
rotations. However, finding the structure of the deformations that will best capture shape variability is a very
difficult task in practice, and learning it from the data often leads to intractable optimization problems. Coming
from the deep learning research horizon, more and more contributions propose to change the optimization task
into a prediction one: the optimal parameters coding for the desired diffeomorphism are directly predicted by
a deep network, after its supervised or unsupervised training [Yang 2017, Dalca 2018]. The used deformation
models are either SVF or LDDMM-based i.e. well-established generic approaches, fixed throughout the learning
procedure.

This work proposes to learn the best-adapted class of diffeomorphisms along with its parametrization for
a shape data set of interest, thanks to a network-based deformation method. Optimization is carried out
with a auto-encoding variational inference approach [Kingma 2014], offering in turn a coherent model-estimator
pair that we name “diffeomorphic auto-encoder” (DAE). The main contributions of this paper are: (i) an
original method to construct diffeomorphisms by integrating dynamic velocity fields which are defined as the
image of segments of Rn by a neural network; (ii) the introduction of the current-splatting layer that allows
a network architecture to process mesh objects; (iii) the provided illustrations on both simulated and real
data sets that show differences in the learned statistical distributions of shapes, when compared with a more
standard LDDMM approach. A special care has been given to the scalability and versatility of the proposed
method, which is designed to tackle statistical inference problems on high-dimensional shape data sets, with
few requirements about the data structure. Section 9.2 details the method for constructing diffeomorphisms;
Section 9.3 introduces the statistical atlas model; Section 9.4 presents the variational inference algorithm used
for estimation. Section 9.5 gives experimental results, Section 9.6 discusses perspectives and concludes.

9.2 Deformation mechanics

Similarly to LDDMM, diffeomorphisms are constructed by integrating dynamic “velocity” fields over a unit
interval. Those velocity fields path are taken as the image of an abstract “latent-space” segment through a neural
network. Once learned, the parameters of this “decoding” neural network determine a non-linear parametrization
of the obtained diffeomorphisms by the “latent” representations.

Let Ω be an open and bounded set of the ambient space Rd with d ∈ {2, 3}. Let n, s ∈ N? and Dθ : Rn →
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Figure 9.1: Deformation mechanics: diffeomorphism are obtained by following the streamlines of dynamic
velocity fields, which are themselves defined as the image of latent-space segments by a non-linear mapping
represented in practice by a network. The parameters of this decoding mapping will be optimized for each new
application, therefore adapting the core deformation mechanics to the considered data set.

Cs0(Ω,Rd) an infinitely differentiable mapping that associate to any z ∈ Rn a s-smooth vanishing vector field v on
Ω. This mapping is called “decoder”, and is taken under the form of a neural network with parameters θ. For the
rest of this paper, the decoder Dθ is structured with three fully connected layers followed by four deconvolutional
layers, with tanh activation functions for all layers except the last one. For any z ∈ Rn, assuming that the path
t ∈ [0, 1] → vt = Dθ(z · t) is s-absolutely integrable, i.e. that

∫ 1

0
‖vt‖s,∞ < ∞ with ‖v‖s,∞ =

∑s
k=0

∥∥∇kv∥∥∞,
implies that there exist an unique flow of diffeomorphisms t → φt such that ∂tφt = vt ◦ φt and φ0 = IdΩ

[Younes 2010]. For such paths, we note Φθ : z → φ1 the mapping that associates the diffeomorphism reached at
unit time when integrating the “velocity” vector field path decoded from the segment t→ z · t. The integrated
vector fields are called “velocity” fields by analogy with fluid mechanics, where particles x ∈ Rd follow the
streamlines of a dynamic flow t→ vt. Under integrability conditions of this flow, we have defined a θ-parametric
class of diffeomorphisms, indexed by the Euclidian vector space Rn which we call the “latent” space. In practice,
the integrability condition will be explicitely enforced by adding a dedicated regularity term to the optimized
loss function, with the introduction of a corresponding Lagrange multiplier λ.

Figure 9.1 illustrates the discrete version of those deformation mechanics: a single latent-space parameter
z ∈ Rn with n typically small (here n = 2) encodes for a flow of diffeomorphisms of the ambient space Rd (here
d = 2) that can in turn deform any shape object. A fixed number T of uniformly distributed samples of the
latent-space segment t→ z · t are decoded by the same neural network Dθ into a set of T corresponding velocity
fields discretized on a fixed and regular “deformation” grid Gd. Those velocity fields are then successively linearly
interpolated on the shape to deform, and integrated according to a forward Euler scheme. We further impose
that all layers of the decoder are without bias, ensuring that Φθ(0Rn) = IdΩ. Note finally that Dθ is infinitely
differentiable, enforcing some temporal smoothness of the decoded velocity fields t→ Dθ(z · t).
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9.3 Atlas model

9.3.1 Generative statistical model

Let y = (yi)i be a data set of N shapes. For i = 1, ..., N , we model the observations yi as a random
deformation of a template shape y0:

yi
iid∼ NE

(
Φθ(zi) · y0, σ

2
ε

)
with zi

iid∼ N (0, In) (9.3.1)

under the constraint that the Φθ(zi) are diffeomorphisms. The latent individual variables zi ∈ Rn encode the
deformations that warp the template y0 into each observed shape yi. Note that the template is encoded by
z0 = 0, by construction.

Scalability and versatility concerns are at the core of the proposed method: note that no particular as-
sumption on the nature of shapes has been made so far. The density function of the “normal” distribution
NE assumed on the observed yi can be generically noted: p(yi|zi; θ, y0) ∝ exp

(
−dE [yi,Φθ(zi) · y0]2/2 · σ2

ε

)
where dE is an extrinsic distance measure on shapes. If the considered shapes are images – of fixed dimen-
sion – or meshes with point-to-point correspondence, the simple `2 metric is a natural and convenient choice:
dE(y

α, yβ)2 =
∥∥yβ − yα∥∥2

`2
. In the case of mesh data without point correspondence, the current [Vaillant 2005]

representation can be used to construct a well-defined distance metric between shapes, at the expense of the
characteristic scale hyper-parameter σE . Noting respectively (ck)k=1,...,K and (nk)k=1,...,K the centers and
normals of the segments or triangles forming the connectivity of the manipulated meshes, we then define:

dE(y
α, yβ)2 =

Kα∑
k=1

Kβ∑
l=1

exp
[
−‖cβl − cαk‖

2
/ σ2
E

]
· (nαk )> · nβl . (9.3.2)

9.3.2 Comparison with LDDMM-based approaches

From a generative point of view, the proposed model associates to any latent-space zi a deformation and,
in turn, a shape. From a learning perspective, estimating the shared parameters θ and y0 learns a new n-
dimensional representation of shapes. This global approach could straightforwardly be followed within the
already-established LDDMM framework. Using intuitive notations, LDDMM diffeomorphisms could be noted
Φ(mi) where the “momentum” parameter mi is of imposed dimensions – typically large. Note that the mapping
Φ is not indexed by some θ: deformation mechanics are fixed. In order to represent the geometrical variability in
a more compact way, the momenta can be constrained to span a vector space of chosen dimension by specifying
mi = A · zi where zi ∼ N (0, In) is a n-dimensional vector and A is a matrix parameter to learn. This model is
named “principal geodesic analysis” (PGA) in [Zhang 2014], in reference to the PCA-like prior on the momenta
covariance. Our approach goes a step further by breaking the linear relationship between the latent-space
representations and the associated velocity fields. The learned representations when introducing a non-linear
network are evaluated in Section 9.5 by comparison with the PGA approach.

9.4 Network-based variational inference

9.4.1 Rationale

Our goal is to estimate both the template shape y0 and the parameters θ of the decoder which parametrize the
geometry of the learned n-dimensional manifold of deformations, under the constraint of diffeomorphic Φθ(zi).
In the ideal case, we would also like to determine the posterior distribution p(zi|yi; θ, y0), which would give us
low-dimensional latent-space representations of the individual registrations of yi on y0, in a probabilistic sense.
Knowing this posterior would also allow to instantly register any new shape yN+1 to y0. Being intractable, we
approximate it by a parametric distribution q(zi|yi;ϑ) that we model as an uncorrelated Gaussian of Rn. We
estimate ϑ jointly with θ and y0. We note Eϑ the parametric “encoding” function that associates to any yi the
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Figure 9.2: Global architecture of the diffeomorphic auto-encoder (DAE). An observation yi is encoded as
a normal probability distribution, from which is sampled a latent representation zi ∈ Rn. The latent-space
segment [0, zi] is then decoded into a dynamic velocity field, which is integrated into a diffeomorphism of the
ambient space Rd. This deformation is applied to a template shape y0 to produce a reconstruction of the
original shape yi. The parameters of the encoder ϑ, of the decoder θ, and the template shape y0 are estimated
by stochastic gradient descent. To encode meshes, a preliminary current-splatting is performed before feeding
yi to the network.

mean and diagonal covariance of the approximate posterior q(zi|yi;ϑ). This mapping is taken under the form of
a neural network, composed of four convolution and one fully-connected layers, with tanh activation functions
for all layers except the last.

This global optimization approach is know as variational Bayes [Jordan 1999]. The idea of introducing a
network encoding function comes from [Kingma 2014]. Figure 9.2 presents the final “diffeomorphic auto-encoder”
(DAE) model-estimator pair.

9.4.2 Encoding image and mesh shapes

In the case of images, the encoding network Eϑ directly acts on the pixel values. In the case of meshes,
a preliminary “current-splatting” [Durrleman 2010, Gori 2017] operation is performed on a regular grid Gs in
order to represent this mesh as a d-channels image, which is then fed to the encoder network (see Figure 9.2).
With the notations of equation (9.3.2) and σS a characteristic length hyper-parameter, the d-channel splatting
intensity Syi(x) at any physical location x ∈ Rd for the mesh yi writes:

Syi(x) =

K∑
k=1

exp
[
−‖x− ck‖2/ σ2

S

]
· nk. (9.4.1)

9.4.3 Diffeomorphic constraint as a regularity term

As discussed in Section 9.2, preventing the integral over [0, 1] of the s-Sobolev norm of the decoded velocity
field paths t → Dθ(zi · t) from going to infinity is enough to ensure diffeomorphic deformations Φθ(zi). This
constraint is therefore simply transformed into a regularity term. Rather than penalizing the s-Sobolev norm,
we choose to penalize an equivalent norm, introduced in [Zhang 2018]. For any v, w ∈ Dθ(Rn), let 〈., .〉S the
Sobolev metric such that 〈v, w〉S =

∫
Ω
S(v)> · w with S = (Id − α ·∆)s, noting (.)> the transposition operator
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and ∆(.) the Laplacian one. S is a symmetric positive-definite differential operator when the scale parameter
verifies α > 0. We note ‖.‖S the induced norm. For faster computation, this norm will in practice be evaluated
in the Fourier domain (see [Zhang 2018]).

Introducing the Lagrange multiplier λ, we define the Sobolev regularity loss:

Rs(θ, ϑ; yi) = λ ·
∫
t∈[0,1]

∫
zi∈Rn

∥∥Dθ(zi · t)
∥∥2

S
· q(zi|yi;ϑ) · dzi · dt (9.4.2)

≈ λ

T · L
T∑
t=1

L∑
l=1

∥∥∥Dθ

(
z

(l)
i · t−1

T−1

)∥∥∥2

S
= R′s(θ, ϑ; yi) (9.4.3)

where z(l)
i

iid∼ q(.|yi;ϑ) for l = 1, ..., L, and T is the number of Euler time-steps.

9.4.4 Loss function

The loss writes L(yi; θ, ϑ, y0) = A(yi; θ, ϑ, y0) +Rkl(yi; θ, ϑ) +Rs(yi; θ, ϑ), with:

A(yi; θ, ϑ, y0) = −
∫

log p(yi|zi; θ, y0) · q(zi|yi;ϑ) · dzi ≈ −
1

L

L∑
l=1

log p(yi|z(l)
i ; θ, y0) (9.4.4)

where z
(l)
i

iid∼ q(.|yi;ϑ), and Rkl(yi; θ, ϑ) = KL
[
q(zi|yi;ϑ) || p(zi)

]
, KL(.||.) denoting the Kullback-Leibler

divergence operator.
Noting A′ the Monte-Carlo approximation of the attachment term A given by equation (9.4.4), the discrete

loss function that is actually minimized writes L′(yi; θ, ϑ, y0) = A′(yi; θ, ϑ, y0) +Rkl(yi; θ, ϑ) +R′s(yi; θ, ϑ). The
Kullback-Leibler regularity term Rkl can be analytically derived as a function of the mean and variance of the
approximate posterior distribution q(zi|yi;ϑ) [Kingma 2014].

9.4.5 Optimization details

Minimization of L′(yi; θ, ϑ, y0) is performed by stochastic gradient descent. Gradients with respect to the
parameters θ, ϑ, y0 are automatically computed thanks to the auto-differentiation library from the PyTorch
project [Paszke 2017b]. The numerical gradient of the loss L′ with respect to the template shape y0 is spa-
tially smoothed with a Gaussian kernel of standard deviation σy before being applied by the gradient-based
method. This operation is highly beneficial in practice when dealing with noisy data, ensuring that the original
topology of the template shape is conserved [Durrleman 2014]. The so-called reparametrization trick detailed
in [Kingma 2014] ensures that gradients with respect to the encoder parameters ϑ are computable across the
sampling procedure. In this same article, the authors report that drawing only L = 1 sample per data point is
reasonable as long as the Adam batches are large enough; the same strategy will be adopted in this paper, with
batches of size 32. Code available at: github.com/alexandrebone/deepshape/releases/tag/v0.0.1.

9.5 Experiments

For all subsequent experiments, the parameters of the Sobolev metric are α = 0.5 and s = 3. The corre-
sponding Lagrange multiplier is fixed to λ = 1. Finally, forward Euler integration is numerically carried out with
T = 11 steps. Our DAE is compared to the LDDMM-based PGA model, briefly introduced in Section 9.3.2.

9.5.1 Learned latent space with simulated rectangle meshes

A data set of N = 441 rectangle meshes of R2 is simulated: all are centered on the origin, but vary in
their length and width which are independently and regularly distributed between 0.5 and 1.5. Those meshes
are simulated with point correspondence: the noise model is therefore simply based on the `2 metric, with
σε = 0.01. The remaining chosen parameters are σS = σy = 0.2, respectively for the splatting and template

github.com/alexandrebone/deepshape/releases/tag/v0.0.1
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Figure 9.3: [Center] Latent spaces learned by PGA and DAE. Each node of the plotted grids in solid black cor-
respond to one of the 441 simulated rectangles. The interleaved dotted grey grid in the DAE space corresponds
to the additional 400 test rectangles.
[Outer] A subsample of 16 training rectangles are plotted in dotted black lines; a color code allows their identi-
fication in the latent spaces. The PGA and DAE reconstructions are plotted in red and light blue respectively.

gradient smoothing operations. We first learn a PGA model with n = 2 components with a deformation scale
fixed to 0.1, and then learn our DAE model, initialized on the PGA results.

Figure 9.3 represents the learned latent spaces. Both methods have correctly learned the variations in
length and width of the dataset. The PGA latent space is quite regular, when the DAE one seems to feature
more complex spatial relationships. DAE seems to create more curvature in the latent space. We observe
also that the DAE reconstructions match more tightly the training points: the mean square errors are 1.55 ×
10−4

(± 1.22×10−4) and 3.43 × 10−6
(± 2.17×10−6) in the PGA and DAE cases respectively. The ability to better

match observations is certainly the consequence of allowing many more degrees of freedom in the parametrization
of the diffeomorphisms. Whether the induced curvature in the latent space is a also a consequence of this
construction still need to be understood. A second data set of N = 400 rectangles of length and width
independently and regularly distributed between 0.525 and 1.475 is simulated and encoded in the DAE latent
space (see Figure 9.3). Note that this operation is virtually instantaneous. After subsequent decoding, the
reconstruction error amounts to 3.40× 10−6

(± 1.69×10−6), indicating a very good generalization performance.

9.5.2 Generalization to test data with hippocampi meshes

A total of 324 right hippocampi meshes are segmented from baseline T1-weighted magnetic resonance (MR)
images of the ADNI database, after standard alignment preprocessing. The obtained meshes are without point
correspondence: the current noise model will be used, with a kernel width σE = 5mm and an uncertainty
parameter of σε = 0.1. Other spatial parameters are chosen equal: σS = σy = 5mm. We learn the PGA and
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Figure 9.4: Estimated diffeomorphic deformation of the PGA and DAE templates (leftmost meshes) onto a test
hippocampus (rightmost red meshes). The dynamic PGA momenta and the DAE velocity fields are indicated
by arrows, colored according to their magnitude. The current-metric PGA residual is 68.4mm2, the DAE+
75.4mm2.

DAE models in dimension n = 10, on N = 162 training meshes, and then personalize them to the second testing
half. The deformation scale parameter for the PGA is taken equal to 10mm, and the same current metric is
used for both methods.

Table 9.1 gives the obtained reconstruction and generalization errors. The DAE model better fits the
training data, when the PGA model better generalizes. Note however that the personalization of the PGA
model to a new hippocampus requires to solve an optimization problem, which is done with a gradient method,
when the learned encoder gives quasi-instantaneous results in the case of the DAE. Refining this initial guess
with a gradient method, the so-called DAE+ performance improves, and gives generalization residuals smaller
on average the intrinsic uncertainty on the data – which is indicated in the first column. This uncertainty
has been computed by preprocessing the secondary MR images (same subject, same visit, same machine)
available in the ADNI database into hippocampi meshes, and computing the current-metric residual with the
primary measurements. A statistical meaning can be given to this DAE versus DAE+ distinction: recalling the
encoder is probabilistic i.e. outputs the normal density distribution q(zi|yi;ϑ), the reported DAE generalization
performance directly evaluates the decoded average E[q(zi|yi;ϑ)] when the DAE+ computes a MAP estimate
against the full q distribution, so the comparison with PGA which also seeks for the MAP is more fair.

Data noise PGA DAE DAE+

Reconstruction 85.2± 40.1 66.7± 11.5 32.6± 6.0 -
Generalization 85.2± 40.1 67.7± 12.6 116.8± 20.0 74.7± 16.1

Table 9.1: Reconstruction and generalization residuals (in mm2), measured with the current metric (scale
parameter of 5mm). The data noise is evaluated by leveraging the secondary MR images available in the ADNI
database. The DAE+ column refers to a gradient-descent-based refinement of the encoded test data points.
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Figure 9.4 plots the deformation of the PGA and DAE templates onto a test hippocampus. The residuals
values are 68.4mm2, 126.7mm2 (not plotted) and 75.4mm2 for the PGA, DAE and DAE+methods respectively.
The rightmost figures superimpose the target mesh with the fully-deformed templates. Both templates are
globally similar, the PGA one being however quite smoother. The deformation fields, represented by the arrows,
seem to mainly act in the same “neck” region of the hippocampi. The final registration quality is difficult to
evaluate by eye, due to the noise on the original meshes.

9.5.3 Modes of variability and classification with brain MR images

PGA-1

DAE-1

DAE-2

DAE-3

Figure 9.5: First principal axis determined with the PGA approach, and all three principal axes computed with
the DAE model. For each axis are plotted the shapes deviating by -1.5, -1, -0.5, 0, 0.5, 1, 1.5 times the standard
deviation from the template y0. Note in particular that the central column plots the learned PGA and DAE
templates y0.

We now consider a data set of N = 160 brain T1-weighted MR images from the ADNI project: 54 are from
control subjects (CN), 53 from subjects presenting mild cognitive impairments (MCI), and the last 53 from
patients diagnosed with Alzheimer’s disease (AD). The images are aligned with an affine transformation in a
preprocessing step. The simple `2 metric is used on the voxel values for the noise model, with an uncertainty
parameter σε = 1/255. The template update smoothing is done with σy = 1mm. The PGA and DAE
representations are learned in dimension n = 3, the PGA scale parameter being fixed to 1 cm.

Figure 9.5 plots the components of a PCA fitted a posteriori on the latent representations of the training
images for the DAE, as well as the first axis of variability computed with the PGA. The first components of
variability (top rows) explain respectively 59.0% and 56.7% of the captured variance by the PGA and DAE
models, and clearly correspond to the ventricle size variability, which is known to be a marker of Alzheimer’s
disease. Table 9.2 gives the classification scores obtained by a 11-nearest-neighbors classifier, evaluated in a
leave-one-out fashion. Note that 11 is a prime number, thus avoiding ties in the voting process. Scores are in all
cases above the chance threshold, and even reach an accuracy of 85.0 % in the CN versus AD classification task,
based on the DAE latent representations. If both representations are pooled together, the 3-classes performance
slightly increases to 62.5 %, suggesting some complementarity.
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CN/MCI/AD CN/AD CN/MCI MCI/AD

PGA 58.8 % 84.1 % 67.3 % 71.7 %
DAE 61.3 % 85.0 % 67.3 % 68.9 %

Table 9.2: Leave-one-out classification scores obtained with a 11-nearest-neighbors classifier, taking the learned
PGA or DAE latent representations as input.

9.6 Discussion and perspectives

We have presented and illustrated a method that jointly learns an atlas model and a class of diffeomorphisms
from a data set of shapes. Diffeomorphisms are then parametrized by low-dimensional latent-space parameters.
Similarly to LDDMM, those diffeomorphisms are constructed by integrating dynamic velocity fields. Unlike
LDDMM, the relationship between latent-space parameters and the velocity fields is (highly) non-linear. A
network does this mapping, and only little assumptions are made: infinite differentiability and absence of bias.

A theoretical perspective would be to determine conditions under which the image of the latent-space by this
mapping defines a manifold. The decoded velocity field paths would then be geodesics for the push-forwarded
Euclidian metric. In a second step, if an equivalence relationship could be established between the pushforward
and the Sobolev metrics, the somewhat extrinsic Sobolev regularity term might not be needed anymore to
ensure the construction of diffeomorphisms. Practical perspectives are numerous, and include speed benchmarks
against contemporary statistical shape analysis softwares, network architecture refinement for better overfitting
prevention, joint training on classification tasks.

The use of neural networks for generating diffeomorphisms is a promising avenue to learn the metric of shape
spaces from the data itself, while raising several challenging theoretical questions.
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Chapter 10

Deformetrica 4: an open-source software
for statistical shape analysis

This chapter is an extended version of an article published in the proceedings of the 2018 International
Workshop on Shape in Medical Imaging (ShapeMI). See [Bône 2018b].
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Deformetrica is an open-source software for the statistical analysis of images and meshes. It relies on a specific
instance of the large deformation diffeomorphic metric mapping (LDDMM) framework, based on control points:
local momenta vectors offer a low-dimensional and interpretable parametrization of global diffeomorphims of
the 2/3D ambient space, which in turn can warp any single or collection of shapes embedded in this physical
space. Deformetrica has very few requirements about the data of interest: in the particular case of meshes, the
absence of point correspondence can be handled thanks to the current or varifold representations. In addition
to standard computational anatomy functionalities such as shape registration or atlas estimation, a Bayesian
version of atlas model as well as temporal methods (geodesic regression and parallel transport) are readily
available. More recently, the principal geodesic analysis and the longitudinal atlas applications have been also
added. Installation instructions, tutorials and examples can be found at http://www.deformetrica.org.

10.1 Introduction

D’Arcy Thomson first proposed the idea to compare two distinct shapes through the ambient-space de-
formations that transform one into the other [D’Arcy Wentworth 1917]. Many years later, this insight still
proves relevant, and one of its state-of-the-art avatar is the large deformation diffeomorphic metric mapping
(LDDMM) [Miller 2006, Durrleman 2014], which offers a modern and principled framework for the construc-
tion of such transformations. Deformetrica relies on a specific instance of this framework, based on control
points [Durrleman 2014]. Section 10.2 details this theoretical backbone of our software, along with the current

http://www.deformetrica.org
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and varifold representations, which allow to handle mesh without point correspondence. Section 10.3 reports
the competitive execution times of those core operations. Section 10.4 describes how this computation core is
leveraged to offer ready-to-use higher level models to study shape dataset.

10.2 Theoretical background

10.2.1 Control-points-based LDDMM: constructing diffeomorphisms

Deformetrica offers a low-dimensional and interpretable parametrization of diffeomorphisms of the ambient
space Rd, d ∈ {2, 3}. Let (qk)k=1,...,p a set of p “control” points in Rd and (µk)k=1,...,p be a set of p “momentum”
vectors of Rd. Those paired sets define a vector “velocity” field v of the ambient space through a convolution
filter:

v : x ∈ Rd → v(x) =

p∑
k=1

K(x, qk) · µk (10.2.1)

where K is typically a gaussian kernel K(x, y) = exp
(
−‖x− y‖2/σ2

)
of kernel width σ > 0. The kernel width

σ will control the typical width of the generated deformation patterns. The set of vector fields v of the form
(10.2.1) is a reproducible kernel Hilbert space (RKHS) V , with norm:

‖v‖2V =
∑

k,l=1,...,n

K(qk, ql) · µ>k µl. (10.2.2)

Evolution equations are prescribed for the control point and momentum sets, called the “Hamiltonian”
equations:  q̇(t) = K(q(t), q(t)) · µ(t)

µ̇(t) = − 1
2∇q

{
K (q(t), q(t)) · µ(t)>µ(t)

} (10.2.3)

These equations are integrated using an Euler or a Runge-Kutta of order 2 scheme. Is therefore obtained a time-
varying velocity field v(x, t) that can be computed at any time t using equation (10.2.1) with the corresponding
control points q(t) and momenta µ(t).

Let x ∈ Rd be any point of the ambient space. We define the transformed point Φ(x) as the value at time 1

of the function l : [0, 1] 7→ Rd with initial condition l(0) = x and which obeys the ordinary differential equation:

l′(t) = v(l(t), t). (10.2.4)

The obtained mapping Φ : Rd 7→ Rd is a diffeomorphism of the ambient space Rd. Mathematical details are
available in [Younes 2010].

Overall, the obtained diffeomorphism Φ is fully parametrized by initial sets of control points q and momenta
µ: we will note Φ = Φq,µ. This simple parametrization of a large family of diffeomorphisms paves the way to the
optimization of the initial control points q and momenta µ to estimate a desired transformation of the ambient
space.

On a more theoretical note, for a fixed number of control points p the obtained set of diffeomorphisms has
the structure of a finite-dimensional manifold, its geodesics are defined by the Hamiltonian equations (10.2.3),
its tangent space at any point is the set of velocity fields obtained by the convolution of any momenta on the
corresponding control points, and its cometric is given by the kernel matrix [K(qk, ql)]k,l=1,...,p.

10.2.2 Diffeomorphic action on shapes: deforming meshes or images

Once a diffeormorphism of the ambient space is constructed, the way it deforms a shape must be specified.
We distinguish the cases of mesh data and image data. A diffeormophism acts on a mesh by direct and
independent application onto its vertices. On an image I : Rd 7→ R, a diffeomorphism acts according to:

Φq,µ(I) = I ◦ Φ−1
q,µ.
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This computation is done the following way:

1. A initial regular grid of points (sk)k=1,...,r corresponding to the voxel positions of the original image I is
determined.

2. The positions Φ−1(sk) are computed. This is achieved using equation (10.2.4) for k ∈ {1, . . . , r}, integrated
from 1 to 0, with initial position l(sk) = sk and using the opposite of the momenta µ(t) describing the
diffeomorphism. This operation is exactly as expensive as the computation of the deformation of a mesh
with r vertices.

3. The intensities at the positions Φ−1(sk) are computed by bi/tri-linear interpolation from the original
image intensities, and assigned as being the intensity of the deformed image on the grid at position sk.
Zero padding is applied outside the original image. This operation is massively parellelizable.

In the rest of the paper, we will note Φq,µ ?S the result of the action of a diffeomorphism Φq,µ on a shape S.

10.2.3 Shape attachments: evaluting deformation residuals

To evaluate if the deformed shape is close to its target, a metric is needed. For images, the Euclidian
`2 distance is trivially available. For meshes, the same `2 metric can be used if there is a point-to-point
correspondence. In the general case of meshes without point correspondence, the “current” or “varifold” distances
are available, and described in the rest of this section.

Whether the connectivity of the mesh is made of segments or triangles, it is possible to compute the centers
(ck)k=1,...,r and the normals (nk)k=1,...,r of the edges. Equipped with those, one can compute either the current
distance [Vaillant 2005]:

d
(

(nαk , c
α
k )p=1,...,rα , (n

β
l , c

β
l )l=1,...,rβ

)2

=
∑
k

∑
l

KW (cαk , c
β
l ) · (nαk )>nβl

or rather the varifold distance [Charon 2013], which ignores the orientation of the normals:

d
(

(nαk , c
α
k )k=1,...,rα , (n

β
l , c

β
l )l=1,...,rβ

)2

=
∑
k

∑
l

KW (cαk , c
β
l ) ·

(
(nαk )>nβl

)2

‖nαk‖‖n
β
l ‖

where KW is a Gaussian kernel with width σW .

Deformetrica offers the possibility to compute simultaneous deformations of several shapes all embedded in
the same ambient space Rd. If Oα = (Sα1 , . . . , S

α
ns) and Oβ = (Sβ1 , . . . , S

β
ns) are two objects constituted of ns

homologous shapes, Deformetrica computes the squared distance via:

d(Oα, Oβ)2 =

ns∑
k=1

d(Sαk , S
β
k )2

σ2
k

(10.2.5)

which is a weighted average of the squared distances of the corresponding objects. The parameters σk can be
used to tune the relative importances of each part of the composite “multi-object” of study.

10.2.4 A glimpse at optimization

Each Deformetrica model leverages those deformation and attachment mechanics to define a specific cost
function, that will then be optimized either by steepest gradient descent or with the limited-memory Broyden-
Fletcher-Goldfarb-Shanno (L-BFGS) method [Liu 1989]. Deformetrica 4 exploits the automatic differentiation
functionalities offered by the PyTorch project [Paszke 2017a] to compute the required gradients, as suggested
in [Kühnel 2017].
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Figure 10.1: Top: needed time to compute either the current or varifold attachment and the associated gradient,
versus the number of vertices in each mesh. Bottom: needed time to compute either a landmark or image
deformation and the associated gradient, versus the number of vertices and voxels respectively. The reported
times are averages over 100 evaluations.

10.3 Performances

The deformation mechanics heavily rely on convolution operations, as well as computing current or varifold
attachments. Computing a convolution has a quadratic numerical complexity with the number of considered
points, and is therefore a very critical operator in Deformetrica. A second constraint arise with automatic
differentiation memory requirements, which are also quadratic with the input data sizes in the case of a naive
implementation. Deformetrica features two ways to perform convolution, both either on CPU or GPU:

• using a naive PyTorch-based code [Paszke 2017a], typically faster for small data sizes but unreasonably
memory-greedy with larger data;
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• using the dedicated PyKeops library [Charlier 2017] which offers a PyTorch-compatible python wrapper
for memory-efficient kernel operations with their derivatives. This library is typically required to deal
with real-size data.

An additional performance switch is offered by the PyTorch library: all linear algebra operations can be ported
directly on GPU with a single flag. Obviously, this come at the cost of an increased GPU memory usage.

Figure 10.1 reports typical execution times against the data size, respectively for the attachment and de-
formation atomic operations. The reported times include the (automatic) computation of the gradient. This
benchmark has been made on an Ubuntu 14.04 machine, equipped with an Intel Xeon E5-1630 v3 CPU and
Nvidia Quadro M4000 GPU with Nvidia driver version 384.130. Note that both the PyTorch and PyKeops
libraries are quite recent, and can be expected to improve their performances in the near future.

In all cases, the “torch”-based convolutions are faster for small data sizes, but are overtaken by the “keops”-
based ones at some point. The CPU-only operations can prove efficient to compute the deformation of small
shapes, but quickly become order of magnitudes slower than their GPU equivalents for larger data. The “full-
gpu” option does not lower the execution times for attachments, when it consistently does so for deformations.
Note that the torch-based curves are interrupted earlier than their keops-based counterparts, because the mem-
ory requirements due to automatic differentiation becomes unreasonable for too large data sizes.

We can finally underline the satisfyingly fast image deformation performances, allowing to register two full-
resolution (181× 217× 181) T1-weighted magnetic resonance images (MRIs) in 1 minute and 42 seconds (after
50 iterations of the L-BFGS estimator), with a GPU memory footprint around 2 gigabytes. Choosing the slower
but much less memory-intensive “keops-gpu” mode instead of “keops-full-gpu”, the same registration takes 3
minutes and 22 seconds with a GPU memory footprint of 60 megabytes. In absence of gpu, the “keops-cpu”
option allows to still estimate the registration, but requires around 10 hours.

10.4 Deformetrica applications

10.4.1 Atlas and registration

10.4.1.1 Cost function

We consider here a cross-sectional collection of shapes (Si)i=1,...,n. The atlas model offers to compute a
mean T of the shapes and a collection of diffeomorphisms (Φi)i=1,...,n such that for all i ∈ {1, . . . , n}, we have
Φi ? T ' Si. This is achieved by minimization of the cost function:

C(T, q, µi=1,...,n) =
∑
i

d(Φq,µi ? T, Si)
2/σ2

ε +R(q, (µi)i=1,...,n), (10.4.1)

with R(q, (µi)i=1,...,n) =
∑
i

µ>i K(q, q)µi (10.4.2)

noting K(q, q) the p-by-p “kernel” matrix [K(qk, ql)]k,l=1,...,p. The first term in equation (10.4.1) controls the
data attachment i.e. how well the collection of objects is fitted by the deformation of the template, while the
second term acts as a regularizer by penalizing the kinetic energy of the deformations. The relative importance
of those two terms is specified by the user through the parameter σε. The resulting atlas obtained from images
of digits is displayed by Figure 10.2.

10.4.1.2 Smoothing the gradient.

When working with meshes with boundaries, the gradient of the cost function (10.4.1) with respect to the
mesh vertices positions T can be very large near the boundary, inducing the estimated template T to have
a non-natural shape. A workaround consists in convolving the analytic gradient with a Gaussian kernel. It
provides a different descent direction which results in a smoother estimated template.
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Figure 10.2: Illustration of an estimated “deter-
ministic” atlas model on the five images repre-
sented at the bottom row. The top row repre-
sents five repetitions of the estimated template
shape, when the following rows represent the pro-
gressive deformations of this template that even-
tually match well the input dataset shown on the
last row. The somehow unnatural rightmost defor-
mation indicates that the σε parameter might ad-
vantageously be chosen slightly greater, since less
energetic deformations would be estimated.

10.4.1.3 Registration

The registration problem is a particular instantiation of the atlas cost function with a single target S and a
fixed template T :

C(q, µ) = d(Φq,µ ? T, S)2/σ2
ε +R(q, µ) (10.4.3)

It has numerous applications in medical imaging. For instance, registering MRIs from two different patients
allows to perform relevant voxel-wise intensity comparisons, after removal of their natural anatomical differences.
Alternatively, it can be leveraged to transfer some standard brain segmentation towards a new particular subject.

10.4.2 Bayesian atlas

The atlas cost function (10.4.1) can be seen as an approximation of the negative complete log-likelihood of
a generative, hierarchical, mixed-effects statistical model, that we call the Bayesian atlas one [Gori 2017].

10.4.2.1 Statistical model

From a common template T and control points q, the individual shapes Si are considered as random defor-
mations of T plus noise:

Si = Φq,µi ? T + εi, with µi
iid∼N (0,Σµ) and εi

iid∼N (0, σ2
ε ) (10.4.4)

To fit the framework of mixed-effects models, we distinguish the model fixed effects θ = (T, q,Σµ, σε) and the
model random effects z = (µi)i. Inverse-Wishart Bayesian priors are chosen for the variance parameters: Σµ ∼
IW(Γµ,mµ) and σε ∼ IW(γε,mε). The introduced additional hyper-parameters are by default automatically
set following the heuristics given in [Gori 2017].
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10.4.2.2 Log-likelihood

Noting S = (Si) the collection of all the observations, the complete log-likelihood is given by:

−2 log p(S, θ, z) =
∑
i

{
d(Φq,µi ? T, Si)

2/σ2
ε + µ⊥i Σ−1

µ µi

}
(10.4.5)

+mµ

{
log (det Σµ) + Tr

(
Σ⊥µ Γ−1

µ

)}
+mε

{
log σ2

ε + γ2
ε /σ

2
ε

}
.

The maximum a posteriori (MAP) estimate of the model parameters can be approximated as follow:

θmap = argmaxθ

∫
p(S, θ, z)dz ≈ argmaxθ,z p(S, θ, z). (10.4.6)

This classical "max-max" or "mode" approximation becomes an equality in the limit case where p(z) is a Dirac
distribution, i.e. Σµ = 0.

Note that computing this approximate MAP amounts to finding the minimum of the negative log-likelihood
(10.4.5), which echoes the previously introduced atlas cost function (10.4.1). The introduced modeling provides a
statistical interpretation to the regularization term, which arises from assumed underlying random structures on
the momenta µi and the residuals εi. Those assumptions are weaker, more intrinsic than arbitrarily prescribing
the regularization term (10.4.2): the estimated atlas can therefore be expected to be more data-driven, or in
other words more representative of the input data.

10.4.2.3 Estimation

The Bayesian atlas is estimated in Deformetrica with gradient-based methods following the iterative pro-
cedure described in [Gori 2017], which alternates gradient steps over the current estimates of T, q, (µi) and
closed-form updates of the variance parameters Σµ, σε.

A second class of estimation methods, based on a stochastic approximation of the classical expectation-
maximization algorithm (see [Allassonnière 2010, Delyon 1999]) has been released in Deformetrica 4.1. This
so-called MCMC-SAEM estimator targets the exact θmap, integrating out the full distribution of the momenta
random effects thanks to a sampling procedure based on Monte-Carlo Markoc chains (MCMC). This method is
however computationally more intensive, by several orders of magnitude.

10.4.3 Principal geodesic analysis

The principal geodesic analysis, inspired by [Zhang 2014], can be seen as estimating a Bayesian atlas model
with an intrinsic dimensionality reduction, in the spirit of independent component analysis (ICA).

Given a user-defined number of sources m, the individual momenta are modeled according to µi = A · si
where the si are individual-level vectors of dimension m called the sources, and A a population-level matrix of
dimension (p · d)×m and is called the mixing matrix. The statistical model writes then:

Si = Φq,A·si ? T + εi, with si
iid∼N (0, 1) and εi

iid∼N (0, σ2
ε ) (10.4.7)

We distinguish the model fixed effects θ = (T, q, A, σε) and the model random effects z = (si)i. An inverse-
Wishart prior is assumed on the noise variance: σε ∼ IW(γε,mε), similarly to the Bayesian atlas model.

Noting S = (Si) the collection of all the observations, the complete log-likelihood is given by:

− 2 log p(S, θ, z) =
∑
i

{
d(Φq,µi ? T, Si)

2/σ2
ε + s⊥i si

}
+mε

{
log σ2

ε + γ2
ε /σ

2
ε

}
.

Both the fixed-effects θ and the random-effects z are estimated with the same approach than for the Bayesian
atlas application.
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10.4.4 Geodesic regression

Geodesic regression generalizes linear regression to manifold-valued data [Fletcher 2011, Fishbaugh 2014].
We consider here a time-series dataset (Si)i=1,...,n observed at times (ti)i=1,...,n. Practical examples could be
repeated MRIs of the same individual, or repeated observations of the growth of a plant. The cost function for
geodesic regression is:

C(T, q, µ) =
∑
i

d(Φq,tiµ ? T, Si)
2/σ2

ε +R(q, µ). (10.4.8)

where R(q, µ) is given by equation (10.4.2). The first term in (10.4.8) controls the attachment of the data while
the second penalizes the “kinetic” energy of the deformation. The data-attachment versus regularity tradeoff is
addressed by the user-specified parameter σε. Note that the trajectory t 7→ Φq,tµ ? T is the action of a geodesic
on the q-manifold of diffeomorphisms onto the template shape T .

Optimization of this cost yields an estimated template shape T as well as sets of control points and associated
initial momenta, so that the induced time-continuous flow of diffeomorphisms applied to the template shape
t 7→ Φq,tµ ? T is as close as possible to the input observations. Figure 10.3 shows an example of geodesic
regression on 3D meshes of human faces (data courtesy of Paolo Piras, Sapienza Universitá di Roma, Italy).

Figure 10.3: Estimated geodesic regression. Top row: the estimated trajectory. Bottom row: observations from
which the top trajectory is learned.

10.4.5 Parallel transport in shape analysis

Figure 10.4: Parallel transport of the human face trajectory shown on Figure 10.3 onto a different face.

Deformetrica implements the parallel transport method for shape analysis described in [Louis 2017]. Given
two sets of control points and momenta qα, qβ and µα, µβ , the parallel transport is a differential geometry notion
which allows to consider the translation of the deformation described by qβ , µβ along the deformation defined
by qα, µα. The computation of this transport can be done following a procedure whose convergence is proven
in [Louis 2018].

An interesting example occurs when qα, µα describes a known progression, for example a geodesic regression
learned from repeated observation of a reference subject and when qβ , µβ describes a registration between
an observation of the reference subject and a new subject. In that case, the flow of the parallel-transported
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deformation can be used to obtain a prediction of the future state of the subject [Bône 2017]. It is in some
sense a transfer learning operation.

Figure 10.4 shows an example of parallel translation of the geodesic progression obtained on Figure 10.3
onto a face with a different form.

10.4.6 Longitudinal atlas

The longitudinal atlas application is dedicated to the statistical analysis of longitudinal shape data sets,
i.e. multiple individual shapes observed at multiple time-points. We note (Si,j , ti,j)i,j such data set, where
i = 1, ..., n and j = 1, ..., ni ≥ 2. Note that no particular assumption is made on the observation times across
individuals, and in particular that the number of observations per individual ni may vary.

The longitudinal atlas model can be seen as generalizing both the regression and the Bayesian atlas models
(or rather the principal geodesic analysis). The method has been first introduced in [Bône 2018a], then refined
in [Bône 2019b].

10.4.6.1 Statistical model

Several deformations are combined to reconstruct the individual observations. The population-level average
progression is represented by the time-indexed progression γ : t → Φq,(t−t0)·µ ? T where q, µ, T and t0 are
respectively the population-level (i.e. shared) control points, momenta, template shape and reference time
parameters.

!
"

Figure 10.5: [Bottom]. Population-level progression t → γ(t): the man-like shape (solid black contour)
raises his left arm. This geodesic is parametrized by a single set of control points q (black dots) and attached
momentum vectors µ (bold blue arrows), to which corresponds the velocity field v (light blue arrows). A second
set of momentum vectors µi (bold red arrows) attached to the same control points q parametrizes the exp-
parallelization of this shape geodesic.
[Top]. Exp-parallel shape curve η : t → ExpPγ,µi(t) to the population progression γ: the exp-parallelization
transfers the motion of the arm from one man (the one on the geodesic) to another one.

The individual time-indexed shape sequences (Si,j , ti,j)j=1,...,ni are modeled as sample points of random
spatiotemporal perturbations of this population-average trajectory. This perturbation can be decomposed in
two independent components. First, a temporal perturbation which is encoded by individual affine time-warp
functions of the form ψi : t → αi · (t − τi) + t0, where αi, τi are respectively the individual-level acceleration
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factor and onset age parameters. Second, a spatial shift which is encoded by the notion of exp-parallelization
on a manifold ExpPγ,µi : t → Φγ(t)(q),Pγ,µi (t)

? γ(t) where t → Pγ,µi(t) is the parallel transport of µi along γ
from t0 to t. Figure 10.5 illustrates how exp-parallelization adapts the temporal progression of the template T
encoded by γ to another geometry. This spatial shifting method, which generalizes the notion of parallelism
to manifolds, is parameterized by the individual-level space-shift parameter µi. This individual momenta is
actually further modeled as the linear combination of m sources, in the spirit of ICA: µi = Aµ⊥ · si where A is
the population-level mixing matrix, and si the individual-level source parameter. The indexing of A with µ⊥

indicates that all the columns of A have been projected onto the hyperplane µ>, ensuring the orthogonality
of the individual space-shifts with the population-level temporal progression i.e. µi⊥µ. This orthogonality,
necessary for the identifiability of the model, is understood in the sense of the K-based kernel metric (see
Eq. 10.2.2).

With those notations, the statistical model writes:

Si,j = ExpPγ,µi ◦ ψi(ti,j) + εi,j with αi
iid∼N[0,+∞[(1, σ

2
α), τ

iid∼N (t0, σ
2
τ ), si

iid∼N (0, 1), εi,j
iid∼N (0, σ2

ε ).

(10.4.9)
To fit the framework of mixed-effects models, we distinguish the model fixed effects θ = (θ1, θ2) where θ1 =

(t0, στ , σα, σε) and θ1 = (T, q, µ,A), and the model random effects z = (zi)i where zi = (α1, τi, si)i. Standard
conjugate distributions are chosen as Bayesian priors on the model parameters θ.

10.4.6.2 Algorithms

Figure 10.6: Estimated average scenario of progression to Alzheimer’s disease with the longitudinal atlas model.
Left to right: ages 63, 67, 71, 75, 79, 83, and 87. Top to bottom: axial, coronal and saggital views.

Noting S = (Si,j)i,j the collection of all observations, and t = (ti,j)i,j the collection of all observation times,
we define and give an overview of the three algorithms readily-available in Deformetrica.

The calibration algorithm computes the MAP parameters θmap = argmaxθ
∫
p(S, θ, z ; t)dz, unconditionally

to any random effect z. The backbone of the implemented algorithm is the MCMC-SAEM algorithm [Delyon 1999,
Kuhn 2004]: are alternated a MCMC stochastic simulation step of the latent variables z followed by a deter-
ministic update of the model parameters θ. In our case, an analytical update rule can only be found for the
parameters θ1 but not θ2: we use a gradient descent approach to overcome this difficulty. This algorithm is
computationally intensive: for large and high-dimensional longitudinal data sets, the estimation duration scales
in days. Figure 10.6 plots the estimated population-average progression γ from a data set of 1993 magnetic
resonance images (643 voxels each) from 322 subjects initially presenting mild cognitive impairments and ulti-
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mately being diagnosed with Alzheimer’s disease. In line with current medical knowledge, the ventricles clearly
increase in size, and atrophy is visible in the insula and parietal sulci regions.

An initialization pipeline has been specifically implemented to find near-optimal initial model parameters
θ and random effects z. This algorithm combines several other Deformetrica applications. The first and most
important steps are as follow: (i) a Bayesian atlas on the baseline observations (Si,1)i; (ii) individual geodesic
regressions on the sequences (Si,j)j for all i = 1, ..., n; (iii) parallel transport of the estimated individual momenta
back to a common template.

Finally, the personalization algorithm (also called longitudinal registration) computes the MAP random
effects zmap = argmaxzp(S, z, θmap ; t) that best represents some longitudinal shape data set (which may or may
not be the one used for calibration), given the calibrated model θmap. In simple words, the personalization
algorithm estimates for each individual i the best-adapted individual parameters zi, with a gradient-based
procedure. For instance, evaluating the association between those parameters and external co-factors can provide
insights about the studied data set: by personalizing the model displayed by Figure 10.6 to the training data
set and focusing on the estimated onset ages τi, we find that females develop Alzheimer’s disease significantly
earlier than males (by 31.2 months on average, p = 0.0019).

10.5 Conclusion

Deformetrica implements common and more recent computational anatomy methods for both meshes and
images.

One of the main limitation of the software for a wider range of applications lies in the purely geometrical
modeling of the shapes. Mainly, a deformation model cannot change the topology of the deformed image, thus
restricting the range of applications. Using the metamorphosis framework or including functional shapes could
increase the impact of the software.
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Conclusions and perspectives

Conclusions

This thesis introduced two main types of coordinate systems, designed for the statistical analysis of cross-
sectional and longitudinal shape data sets. Once calibrated on a training data set, any individual observation
or set of repeated observations can be accurately represented in those adapted coordinate systems as a low-
dimensional vector. This vector encodes its difference with the population average, which is either a single
shape or a continuous time-indexed trajectory in a shape space. Abnormality markers able to quantitatively
indicate how much a particular observation differs from a reference distribution can be directly derived from
these methods. These methods can also be seen as extracting relevant features from shapes, which can then be
used in a post-processing phase by regression or clustering methods in order to predict or divide into sub-types
a phenomenon like Alzheimer’s disease.

Part I introduced the geometrical modeling background in which is rooted this thesis, evaluated and illus-
trated how the parallel transport can be used for shape prediction, and dealt with the associated computational
challenges. An efficient numerical scheme to compute the parallel transport along geodesics is described in
Chapter 2, and applied to a finite-dimensional manifold of diffeomorphisms based on control points. Chapter 3
then illustrated how the notion of exp-parallel curves on a manifold can be used to predict brain alterations at
the individual level in Alzheimer’s disease, and evaluated the performance of the approach in comparison with
the extrapolation of geodesics and another notion of parallelism on manifolds. This last chapter can be seen as
a preliminary evaluation of the spatiotemporal transform of shape trajectories on which is based the following
part of the manuscript.

The extrapolation of geodesic regression models fitted on the historical data of an individual does not per-
form well to infer future data. By contrast, parallel-shifting the long-term progression of a reference subject to
another one worked much better. We believe that when using LDDMM-based methods to model the temporal
evolution of a shape, one should be cautious to avoid using the fitted model outside the training time interval:
indeed the underlying Hamiltonian dynamics tend to diverge quickly at infinity. Note that such caution remains
relevant for any other progression modeling method. What we showed instead is that one can predict well the
progression of a shape by transferring the trajectory from another subject observed at later stages to the current
one. We evaluated two methods for such a transfer: the exp-parallelization, and the geodesic-parallelization.
We showed that they perform equally well for shape prediction. Taking into account the progression dynamics
at the individual level under the simple form of onset age and pace scalar parameters was central to achieve a
good prediction performance. In other words, the key factor here did not seem to be the method for parallel
shifting, but rather the fact that one can estimate the dynamics of cognitive decline and use it to adjust the
dynamics of shape deformation at the individual level. This result motivated the work in the following part,
where one aims to use multiple subjects to construct a long-term scenario of progression, which can in turn be
personalized to any subject to predict their future progression. Such a method should also include a mechanism
to adjust the dynamics of progression at the level of each individual.

Part II defined a coordinate system able to represent shape trajectories, which are seen as spatiotemporal
transforms of a population-average trajectory. This transform is decomposed in two independent components:
temporal warping and spatial shifting, respectively modeled by affine time-reparameterizing functions and the
exp-parallelization operator which generalizes the Euclidean concept of parallelism to manifolds. This coordinate
system was specifically designed for the analysis of longitudinal shape data sets. Chapter 4 described and
validated the calibration, personalization and simulation algorithms that respectively adapts the coordinate
system to a particular distribution of shape trajectories, computes the representation of subject’s data in a
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calibrated coordinate system, and generates an entirely synthetic set of shape trajectories. Chapter 5 applied
this method to a large data set of magnetic resonance images in order to capture the average progression
pattern of Alzheimer’s disease in the brain, and identifies genetic, biological and environmental factors that
modulate the progression of the disease at the individual level. Chapter 6 took a step back, and combined this
approach dedicated to geometrical objects with methods dedicated to the analysis of signals like biomarkers or
cortical thickness maps. The predictive potential of those compatible frameworks, all dedicated to the analysis
of manifold-valued longitudinal data sets, was finally evaluated.

The proposed method is computationally intensive: calibrating the coordinate system on a longitudinal
data set of around 2000 brain images (containing 643 voxels) or segmented sub-cortical structures (composed
of approximately 800 triangles on average) typically takes a full day. However, the subsequent exploitation of a
calibrated model with the personalization or simulation algorithm is much faster, by several orders of magnitude.
The method has been implemented in Deformetrica, and the code has been optimized in order to run as fast as
possible, possibly on several cores and/or several graphics processing units. The creation of a dedicated initial-
ization pipeline improved a lot the global convergence speed. As future work, it would be interesting to evaluate
if variational inference optimization methods could further accelerate the calibration algorithm. We believe that
an immediate application of this modeling framework would be to create dashboards for clinicians in order to
visualize the progression of a neurological condition at the level of the individual patient, its difference with a
normative scenario of the disease built at the level of a population, and gain insights from the predicted progres-
sion of the patient. The website https://files.inria.fr/digitalbrain is a first step in this direction, in the
case of Alzheimer’s disease. Finally, the recent work [Debavelaere 2019] generalizes the proposed approach by
learning a mixture of reference shape trajectories, which could be used for instance to identify disease sub-types.

Part III defined three methods to estimate a coordinate system from a cross-sectional data set of shapes,
which are seen as transforms of a population-average. The methods are similar in their dual interpretation both
as variational auto-encoders (with original input and output layers built with classical tools of computational
anatomy) and bayesian atlas models (with original priors on the covariance of the observations built with deep
networks), thereby connecting the fields of deep learning and computational anatomy. In all three methods,
the parameterization of the class of transformations underlying the construction of the atlas is adapted to the
training data distribution, instead of being manually specified in a preliminary modeling phase. In Chapter 7,
these transformations are diffeomorphisms built by integrating stationary velocity fields. In Chapter 8, the
diffeomorphisms of the preceding chapter are combined with an intensity-domain transform in order to analyze
images with differing topological contents. In Chapter 9, diffeomorphisms are built from dynamic velocity vector
fields, and the whole deformation algorithm is adapted to the training data.

Bridging the gap between those two scientific fields opens avenues for blending their complementary strengths
together. First, we believe that incorporating in deep networks geometry-aware layers has the potential to re-
duce the number of parameters and training samples usually required to learn relevant patterns in the data. We
interpret the flourishing literature on data augmentation techniques as evidence supporting this claim: there
must be a way to intrinsically encode in networks what are the expected invariances of the data, rather than
extrinsically suggesting those invariances by artificially augmenting the training data distribution. In this thesis
for instance, the current-splatting layer intrinsically implements the invariance of mesh shapes under reparam-
eterization (and in particular point re-ordering or re-sampling) and under the addition of geometrical noise.
The exponentiation layer intrinsically implements a prior of topological equivalence across shapes. Second, we
believe that deep networks are a powerful tool to model, implement and learn priors about the data instead
of their manual specification. Deformation-based statistical shape analysis often relies on abstract kernel or
differential operators which must be manually specified, and have a major influence over the resulting class
of allowed transformations. Ideally, the best-adapted class of transformations to represent a distribution of
shapes should be learned from the observations. It seemed important however to impose some constraints of
the introduced networks in order to conserve the most important assumptions on which are based classical atlas
models. In particular, imposing an isometric relationship between the initial velocity fields and their abstract

https://files.inria.fr/digitalbrain/
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latent-space representations improved the interpretability of the shape coordinates in the learned coordinate
system. To conclude, blending those fields together allows to enforce geometrical priors in neural networks, and
conversely to replace arbitrary and technical priors with more data-driven ones. As a side note, although more
restricted in theory than their counterparts based on dynamic velocity fields, the classes of diffeomorphisms built
by integrating stationary fields appeared to be large enough to study the geometrical differences between any
pair of shapes across several examples, and in particular when dealing with anatomical shapes. Our intuition is
that dynamic velocity fields should be preferred for the more complex modeling of shape sequences (i.e. when
the intermediate steps of the deformation matter), whereas static velocity fields are sufficient to compute simple
registrations between anatomical shapes (i.e. when only the endpoint of the deformation matters).

Part IV, composed of the unique Chapter 10, described the fourth version of Deformetrica, an open-source
software dedicated to the statistical analysis of shapes whether they are represented as meshes (with or without
point correspondence), or images.

Re-writing Deformetrica from scratch into Python language instead of C++ allowed to significantly reduce
the running time of all applications, and to greatly facilitate the install of the software. The auto-differentiation
package of the PyTorch library opened the way to the fast prototyping of new models and optimization algo-
rithms. Finally, the PyKeops library [Charlier 2017] was necessary to avoid memory overflows when differenti-
ating convolution-intensive programs like LDDMM deformation algorithms.

Perspectives

An important limitation of the coordinate system for shape trajectories developed in Part II is that only
a particular set of smoothly varying and non-reverting shape trajectories can be captured. On the one hand,
existing literature on LDDMM shows that such deformations can capture a wide range of shape changes in
various applications. On the other hand, by construction they cannot capture periodic motions, or non-smooth
changes. Such deformations are central in some applications like stroke, the cardiac cycle of the heart, or cancer
where patients images may vary non monotonically depending on the effect of the treatment.

A first avenue for future work, that we could call the deductive one, would consist in explicitly parameterizing
larger classes of transformations, thereby allowing the model to capture more complex patterns in the data.
For instance, the recent work [Debavelaere 2019] connects several geodesic segments together to create more
complex shape trajectories. Instead of building deformations uniquely from local translations, one could also
take advantage of the so-called “modules” developed in [Gris 2018] which are able to manipulate higher-order
concepts like local scaling or rotation. Non-diffeomorphic transformations like metamorphoses [Trouvé 2005],
already at the basis of Chapter 8 in the case of cross-sectional data sets, could finally be used in order to deal
with progression patterns with changing topologies. This ability could be of interest when modeling cancer
onset and development for instance, or the recovery after a surgery.

Another avenue for future work, that we could call the inductive one, would consist instead in learning the
best-adapted class of transformations directly from the observations. The third part of this thesis showed how
this can be achieved by training a highly flexible mapping, typically implemented as a deep neural network, to
decode transformations from an abstract low-dimensional latent space. For instance, the coordinate system for
shape trajectories presented in Part II could significantly gain in flexibility if combined with the approach of
Chapter 9, where the whole deformation algorithm is adapted to the training data distribution. The estimated
temporal progressions in particular could then be expected to better represent the phenomenon of interest.
Both theoretical and practical challenges are raised by this approach. For instance, it is not clear under which
conditions the class of generated deformations admits a manifold structure, or whether these deformations
remain diffeomorphisms at test time. Adapting the architecture of the underlying network in order to limit or
prevent its potential overfitting forms another opportunity for future work.
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The so-called deductive and inductive avenues are not necessarily opposed, but can instead be complemen-
tary. We firmly believe in the possibility of allying the flexibility of networks and the properties of computational
anatomy. For instance, desirable regularity properties can be conserved as long as networks are not be used
to decode the transformations directly, but rather generators of those transformations i.e. the momenta in this
manuscript, or possibly the modules of [Gris 2018] in future work. We experienced as well that the propensity of
these decoding mappings to overfit the training data was reduced by imposing an isometry constraint between
the latent representations and their decoded images: this idea was inspired by the linear relationship linking
the source vectors to the velocity fields in [Zhang 2014]. To conclude, introducing deep networks in compu-
tational anatomy models actually forms an opportunity to question what are the most fundamental modeling
assumptions, and which ones may be relaxed.

Different transformation models could also be used jointly in order to handle differently the temporal pro-
gression of an anatomical shape, and its inter-individual variability. We believe indeed that these two causes of
shape variability are of totally distinct natures. In the case of Alzheimer’s disease for instance, the temporal
progression of the brain is driven by mechanical forces and biological processes that we want to uncover and
estimate, whereas the variability across individuals is considered as a nuisance factor. It would be tempting to
leverage two distinct transformation models for these two sources of variability: the inter-individual variability
could be simply captured with already-existing deformation models (e.g. diffeomorphisms built from stationary
velocity fields), when the average temporal progression could be captured with more specialized models, able to
estimate from the observations fundamental physical or bio-chemical characteristics of the underlying process,
like strain fields or neural loss rate maps. Estimating such intrinsic quantities explained and predicted by parti-
cle models with extrinsic statistical methods would form a nice reconciliation between the so-called mechanistic
and statistical approaches of knowledge, opposed in the introduction of this manuscript.
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Software

Deformetrica

Significant efforts have been invested to improve the pre-existing Deformetrica software, dedicated to the
statistical analysis of shapes. Deformetrica has been re-coded from scratch in Python in order to ease its install1

and therefore its diffusion outside our laboratory, improve its interoperability with external scripts, and to take
advantage of the PyTorch tensors which support auto-differentiation and can be seamlessly moved on graphics
processing units for faster algebraic computations. A continuous integration framework has been setup and
integrated to the Gitlab repository2, unit and functional tests have been added to avoid code regression, the
documentation3 and the website4 have been refactored and rewritten from scratch. A forum5 has been setup
and supported to welcome comments and answer questions from the community of users, which amounts to
approximately 200 persons as judged by the number of installs from the Anaconda cloud6. A graphic user
interface has been developed.

Both the parallel transport numerical scheme introduced in Chapter 2 and the method that estimates a
coordinate system for shape trajectories described in Chapter 4 have been implemented in Deformetrica, and
are now readily available. The principal geodesic analysis used as a baseline in Chapter 9 was also added.

Deepshape

Because they do not rely on the same algorithmic core than all Deformetrica applications, the atlas models
or auto-encoders developed in Part III were not integrated in this software. Instead, all the developed code has
been gathered in a new repository, called Deepshape7.

While relatively immature at the moment, and being more a collection of scripts written with a fast proto-
typing approach than an actual software, we plan to develop Deepshape on the model of Deformetrica in order
to ease the adoption of the implemented methods. A vast majority of Deformetrica’s architecture could be
easily copied to this end, with for instance the input-output and support functions.

1One-line install: conda install -c pytorch -c conda-forge -c anaconda -c aramislab deformetrica
2Available at: https://gitlab.com/icm-institute/aramislab/deformetrica
3Available at: https://gitlab.com/icm-institute/aramislab/deformetrica/wikis/home
4Available at: http://www.deformetrica.org
5Available at: https://groups.google.com/forum/#!forum/deformetrica
6Reference: https://anaconda.org/Aramislab/deformetrica/files
7Available at: https://github.com/alexandrebone/deepshape

https://gitlab.com/icm-institute/aramislab/deformetrica
https://gitlab.com/icm-institute/aramislab/deformetrica/wikis/home
http://www.deformetrica.org
https://groups.google.com/forum/#!forum/deformetrica
https://anaconda.org/Aramislab/deformetrica/files
https://github.com/alexandrebone/deepshape/
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