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#### Abstract

If we were able to build a quantum computer, it could solve several problems more efficiently compared to what classical computers can do. Unfortunately, when we try to build such a system in practice, a phenomenon called "decoherence" introduces errors in the information that is manipulated. Fault tolerant quantum computation is a technique to perform reliable quantum computation using noisy components. In this context, quantum error correcting codes are used to keep the amount of errors under a sustainable threshold. One of the main problems of this field is to determine the minimum cost, in terms of memory and time, which is needed in order to transform an ideal quantum computation into a fault-tolerant one. In this PhD thesis, we show that the family of quantum expander codes and the small-set-flip decoder can be used in the construction of ref. [46] to produce a fault-tolerant quantum circuit with constant space overhead.

The error correcting code family and the decoder that we study has been introduced in ref. [67] where an adversarial error model was examined. Based on the results of this article, we analyze quantum expander codes subjected to a stochastic error model which is relevant for fault-tolerant quantum computation [38], [37]. In addition, we show that the decoding algorithm can be parallelized to run in constant time. This is very relevant to prevent errors from accumulating while the decoding algorithm is running.

Beyond the theoretical results described above, we perform a numerical analysis of quantum expander codes to measure their performance in practice [49]. The error model used during these simulations generates $X$ and $Z$ type errors on the qubits with an independent and identically distributed probability distribution. Our results are promising because they reveal that these constant rate codes have a decent threshold and good finite length performance.
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## Chapter 1

## Introduction

Quantum computers are physical objects taking advantage of the laws of quantum physics to perform some computational tasks faster than the best classical algorithms. For instance, Shor showed in ref. [97] how this technology would provide an exponential speedup for the integer factorization problem compared to the existing classical algorithms. Many further examples can be found in [25] such as Grover's algorithm leading to a quadratic speedup for unstructured search [50] or the HHL algorithm for solving linear systems [53]. On a practical point of view, one of the short-term targets is to reach the quantum supremacy by building a quantum device which would perform a specific task faster than the current super-computers [11, 54, 13]. In short, a quantum circuit uses quantum gates acting on quantum states which store quantum information whose basic unit is called a qubit (abbreviation for quantum bit).

Today, several architectures compete with each other such as quantum circuits based on superconductors or trapped ions, but despite many efforts and interesting progress, quantum computers are still in the experimental stage $[60,4,75,31,114,23,33]$. The main problem is that a quantum system is unavoidably subjected to noise and decoherence. Thus, quantum states are fragile and active protection is required to store and process quantum information. Quantum supremacy could be achieved with noisy intermediate-scale quantum technology where the goal is to build devices with small enough noise to perform a non trivial computation out of reach for classical computers [87]. However, this strategy is not sustainable for time-consuming computations and contrarily to the case of classical hardwares, there is no hope to remove entirely the physical noise affecting quantum circuits. Hopefully, given a quantum circuit C , it is possible to design another circuit $\mathrm{C}^{\prime}$ called a fault-tolerant circuit, which executes the same computation than C and works even though its basic components are noisy.

To formalize the idea of noise, a quantum circuit is split into elementary steps called locations that represent the spots where an error could occur. For example, a gate location represents a point in the circuit where a gate is applied and a wait location refers to a qubit waiting while some gates are applied on other locations. Since the components we use for building the circuit are noisy, some of the locations are faulty meaning that the action of this location is not the expected one. The simplest noise model is the iid error model (independent and identically distributed) where the locations are faulty with some probability $p$ independently. The fundamental result in fault-tolerant quantum computation is called the threshold theorem and has been proven by Aharonov and Ben-Or in ref. [1]. They showed that if the locations are subjected to an iid error model with parameter $p<p_{\mathrm{th}}$ ( $p_{\mathrm{th}}$ is a universal constant called the threshold), then for any quantum circuit C and for any target probability $\epsilon>0$, there exists a fault-tolerant circuit simulating C and failing with probability at most $\epsilon$. Beyond the iid error model, this PhD thesis is interested in the more general local stochastic error model [44, 46]. In addition, we would like to point out that fault-tolerance is also possible with other error models [1, 2, 105].

There are two natural ways to measure the efficiency of a fault-tolerant protocol, namely the time overhead and the space overhead. Let C be a quantum circuit and let $\mathrm{C}^{\prime}$ be the corresponding fault-tolerant circuit. We assume that C (resp. $\mathrm{C}^{\prime}$ ) has $|\mathrm{C}|$ locations (resp. $\left|\mathrm{C}^{\prime}\right|$ locations), uses $m$ qubits (resp. $m^{\prime}$ qubits) and requires $t$ time steps to run (resp. $t^{\prime}$ time steps to run). Then, the time overhead is defined to be the ratio $t^{\prime} / t$ and the space overhead to be $m^{\prime} / m$. For instance, with the usual threshold theorem of ref. [1], the time and space overheads are polylogarithmic in $|\mathrm{C}|$ :

$$
\begin{equation*}
\frac{\left|\mathrm{C}^{\prime}\right|}{|\mathrm{C}|}=\operatorname{polylog}\left(\frac{|\mathrm{C}|}{\epsilon}\right), \quad \frac{t^{\prime}}{t}=\operatorname{polylog}\left(\frac{|\mathrm{C}|}{\epsilon}\right), \quad \frac{m^{\prime}}{m}=\operatorname{polylog}\left(\frac{|\mathrm{C}|}{\epsilon}\right) \tag{1.1}
\end{equation*}
$$

The main motivation of this PhD is ref. [46] where constant space overhead is proven to be achievable using
well chosen quantum error correcting codes. Starting with a $k$-qubit state, the idea of quantum error correction is to encode it within $n>k$ qubits, adding some redundancy in such a way that an error on a small number of qubits is not harmful to recover the initial state. The procedure used to recover the initial state is called decoder and the time consumption of this classical algorithm is a bottleneck. Indeed, for each location of C, the fault-tolerant circuit provided by [46] requires to run the decoder. In this PhD thesis, we consider the so-called quantum expander codes showing that the associated small-set-flip decoder can be parallelized to run in constant time. Following ref. [46], we get a fault-tolerant protocol with constant space overhead. In addition, each time step of the resulting quantum circuit requires to run a constant depth classical circuit (this is a reasonable assumption if classical computation is fast enough).

The goal of this introduction is to describe and explain our result. Among other things, we will need to give some terminology from classical error correction and discuss about the concepts of hypergraph product codes and classical expander codes.

### 1.1 Classical error correction

The field of computer science which studies error correction is called Coding Theory and starts with Claude Shannon's work in 1948 [94]. Shannon showed that a transmission task can be decomposed into two steps: source coding and channel coding. Source coding is used for data compression [111, 26], however we do not discuss it in this PhD thesis. Instead, we focus on the channel coding step where error correcting codes are used. In [94], Shannon defined the notion of capacity which is the maximum rate at which information can be transmitted reliably through a given noisy channel. He also proved that the capacity of any channel is attained by random error correcting codes which, unfortunately, cannot be implemented efficiently. At the same time as these breakthrough results were published, Richard Hamming introduced the first practical class of error correcting codes now called the Hamming code [52].


Figure 1.1: Shannon's diagram for communication [94].
Error correcting codes are often presented with the communication scenario where two protagonists, generally called Alice and Bob, would like to communicate. Classical information is represented as a sequence of bits ( 0 and 1) and hence a message of $k$ bits is a binary vector $s \in \mathbb{F}_{2}^{k}=\{0,1\}^{k}$ (s stands for source message). Alice and Bob are far apart and the only communication channel they have access to is noisy, meaning that some of the bits that Alice sends to Bob are corrupted by the channel. When Alice sends a message $x \in \mathbb{F}_{2}^{n}$ through the noisy channel, Bob gets as output another message $y \in \mathbb{F}_{2}^{n}$ accordingly to a given probability distribution depending on $x$. Two important channel models are the binary erasure channel and the binary symmetric channel. Both of them take as input a single bit. For the binary erasure channel with parameter $p \in[0,1]$, the bit that Alice sends is correctly transmitted with probability $1-p$ and is erased with probability $p$. When Bob receives 0 or 1 he knows that the bit is correct and when the bit is erased, he receives the symbol '?'. For the binary symmetric channel, each transmitted bit is fipped $(0 \mapsto 1$ and $1 \mapsto 0)$ with probability $p$ and is correct with probability $1-p$. With a single use of these channels, Alice can send one bit to Bob but she can also use it $n \in \mathbb{N}$ times in a row to send $n$ bits. In that case, we assume that the $n$ uses of the channel are independent in term of probabilities.


Figure 1.2: the binary erasure channel.


Figure 1.3: the binary symmetric channel.

In what follows we will be mainly interested in the case of the binary symmetric channel. Alice's goal is to send an arbitrary message $s \in \mathbb{F}_{2}^{k}$ to Bob in such a way that he can recover $s$ with good probability. Obviously, since any message $s \in \mathbb{F}_{2}^{k}$ could be sent, there is no way for Bob to correct a single bit-flip under the assumption that Alice sends $s$ directly through the channel. Instead, she can send $x \in \mathbb{F}_{2}^{n}$ an encoded version of $s$ chosen in such a way that Bob can recover $s$ even though the channel flipped a few bits of $x$. In particular, the bits of $x$ must contain some redundancy and thus $n>k$ must hold. An error correcting code $\mathcal{C} \subseteq \mathbb{F}_{2}^{n}$ satisfies $|\mathcal{C}|=\left|\mathbb{F}_{2}^{k}\right|=2^{k}$ and is defined as the set of possible bit-strings $x$, called the codewords, that Alice can send to Bob.

An error correcting code $\mathcal{C}$ is said to be an $[n, k]$ linear code when the set of codewords is a $k$ dimensional subspace of $\mathbb{F}_{2}^{n}$. From now on, the codes we consider are linear. The minimal distance of a code is the minimum weight of a non-zero codeword. When the minimal distance $d$ is known, the code is said to be an $[n, k, d]$ linear code. The bits of $s$ are called the logical bits, the bits of $x$ are called the physical bits and the number of physical bits $n$ is called the block length.


Figure 1.4: classical communication with error correcting codes.
For instance, Alice sends the bit $s \in \mathbb{F}_{2}$ three times to Bob who can recover it using a majority vote (this is called the 3 -bit repetition code).

Figure 1.4 presents the protocol based on error correcting codes used by Alice and Bob to communicate with a noisy channel:

- Alice encodes the message $s$ into a codeword $x$ and sends $x$ to Bob through the noisy channel.
- Bob gets $y$ as output of the channel and tries to infer the codeword $x$ that Alice sent, its guess is denoted by $\hat{x}$.
- Bob decodes $\hat{x}$ to a message $\hat{s}$ by applying the inverse of the function Alice applied during the encoding step.

The above protocol is a success when $s=\hat{s}$ and a failure when $s \neq \hat{s}$. In this PhD thesis, we are interested in linear codes, for which the first and the third step can be done easily using linear algebra. Thus, we will mainly focus on the second step, called the error correction step or the decoding step, where Bob infers $\hat{x}$ from $y$ using an algorithm called decoding algorithm or decoder. One of the main goals in coding theory is to find families of error correcting codes with large ratio $k / n$ and which admit an efficient time decoder with low failure probability.

One breakthrough result of ref. [94] is the possibility to use a noisy channel to transmit information reliably at constant rate. Instead of using a single error correcting code, consider a family of codes $\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots$ where $\mathcal{C}_{i}$ encodes $k_{i}$ logical bits with $n_{i}$ physical bits. When the ratio $k_{i} / n_{i}$ converges and $n_{i}$ goes to infinity, the limit $r \in[0,1]$ is called the asymptotic rate of the family. In addition, the threshold of $\mathcal{C}_{i}$ is the maximum real number $p \in[0,1]$ such that the probability of failure vanishes as $i$ goes to infinity when using a binary symmetric channel with parameter $p$. We say that $\mathcal{C}_{i}$ allows for reliable transmission over the binary symmetric channel when the parameter $p$ is below the threshold of the code family. A binary symmetric channel with fixed parameter $p \in(0,1)$ cannot transmit information at rate arbitrarily close to 1 . Indeed there is a limit called the capacity of the channel which is an upper bound on the asymptotic rate of any family of code allowing for reliable transmission. The notion of capacity was introduced by Shannon in [94] and is equal to $C_{\mathrm{BEC}}(p):=1-p$ for the binary erasure channel and to $C_{\mathrm{BSC}}(p):=1-h_{2}(p)$ for the binary symmetric channel where $h_{2}(p):=-p \log _{2}(p)-(1-p) \log _{2}(1-p)$ is the binary entropy function.

In his thesis of 1962 [42], Robert Gallager introduced the class of LDPC codes (Low Density Parity Check codes) and suggested to decode them with an algorithm called belief propagation decoder (also called iterative decoder or message passing algorithm or probabilistic decoder). However at this point, computers were not powerful enough to implement the belief propagation decoder and thus LDPC codes were not of practical interest. In the late 90's, there has been a renewed interest in LDPC codes with the papers [70, 71, 73, 72]. Nowadays they are intensively used in the communication networks [91, 95].
In order to define LDPC codes, we need to explain the concepts of parity check matrices and Tanner graphs. Let $\mathcal{C}$ be a linear code and $H$ be a binary matrix such that $\mathcal{C}=\operatorname{ker}(H)$. Then $H$ is said to be a parity check matrix for $\mathcal{C}$. A Tanner graph $G$ for $\mathcal{C}$ is a bipartite graph built from $H$ in the following way: the left vertices of $G$ represent the columns of $H$, the right vertices represent the rows of $H$ and two vertices are linked if and only if the corresponding entry in $H$ is equal to 1 [104]. By definition, a family of codes is LDPC if and only if the degrees in the Tanner graphs are upper bounded by a uniform constant.

In the early 90 's, the turbo codes of Berrou, Glavieux and Thitimajshima [9] made the scientific community aware that some error correcting codes with high success probability and whose rate approaches channel capacity can be implemented in practice. The turbo codes use as building blocks the family of convolutional codes [59] introduced by Elias in [36]. A convolutional code encodes a bit-stream into another bit-stream. In this PhD thesis we are interested in block codes such as LDPC codes which, by opposition to a convolutional code, encode a block of bits into a larger block of bits (a block is a bit-string of fixed length).

For simplicity, the classical codes we will use are regular LDPC codes as defined by Gallager in his thesis [42]. By definition, a regular code is such that the left vertices of the Tanner graph have degree $d_{V}$ and the right vertices have degree $d_{C}$ where $d_{V}, d_{C} \in \mathbb{N}$ are fixed integers. Note however, that the performance of regular LDPC codes is not as good as the performance of other families of LDPC codes. For example, ref. [83] shows that no family of regular codes achieves the capacity of the binary erasure channel. It has also been demonstrated that irregular LDPC codes lead to better thresholds [72, 73, 71, 70] and better finite-length performance [90, 110, 113, 115]. More generally, many families of codes have been introduced with the objective to increase the success probability and to speed up the encoding and decoding steps. See for example the concatenated codes [40], the algebraic Reed-Solomon codes [103, 64, 89] and more recently the spatially-coupled LDPC codes [39], the polar codes [3] and the irregular LDPC codes based on protographs [106]. In addition, there exist many algorithmic techniques for optimizing LDPC codes [24, 93, 57, 107].

For more details about classical error correction, see [111, 92, 59].

### 1.2 Quantum information

This section introduces the fundamental concepts of quantum information theory we will need to explain our results. See [82] for more details about quantum information and quantum computation.

A pure state on $n$ qubits $|\psi\rangle \in \mathbb{C}^{2^{n}}$ ("ket psi") is mathematically defined by a complex vector normalized for the Euclidean norm with $2^{n}$ entries. It is convenient to see $|\psi\rangle$ as an element of $\left(\mathbb{C}^{2}\right)^{\otimes n}$ where all along this manuscript, $\otimes$ is the tensor product (or Kronecker product). The row vector $\langle\psi|:=|\psi\rangle^{\dagger}$ ("bra psi") is defined to be the transpose conjugate of $|\psi\rangle$. For $i \in \llbracket 0 ; 2^{n}-1 \rrbracket$, the state $|i\rangle$ is the column vector whose only non-zero entry is a 1 at $i^{\text {th }}$ position.

Dynamics of pure quantum states is split into two kinds of operations: unitary evolution and measurements. A unitary evolution has the form $U:|\psi\rangle \mapsto U|\psi\rangle$ where $U$ is any complex unitary matrix of dimension $2^{n} \times 2^{n}$.

Among the unitary matrices, the Pauli group is of particular interest. It is defined by:

$$
\mathcal{P}_{n}:=\left\{\alpha P: \alpha \in\{1,-1, i,-i\} \text { and } P \in\{\mathbb{1}, X, Y, Z\}^{\otimes n}\right\}
$$

where $X$ is called the bit-flip and $Z$ is called the phase-flip:

$$
X:=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad Y:=i X Z=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad Z:=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

For a Pauli error $P \in \mathcal{P}_{n}$, the weight of $P$ denoted by $|P|$ is defined to be the number of qubits on which $P$ acts non trivially. Formally, if we write $P=\alpha P_{1} \otimes \ldots \otimes P_{n}$ where $\alpha \in\{1,-1, i,-i\}$ is a global phase and $P_{1}, \ldots, P_{n} \in\{\mathbb{1}, X, Y, Z\}$ are one-qubit Pauli matrices, then $|P|$ is defined by:

$$
|P|:=\#\left\{i \in \llbracket 1 ; n \rrbracket: P_{i} \neq \mathbb{1}\right\} .
$$

A matrix $\Pi$ is said to be an orthogonal projector when $\Pi^{2}=\Pi$ and $\Pi=\Pi^{\dagger}$ where $\Pi^{\dagger}$ is the Hermitian adjoint of $\Pi$ (the Hermitian adjoint is the transpose conjugate matrix).
In general, the measurement of a pure state $|\psi\rangle \in \mathbb{C}^{2^{n}}$ outputs a classical bit $b \in \mathbb{F}_{2}$ and modifies $|\psi\rangle$ (we say that $|\psi\rangle$ collapses to another quantum state). For error correction, we are interested in projective measurements defined with two orthogonal projectors $\Pi_{0}, \Pi_{1}$. These projectors must be of size $2^{n} \times 2^{n}$ and must satisfy $\Pi_{0}+\Pi_{1}=\mathbb{1}$ where $\mathbb{1}$ is the identity matrix.

- With probability $\langle\psi| \Pi_{0}|\psi\rangle$ : the measurement output is $b=0$ and the state collapses to $\frac{\Pi_{0}|\psi\rangle}{\sqrt{\langle\psi| \Pi_{0}|\psi\rangle}}$.
- With probability $\langle\psi| \Pi_{1}|\psi\rangle$ : the measurement output is $b=1$ and the state collapses to $\frac{\Pi_{1}|\psi\rangle}{\sqrt{\langle\psi| \Pi_{1}|\psi\rangle}}$.

In particular, the Pauli measurement associated to a Pauli operator $P \in \mathcal{P}_{n}$ is the projective measurement defined with $\Pi_{0}:=(\mathbb{1}+P) / 2$ (the orthogonal projector onto the +1 eigenspace of $P$ ) and $\Pi_{1}:=(\mathbb{1}-P) / 2$ (the orthogonal projector onto the -1 eigenspace of $P$ ).

In general, a quantum system $S$ is not isolated in the sense that it interacts with other systems called the environment. In that case, the state of S is not necessarily a pure state but can always be seen as a probabilistic mixture of pure states. A density matrix is a convenient way to represent such a mixture as a $2^{n} \times 2^{n}$ positive semi-definite operator with complex coefficients and trace 1 . For example, the density matrix associated to a pure state $|\psi\rangle$ is $|\psi\rangle\langle\psi|$ where $\langle\psi|=|\psi\rangle^{\dagger}$ as previously. More generally, let $\left|\psi_{1}\right\rangle, \ldots,\left|\psi_{m}\right\rangle$ be pure states and let $p_{1}, \ldots, p_{m} \in[0,1]$ be probabilities such that $p_{1}+\ldots+p_{m}=1$. Then, the density matrix of a system where each state $\left|\psi_{i}\right\rangle$ has been prepared with probability $p_{i}$ is:

$$
\begin{equation*}
\rho=\sum_{i=1}^{m} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| . \tag{1.2}
\end{equation*}
$$

During the interaction of a quantum system $S$ with an environment $E$, the number of qubits in $S$ can change. Indeed, some of the qubits of $S$ can be discarded and some qubits of E can be added to S . Formally, any valid evolution of an $n$-qubit system to an $n^{\prime}$-qubit system is represented by a CPTP map $\mathcal{E}$ (completely positive trace preserving map) sometimes called a quantum channel or a quantum operation. A CPTP map is defined by a set of $2^{n^{\prime}} \times 2^{n}$ complex matrices $E_{k}$ called Kraus operators and satisfying $\sum_{k} E_{k}^{\dagger} E_{k}=\mathbb{1}$. $\mathcal{E}$ is then equal to:

$$
\mathcal{E}: \rho \mapsto \sum_{k=1}^{K} E_{k} \rho E_{k}^{\dagger} .
$$

For instance, a unitary evolution $U$ is represented by the single Kraus operator $E_{1}=U$ where $n=n^{\prime}$.
As stated above, the measurement of a Pauli operator $P \in \mathcal{P}_{n}$ on a pure state $|\psi\rangle$ is the projective measurement associated to $\Pi_{0}:=(\mathbb{1}+P) / 2$ and $\Pi_{1}:=(\mathbb{1}-P) / 2$. Let $\mathcal{M}$ be the CPTP map representing this measurement and let:

$$
p_{0}:=\langle\psi| \Pi_{0}|\psi\rangle, \quad\left|\psi_{0}\right\rangle:=\frac{\Pi_{0}|\psi\rangle}{\sqrt{\langle\psi| \Pi_{0}|\psi\rangle}}, \quad p_{1}:=\langle\psi| \Pi_{1}|\psi\rangle, \quad\left|\psi_{1}\right\rangle:=\frac{\Pi_{1}|\psi\rangle}{\sqrt{\langle\psi| \Pi_{1}|\psi\rangle}}
$$

Then $\mathcal{M}$ is equivalent to prepare the state $\left|\psi_{0}\right\rangle$ with probability $p_{0}$ and the state $\left|\psi_{1}\right\rangle$ with probability $p_{1}$. Using eq. (1.2), we have:

$$
\mathcal{M}:|\psi\rangle\langle\psi| \mapsto|0\rangle\langle 0| \otimes \Pi_{0}|\psi\rangle\langle\psi| \Pi_{0}+|1\rangle\langle 1| \otimes \Pi_{1}|\psi\rangle\langle\psi| \Pi_{1} .
$$

Note that for simplicity, the classical outcome of the measurement $b \in\{0,1\}$ is stored as a qubit. More generally, for any density matrix $\rho$ we have:

$$
\begin{equation*}
\mathcal{M}: \rho \mapsto|0\rangle\langle 0| \otimes \Pi_{0} \rho \Pi_{0}+|1\rangle\langle 1| \otimes \Pi_{1} \rho \Pi_{1} . \tag{1.3}
\end{equation*}
$$

The Kraus operators of $\mathcal{M}$ are $E_{0}=|0\rangle \otimes \Pi_{0}$ and $E_{1}=|1\rangle \otimes \Pi_{1}$ with $n^{\prime}=n+1$.

### 1.3 Quantum error correction

In Section 1.1, we used the communication scenario presented in Figure 1.4 to introduce classical error correcting codes. Similarly, a quantum error correcting code can be used in a protocol where Alice wishes to send a quantum state $|\varphi\rangle$ with $K$ qubits through a noisy quantum channel to Bob. The basic idea is the same as in the classical setting: she starts by encoding $|\varphi\rangle$ redundantly in a state $|\psi\rangle$ with $N$ qubits, then she sends $|\psi\rangle$ through the noisy channel and finally Bob applies a quantum operation to correct the received mixed state $\rho$. The communication is a success when the state $|\hat{\varphi}\rangle$ that Bob gets at the end is equal to $|\varphi\rangle$. In this protocol, each state $|\varphi\rangle$ is mapped to its encoded version $|\psi\rangle$ called a code state. The set of code states denoted by $\mathcal{Q}$ is called the code space or a quantum error correcting code. By definition, the encoding is a linear map from $\left(\mathbb{C}^{2}\right)^{\otimes K}$ to $\left(\mathbb{C}^{2}\right)^{\otimes N}$ and thus the set $\mathcal{Q}$ is a $2^{K}$-dimensional linear subspace of $\left(\mathbb{C}^{2}\right)^{\otimes N}$. The integer $K$ is called the number of logical qubits and the integer $N$ is called the number of physical qubits.


Figure 1.5: communication scenario for quantum error correcting codes.

In this work, we are interested in quantum channels satisfying the local stochastic property with parameter $p \in[0,1]$. A noise model is local stochastic when the probability for a given set of qubits $S$ to be in the support of the error decays exponentially in $|S|$. Formally, let $V_{\mathcal{Q}}$ be the set of qubits and let $\mathcal{E}$ be a quantum channel. Then:

- $\mathcal{E}$ has the stochastic property if $\mathcal{E}$ can be described by the following two steps process:
- In the first step, a random set $E \subseteq V_{\mathcal{Q}}$ called the support of the error is randomly chosen.
- In the second step, a quantum channel $\mathcal{E}_{E}$ is applied on the qubits. Here, for each $F \subseteq V_{\mathcal{Q}}, \mathcal{E}_{F}$ is a CPTP map acting on the qubits of $F$.
- $\mathcal{E}$ is local stochastic with parameter $p \in[0,1]$ if it has the stochastic property and the probability distribution of $E$ satisfies for any $S \subseteq V_{\mathcal{Q}}$ :

$$
\begin{equation*}
\mathbb{P}[S \subseteq E] \leq p^{|S|} \tag{1.4}
\end{equation*}
$$

In other words, a local stochastic noise $\mathcal{E}$ is such that:

$$
\mathcal{E}: \rho \mapsto \sum_{F \subseteq V_{\mathcal{Q}}} \mathbb{P}[E=F] \mathcal{E}_{F}(\rho),
$$

where the support $E \subseteq V_{\mathcal{Q}}$ is randomly chosen with eq. (1.4) holding for any $S \subseteq V_{\mathcal{Q}}$.
For instance, the channel applying independent and identically distributed bit-flip and phase-flip errors has the local stochastic property. Another example is the depolarizing channel which applies the channel $\mathcal{D}$ defined below on each qubit independently:

$$
\mathcal{D}: \rho \mapsto(1-p) \rho+\frac{p}{3}(X \rho X+Y \rho Y+Z \rho Z) .
$$

The depolarizing channel for $n$ qubits is equal to $\mathcal{D}^{\otimes n}$ and is local stochastic with parameter $p / 3$.
When we will talk about the success probability (or the probability for the error to be corrected) for a local stochastic error model, we refer to the probability on $E$ for the communication to be a success:

$$
\mathbb{P}[\text { Success }]=\sum_{F \subseteq V_{\mathcal{Q}}} \mathbb{P}[E=F] \mathbb{P}[|\hat{\varphi}\rangle=|\varphi\rangle \mid E=F] .
$$

Note that when the decoding algorithm is deterministic, we have $\mathbb{P}[|\hat{\varphi}\rangle=|\varphi\rangle \mid E=F] \in\{0,1\}$.
In the classical case, we focused on the bit-flip error model which is quite realistic. However, in the quantum setting the set of possible errors is infinite: any unitary or even any CPTP map could potentially happen on the quantum state we try to protect. Surprisingly, it is sufficient to correct the finite set of Pauli errors, to be able to correct general errors (see for example [8] or [82]). For instance, if a given error correcting procedure is able to correct any Pauli error acting on the qubits of $F \subseteq V_{\mathcal{Q}}$, then the same procedure corrects an arbitrary CPTP map acting on $F$. As a consequence, for a local stochastic error model, we can assume without loss of generality that the CPTP maps $\mathcal{E}_{F}$ are Pauli channels (i.e. apply Pauli errors on the qubits of $F$ ).

In the '90s, the question to know whether quantum error correction was possible was discussed until Shor [96] and Steane [102] proved it is indeed feasible. Just after these seminal works, the theory of quantum error correction was developed, for example in [63, 20, 101, 43]. In particular in [43], Gottesman introduced the mathematical tools used to define and to study a wide variety of quantum codes called stabilizer codes. A stabilizer code $\mathcal{Q}$ on $N$ physical qubits is defined from a finite set of commuting Pauli operators $g_{1}, \ldots, g_{M} \in \mathcal{P}_{N}$. These operators are called stabilizer generators and $\mathcal{Q}$ is defined in the following way:

$$
\mathcal{Q}:=\left\{|\psi\rangle \in\left(\mathbb{C}^{2}\right)^{\otimes N}: g_{1}|\psi\rangle=\ldots=g_{M}|\psi\rangle=|\psi\rangle\right\} .
$$

The code $\mathcal{Q}$ is said to be an $[[N ; K]]$ stabilizer code where $K$ is the number of logical qubits.
In this thesis, we focus on a particular class of stabilizer codes called CSS LDPC codes. The terminology "CSS" stands for Calderbank, Shor and Steane who introduced the CSS construction in 1996 [20, 102]. A CSS code is constructed from two classical codes $\mathcal{C}_{X}$ and $\mathcal{C}_{Z}$ with $\mathcal{C}_{Z}^{\perp} \subseteq \mathcal{C}_{X}$. The code $\mathcal{C}_{X}$ is used to correct bit-flip errors and $\mathcal{C}_{Z}$ is used to correct phase-flip errors. The first step of the error correction procedure is to measure the stabilizer generators. The output of the measurement is a bit-string called syndrome. From a practical perspective, if we want to be able to measure the stabilizer generators, it is important that each one involves a small number of qubits and each qubit is involved in a small number of operators. These properties hold when the two classical codes used to construct the CSS code are LDPC and in that case the code is said to be a CSS LDPC code.

The minimal distance of a stabilizer code is the minimal weight of a Pauli error which maps a code state to another orthogonal code state. This quantity is a good indication of the performance of the code and it not known whether CSS LDPC codes with minimal distance $D=\Theta(N)$ exist. Without the LDPC constraint, this question was resolved in the affirmative when the CSS codes were introduced [20, 102]. For LDPC codes, the best known minimal distance is $D=\Theta(\sqrt{N} \sqrt[4]{\log (N)})$ for a family of codes with $K=1$ logical qubit whose construction is based on an 4-dimensional manifold [41]. With the additional constraint of constant rate $K=\Theta(N)$, the best known minimal distance is $D=\Theta(\sqrt{N})$ and is achieved by the hypergraph product codes of Tillich and Zémor [108]. When the minimal distance $D$ of an [[ $N ; K]]$ stabilizer code is known, the code is said to be an $[[N ; K ; D]]$ stabilizer code.

A decoder or decoding algorithm for a stabilizer code is a classical algorithm taking the syndrome as input and outputting a Pauli error. The algorithm succeeds when applying this Pauli on the quantum state received by

Bob turns it back to the original code state Alice sent through the noisy channel. For CSS codes, the goal of the decoder is to correct the two initial classical codes taking into account the degeneracy of the CSS code. The terminology "degeneracy" refers to the property that there exist equivalent errors, i.e. different Pauli operators which act in the same way on the code states. For instance, a stabilizer generator of a code maps any code state to itself. Thus, it is equivalent to the identity and to the other stabilizer generators. By contrast in the classical setting, two errors act in the same way on the codewords if and only if they are equal. Because of the degeneracy, the decoder for a quantum code may have corrected the error even though it did not find the error that physically happened on the initial state. This is crucial for CSS LDPC codes since the classical codes used in the construction must contain constant weight codewords. Thus, CSS LDPC codes are highly degenerate. An example of a decoder with good performance is the minimum weight decoder. It returns a minimum weight Pauli error whose syndrome is equal to the input syndrome. A threshold for a family of quantum codes is a non-zero probability $p_{\text {th }} \in(0,1]$ such that the error generated by a local stochastic channel with parameter $p<p_{\text {th }}$ is corrected with probability going to 1 in the limit of large block length.

Among CSS LDPC codes, the toric code introduced by Kitaev is the most famous one and has been widely studied $[61,62,30,86,28,68]$. The toric code of parameter $L \in \mathbb{N}_{>0}$ is defined using a tessellation of a 2 -dimensional torus leading to a $\left[\left[2 L^{2}, 2, L\right]\right]$ stabilizer CSS LDPC code. The toric code has many advantages. For example, its minimal distance $D=\Theta(\sqrt{N})$ is large and its stabilizer generators involve only nearest neighbor interactions. This is convenient for implementation since a 2 -dimensional torus can be embedded in our 3 dimensional Euclidean space. Thus, a real device implementing the toric code would require only interactions between qubits close to each other in space. In addition, the performance of the toric code is really good even for small block size and the minimum weight decoder can be implemented in polynomial time with the minimum weight perfect matching algorithm of Edmonds [30, 34].

Beyond the toric code, any tessellation of a manifold defines a CSS LDPC code called a topological code. This principle allows to use powerful arguments from topology to study such codes and to design decoders. See for example the surface code [15], the 2-dimensional hyperbolic codes [16], the semi-hyperbolic codes [17] and the 4 -dimensional hyperbolic codes [51, 69, 55]. There exist two results which put strong constraints on the trade-off between the parameters $N, K$ and $D$ of a 2-dimensional topological code [14, 27]. The first one states that $K D^{2}=\mathcal{O}(N)$ and holds for any topological code constructed from a 2-dimensional Euclidean manifold [14]. The second bound is $K D^{2}=\mathcal{O}\left(N \log ^{2}(N)\right)$ and holds even if the underlying space is not Euclidean [27]. Thereby, the advantage of using topological codes constructed from 4-dimensional spaces is to go beyond these two no-go results. In particular, the parameters $K=\Theta(N)$ and $D=\Omega\left(N^{0.2}\right)$ are achieved for 4-dimensional hyperbolic codes [51, 69]. Note however that there is no way to embed an hyperbolic code or a 4-dimensional code into the real world keeping nearest neighbors interactions.

Another generalization of the toric code is the hypergraph product code introduced by Tillich and Zémor in [108] and described in Section 3.2. This combinatorial construction has the advantage to build quantum codes from good classical ones. Thus, some arguments from classical coding theory can be imported to study them. If the initial classical codes are LDPC, have constant rate and have linear minimal distances then the resulting hypergraph product code is also LDPC, has constant rate and its minimal distance grows like the square root of the block length. This asymptotic scaling of the parameters is one of the best among the known constructions of quantum codes. The main object of interest in this PhD thesis described in Section 1.5 is a particular family of hypergraph product codes called the quantum expander codes [67]. Compared to general hypergraph product codes, the quantum expander codes have the advantage to come up with an efficient decoder called the small-set-flip decoder.

In Figure 1.6, we provide examples of CSS LDPC codes. The columns "Dimension" and "Minimal distance" contain the parameters $K$ and $D$ of the codes. By definition of the minimal distance, any error of weight up to $\lfloor(D-1) / 2\rfloor$ is corrected by the minimum weight decoder which runs in exponential time in general. However, the known polynomial time decoder do not necessarily correct all the errors of weight up to a fraction of the minimal distance. Hence, we report in the column "Maximum weight of adversarial errors corrected with an efficient decoder" the best known value of $T$ such that any error of weight up to $T$ is corrected by a polynomial time decoding algorithm.

|  | Dimension | Minimal distance | Maximum weight of <br> adversarial errors corrected <br> with an efficient decoder |
| :---: | :---: | :---: | :---: |
| Toric code [62] | 2 | $\Theta(\sqrt{N})$ | $\Theta(\sqrt{N})$ |
| From a 4D manifold [41] | 1 | $\Theta(\sqrt{N} \sqrt[4]{\log (N)})$ | No efficient decoder |
| Hyperbolic 2D [41] | $\Theta(N)$ | $\Theta(\log N)$ | $\Theta(\log N)$ |
| Hyperbolic 4D [51, 55, 69] | $\Theta(N)$ | $\Omega\left(N^{0.2}\right), \mathcal{O}\left(N^{0.3}\right)$ | $\Theta(\log N)$ |
| Hypergraph product codes [108] | $\Theta(N)$ | $\Theta(\sqrt{N})$ | No efficient decoder |
| Quantum expander codes [67] | $\Theta(N)$ | $\Theta(\sqrt{N})$ | $\Theta(\sqrt{N})$ |

Figure 1.6: some examples of CSS LDPC codes.

### 1.4 Hypergraph product codes

It is still an open question to know whether LDPC CSS codes with constant rate and linear minimal distance exist. A naive approach would be to build a CSS code from two LDPC $\operatorname{codes} \mathcal{C}_{X}$ and $\mathcal{C}_{Z}$ with good minimal distances. Unluckily, if $\mathcal{C}_{Z}$ is LDPC then the vector space $\mathcal{C}_{Z}^{\perp}$ contains constant weight elements and the required inclusion $\mathcal{C}_{Z}^{\perp} \subseteq \mathcal{C}_{X}$ implies that the minimal distance of $\mathcal{C}_{X}$ is constant. Accordingly, good LDPC classical codes cannot be used directly to build a good LDPC CSS code.

The hypergraph product construction builds a CSS code $\mathcal{Q}$ starting from two classical codes $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ without any extra condition such as $\mathcal{C}_{2}^{\perp} \subseteq \mathcal{C}_{1}$. More precisely, two classical codes $\mathcal{C}_{X}$ and $\mathcal{C}_{Z}$ are constructed from $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ and then the hypergraph product code is the CSS code associated to $\mathcal{C}_{X}$ and $\mathcal{C}_{Z}$. It is particularly interesting for the LDPC case because if $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are constant rate LDPC codes then so is $\mathcal{Q}$. In addition, when $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ have linear minimal distances, the hypergraph product has minimal distance equal to $D=\Theta(\sqrt{N})$ where $N$ is the number of physical qubits. Thanks to these favorable parameters, it is expected that hypergraph product codes perform well for quantum error correction and fault-tolerant quantum computation.

A natural idea for decoding hypergraph product codes is to bring the decoders of classical codes. Unfortunately, this strategy does not work in general. For example, the belief propagation decoder is intensively used in the classical setting but does not perform well for hypergraph product codes [86, 78]. Hopefully, it can be improved using neural networks [68] or an ordered statistics decoding post-processing [85]. Ref. [85] shows that hypergraph product codes have really good performance in practice: for a depolarizing channel with physical error rate below $10 \%$, a well chosen hypergraph product code with 28 logical qubits performs better than the minimum weight decoding of a surface code with 1 logical qubit (see Figure 3 of [85]).

### 1.5 Quantum expander codes

In 1996, Sipser and Spielman introduced the concept of expander graphs and defined a classical expander code as being a code whose Tanner graph is an expander [98]. The expansion property is really convenient to show some properties of the code. For example, the minimal distance of a classical expander code is linear in the block length. For this PhD thesis, we are especially interested in the manner in which sufficient expansion implies that any error of weight up to a fraction of the minimal distance is corrected by a decoder called the bit-flip algorithm. The bit-flip algorithm is one of the simplest decoders it is possible to design and this is why it is convenient for a theoretical analysis. Nevertheless, numerical simulations show that the belief propagation decoder is the best known decoder for classical LDPC codes and widely outperforms the bit-flip algorithm. In addition, the belief propagation decoder can also be analyzed with expansion based arguments [19].

Finding the expansion parameters of a graph is a co-NP-hard problem [10] and constructing expander graphs is not straightforward. In this work, we rely on a probabilistic construction called the configuration model allowing to build with high probability a code with any desired expansion parameter and any desired rate [98, 10, 80]. The first deterministic construction of expander graphs is based on algebraic arguments by Margulis [77] and was latter improved by Barg and Zémor [5, 7, 6]. It is also possible to construct good expander graphs with the zig-zag product method [22]. See [56] for a survey on expander graphs.

By definition, a quantum expander code is a $\left[\left[\Theta\left(n^{2}\right), \Theta\left(n^{2}\right), \Theta(n)\right]\right]$ stabilizer code defined as the hypergraph product of a classical $[n, \Theta(n), \Theta(n)]$ expander code with itself [67]. Ref. [67] also introduced the small-setflip decoder and proved that any error of weight up to a fraction of the minimal distance is corrected. The main motivation for studying these codes is the result of Daniel Gottesman showing that fault-tolerant quantum computation with constant space overhead is possible [46]. As discussed at the beginning of this chapter, this result is subjected to the conjecture that quantum codes with suitable properties exist. Thanks to [67], it is already known that quantum expander codes satisfy many of these properties: they are LDPC, they have constant rate and a good minimal distance. The main result of my PhD is to show that quantum expander codes satisfy also the other desired properties and thus can be used to implement Gottesman's fault-tolerant scheme.

Remember from the hypergraph product construction that a quantum expander code is a CSS code associated to two classical codes $\mathcal{C}_{X}$ and $\mathcal{C}_{Z}$ constructed from the initial classical expander code. It turns out that up to a permutation on the bits, the $\operatorname{code} \mathcal{C}_{X}$ is equal to $\mathcal{C}_{Z}$. Thus, as it is usual for CSS codes, it is sufficient to describe and analyze the decoder for bit-flip errors only. Under this hypothesis, the error support determines the error on the qubits and thus we will often assume that an "error" and an "error support" are the same objects. The small-set-flip decoder is a hard decoding algorithm. This means that its execution is divided into several rounds and at each round, the qubits belonging to some set $F$ are flipped. The set $F$ is called a small-set and we denote by $\mathcal{F}$ the ensemble of all the possible small-sets that can be flipped. The implementation of the small-set-flip algorithm is quite simple: at each round, a small-set $F \in \mathcal{F}$ is selected in such a way that the syndrome weight decreases sufficiently when the qubits of $F$ are flipped (the syndrome weight is the number of syndrome bits equal to 1 ).

### 1.6 Fault-tolerant quantum computation

The goal of fault-tolerant quantum computation is to design circuits which are robust against noise [44]. A circuit C is described by wires (containing quantum states) and elementary operations such as state preparations, measurements or unitary gates. We often assume that C has a classical output $r \in \mathbb{F}_{2}^{m}$. During the last step, all the quantum wires are measured and $r$ is equal to the measurement output on which is applied a classical post-processing. In this PhD thesis, a state preparation creates a $|0\rangle$ state, a measurement corresponds to the measurement of a $Z$-Pauli matrix and the unitary gates belong to the finite gate set $\mathcal{G}:=\left\{X, Z, H, S, T, C_{X}\right\}$ where:

$$
\begin{aligned}
& X=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \\
& Z=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \\
& H=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right), \\
& S=\left(\begin{array}{cc}
e^{-i \pi / 4} & 0 \\
0 & e^{i \pi / 4}
\end{array}\right), \quad \quad T=\left(\begin{array}{cc}
e^{-i \pi / 8} & 0 \\
0 & e^{i \pi / 8}
\end{array}\right), \quad C_{X}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right) .
\end{aligned}
$$

Note that $\mathcal{G}$ is not minimal since $Z=S^{2}=T^{4}$ and $X=H \circ Z \circ H$. However, it is universal in the sense that any unitary can be approximated with gates belonging to $\mathcal{G}$. Formally, for all $\eta>0$ and for all unitary $U$, there exists a unitary $V$ constructed from the gates of $\mathcal{G}$ such that:

$$
\|(U-V)|\psi\rangle \| \leq \eta \quad \text { for any pure state }|\psi\rangle .
$$

In addition, the Solovay-Kitaev theorem [61] asserts that any circuit made of $m$ controlled-not gates and arbitrary single qubit gates can be approximated with $\mathcal{O}\left(m \log ^{2}(m / \eta)\right)$ gates of $\mathcal{G}$.

A location is a point of the circuit where an error can occur. For example, each state preparation, each measurement and each unitary gate is a location. The noise model we will use is the local stochastic error model with parameter $p \in[0,1]$. Let $L$ be the set of locations of an arbitrary circuit C, then the error is represented by a random variable $F \subseteq L$ called the set of faulty locations. $F$ satisfies for all $R \subseteq L$ :

$$
\mathbb{P}[R \subseteq F] \leq p^{|R|}
$$

Once $F$ has been chosen, a location of $L \backslash F$ behaves normally but a faulty location $l \in F$ is replaced by an arbitrary CPTP map with the same input and output spaces than $l$. Let $r$ be the output that C would yield in the
noiseless case $F=\varnothing$. Then, the aim of fault-tolerant quantum computation is, given a parameter $\epsilon>0$, to design a circuit $\mathrm{C}^{\prime}$ whose output is $r$ with probability at least $1-\epsilon$ when the locations are subjected to a local stochastic noise.

In ref. [1], the fault-tolerant circuit $\mathrm{C}^{\prime}$ is built using code concatenation. The idea is to define a function $\Phi$ mapping a circuit C to another circuit $\Phi(\mathrm{C})$ which is more robust against noise. Then, the circuit $\mathrm{C}^{\prime}$ is defined by $\mathrm{C}^{\prime}=\Phi^{k}(\mathrm{C})$ for a well chosen $k \in \mathbb{N}$. In $\Phi(\mathrm{C})$, each wire of C is encoded into $N$ wires using an $[[N, 1]]$ stabilizer code and error correction is regularly performed on the wires of $\Phi(\mathrm{C})$. In this fault-tolerant protocol, the qubits are encoded one by one leading to polylogarithmic space and time overheads as stated in eq. (1.1).

In ref. [46] where fault-tolerance with constant space overhead is achieved, the wires of C are divided into blocks of $K \in \mathbb{N}$ wires and each block is encoded using an $[[N, K]]$ stabilizer code $\mathcal{Q}$. Contrarily to the case of code concatenation, the block length of $\mathcal{Q}$ depends on the number of wires in C and $\mathcal{Q}$ is chosen among a family of constant rate LDPC codes. In this PhD thesis, we show that quantum expander codes can be used in this construction to correct the errors appearing in the resulting circuit $\mathrm{C}^{\prime}$.

### 1.7 Summary of contributions

The authors of ref. [67] studied how the small-set-flip decoder corrects a quantum expander code in the case where the error is adversarial. The drawback of this setting is that the minimal distance of the code is a fundamental limit on the error weight that any algorithm can correct. When the error is generated with a quantum noisy channel (for example with the depolarizing channel) the error weight is generally linear in the block size $N$. This is way above the best known minimal distance $\Theta(\sqrt{N} \sqrt[4]{\log (N)})$ for LDPC quantum codes [41]. Despite this upper bound on the minimal distance, it is well known that some quantum LDPC codes have a threshold and thus successfully correct a depolarizing noise (see [30,17] for numerical simulations and [30,66] for theoretical arguments). In this PhD thesis, we show that the small-set-flip decoder has a threshold for any noise model satisfying the local stochastic property that we defined and discussed in Section 1.3.

Kovalev and Pryadko already proved the existence of a threshold when a local stochastic noise is corrected with the minimum weight decoder [66]. As explained below, we showed in ref. [38] that similar techniques can be used for the small-set-flip decoder. We denote by $V_{\mathcal{Q}}$ the set of qubits and by $G_{X}$ the Tanner graph of $\mathcal{C}_{X}$. We will say that a set of qubits is a small ensemble when any adversarial error whose support is included in this ensemble is corrected by the decoder. For instance for quantum expander codes, a "small ensemble" is a set of qubits $K \subseteq V_{\mathcal{Q}}$ with size $\mathcal{O}(\sqrt{N})$. Here, we use the word "ensemble" as a synonym of "set" to avoid a mix-up between "small ensemble" and "small-set". In addition, for a given initial error $E \subseteq V_{\mathcal{Q}}$, two sets of qubits $K_{1}, K_{2}$ are said to be independent when the behavior of the decoder on the error $K_{1} \cap E$ does not depend on the error $K_{2} \cap E$. In ref. [66], the qubits are decomposed into small independent ensembles so that the decoder corrects the error included in each ensemble and thus corrects the entire error as well.
In order to decompose the qubits into small independent ensembles, we will say that a decoder is local when two sets of qubits are independent as soon as the intersection of their neighborhoods in $G_{X}$ is empty (as a reminder, the neighborhood of a set of qubits in $G_{X}$ is a set of check-nodes). For example, the small-set-flip decoder and the minimum weight decoder are local. We define the adjacency graph of the code to be the graph with vertex set $V_{\mathcal{Q}}$ and such that two qubits are linked if and only if they share a check-node in $G_{X}$. In particular, if two sets $K_{1}, K_{2} \subseteq V_{\mathcal{Q}}$ are not adjacent in the adjacency graph, then no check-node can be adjacent to both $K_{1}$ and $K_{2}$ in $G_{X}$, and thus $K_{1}$ and $K_{2}$ are independent.
When we run a decoder, we call residual error the physical error remaining on the qubits after applying the correction the decoder guessed. We also define the execution support to be the set of all qubits belonging to the error support at some point of the algorithm. For instance with the small-set-flip decoder, the execution support contains the qubits of the initial error together with the qubits of all the small-sets which have been flipped by the algorithm. Then, we can decompose the qubits into independent ensembles $K_{1}, K_{2}, \ldots$ by defining $K_{i}$ to be the connected components of the execution support in the adjacency graph. Finally, we will use percolation arguments to show that $K_{i}$ is a small ensemble with high probability [48, 74, 58].
To summarize the arguments above, we give a sketch of the proof of [38]: we run the small-set-flip decoder on an error generated with a local stochastic noise. Let $K$ be a connected component of the execution support $U$ in the adjacency graph. Then, the locality property ensures that the way the decoder acts on $K$ does not depend on whether or not there are errors outside $K$. In particular, the residual error on the qubits of $K$ is equal to the residual error we would get by running the small-set-flip decoder without initial error outside $K$. Using arguments from percolation theory, the set $K$ satisfies $|K|=\mathcal{O}(\sqrt{N})$ with high probability and thus the initial errors belonging to
$K$ are corrected by the small-set-flip decoder. This is true for each connected component $K$ of $U$ thus the entire error is corrected.

Percolation theory by itself is a whole field of probability theory [48]. However, in this work we are interested in the special case of site percolation with local stochastic noise on a finite graph with bounded degree. Let $\mathcal{V}$ be the set of vertices of a finite graph $\mathcal{G}$ with maximum degree $d_{\mathcal{G}}$ (the vertices are called "sites" in the context of percolation) and choose a random subset of the vertices $E \subseteq \mathcal{V}$. Then, the central question in percolation theory is to understand what is the size of the connected components of $E$. For error correcting codes, the graph $\mathcal{G}$ is the adjacency graph and the set $E$ represents the support of the error. Usually for percolation, the probabilistic law on $E$ is an iid error model (each site is in $E$ with probability $p$ independently from the other sites) but in this work we deal with the more general local stochastic error model. By definition, a noise model has the local stochastic property when the random set $E$ satisfies eq. (1.4) for all $S \subseteq \mathcal{V}$. Hence, following ref. [66], we extend some useful percolation results to this case.

The other significant difference with the results from standard percolation is that we perform a generalized process that we call $\alpha$-percolation. Instead of being interested in the maximum size of the connected subsets of $E$, the aim of $\alpha$-percolation is to look at the connected $\alpha$-subsets where an $\alpha$-subset is a set $X \subseteq \mathcal{V}$ such that at least $\alpha|X|$ elements of $X$ belong to $E$. For instance, a 1-subset is simply a subset and 1-percolation is percolation in the usual sense. Looking at $\alpha$-subsets is relevant because the execution support of the small-set-flip decoder is an $\alpha$-subset of the initial error for some $\alpha \in(0,1]$. The main theorem (already proved in the particular case $\alpha=1 / 2$ in ref. [66]) states that with high probability, any connected $\alpha$-subset of $E$ has size $\mathcal{O}(\sqrt{|\mathcal{V}|})$. If we go back to the discussion about local decoders, the set $K$ (defined to be any connected subset of the execution support) is an $\alpha$-subset of $E$ and thus $|K|=\mathcal{O}(\sqrt{N})$ must hold.

For an iid noise and $\alpha=1$, it is well known that with high probability, if $p<1 /\left(d_{\mathcal{G}}-1\right)$ then the connected components of $E$ have size $\mathcal{O}(\log (|\mathcal{V}|))$. On the other hand, if $p>1 /\left(d_{\mathcal{G}}-1\right)$, there is a unique component whose size is linear (called "giant component") [58]. In this work, we extend this result to any local stochastic noise and arbitrary $\alpha \in(0,1]$. More precisely, we determine a non-zero value $p_{\mathrm{th}}=p_{\mathrm{th}}(\alpha)$ such that if $p<p_{\mathrm{th}}$, then the probability for the existence of a connected $\alpha$-subset for $E$ with size above $t \in \mathbb{N}$ is at most $\Theta\left(|\mathcal{V}| \beta^{\alpha t}\right)$ where $\beta=p / p_{\mathrm{th}}<1$. A threshold value usually identifies a phase transition between the regime where $E$ has small connected components and the regime where $E$ has a unique giant component. However for error correction, the concern is to be below threshold and thus $p_{\text {th }}$ is said to be a threshold even though it is only a lower bound on the percolation threshold. In particular, the value $p_{\text {th }}$ we get is not tight for an iid noise since $p_{\text {th }}(1)<1 /\left(d_{\mathcal{G}}-1\right)$. It could be interesting to find the actual threshold for $\alpha<1$ and to extend the other results from percolation on finite graphs [58].

A challenging assumption to apply Gottesman's fault-tolerant scheme is to show that the quantum expander codes are not defeated when the syndrome measurement is noisy. Formally in this error model, a set of syndrome bits $D$ is randomly chosen according to a local stochastic noise and the input of the small-set-flip algorithm is the syndrome where the bits of $D$ have been flipped. This hypothesis is necessary in the context of fault-tolerant quantum computation, because the syndrome bits are produced by a quantum measurement performed with physical noisy components. However because of the LDPC property, we cannot hope for the decoder to correct entirely the error on the qubits when the syndrome is noisy. Instead, we show that the residual error is equivalent to a local stochastic error with controlled parameter.

Similarly to the case where the syndrome measurement is perfect, the first step of the analysis is to consider adversarial errors whose weight is below the minimal distance. In that case, the weight of the residual error is shown to be upper bounded by a linear function of $|D|$. The proof strategy is to go back to the case of noiseless syndrome and to show that the small-set-flip algorithm can flip many small-sets in each round. As we discuss later, this property also implies that the decoder can be parallelized for noiseless and noisy syndrome measurements. Finally, to deal with local stochastic errors, we will apply an $\alpha$-percolation process to the syndrome adjacency graph to reduce the problem to the case of adversarial errors. The syndrome adjacency graph is the Tanner graph of $\mathcal{C}_{X}$ with additional edges between the qubits linked in the adjacency graph [46].

In addition, our analysis shows that the small-set-flip algorithm has the single-shot property. A quantum code is said to be single-shot when one round of noisy syndrome measurement is sufficient for the decoder to have a threshold. By contrast, the toric code and other 2-dimensional quantum codes are not single-shot. This means that the syndrome has to be measured $\Theta(D)$ times to get enough information to correct the error. This property is really favorable in the context of fault-tolerance where many error correction steps have to be performed.

Single-shot error correction was introduced by Hector Bombin in [12] and various code families have been shown to be single-shot: the three-dimensional gauge color codes [12], the four-dimensional toric code [32] and
the four-dimensional hyperbolic codes [55]. A theory of single-shot error correction has been proposed in ref. [21] where the main idea was to correct the syndrome errors before trying to correct the qubit errors. Taking into account [21] and Lemma 3.21 reported in this manuscript, the single-shot property seems closely related to the soundness property. Informally, a code is sound if below minimal distance, the syndrome weight can be lower bounded by a linear function of the error weight.

In ref. [37] we have also shown that the small-set-flip algorithm can be parallelized to run in constant depth. When the syndrome is noisy, if the number of rounds is chosen to be big enough (but constant) then the residual error will be equivalent to a local stochastic error with a small parameter. On the other hand, when the syndrome is perfect, a fixed number of rounds will not be sufficient to correct entirely the error. However, running the algorithm with a number of steps logarithmic in the syndrome weight will correct the error with high probability.

In ref. [49], we have done some simulations to study how the small-set-flip decoder performs in practice. For simplicity, we have restricted our attention to the sequential algorithm and perfect syndrome measurements. The numerical results we get are promising. For instance, the value we derived for the threshold is way above the lower bound provided by theoretical arguments. The threshold value is near $4.5 \%$ for a family of hypergraph product codes with rate $1 / 61$ and near $2 \%$ for rate $1 / 5$.

## Chapter 2

## Classical error correction

The goal of this chapter is to provide the notions of classical coding we did not introduced in Section 1.1. Section 2.1 summarizes standard terminology and definitions. Section 2.2 is a detailed study of classical expander codes, many of the ideas of this section will be used in Chapter 3 for quantum expander codes.

### 2.1 Background

As stated in Section 1.1, a classical message on $n$ bits is represented with a binary vector of $\mathbb{F}_{2}^{n}$. The group operation on $\mathbb{F}_{2}=\{0,1\}$ is the addition modulo 2 denoted by $\oplus$ and defined by:

$$
0 \oplus 0=1 \oplus 1=0, \quad 0 \oplus 1=1 \oplus 0=1
$$

The metric on $\mathbb{F}_{2}^{n}$ used for error correcting codes is called the Hamming distance:
Definition 2.1 (Hamming weight and Hamming distance). The Hamming weight of a binary vector $e \in \mathbb{F}_{2}^{n}$ is the number of 1 s in $e$ :

$$
|e|:=\#\left\{i \in \llbracket 1 ; n \rrbracket: e_{i}=1\right\} .
$$

The Hamming distance between $e_{1} \in \mathbb{F}_{2}^{n}$ and $e_{2} \in \mathbb{F}_{2}^{n}$ is equal to $\left|e_{1} \oplus e_{2}\right|$, it is the number of indices where the bits of $e_{1}$ and $e_{2}$ are different.

For example, when Alice sends a bit-string $x \in \mathbb{F}_{2}^{n}$ to Bob through the binary symmetric channel, the probability he gets some message $y \in \mathbb{F}_{2}^{n}$ is equal to:

$$
\mathbb{P}[\text { Bob gets } y \mid \text { Alice sent } x]=p^{|x \oplus y|}(1-p)^{n-|x \oplus y|}
$$

The binary vector $e:=x \oplus y$ is called the error. When the $i^{\text {th }}$ bit of $x$ is flipped by the channel, we have $e_{i}=1$ and $e_{i}=0$ otherwise.

By definition, the set of codewords of an $[n, k, d]$-linear error correcting code $\mathcal{C}$ is a $k$ dimensional linear subspace of $\mathbb{F}_{2}^{n}$. The integer $k$ is called the number of logical bits, $n$ is called the number of physical bits and $d$ is the minimal distance defined by:

$$
d:=\min \left\{|c|: c \in \mathcal{C}, c \neq 0^{n}\right\}
$$

Representing a linear code can be done using either a generator matrix or a parity check matrix. A generator matrix $G$ is an $n \times k$ binary matrix whose columns span the set of codewords of $\mathcal{C}$, in particular the rank of $G$ is equal to $k$ the dimension of $\mathcal{C}$. In the communication protocol of Figure 1.4, Alice encodes a message $s \in \mathbb{F}_{2}^{k}$ into a codeword $x \in \mathbb{F}_{2}^{n}$, then she sends $x$ through the noisy channel to Bob who gets $y \in \mathbb{F}_{2}^{n}$ as channel output, he corrects $y$ to $\hat{x} \in \mathbb{F}_{2}^{n}$ with the decoding algorithm and finally he computes $\hat{s} \in \mathbb{F}_{2}^{k}$ the message whose corresponding codeword is $\hat{x}$. With the generator matrix $G$, Alice can perform efficiently the encoding step using the formula $x=G s$ and Bob can deduce $\hat{s}$ from $\hat{x}$ using a Gaussian elimination on the linear system $\hat{x}=G \hat{s}$. A parity check matrix for $\mathcal{C}$ is any binary matrix $H$ with $n$ columns satisfying $\mathcal{C}=\operatorname{ker}(H)$. In particular, each
column of $G$ belongs to the kernel of $H$ thus $H G=0$. Moreover, the rank of $H$ is $n-k$ thus $m \geq n-k$ with equality when $H$ is full rank. The rows of $H$ span $\mathcal{C}^{\perp}$ the orthogonal space of $\mathcal{C}$ defined by

$$
\mathcal{C}^{\perp}:=\left\{d \in \mathbb{F}_{2}^{n}: d^{T} c=0 \text { for all } c \in \mathcal{C}\right\}
$$

where $d^{T}$ is the transpose vector of $d$. The rows of $H$ can also be seen as linear constraints on the bits of $c \in \mathcal{C}$ called parity check equations as illustrated in Figure 2.1 with the Hamming code.

$$
\begin{gathered}
H=\left(\begin{array}{lllllll}
1 & 1 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 1
\end{array}\right) \\
x \in \mathcal{C} \Leftrightarrow\left\{\begin{array}{l}
x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{5}=0 \\
x_{2} \oplus x_{3} \oplus x_{4} \oplus x_{6}=0 \\
x_{3} \oplus x_{5} \oplus x_{6} \oplus x_{7}=0
\end{array}\right.
\end{gathered}
$$

Bit nodes


Figure 2.1: parity check matrix, parity check equations and factor graph for the $[7,3,3]$ Hamming code. The columns of the parity check matrix are the 7 possible non-zero strings with 3 bits.

For our purpose, there is a convenient way to represent a parity check matrix $H$ with $n$ columns and $m$ rows using a bipartite graph called the factor graph or the Tanner graph of the code (see Figure 2.1 for an example). Let $G$ be a bipartite graph whose left set of vertices $V$ satisfies $|V|=n$ and whose right set of vertices $C$ satisfies $|C|=m$. In this context, an element $v \in V$ is called a bit-node or simply a bit and will represent a column of $H$ (i.e. a physical bit of the code). Similarly, an element $c \in C$ is called a check-node or simply a check and will represent a row of $H$ (i.e. a parity check equation). The graph $G$ is said to be the Tanner graph of $H$ (or a Tanner graph for the associated code) when the edges in $G$ correspond to the 1 in $H$ : if $H_{i, j}=1$ then the $i^{\text {th }}$ bit-node and the $j^{\text {th }}$ check-node are connected and if $H_{i, j}=0$ then they are not connected.

The bit-string $\sigma(y):=H y \in \mathbb{F}_{2}^{m}$ is called the syndrome of $y$ or the syndrome of the error, for example $y \in \mathcal{C}$ holds if and only if $\sigma(y)=(0, \ldots, 0)$. The terminology "syndrome of the error" is justified by the fact that when Alice sends a codeword $x$ to Bob who receives $y$, the syndrome of $y$ does not depend on $x$ but exclusively depends on the error $e=x \oplus y$ that happened on the channel. Indeed, for all $x \in \mathcal{C}, H x=0$ holds and:

$$
\sigma(y)=H y \oplus H x=\sigma(e) .
$$

As shown in Figure 1.4, the error correction step is done with an algorithm which infers some $\hat{x}$ from the output of the channel $y$. In this PhD thesis we use the syndrome decoding strategy where the decoder takes as input the syndrome $\sigma(y)=\sigma(e) \in \mathbb{F}_{2}^{m}$, returns $\hat{e} \in \mathbb{F}_{2}^{n}$ a guessed for the error and finally sets $\hat{x}=y \oplus \hat{e}$. Syndrome decoding is particularly relevant for quantum error correction since we do not have a direct access to the value of a quantum state.
For example, on the input $\sigma \in \mathbb{F}_{2}^{m}$, the minimum weight decoder returns:

$$
\begin{equation*}
\hat{e}:=\underset{e \in \mathbb{F}_{2}^{n}: \sigma(e)=\sigma}{\arg \min }|e| . \tag{2.1}
\end{equation*}
$$

Notation 2.2. It will be convenient to see an error pattern $e \in \mathbb{F}_{2}^{n}$ as a subset of $\llbracket 1 ; n \rrbracket$ denoted by an upper letter:

$$
E:=\left\{i \in \llbracket 1 ; n \rrbracket: e_{i}=1\right\} .
$$

Similarly, an error is often seen as a subset of the bit-nodes and the syndrome is often seen as a subset of the check-nodes: $E \subseteq V$ and $\sigma \subseteq C$.
When a bit-string is seen as a subset, the bit-wise addition $\oplus$ is replaced by the symmetric difference of sets and the Hamming weight defined in Definition 2.1 becomes the cardinality.

On a Tanner graph, the syndrome is the set of check-nodes incident to an odd number of faulty bits, see Figure 2.2 for some examples on the Hamming code. A check-node is said to be unsatisfied when it belongs to the syndrome and is said to be satisfied otherwise.


Figure 2.2: examples of errors and the associated syndrome for the Hamming code. The faulty bits and the unsatisfied checks are in red.

When we will talk about the degree of a physical bit or the degree of a check, we refer to the degree of the corresponding node in the Tanner graph. The degree of a bit is the number of parity check equations in which it appears and the degree of a check is the number of bits in the corresponding parity check equation.

In this PhD thesis, we are interested in the notion of low-density parity check (LDPC) codes. A linear code is $(l, r)$-LDPC when the bit-nodes in the Tanner graph have degree at most $l$ and the check-nodes have degree at most $r$. A family of linear codes $\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots$ is said to be LPDC when there exist two integers $l, r \in \mathbb{N}$ such that each code of the family is $(l, r)$-LDPC. For a family of LDPC codes, the parity check matrices are sparse because the weight of the columns of the matrices is upper bounded by $l$ and the weight of the rows of the matrices is upper bounded by $r$.

### 2.2 Classical expander codes

Remember that the syndrome decoding task consists in finding the bit errors which have led to a given set of unsatisfied check-nodes. By definition, the neighborhood of any unsatisfied check-node must contain at least one bit in the error. It would be very convenient if, on the one hand, all the bits in the error have a neighborhood containing a majority of unsatisfied check-nodes and, on the other hand, the neighborhood of all the bits not in the error was mainly composed of satisfied check-nodes. Under these two assumptions, the error would be corrected by flipping all the bits adjacent to a majority of unsatisfied check-nodes. Actually, we cannot hope for these two properties to hold for any adversarial error but classical expander codes are defined so that the bits mostly satisfy these properties. In order to avoid a situation where many satisfied check-nodes are in the neighborhood of a bit in the error, the expansion property ensures that there are few check-nodes adjacent to two bits in the error. Equivalently, the number of check-nodes in the neighborhood of the error must be large.

An expander code can be decoded with the bit-flip algorithm which, while it is possible to do so, finds and flips a bit such that this flip decreases the syndrome weight. The bit-flip algorithm is sequential in the sense that a single bit is flipped at each round of the procedure. It is also possible to design a parallel version of the algorithm where at each round, all the bits having a majority of unsatisfied neighbors are flipped. Even though the sequential algorithm has better performance than the parallel version, it is also much slower since it runs essentially in linear time compared to logarithmic time when parallelized, see for example the table in [98]. In this chapter, we focus on the sequential bit-flip algorithm trying to highlight the ideas that can be reused for the analysis of the small-set-flip decoder for quantum expander codes (see Section 3.3). In particular, we introduce some concepts and show some properties that are not essential for classical expander codes but will be useful in the quantum setting. Note that the constants reported in the statements of this chapter can be improved with the arguments of [18].

### 2.2.1 Definition

Throughout this PhD thesis, we fix a Tanner graph $G$ whose set of bit-nodes is $V$, whose set of check-nodes is $C$ and we denote by $\Gamma$ the neighborhood in $G$. In addition, $G$ is supposed to be a regular graph: the bit-nodes have degree $d_{V}$ and the check-nodes have degree $d_{C}$. Note that for any $E \subseteq V:|\Gamma(E)| \leq d_{V}|E|$ and for any $D \subseteq C:|\Gamma(D)| \leq d_{C}|D|$. An expander graph is such that for any set $E$ or $D$ sufficiently small, the neighborhood is large in the sense that the previous upper bounds are nearly reached.

Definition 2.3 (Expander graph [98]). Let $G$ be a regular Tanner graph with $V$ the set of bit-nodes and $C$ the set of check-nodes. The left degree of $G$ is denoted by $d_{V}$ and its right degree is denoted by $d_{C}$. We say that $G$ is an expander graph with parameter $\delta>0$ if there exists $\gamma>0$ such that:

$$
\begin{aligned}
& \forall E \subseteq V:|E| \leq \gamma|V| \Rightarrow|\Gamma(E)| \geq(1-\delta) d_{V}|E|, \\
& \forall D \subseteq C:|D| \leq \gamma|C| \Rightarrow|\Gamma(D)| \geq(1-\delta) d_{C}|D|
\end{aligned}
$$

When we want to specify the value of $\gamma$, we say that a graph is a $(\gamma, \delta)$-expander graph.
A classical expander code with parameters $\gamma, \delta>0$ is a code associated to a $(\gamma, \delta)$-expander Tanner graph.
A code family is a classical expander code family with parameter $\delta>0$ when there exists $\gamma>0$ ( $\gamma$ independent of the code) such that each code of the family is a ( $\gamma, \delta$ )-expander code.

Following [67] we could distinguish between the notions of left expansion and right expansion.
$G$ is a left expander graph with parameter $\delta_{V}>0$ if there exists $\gamma_{V}>0$ such that:

$$
\begin{equation*}
\forall E \subseteq V:|E| \leq \gamma_{V}|V| \Rightarrow|\Gamma(E)| \geq\left(1-\delta_{V}\right) d_{V}|E| \tag{2.2}
\end{equation*}
$$

$G$ is a right expander graph with parameter $\delta_{C}>0$ if there exists $\gamma_{C}>0$ such that:

$$
\begin{equation*}
\forall D \subseteq C:|D| \leq \gamma_{C}|C| \Rightarrow|\Gamma(D)| \geq\left(1-\delta_{C}\right) d_{C}|D| \tag{2.3}
\end{equation*}
$$

For simplicity, we consider graphs with both right and left expansion where $\gamma=\gamma_{V}=\gamma_{C}$ and $\delta=\delta_{V}=\delta_{C}$. Note that the left expansion property is sufficient for the analysis done in Section 2.2 for classical expander codes but we will need left and right expansion for quantum expander codes.

### 2.2.2 Analysis of classical expander codes

In [98], Sipser and Spielman showed that an expander code with parameter $\delta<1 / 2$ has a linear minimum distance and if $\delta<1 / 4$ then any error of weight up to a fraction of the minimal distance is corrected by a decoder called the bit-flip algorithm.

In this section, we establish useful properties of expander graphs and deduce a lower bound on the minimal distance.

Notation 2.4. Let $G$ be a bipartite expander graph with parameters $\gamma, \delta>0$, with left degree $d_{V}$ and right degree $d_{C}$. Let $V$ be the set of bit-nodes and let $C$ be the set of check-nodes. The graph $G$ is interpreted as a Tanner graph and we denote by $\mathcal{C}$ the corresponding classical error correcting code.
For $E \subseteq V$, let $\Gamma_{\mathrm{u}}(E) \subseteq \Gamma(E)$ be the set of unique neighbors of $E$ :

$$
\Gamma_{\mathrm{u}}(E):=\{c \in C: \text { there exists a unique } e \in E \text { such that } c \in \Gamma(e)\}
$$

and let $\Gamma_{\mathrm{m}}(E)$ be the set of multiple neighbors of $E$ :

$$
\Gamma_{\mathrm{m}}(E):=\Gamma(E) \backslash \Gamma_{\mathrm{u}}(E)=\left\{c \in C: \exists e \neq e^{\prime} \in E, c \in \Gamma(e) \cap \Gamma\left(e^{\prime}\right)\right\} .
$$

The key property of bipartite expander graphs is that the size of $\Gamma_{\mathrm{u}}(E)$ is large and the size of $\Gamma_{\mathrm{m}}(E)$ is small (see Lemma 2.5).

Lemma 2.5. We use Notation 2.4. If $E \subseteq V$ is such that $|E| \leq \gamma|V|$ then:

$$
\left|\Gamma_{\mathrm{u}}(E)\right| \geq d_{V}|E|(1-2 \delta) \quad \text { and } \quad\left|\Gamma_{\mathrm{m}}(E)\right| \leq d_{V}|E| \delta .
$$

Proof. First of all, we have:

$$
\begin{equation*}
|\Gamma(E)|=\left|\Gamma_{\mathrm{u}}(E)\right|+\left|\Gamma_{\mathrm{m}}(E)\right| . \tag{2.4}
\end{equation*}
$$

Moreover, $d_{V}|E|=\sum_{e \in E}|\Gamma(e)|$. On the right hand side of the latter equality, the elements of $\Gamma_{\mathrm{u}}(E)$ are counted once and the element of $\Gamma_{\mathrm{m}}(E)$ are counted at least twice. Thus:

$$
\begin{equation*}
d_{V}|E| \geq\left|\Gamma_{\mathrm{u}}(E)\right|+2\left|\Gamma_{\mathrm{m}}(E)\right| . \tag{2.5}
\end{equation*}
$$

Subtracting eq. (2.4) from eq. (2.5) and using the expansion property $\Gamma(E) \geq(1-\delta) d_{V}|E|$ from Definition 2.3, we get:

$$
\begin{equation*}
\left|\Gamma_{\mathrm{m}}(E)\right| \leq d_{V}|E|-|\Gamma(E)| \leq d_{V}(1-1+\delta)|E|=d_{V}|E| \delta . \tag{2.6}
\end{equation*}
$$

By eq. (2.4), eq. (2.6) and the expansion property:

$$
\left|\Gamma_{\mathrm{u}}(E)\right|=|\Gamma(E)|-\left|\Gamma_{\mathrm{m}}(E)\right| \geq|\Gamma(E)|-d_{V}|E| \delta \geq(1-2 \delta) d_{V}|E|
$$

By Lemma 2.5 and the following argument, the minimal distance of an expander code with $\delta<1 / 2$ is linear in the block length $|V|$. Indeed, if an error $E \subseteq V$ satisfies $0<|E| \leq \gamma|V|$ then $\sigma(E) \neq \varnothing$ because $\Gamma_{\mathrm{u}}(E) \subseteq \sigma(E)$ and thus:

$$
|\sigma(E)| \geq\left|\Gamma_{\mathrm{u}}(E)\right| \geq d_{V} \delta(1-2 \delta)>0
$$

Hence we get $d(\mathcal{C})>\gamma|V|$ since the minimal distance $d(\mathcal{C})$ is the minimal weight of a non-zero error with empty syndrome. Actually, the more careful analysis of Lemma 2.6 provides a better lower bound on the minimal distance of $\mathcal{C}$.

Lemma 2.6. We use Notation 2.4. If $\delta<1 / 2$ then:

$$
d(\mathcal{C}) \geq 2(1-\delta)\lfloor\gamma|V|\rfloor .
$$

Proof. We show that for any $E \subseteq V$ with $0<|E|<2(1-\delta)|\gamma| V \mid]$, we have $\sigma(E) \neq \varnothing$.
First, using $\Gamma_{\mathrm{u}}(E) \subseteq \sigma(E)$ and Lemma 2.5, we know that in the particular case where $|E| \leq \gamma|V|$ :

$$
\begin{equation*}
|\sigma(E)| \geq\left|\Gamma_{\mathrm{u}}(E)\right| \geq d_{V}|E|(1-2 \delta) \neq 0 \tag{2.7}
\end{equation*}
$$

and thus $\sigma(E) \neq \varnothing$.
In the other case where $\gamma|V|<|E|<2(1-\delta)[\gamma|V|]$, we choose $E_{1}, E_{2} \subseteq E$ such that $E=E_{1} \cup E_{2}$, $E_{1} \cap E_{2}=\varnothing$ and $\left|E_{1}\right|=\left\lfloor\gamma|V| \mid\right.$. We have $\sigma(E)=\sigma\left(E_{1}\right) \oplus \sigma\left(E_{2}\right)$ thus $|\sigma(E)| \geq\left|\sigma\left(E_{1}\right)\right|-\left|\sigma\left(E_{2}\right)\right|$ and showing $\left|\sigma\left(E_{1}\right)\right|>\left|\sigma\left(E_{2}\right)\right|$ is sufficient to conclude that $\sigma(E) \neq \varnothing$. Similarly to eq. (2.7), we have:

$$
\left|\sigma\left(E_{1}\right)\right| \geq d_{V}(1-2 \delta)\left|E_{1}\right|=d_{V}(1-2 \delta)\lfloor\gamma|V|\rfloor
$$

and:

$$
\begin{aligned}
\left|\sigma\left(E_{2}\right)\right| & \leq d_{V}\left|E_{2}\right| & & \text { because } G \text { has left degree } d_{V} \\
& =d_{V}\left(|E|-\left|E_{1}\right|\right) & & \\
& <d_{V}(1-2 \delta)\lfloor\gamma|V|\rfloor & & \text { because }|E|<2(1-\delta)\lfloor\gamma|V|\rfloor \text { and }\left|E_{1}\right|=\lfloor\gamma|V|\rfloor .
\end{aligned}
$$

Hence $\left|\sigma\left(E_{1}\right)\right|>\left|\sigma\left(E_{2}\right)\right|$ which concludes the proof.

### 2.2.3 Bit-flip algorithm

In this section we show that expander codes can be decoded using the bit-flip algorithm. The definition of expander graphs (Definition 2.3) implies that for an error $E$ sufficiently small $|E| \leq \gamma|V|$, the bits $e \in V$ whose neighborhood $\Gamma(e)$ is mainly composed of unsatisfied checks are generally in the error. The bit-flip algorithm takes advantage of this remark by flipping the bits whose neighborhood contains more unsatisfied check-nodes than satisfied ones. When we pay attention to the syndrome, the bit-flip algorithm flips a bit when this leads to a decrease in the syndrome weight and it iterates this process while such a bit exists.

The bit-flip algorithm was introduced by Gallager in [42] and the analysis for the expander codes was done by Sipser and Spielman in [98]. In Algorithm 1 we present a slight generalization of the bit-flip where a bit is flipped when this decreases the syndrome weight by at least $B \in \mathbb{N}_{>0}$ units. This parameter $B$ is not really necessary


Figure 2.3: schematic representation of the sets $E, E_{i}$ and $\hat{E}_{i}$ used in the bit-flip algorithm (Algorithm 1).
(for example [42] and [98] set $B=1$ ) but we allow for $B$ being arbitrary because our objective is to extend the ideas of the analysis to the quantum case where taking $B \neq 1$ is relevant. Intuitively, when $B_{1}<B_{2}$, the bit-flip algorithm with parameter $B_{2}$ has better performance than the bit-flip algorithm with parameter $B_{1}$, but it requires a Tanner graph with better expansion (i.e. $\delta$ smaller in Definition 2.3).

It is great for understanding the algorithm to think about the physical error on the bits as shown in Figure 2.3. Indeed, let $E_{i}$ be the set of bits in error at round number $i$ of the while loop. Of course, the decoder does not have access to $E_{i}$ but we make it appear on the comments of Algorithm 1 for clarity. The variables used by the algorithm are $\sigma_{i}=\sigma\left(E_{i}\right)$ and $\hat{E}_{i}=E \oplus E_{i}$. Let $f$ be the number of rounds in the while loop then the output of the algorithm $\hat{E}=\hat{E}_{f}$ represents a guess for the error $E$. Hence, the procedure is a success when $\hat{E}=E$, i.e. when the physical error at the end is empty: $E_{f}=\varnothing$.

Algorithm 1 : the bit-flip algorithm with parameter $B \in \mathbb{N}_{>0}$
Input: a syndrome $\sigma \subseteq C . \quad / / \sigma=\sigma(E)$ for some $E \subseteq V$
Output: a guess for the error $\hat{E} \subseteq V$.
$\hat{E}_{0}=\varnothing ; \sigma_{0}=\sigma ; i=0 \quad / / E_{0}=E, \sigma_{0}=\sigma\left(E_{0}\right)$
while $\left[\exists e_{i} \in V:\left|\sigma_{i} \oplus \Gamma\left(e_{i}\right)\right| \leq\left|\sigma_{i}\right|-B\right]$ do
Pick such a $e_{i}$ arbitrarily. $/ /\left|\sigma\left(E_{i} \oplus\left\{e_{i}\right\}\right)\right| \leq\left|\sigma\left(E_{i}\right)\right|-B$
$\hat{E}_{i+1}=\hat{E}_{i} \oplus\left\{e_{i}\right\} \quad / / E_{i+1}=E_{i} \oplus\left\{e_{i}\right\}$
$\sigma_{i+1}=\sigma_{i} \oplus \Gamma\left(e_{i}\right) \quad / / \sigma_{i+1}=\sigma\left(E_{i+1}\right)$
$i=i+1$
end while
return $\hat{E}_{i}$

For simplicity we will say that we run Algorithm 1 on an input $E \subseteq V$ when we run it on the input $\sigma(E)$. In addition, we say that Algorithm 1 corrects the error $E$ when its output $\hat{E}$ is equal to $E$.
Theorem 2.7. Let $B \in \mathbb{N}_{>0}$. We use Notation 2.4 assuming $\delta<\frac{1}{4}\left(1-\frac{B-1}{d_{V}}\right)$.

Any error $E \subseteq V$ with $|E| \leq \gamma|V|\left(1+\frac{d_{V}}{B}\right)^{-1}$ is corrected by Algorithm 1 .
The proof of Theorem 2.7 has two main steps that we describe below in Lemma 2.9 and Lemma 2.10.
The first part of the analysis is independent of the fact that we consider an expander code and uses the notion of execution support defined in Notation 2.8.

Notation 2.8. We run Algorithm 1 with parameter $B \in \mathbb{N}_{>0}$ on the input error $E \subseteq V$ and we denote by $f$ the number of rounds of this execution. The execution support $U \subseteq V$ is defined to be the set:

$$
U:=E \cup\left\{e_{0}, \ldots, e_{f-1}\right\}
$$

The execution support contains all the bits which are in error at some point during the execution of the algorithm.
Lemma 2.9 below shows that $|U|=\mathcal{O}(|E|)$.
Lemma 2.9. Using Notation 2.4 and Notation 2.8, we have:

$$
|U| \leq|E|\left(1+\frac{d_{V}}{B}\right)
$$

Proof. Let $\sigma_{i} \subseteq C$ be the variables from the body of Algorithm 1, we have:

$$
\left|\sigma_{0}\right| \geq\left|\sigma_{0}\right|-\left|\sigma_{f}\right|=\sum_{i=0}^{f-1}\left|\sigma_{i}\right|-\left|\sigma_{i+1}\right| \geq B f
$$

But $\left|\sigma_{0}\right| \leq d_{V}|E|$ because the bit-nodes have degree $d_{V}$ thus:

$$
|U| \leq|E|+f \leq|E|+\frac{\left|\sigma_{0}\right|}{B} \leq|E|\left(1+\frac{d_{V}}{B}\right)
$$

Lemma 2.9 does not assume the code to be an expander but this hypothesis will be used in Lemma 2.10 below. Using the notations of Figure 2.3, while the set of physical errors $E_{i}$ is not empty, we do not wish the decoder to stop at round $i$. If $\left|E_{i}\right|$ is sufficiently small, the bit-flip will indeed not stop because, as stated in Lemma 2.10 where $E_{i}$ is called $F$, there is at least one bit satisfying the while loop condition.

Lemma 2.10. We use Notation 2.4 assuming $\delta<\frac{1}{4}$.
Let $F \subseteq V$ be an error with $0<|F| \leq \gamma|V|$ then there exists $e \in F$ such that fipping the bit e decreases the syndrome weight by at least $d_{V}(1-4 \delta)$ :

$$
|\sigma(F \backslash\{e\})| \leq|\sigma(F)|-d_{V}(1-4 \delta) .
$$

Proof. Using Lemma 2.5 applied for $E=F$ :

$$
\begin{equation*}
\left|\Gamma_{\mathrm{u}}(F)\right| \geq d_{V}|F|(1-2 \delta) . \tag{2.8}
\end{equation*}
$$

Hence the mean value of $\left|\Gamma_{\mathrm{u}}(F) \cap \Gamma(e)\right|$ over $e \in F$ is lower bounded in the following way:

$$
\frac{1}{|F|} \sum_{e \in F}\left|\Gamma_{\mathrm{u}}(F) \cap \Gamma(e)\right|=\frac{\left|\Gamma_{\mathrm{u}}(F)\right|}{|F|} \geq d_{V}(1-2 \delta) .
$$

Thus there exists at least one bit $e \in F$ with $\left|\Gamma_{\mathrm{u}}(F) \cap \Gamma(e)\right| \geq d_{V}(1-2 \delta)$. We conclude that:

$$
\begin{aligned}
|\sigma(F \backslash\{e\})| & =|\sigma(F) \oplus \Gamma(e)| \\
& =|\sigma(F)|+|\Gamma(e)|-2|\sigma(F) \cap \Gamma(e)| \\
& \leq|\sigma(F)|+|\Gamma(e)|-2\left|\Gamma_{\mathrm{u}}(F) \cap \Gamma(e)\right| \quad \text { because } \Gamma_{\mathrm{u}}(F) \subseteq \sigma(F), \\
& \leq|\sigma(F)|+d_{V}-2 d_{V}(1-2 \delta) \\
& =|\sigma(F)|-d_{V}(1-4 \delta) .
\end{aligned}
$$

We are now ready to prove Theorem 2.7 using Lemma 2.9 and Lemma 2.10.
Proof of Theorem 2.7. We run Algorithm 1 on the input $E$ and denote by $\hat{E}$ the output. In this proof we set $F:=E \oplus \hat{E}$ to be the physical error on the bits after applying the correction $\hat{E}$. Note that $F=E_{f}$ where $f$ is the number of rounds in the while loop and $E_{i}$ is defined as in Figure 2.3. By the contraposition of Lemma 2.10, showing items (i) and (ii) below is sufficient to prove $|F|=0$ and Theorem 2.7.
(i) $|F| \leq \gamma|V|$.
(ii) $\forall e \in F:|\sigma(F \backslash\{e\})|>|\sigma(F)|-d_{V}(1-4 \delta)$.

Let's show items (i) and (ii).
By definition of the execution support $U$ defined in Notation 2.8, we have $F \subseteq U$. Using Lemma 2.9 and the hypothesis $|E| \leq \gamma|V|\left(1+\frac{d_{V}}{B}\right)^{-1}$, we get item (i):

$$
|F| \leq|U| \leq|E|\left(1+\frac{d_{V}}{B}\right) \leq \gamma|V|
$$

For item (ii), we remark that Algorithm 1 stopped because the while loop condition was not satisfied at round $i=f$ for $\sigma_{i}=\sigma(F)$ :

$$
\forall e \in V:|\sigma(F) \oplus \Gamma(e)|>|\sigma(F)|-B
$$

We are dealing with integers and thus:

$$
\begin{aligned}
\forall e \in V:|\sigma(F) \oplus \Gamma(e)| & \geq|\sigma(F)|-B+1 \\
& >|\sigma(F)|-d_{V}(1-4 \delta) \quad \text { because } \delta<\frac{1}{4}\left(1-\frac{B-1}{d_{V}}\right)
\end{aligned}
$$

Finally, item (ii) holds because for $e \in F$ :

$$
\sigma(F) \oplus \Gamma(e)=\sigma(F \oplus\{e\})=\sigma(F \backslash\{e\})
$$

### 2.2.4 Existence of expander graphs

The goal of this section is to discuss the existence and the construction of expander graphs, we do not give the proofs which can be found in ref. [92]. Note that the expansion property is equivalent to both left expansion and right expansion as defined in eqs. (2.2) and (2.3). Ref. [92] is only interested in the left expansion property but their results also hold for right expansion by exchanging the bit-nodes and the check-nodes.

In this PhD thesis, we rely on a probabilistic construction called configuration model which produces a bipartite graph having the expansion property with high probability. For any desired rate $r \in[0,1)$ and any desired expansion parameter $\delta>0$, this construction shows the existence of regular LDPC code families with expansion parameter $\delta$ and asymptotic rate $r$ (the asymptotic rate is the limit of the rates when the number of bits goes to infinity). Explicit constructions of expander graphs are possible but are more complicated thus we focus on the configuration model [77, 5, 7, 6, 22].

The first constraint one needs to know when trying to build a family of expander codes with the LDPC property is given in Lemma 2.11 below.

Lemma 2.11. Let $G$ be a bipartite graph with left degree $d_{V}$, right degree $d_{C}$ and expansion parameter $\delta$ then:

$$
\delta>\max \left(\frac{1}{d_{V}}, \frac{1}{d_{C}}\right)
$$

Proof. The proof is presented in ref. [92] Problem 8.2.


Steps 3. and 4 .

Figure 2.4: configuration model with $n=16, m=8, d_{V}=2$ and $d_{C}=4$.

Since the bipartite graphs represent error correcting codes, the inequality $d_{V} \leq d_{C}$ generally holds. By Lemma 2.11, in order to build a Tanner graph with target parameter $\delta>0$, the left degree must satisfy $d_{V}>1 / \delta$. For instance, the hypothesis $\delta<1 / 4$ of Lemma 2.10 requires $d_{V} \geq 5$.

The configuration model presented below allows to construct expander graphs with high probability as soon as the constraint of Lemma 2.11 holds. The goal is to build a regular Tanner graph with $n \in \mathbb{N}$ bit-nodes, $m \in \mathbb{N}$ check-nodes, left-degree $d_{V} \in \mathbb{N}$ and right degree $d_{C} \in \mathbb{N}$ where $n d_{V}=m d_{C}$. Note that $n d_{V}=m d_{C}$ is required since both integers $n d_{V}$ and $m d_{C}$ are equal to the number of edges in the graph. The configuration model proceed in the following way (see Figure 2.4 for a graphical representation):

1. Build $n$ bit-nodes and $m$ check-nodes.
2. Create $d_{V}$ sockets per bit-node called left-half-edges and create $d_{C}$ sockets per check-node called right-half-edges.
3. Pick a random permutation $\sigma$ of $\llbracket 1 ; n d_{V} \rrbracket=\llbracket 1 ; m d_{C} \rrbracket$.
4. For each $i \in \llbracket 1 ; n d_{V} \rrbracket$, create an edge between the $i^{\text {th }}$ left-half-edge and the $\sigma(i)^{\text {th }}$ right-half-edge (by convention, an edge is created only once).

A graph constructed with the configuration model is not always a good expander since any permutation $\sigma$ can be picked. However, as stated in Lemma 2.12, if the necessary condition $\delta>1 / d_{V}$ of Lemma 2.11 holds then the resulting graph is an expander of parameter $\delta$ with high probability.

Lemma 2.12. Let $\delta>1 / d_{V}$ and let $G$ be a bipartite graph chosen at random with the configuration model as described above, then there exists $\gamma>0$ such that:

$$
\mathbb{P}[G \text { is an expander graph with parameters }(\gamma, \delta)] \geq 1-\mathcal{O}\left(n^{-\beta}\right)
$$

where $\beta=d_{V} \delta-1>0$.
Proof. The proof is presented in ref. [92] Theorem 8.7.

For a regular LDPC code $\mathcal{C}$ with $n$ bit-nodes and $m$ check-nodes, we call design rate the real number $1-m / n=1-d_{V} / d_{C}$. The code $\mathcal{C}$ has dimension at most $n-m$ and rate at most equal to the design rate with equalities if and only if the parity check equations are independent from each other. If the left degree $d_{V}$ is even then each bit appears $d_{V}$ times in the parity check equations, thus they cannot be independent since their binary sum is equal to zero. Lemma 2.13 below asserts that with high probability, there is no other dependency between the parity check equations.

Lemma 2.13. With high probability, the rate of a random code constructed with the configuration model as described above is equal to:

$$
\begin{array}{ll}
1-\frac{d_{V}}{d_{C}} & \text { if } d_{V} \text { is odd }  \tag{2.9}\\
1-\frac{d_{V}}{d_{C}}+\frac{1}{n} & \text { if } d_{V} \text { is even }
\end{array}
$$

Proof. The proof is presented in ref. [92] Lemma 3.27.
To summarize this section, we apply the previous results for the construction of a code family $\mathcal{C}_{i}$ with any desired expansion parameter and any minimum asymptotic rate. Let $\delta>0$ and $r \in[0,1)$, we define:

$$
d_{V}:=\left\lceil\frac{1}{\delta}\right\rceil+1, \quad \quad d_{C}:=\left\lceil\frac{d_{V}}{1-r}\right\rceil
$$

By Lemmas 2.12 and 2.13, there exists $\gamma>0$ such that for $n$ sufficiently large, there exist codes with expansion parameters $(\gamma, \delta)$ and rate as in eq. (2.9). Hence, for $i \in \mathbb{N}_{>0}$ sufficiently large, there exists a code $\mathcal{C}_{i}$ with $n_{i}=i d_{C}$ bit-nodes, $m_{i}=i d_{V}$ check-nodes, left degree $d_{V}$, right degree $d_{C}$, expansion parameters $(\gamma, \delta)$ and rate as in eq. (2.9). The code family we get has asymptotic rate $1-d_{V} / d_{C} \geq r$ and expansion parameter $\delta$.

## Chapter 3

## Quantum error correction

### 3.1 Background

In this section, we pursue the presentation of quantum error correcting codes we started in Section 1.3.

### 3.1.1 Definition of stabilizer codes

In full generality, a quantum error correcting code $\mathcal{Q}$ can be defined as an arbitrary $2^{K}$ dimensional linear subspace of the Hilbert space $\left(\mathbb{C}^{2}\right)^{\otimes N}$. However in this work, we are interested in the class of stabilizer codes that we define below [43].

For a stabilizer code $\mathcal{Q}$, the code states are defined using a group $\mathcal{S} \subseteq \pm\{\mathbb{1}, X, Y, Z\}^{\otimes N} \subseteq \mathcal{P}_{N}$ of Pauli operators called the stabilizer group or simply the stabilizer of the code. By definition, the code states are eigenstates with eigenvalue +1 for each operator in $\mathcal{S}$ :

$$
\begin{equation*}
\mathcal{Q}:=\{|\psi\rangle: s|\psi\rangle=|\psi\rangle, \forall s \in \mathcal{S}\} . \tag{3.1}
\end{equation*}
$$

In order to prevent the trivial case $\mathcal{Q}=\{0\}$, we require the group $\mathcal{S}$ to be abelian and to satisfy $-\mathbb{1} \notin \mathcal{S}$.
One advantage of stabilizer codes is the possibility to provide a compact representation: it is sufficient to write down a generating set of $\mathcal{S}$ to describe $\mathcal{Q}$. The elements of this generating set are called the stabilizer generators or simply the generators of the code and are the counter-part of the parity check equations of classical linear codes.
For example, the quantum code called "the 5 -qubit code" is stabilized by $\mathcal{S}=\left\langle g_{1}, g_{2}, g_{3}, g_{4}\right\rangle$ where:

| $g_{1}$ | $=$ | $X$ | $\otimes$ | $Z$ | $\otimes$ | $Z$ | $\otimes$ | $X$ | $\otimes$ | $\mathbb{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $g_{2}$ | $=$ | $\mathbb{1}$ | $\otimes$ | $X$ | $\otimes$ | $Z$ | $\otimes$ | $Z$ | $\otimes$ | $X$ |
| $g_{3}$ | $=$ | $X$ | $\otimes$ | $\mathbb{1}$ | $\otimes$ | $X$ | $\otimes$ | $Z$ | $\otimes$ | $Z$ |
| $g_{4}$ | $=$ | $Z$ | $\otimes$ | $X$ | $\otimes$ | $\mathbb{1}$ | $\otimes$ | $X$ | $\otimes$ | $Z$ |

The dimension of the 5 -qubits code is equal to 2 and an orthonormal basis of the code space is given by the states $\left|0_{L}\right\rangle$ and $\left|1_{L}\right\rangle$ defined by:

$$
\begin{aligned}
\left|0_{L}\right\rangle= & \frac{1}{4}[|00000\rangle+|10010\rangle+|01001\rangle+|10100\rangle+|01010\rangle-|11011\rangle-|00110\rangle-|11000\rangle \\
& \quad-|11101\rangle-|00011\rangle-|11110\rangle-|01111\rangle-|10001\rangle-|01100\rangle-|10111\rangle+|00101\rangle] \\
\left|1_{L}\right\rangle= & X^{\otimes 5}\left|0_{L}\right\rangle \\
= & \frac{1}{4}[|11111\rangle+|01101\rangle+|10110\rangle+|01011\rangle+|10101\rangle-|00100\rangle-|11001\rangle-|00111\rangle \\
& \quad-|00010\rangle-|11100\rangle-|00001\rangle-|10000\rangle-|01110\rangle-|10011\rangle-|01000\rangle+|11010\rangle] .
\end{aligned}
$$

In particular, we can check that $\left|0_{L}\right\rangle$ and $\left|1_{L}\right\rangle$ are +1 eigenstates for $g_{1}, g_{2}, g_{3}$ and $g_{4}$ and form an orthonormal family.

The fact that the dimension of the 5 -qubits code is equal to 2 is a consequence of Proposition 3.5: an $N$-qubit stabilizer code defined with $M$ independent generators has dimension $2^{K}$ where $K=N-M$ is called the number of logical qubits. A code with $N$ physical qubits and $k$ logical qubits is said to be an $[[N, K]]$ stabilizer code or simply an $[[N, K]]$ code, for example the 5 -qubit code is a $[[5,1]]$ stabilizer code.

### 3.1.2 Parity check matrices and the symplectic representation of Pauli operators

Let $\mathcal{Q}$ be an $[[N, K]]$ code defined by $M \in \mathbb{N}$ stabilizer generators. These generators can be represented with a binary matrix $H$ of size $M \times 2 N$ called the parity check matrix of the code where, by definition, each row is the symplectic representation of one stabilizer generator as defined in Notation 3.1.
Notation 3.1 (Sympleptic representation of Pauli operators). Let $P=\alpha \otimes_{i=1}^{N} P_{i} \in \mathcal{P}_{N}$ be a Pauli operator on $N$ qubits where $\alpha \in\{1,-1, i,-i\}$ and $P_{i} \in\{\mathbb{1}, X, Y, Z\}^{\otimes N}$. The symplectic representation of $P$ denoted by $r(P) \in \mathbb{F}_{2}^{2 N}$ is the concatenation of the two bit-strings $x \in \mathbb{F}_{2}^{N}$ and $z \in \mathbb{F}_{2}^{N}$ defined by:

$$
\begin{aligned}
x_{i}=0 \text { and } z_{i}=0 & \text { if } P_{i}=\mathbb{1}, \\
x_{i}=1 \text { and } z_{i}=0 & \text { if } P_{i}=X, \\
x_{i}=1 \text { and } z_{i}=1 & \text { if } P_{i}=Y, \\
x_{i}=0 \text { and } z_{i}=1 & \text { if } P_{i}=Z .
\end{aligned}
$$

For instance, the four generators of the 5 -qubit code shown in eq. (3.2) lead to the following parity check matrix:

$$
\left(\begin{array}{lllll|lllll}
1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1
\end{array}\right)
$$

When we define a stabilizer code with its parity check matrix, we implicitly state that the stabilizer generators belong to $\{\mathbb{1}, X, Y, Z\}^{\otimes N}$. Since, the symplectic representation is a bijection from $\{\mathbb{1}, X, Y, Z\}^{\otimes N}$ to $\mathbb{F}_{2}^{2 N}$, each parity check matrix represents a unique stabilizer code. Note that the generators belong to $\{\mathbb{1}, X, Y, Z\}^{\otimes N}$ but the whole stabilizer group is included in $\pm\{\mathbb{1}, X, Y, Z\}^{\otimes N}$ and not necessarily in $\{\mathbb{1}, X, Y, Z\}^{\otimes N}$.
The symplectic representation is not bijective from $\mathcal{P}_{N}$ to $\mathbb{F}_{2}^{2 N}$ : each $r \in \mathbb{F}_{2}^{2 N}$ represents four matrices $P,-P$, $i P$ and $-i P$. This ambiguity is not problematic because we will use the symplectic representation when the global phase in front of $P$ is not relevant, for example when $P$ is an error applied on a quantum state or when we wish to know whether $P$ commutes with another Pauli operator.

Notation 3.2. Let $P_{1}, P_{2} \in \mathcal{P}_{N}$ be two Pauli matrices. We denote by $c\left(P_{1}, P_{2}\right) \in \mathbb{F}_{2}$ the bit defined by:

$$
\begin{array}{ll}
c\left(P_{1}, P_{2}\right)=0 & \text { if } P_{1} \text { and } P_{2} \text { commute }, \\
c\left(P_{1}, P_{2}\right)=1 & \text { if } P_{1} \text { and } P_{2} \text { anti-commute } .
\end{array}
$$

Here the letter c stands for "commute".
In Notation 3.2, we emphasize the useful fact that two Pauli matrices either commute or anti-commute. Let $x \in \mathbb{F}_{2}^{N}$ and $z \in \mathbb{F}_{2}^{N}$ be two row vectors such that $r\left(P_{2}\right)$ is the concatenation of $x$ and $z$, then $c\left(P_{1}, P_{2}\right)$ is equal to the inner product $r\left(P_{1}\right) \cdot s^{T}$ where $s$ is the concatenation of $z$ and $x$. In mathematics, the function $c$ is called a symplectic form.

The symplectic representation is a surjective group homomorphism:

$$
r\left(P_{1} P_{2}\right)=r\left(P_{1}\right) \oplus r\left(P_{2}\right)
$$

A family of stabilizer codes is said to be $L D P C$ when there exist two integers $l, r \in \mathbb{N}$ such that the weight of the columns of the parity check matrices is upper bounded by $l$ and the weight of their rows is upper bounded by $r$. LDPC codes are particularly advantageous for implementations because the measurement of a generator with weight $r$ is done with a quantum measurement on $r$ particles, thus $r$ must be as small as possible.

### 3.1.3 Decoding algorithm

In this section, we discuss the way Pauli errors are corrected for stabilizer codes and in Section 3.1.4 we will address the case where the error is any CPTP map. Informally, a CPTP map can be written as a linear combination of Pauli errors. Section 3.1.4 formalizes this idea to show that an error correcting procedure which corrects any Pauli error acting on $T \in \mathbb{N}$ qubits corrects an arbitrary CPTP map acting on these qubits. Hence, as it is usual in quantum error correction, this manuscript will mostly focus on the case where the error is Pauli.

By the definition of a stabilizer code given in eq. (3.1), a code state $|\psi\rangle \in \mathcal{Q}$ is an eigenvector with eigenvalue +1 for the stabilizer generators. In particular, when we measure one of the generators on the state $|\psi\rangle$, we get +1 with probability 1 . On the other hand, when we measure the generators $g_{1}, \ldots, g_{M}$ on $U|\psi\rangle$ where $U$ is some unitary representing an error, we get some sequence of eigenvalues in $\{-1,+1\}^{M}$. These $M$ eigenvalues are generally reported as a sequence of bits called the syndrome $\sigma \in \mathbb{F}_{2}^{M}$, where a +1 eigenvalue is represented by the bit 0 and a -1 eigenvalue is represented by the bit 1 . The syndrome contains information about the error applied on the code state and the goal of the error correction procedure is to infer the error from the syndrome.

When $U$ is a general unitary, the quantum state $U|\psi\rangle$ is not necessarily an eigenvector of the generators, thus the value of the syndrome is not deterministic and the state collapses during the measurements. Nevertheless, in this section we focus on the case where $U$ is a Pauli matrix. In this particular case, the state $U|\psi\rangle$ is indeed an eigenvector of the generators, see eq. (3.3).

Let $P \in\{\mathbb{1}, X, Y, Z\}^{\otimes N} \subseteq \mathcal{P}_{N}$ be a Pauli error, let $g \in\left\{g_{1}, \ldots, g_{M}\right\}$ be a generator and let $|\psi\rangle \in \mathcal{Q}$ be a code state then $P|\psi\rangle$ is either a +1 or a -1 eigenstate of $g$ :

$$
\begin{array}{lll}
\text { If } g P=P g & \text { then } & g(P|\psi\rangle)=P(g|\psi\rangle)=P|\psi\rangle .  \tag{3.3}\\
\text { If } g P=-P g & \text { then } & g(P|\psi\rangle)=-P(g|\psi\rangle)=-P|\psi\rangle .
\end{array}
$$

When we measure the generators $g_{1}, \ldots, g_{M}$ on the state $|\widetilde{\psi}\rangle:=P|\psi\rangle$, the syndrome we get is called the syndrome of the error $P$ (or the syndrome of the state $|\widetilde{\psi}\rangle$ ), it is denoted by $\sigma(P) \in \mathbb{F}_{2}^{M}$ or $\sigma(|\widetilde{\psi}\rangle)$ and its $i^{\text {th }}$ bit is equal to:

$$
\sigma(P)_{i}:=\left\{\begin{array}{ll}
0 & \text { if } P g_{i}=g_{i} P,  \tag{3.4}\\
1 & \text { if } P g_{i}=-g_{i} P .
\end{array} \quad \text { equivalently } \quad \sigma(|\widetilde{\psi}\rangle)_{i}:= \begin{cases}0 & \text { if } g_{i}|\widetilde{\psi}\rangle=|\widetilde{\psi}\rangle \\
1 & \text { if } g_{i}|\widetilde{\psi}\rangle=-|\widetilde{\psi}\rangle\end{cases}\right.
$$

We emphasize that the syndrome of $|\widetilde{\psi}\rangle$ depends on $P$ but does not depend on the initial code state $|\psi\rangle$. Let $\rho$ be a density matrix then measuring the operator $P$ corresponds to the CPTP map of eq. (1.3) implemented with the circuit on the left part of Figure 3.1.


Figure 3.1: the circuit to measure a Pauli matrix $P$ (on the left) and the circuit to measure the generator $g_{1}=X \otimes Z \otimes Z \otimes X \otimes \mathbb{1}$ of the 5 -qubit code (on the right).

The circuit on the left part of Figure 3.1 uses the Hadamard gate $H$ and the controlled- $P$ gate $C-P$ defined by:

$$
H:\left\{\begin{array}{l}
|0\rangle \mapsto \frac{1}{\sqrt{2}}(|0\rangle+|1\rangle) \\
|1\rangle \mapsto \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)
\end{array} \quad C-P:\left\{\begin{array}{l}
|0\rangle \otimes|\psi\rangle \mapsto|0\rangle \otimes|\psi\rangle \\
|1\rangle \otimes|\psi\rangle \mapsto|1\rangle \otimes(P|\psi\rangle)
\end{array}\right.\right.
$$

The circuit proceeds in the following way:

- An ancilla qubit is prepared in the state $|0\rangle$.
- The Hadamard gate $H$ is applied on the ancilla qubit.
- The controlled- $P$ gate is applied.
- The Hadamard gate is applied on the ancilla qubit.
- The ancilla qubit is measured in the $Z$-basis (i.e. we perform the Pauli measurement associated to the Pauli matrix $Z$ ).
A decoding algorithm or decoder is a classical algorithm that takes as input a syndrome $\sigma \in \mathbb{F}_{2}^{M}$ and tries to guess the error $P$. Once the decoder has provided its output $\hat{P} \in\{\mathbb{1}, X, Y, Z\}^{\otimes N}$, the correction $\hat{P}=\hat{P}^{\dagger}$ is applied on the quantum state with the hope that $\hat{P}|\widetilde{\psi}\rangle=|\psi\rangle$ holds.

In the classical setting, a decoder succeeds when it identifies exactly the error, i.e. when $P=\hat{P}$. However, for a stabilizer code the success condition is relaxed: suppose we start from a code state $|\psi\rangle \in \mathcal{Q}$, that the error $P \in \mathcal{P}_{N}$ yields $|\widetilde{\psi}\rangle:=P|\psi\rangle$ and that the decoder outputs $\hat{P}=s P$ where $s \in \mathcal{S}$ is in the stabilizer group. Under these assumptions, when we apply the correction $\hat{P}$ to $|\widetilde{\psi}\rangle$, we end up with the state $\hat{P}|\widetilde{\psi}\rangle=s|\psi\rangle=|\psi\rangle$. In this example, the decoder did not find the error but it was sufficient to correct the state. We say that two Pauli errors $P_{1}, P_{2} \in \mathcal{P}_{N}$ are equivalent when they are equal up to a multiplication by a matrix of the stabilizer group $\mathcal{S}$, or equivalently when $P_{1} P_{2} \in \mathcal{S}$. In that case, $P_{1}$ and $P_{2}$ act in the same way on the code states:

$$
\forall|\psi\rangle \in \mathcal{Q}: P_{1}|\psi\rangle=P_{2}|\psi\rangle .
$$

We say that a stabilizer code is degenerate to mention the existence of two different Pauli errors which are equivalent.

If two Pauli errors $P_{1}$ and $P_{2}$ are equivalent then the syndrome of $P_{1}$ is equal to the syndrome of $P_{2}$ since these syndromes are both equal to the syndrome of $|\widetilde{\psi}\rangle=P_{1}|\psi\rangle=P_{2}|\psi\rangle$. However, the contraposition is false: there exist errors with the same syndrome but non equivalent. In fact, two Pauli errors $P_{1}$ and $P_{2}$ have the same syndrome if and only if they satisfy $P_{1} P_{2}^{\dagger} \in \mathcal{N}$ where $\mathcal{N}=\mathcal{N}(\mathcal{Q})$ is called the normalizer group (or simply the normalizer) of the code defined by:

$$
\mathcal{N}:=\left\{P \in \mathcal{P}_{N}: \sigma(P)=0^{M}\right\}
$$

In mathematics, for a group $G$, the normalizer of a subgroup $S \subseteq G$ is the subgroup $N \subseteq G$ containing the elements $g \in G$ which commute with all $s \in S$. Using eq. (3.4), a Pauli matrix is indeed in $\mathcal{N}$ if and only if it commutes with each stabilizer generators $g_{1}, \ldots, g_{M}$. In addition, since $g_{1}, \ldots, g_{M}$ generate the stabilizer group $\mathcal{S}$, a Pauli matrix is in $\mathcal{N}$ if and only if it commutes with each element of $\mathcal{S}$ :

$$
\mathcal{N}=\left\{P \in \mathcal{P}_{N}: \forall s \in \mathcal{S}, P s=s P\right\}, \quad \mathcal{N}=\left\{P \in \mathcal{P}_{N}: \forall i \in \llbracket 1 ; m \rrbracket, P g_{i}=g_{i} P\right\}
$$

Another interesting property is that the normalizer group fixes the code space and the stabilizer group fixes the code states:

$$
\begin{array}{ll}
\forall n \in \mathcal{N}: & n \mathcal{Q}=\mathcal{Q} \\
\forall s \in \mathcal{S}, \forall|\psi\rangle \in \mathcal{Q}: & s|\psi\rangle=|\psi\rangle
\end{array}
$$

For the 5 -qubit code defined in eq. (3.2), the normalizer group is equal to:

$$
\mathcal{N}=\left\langle\mathcal{S}, X_{L}, Z_{L}\right\rangle \text { where } X_{L}:=X^{\otimes 5} \text { and } Z_{L}:=Z^{\otimes 5}
$$

The operators $X_{L}$ and $Z_{L}$ satisfy:

$$
X_{L}\left|0_{L}\right\rangle=\left|1_{L}\right\rangle, \quad X_{L}\left|1_{L}\right\rangle=\left|0_{L}\right\rangle, \quad Z_{L}\left|0_{L}\right\rangle=\left|0_{L}\right\rangle, \quad Z_{L}\left|1_{L}\right\rangle=-\left|1_{L}\right\rangle
$$

where $\left|0_{L}\right\rangle$ and $\left|1_{L}\right\rangle$ are the logical states of the 5 -qubit code defined below eq. (3.2). The effect of the matrices $X_{L}$ and $Z_{L}$ on the logical states is similar to the effect of the usual Pauli matrices $X$ and $Z$ on the computational basis $|0\rangle,|1\rangle$ thus they are called logical Pauli operators of the code. In fact, we can talk about other logical
operations such as a logical Hadamard or a logical controlled-not or a logical measurement. The logical operations allow us to process the information contained in the code states while keeping the protection of the error correcting code. This is essential to perform fault-tolerant quantum computation (see Chapter 5).

The minimal distance of an $[[N ; K]]$ stabilizer code is the minimum weight of an error in $\mathcal{N} \backslash \mathcal{S}$.

$$
\begin{equation*}
D:=\min \{|P|: P \in \mathcal{N} \backslash \mathcal{S}\} . \tag{3.5}
\end{equation*}
$$

This definition is meaningful because $\mathcal{N}$ is the set of undetectable Pauli errors and $\mathcal{S}$ is the set of Pauli errors which leave the code states invariant. Thus $D$ is the minimum weight of an undetectable error which does not act trivially on the code space. When the minimal distance is specified, we say that the code is an $[[N, K, D]]$ stabilizer code.

To conclude this section, we provide the example of the minimum weight decoder, which, given a syndrome $\sigma$, returns a minimum weight error among the errors with syndrome $\sigma$ :

$$
\begin{equation*}
\hat{P}:=\underset{P \in \mathcal{P}_{N}: \sigma(P)=\sigma}{\arg \min }|P| . \tag{3.6}
\end{equation*}
$$

This decoder has the advantage of performing well, but in general it cannot be implemented efficiently. A major exception is the polynomial time implementation for the 2 -dimensional topological codes [30, 16, 17].

In this PhD thesis, we are interested in the hypergraph product codes, see Section 3.2, and for this specific code family we do not know how to implement the minimum weight decoding efficiently. In Section 3.3.1, we define the family of quantum expander codes which is a particular case of hypergraph product and can be decoded with the efficient small-set-flip decoder.

### 3.1.4 Error correction of non Pauli errors

In Section 3.1.3, we discussed the way Pauli errors can be corrected with stabilizer codes. In fact, the error correction procedure we used in that case also works for more general errors.

Proposition 3.3 (Theorem 10.2 of [82]). Let $\mathcal{Q}$ be an [[ $N, K]$ stabilizer code such that any Pauli error of weight at most $T \in \mathbb{N}$ is corrected by a given error correction procedure $E C$ :

$$
\forall|\psi\rangle \in \mathcal{Q}, \forall P \in \mathcal{P}_{N} \text { with }|P| \leq T: E C(P|\psi\rangle)=|\psi\rangle .
$$

If we consider a CPTP map with Kraus operators $\left\{E_{1}, \ldots, E_{K}\right\}$ such that $E_{k}$ acts on at most $T$ qubits (the operators $E_{k}$ may act on different qubits but each one acts on at most $T$ qubits) then this CPTP map is corrected by $E C$ :

$$
\forall|\psi\rangle \in \mathcal{Q}: E C\left(\sum_{k=1}^{K} E_{k}|\psi\rangle\langle\psi| E_{k}^{\dagger}\right)=|\psi\rangle\langle\psi| .
$$

The full proof of Proposition 3.3 can be found in Theorem 10.2 of [82]. Here, we focus on the particular case where the error correction procedure $E C$ is the one described in Section 3.1.3 and we will only prove the case where the error is a unitary matrix acting on the first $T$ qubits. Up to technical details, our proof can be generalized to the case where the error is a CPTP map with each Kraus operator acting on $T$ qubits. However, our arguments are a bit different from the one used in [82] for the case where $E C$ is not supposed to be the procedure described in Section 3.1.3

Let $g_{1}, \ldots, g_{M}$ be the stabilizer generators of $\mathcal{Q}$. The error correction procedure presented in Section 3.1.3 proceeds in three steps:
(i) Measure the stabilizer generators to get a syndrome $\sigma \in \mathbb{F}_{2}^{M}$.
(ii) Use a decoder to guess a Pauli correction $\hat{E} \in \mathcal{P}_{N}$.
(iii) Apply the correction $\hat{E}$ to the quantum state.

We denote by $\mathcal{M}$ the quantum operation corresponding to item (i) and by $\mathcal{C}$ the quantum operation corresponding to items (ii) and (iii). $\mathcal{M}$ takes as input a quantum register on $N$ qubits and its output is composed of one classical register with $M$ bits and one quantum register with $N$ qubits. $\mathcal{C}$ takes as input a classical register on $M$ bits and a
quantum register on $N$ qubits and its output is a quantum register on $N$ qubits.
In order to measure one bit of the syndrome in the operation $\mathcal{M}$, we need to measure a generator which is a Pauli matrix $P \in\{\mathbb{1}, X, Y, Z\}^{\otimes N}$. This measurement can be done with the circuit presented in the left part of Figure 3.1. This circuit maps an arbitrary density matrix $\rho$ to:

$$
|0\rangle\langle 0| \otimes\left(\Pi_{0} \rho \Pi_{0}^{\dagger}\right)+|1\rangle\langle 1| \otimes\left(\Pi_{1} \rho \Pi_{1}^{\dagger}\right)
$$

where $\Pi_{0}=\frac{1}{2}(\mathbb{1}+P)$ is the orthogonal projector onto the +1 eigenspace of $P$ and $\Pi_{1}=\frac{1}{2}(\mathbb{1}-P)$ is the orthogonal projector onto the -1 eigenspace of $P$. More generally, when we measure the generators $g_{1}, \ldots, g_{M}$ with $M$ copies of the circuit presented in Figure 3.1, the syndrome $\sigma \in \mathbb{F}_{2}^{M}$ is stored in a classical register and a projection $\Pi_{\sigma}$ is applied on the quantum register:

$$
\rho \mapsto \sum_{\sigma \in \mathbb{F}_{2}^{M}}|\sigma\rangle\langle\sigma| \otimes\left(\Pi_{\sigma} \rho \Pi_{\sigma}^{\dagger}\right) \quad \text { where } \quad \Pi_{\sigma}:=\frac{1}{2^{M}} \prod_{i=1}^{M}\left(\mathbb{1}+(-1)^{\sigma_{i}} g_{i}\right) .
$$

The matrix $\Pi_{\sigma}$ is an orthogonal projector onto the states with syndrome $\sigma$ (for a proof of this point, see the proof of Proposition 3.5). We can check that for all $|\psi\rangle \in \mathcal{Q}, \sigma \in \mathbb{F}_{2}^{M}$ and $P \in\{\mathbb{1}, X, Y, Z\}^{\otimes N}$ :

$$
\begin{array}{ll}
\Pi_{\sigma} P=P \Pi_{\sigma \oplus \sigma(P)} & \\
\Pi_{\sigma}|\psi\rangle=0 & \text { if } \sigma \neq 0^{M}  \tag{3.7}\\
\Pi_{\sigma}|\psi\rangle=|\psi\rangle & \text { if } \sigma=0^{M}
\end{array}
$$

Thus:

$$
\begin{array}{ll}
\Pi_{\sigma} P|\psi\rangle=P|\psi\rangle & \text { if } \sigma(P)=\sigma  \tag{3.8}\\
\Pi_{\sigma} P|\psi\rangle=0 & \text { if } \sigma(P) \neq \sigma
\end{array}
$$

As a summary, the operations $\mathcal{M}$ and $\mathcal{C}$ satisfy:

$$
\begin{align*}
& \mathcal{M}: \rho \mapsto \sum_{\sigma \in \mathbb{F}_{2}^{M}}|\sigma\rangle\langle\sigma| \otimes\left(\Pi_{\sigma} \rho \Pi_{\sigma}^{\dagger}\right),  \tag{3.9}\\
& \mathcal{C}:|\sigma\rangle\langle\sigma| \otimes \rho \mapsto \hat{P}_{\sigma} \rho \hat{P}_{\sigma}^{\dagger} \tag{3.10}
\end{align*}
$$

where $\hat{P}_{\sigma} \in\{\mathbb{1}, X, Y, Z\}^{\otimes N}$ is the Pauli matrix computed by the decoder on input $\sigma$.
We are now ready to show that if $\mathcal{C} \circ \mathcal{M}$ corrects any Pauli error acting on the first $T \in \mathbb{N}$ qubits then $\mathcal{C} \circ \mathcal{M}$ also corrects an arbitrary unitary acting on the first $T$ qubits. We denote by $\mathcal{P}_{N, T}:=\{\mathbb{1}, X, Y, Z\}^{\otimes T} \otimes \mathbb{1}^{\otimes N-T}$ the set of Pauli matrices acting on the first $T$ qubits.
We assume that these Pauli errors are corrected by the error correction procedure, i.e. for all $P \in \mathcal{P}_{N, T}$ and for all $|\psi\rangle \in \mathcal{Q}:$

$$
\mathcal{C} \circ \mathcal{M}\left[P|\psi\rangle\langle\psi| P^{\dagger}\right]=|\psi\rangle\langle\psi| .
$$

For simplicity, we replace the density matrices with pure states:

$$
\begin{equation*}
\mathcal{C} \circ \mathcal{M}[P|\psi\rangle]=|\psi\rangle . \tag{3.11}
\end{equation*}
$$

First, eq. (3.11) implies that two Pauli errors with the same syndrome act in the same way on the code states, i.e. for all $P_{1}, P_{2} \in \mathcal{P}_{N, T}$ :

$$
\begin{equation*}
\sigma\left(P_{1}\right)=\sigma\left(P_{2}\right) \Rightarrow \forall|\psi\rangle \in \mathcal{Q}: P_{1}|\psi\rangle=P_{2}|\psi\rangle . \tag{3.12}
\end{equation*}
$$

Indeed, let $\sigma=\sigma\left(P_{1}\right)=\sigma\left(P_{2}\right)$ then using eqs. (3.8) to (3.11):

$$
\hat{P}_{\sigma} P_{1}|\psi\rangle=\mathcal{C} \circ \mathcal{M}\left[P_{1}|\psi\rangle\right]=|\psi\rangle=\mathcal{C} \circ \mathcal{M}\left[P_{2}|\psi\rangle\right]=\hat{P}_{\sigma} P_{2}|\psi\rangle .
$$

Hence we have $P_{1}|\psi\rangle=P_{2}|\psi\rangle$ because $\hat{P}_{\sigma}$ is invertible.

When we deal with general errors, the key observation is that the operators $\Pi_{\sigma}$ collapse arbitrary errors onto Pauli errors. For instance, let $\rho=U|\psi\rangle\langle\psi| U^{\dagger}$ where $U=U_{0} \otimes \mathbb{1}^{\otimes N-T}$ and $U_{0}$ is a unitary complex matrix of size $2^{T} \times 2^{T}$ acting on the first $T$ qubits. The family $\{\mathbb{1}, X, Y, Z\}^{\otimes T}$ is a basis for the linear space of complex matrices thus we can write $U$ as:

$$
U=\sum_{P \in \mathcal{P}_{N, T}} \alpha_{P} P \quad \text { where } \alpha_{P} \in \mathbb{C} \text {. }
$$

As a consequence, the state $\rho$ can be written as:

$$
\begin{equation*}
\rho=\sum_{P_{1}, P_{2} \in \mathcal{P}_{N, T}} \alpha_{P_{1}} \alpha_{P_{2}}^{*} P_{1}|\psi\rangle\langle\psi| P_{2}^{\dagger} \tag{3.13}
\end{equation*}
$$

We have:

$$
\begin{align*}
\mathcal{M}[\rho] & =\sum_{\sigma \in \mathbb{F}_{2}^{M}}|\sigma\rangle\langle\sigma| \otimes\left[\sum_{P_{1}, P_{2} \in \mathcal{P}_{N, T}} \alpha_{P_{1}} \alpha_{P_{2}}^{*} \Pi_{\sigma} P_{1}|\psi\rangle\langle\psi| P_{2}^{\dagger} \Pi_{\sigma}^{\dagger}\right]  \tag{3.9}\\
& =\sum_{\sigma \in \mathbb{F}_{2}^{M}}|\sigma\rangle\langle\sigma| \otimes\left[\sum_{\substack{P_{1}, P_{2} \in \mathcal{P}_{N, T}: \\
\sigma=\sigma\left(P_{1}\right)=\sigma\left(P_{2}\right)}} \alpha_{P_{1}} \alpha_{P_{2}}^{*} P_{1}|\psi\rangle\langle\psi| P_{2}^{\dagger}\right]  \tag{3.8}\\
& =\sum_{\sigma \in \mathbb{F}_{2}^{M}} \beta_{\sigma}|\sigma\rangle\langle\sigma| \otimes\left[P_{\sigma}|\psi\rangle\langle\psi| P_{\sigma}^{\dagger}\right]
\end{align*}
$$

where $P_{\sigma} \in \mathcal{P}_{N, T}$ is chosen such that $\sigma\left(P_{\sigma}\right)=\sigma$ and:

$$
\beta_{\sigma}=\sum_{\substack{P_{1}, P_{2} \in \mathcal{P}_{N, T}: \\ \sigma=\sigma\left(P_{1}\right)=\sigma\left(P_{2}\right)}} \alpha_{P_{1}} \alpha_{P_{2}}^{*}
$$

Note that $P_{\sigma}$ is undefined when $\left\{P \in \mathcal{P}_{N, T}: \sigma(P)=\sigma\right\}$ is empty. However in that case, $\beta_{\sigma}=0$ thus we can set $P_{\sigma}$ arbitrarily, for example $P_{\sigma}=0$.
By hypothesis, $P_{\sigma} \in \mathcal{P}_{N, T}$ is corrected by $\mathcal{C} \circ \mathcal{M}$ and thus we have:

$$
\mathcal{C} \circ \mathcal{M}(\rho)=\left(\sum_{\sigma \in \mathbb{F}_{2}^{M}} \beta_{\sigma}\right)|\psi\rangle\langle\psi| .
$$

The CPTP map $\mathcal{C} \circ \mathcal{M}$ is trace preserving thus:

$$
\mathcal{C} \circ \mathcal{M}(\rho)=|\psi\rangle\langle\psi| .
$$

The conclusion is that $\mathcal{C} \circ \mathcal{M}$ corrects the error $U$.

### 3.1.5 Dimension of a stabilizer code

The goal of this section is to prove the formula for the dimension of a stabilizer code given in Proposition 3.5. Let $g_{1}, \ldots, g_{M} \in \mathcal{P}_{N}$ be commuting Pauli operators. We define a stabilizer group $\mathcal{S}=\left\langle g_{1}, \ldots, g_{M}\right\rangle$ and $\mathcal{Q}$ the corresponding quantum code as in eq. (3.1). First, since we have assumed $-\mathbb{1} \notin \mathcal{S}$ to avoid the trivial case $\mathcal{Q}=\{0\}$, we must have $g_{i} \in \pm\{\mathbb{1}, X, Y, Z\}^{\otimes N}$ to ensure $g_{i}^{2} \neq-\mathbb{1}$. Second, if one of the generators is equal to the product of other generators then we can freely remove it without changing $\mathcal{S}$. Hence we assume that the generators are independent:

$$
\begin{equation*}
\forall v \in \mathbb{F}_{2}^{M}: \prod_{i=1}^{M} g_{i}^{v_{i}}=\mathbb{1} \Rightarrow v=0^{M} \tag{3.14}
\end{equation*}
$$

As a summary, without loss of generality we assume that the stabilizer generators $g_{1}, \ldots, g_{M}$ belong to $\pm\{\mathbb{1}, X, Y, Z\}{ }^{\otimes N}$, are independent in the sense of eq. (3.14) and satisfy:

$$
\begin{equation*}
g_{i}^{2}=\mathbb{1}, \quad g_{i}=g_{i}^{\dagger} \tag{3.15}
\end{equation*}
$$

The first step to compute the dimension of a stabilizer code is to understand how $\mathcal{Q}$ is modified when $g_{i}$ is replaced by $-g_{i}$. Let $\sigma \in \mathbb{F}_{2}^{M}$ be a syndrome. Then the set of quantum states with syndrome $\sigma$ is the code space of the quantum code whose stabilizer generators are $(-1)^{\sigma_{1}} g_{1}, \ldots,(-1)^{\sigma_{M}} g_{M}$ :

$$
\begin{equation*}
\mathcal{Q}_{\sigma}:=\left\{|\psi\rangle:(-1)^{\sigma_{i}} g_{i}|\psi\rangle=|\psi\rangle, i=1, \ldots, M\right\} \tag{3.16}
\end{equation*}
$$

For example we have $\mathcal{Q}=\mathcal{Q}_{\sigma}$ when $\sigma=0^{M}$. The stabilizer code $\mathcal{Q}_{\sigma}$ does depend on $\sigma$ but all these codes are similar because, as shown in Lemma 3.4, they are equal up to a multiplication by a Pauli matrix.

Lemma 3.4. Let $g_{1}, \ldots, g_{M} \in \mathcal{P}_{N}$ be independent, i.e. satisfying eq. (3.14), and commuting Pauli matrices such that $-\mathbb{1} \notin\left\langle g_{1}, \ldots, g_{M}\right\rangle$. Let $\sigma, \sigma^{\prime} \in \mathbb{F}_{2}^{M}$ be two syndromes and let $\mathcal{Q}_{\sigma}, \mathcal{Q}_{\sigma^{\prime}}$ as defined in eq. (3.16). Then:

$$
\mathcal{Q}_{\sigma^{\prime}}=P \mathcal{Q}_{\sigma} \text { where } P \in \mathcal{P}_{N}
$$

Proof. First, using the independence of the generators, we show that the parity check matrix $H$ of $\mathcal{Q}$ is full rank. For that, we show that $H^{T}$ is injective using the symplectic representation $r$ defined in Notation 3.1. Let $v \in \mathbb{F}_{2}^{M}$ be such that $H^{T} v=0^{2 N}$ then:

$$
r(\mathbb{1})=0^{2 N}=H^{T} v=\bigoplus_{i=1}^{M} v_{i} r\left(g_{i}\right)=r\left(\prod_{i=1}^{M} g_{i}^{v_{i}}\right)
$$

The homomorphism $r$ is not injective but nonetheless $\prod_{i=1}^{M} g_{i}^{v_{i}}=\lambda \mathbb{1}$ where $\lambda \in\{1,-1, i,-i\}$ and we get $\lambda=1$ using the hypothesis $-\mathbb{1} \notin\left\langle g_{1}, \ldots, g_{M}\right\rangle$. By eq. (3.14), we conclude that $v=0^{M}$ and thus $H$ is full rank.

Since $H$ is full rank, there exist $x, z \in \mathbb{F}_{2}^{N}$ such that $H e=\sigma \oplus \sigma^{\prime}$ where $e=(z, x) \in \mathbb{F}_{2}^{2 N}$ is the concatenation of $z$ and $x$. We define the Pauli matrix $P$ promised by Lemma 3.4 to be such that $r(P)=(x, z)$. For $i \in \llbracket 1, M \rrbracket$, the $i^{\text {th }}$ bit of $H e$ is equal to the inner product $r\left(g_{i}\right) \cdot e^{T}$ and thus we have $c\left(g_{i}, P\right)=r\left(g_{i}\right) \cdot e^{T}=$ $\sigma_{i} \oplus \sigma_{i}^{\prime}$ where $c\left(g_{i}, P\right)$ defined in Notation 3.2 satisfies:

$$
g_{i} P=(-1)^{c\left(g_{i}, P\right)} P g_{i}
$$

By the definition of $\mathcal{Q}_{\sigma}$ and $\mathcal{Q}_{\sigma^{\prime}}$, we have $P \mathcal{Q}_{\sigma} \subseteq \mathcal{Q}_{\sigma^{\prime}}$ and $P^{\dagger} \mathcal{Q}_{\sigma^{\prime}}=P \mathcal{Q}_{\sigma^{\prime}} \subseteq \mathcal{Q}_{\sigma}$.
We conclude this section with Proposition 3.5 which states that the dimension of a stabilizer code is $2^{N-M}$ where $M$ is the number of independent generators.

Proposition 3.5. Let $g_{1}, \ldots, g_{M} \in \mathcal{P}_{N}$ be independent,i.e. satisfying eq. (3.14), and commuting Pauli matrices such that $-\mathbb{1} \notin\left\langle g_{1}, \ldots, g_{M}\right\rangle$.
The associated quantum code $\mathcal{Q}$ has $K:=N-M$ logical qubits and the physical space $\left(\mathbb{C}^{2}\right)^{\otimes N}$ is equal to the following orthogonal direct sum ( $\oplus$ is the orthogonal direct sum of linear spaces):

$$
\left(\mathbb{C}^{2}\right)^{\otimes N}=\bigoplus_{\sigma \in \mathbb{F}_{2}^{M}} \mathcal{Q}_{\sigma}
$$

Proof. For $\sigma \in \mathbb{F}_{2}^{M}$, we define $\Pi_{\sigma}$ by:

$$
\Pi_{\sigma}:=\frac{1}{2^{M}} \prod_{i=1}^{M}\left(\mathbb{1}+(-1)^{\sigma_{i}} g_{i}\right)
$$

With eq. (3.15) and the definition of $\Pi_{\sigma}$ above, we have:

$$
\Pi_{\sigma} \Pi_{\sigma}=\Pi_{\sigma} \quad \Pi_{\sigma}^{\dagger}=\Pi_{\sigma} \quad \operatorname{Im}\left(\Pi_{\sigma}\right)=\mathcal{Q}_{\sigma}
$$

Hence $\Pi_{\sigma}$ is the orthogonal projector onto $\mathcal{Q}_{\sigma}$. Similarly, for any $i \in \llbracket 1, M \rrbracket$ :

$$
\left(\mathbb{1}+g_{i}\right)\left(\mathbb{1}-g_{i}\right)=\left(\mathbb{1}-g_{i}\right)\left(\mathbb{1}+g_{i}\right)=0 .
$$

Thus for $\sigma \neq \sigma^{\prime}$, we get $\Pi_{\sigma} \Pi_{\sigma^{\prime}}=0$ and the two subspaces $\mathcal{Q}_{\sigma}$ and $\mathcal{Q}_{\sigma^{\prime}}$ are orthogonal. Finally, as stated in Proposition 3.5, we have $\left(\mathbb{C}^{2}\right)^{\otimes N}=\bigoplus_{\sigma} \mathcal{Q}_{\sigma}$ because:

$$
\sum_{\sigma \in \mathbb{F}_{2}^{M}} \Pi_{\sigma}=\frac{1}{2^{M}} \prod_{i=1}^{M} \sum_{\sigma_{i} \in \mathbb{F}_{2}}\left(\mathbb{1}+(-1)^{\sigma_{i}} g_{i}\right)=\mathbb{1}
$$

and thus for all $|\psi\rangle \in\left(\mathbb{C}^{2}\right)^{\otimes N},|\psi\rangle=\sum_{\sigma} \Pi_{\sigma}|\psi\rangle$.
For the dimension of $\mathcal{Q}$, we already know that $2^{N}=\operatorname{dim}\left(\left(\mathbb{C}^{2}\right)^{\otimes N}\right)=\sum_{\sigma} \operatorname{dim}\left(\mathcal{Q}_{\sigma}\right)$. By Lemma 3.4, the dimension of $\mathcal{Q}_{\sigma}$ does not depend on $\sigma$ and thus $\operatorname{dim}(\mathcal{Q})=2^{N-M}$.

### 3.1.6 CSS codes

In 1996, a broad class of quantum codes called the Calderbank-Shor-Steane codes, or CSS codes for short, was introduced independently by Calderbank and Shor in [20], and by Steane in [102]. Even though the CSS codes were defined before the stabilizer codes, it is convenient to use the stabilizer formalism to describe them.
A CSS code is a stabilizer code where each stabilizer generator is either a product of $X$-Pauli matrices or a product of $Z$-Pauli matrices:

$$
\begin{array}{ll}
g_{i} \in\{\mathbb{1}, X\}^{\otimes N} & \text { for } i=1, \ldots, M_{Z} \\
g_{i+M_{Z}} \in\{\mathbb{1}, Z\}^{\otimes N} & \text { for } i=1, \ldots, M_{X}
\end{array}
$$

The generators equal to a product of $X$-Pauli matrices are called the $X$-type generators and those equal to a product of $Z$-Pauli matrices are called the $Z$-type generators.
Let $\mathcal{C}_{X}$ and $\mathcal{C}_{Z}$ be two classical codes satisfying $\mathcal{C} \stackrel{\perp}{Z} \subseteq \mathcal{C}_{X}$ (or equivalently $\mathcal{C}_{X}^{\perp} \subseteq \mathcal{C}_{Z}$ ) then we can define a CSS code denoted by $\operatorname{CSS}\left(\mathcal{C}_{X}, \mathcal{C}_{Z}\right)$ in the following manner. Let $H_{X}$ be a parity check matrix for $\mathcal{C}_{X}$ with size $M_{X} \times N$ and let $H_{Z}$ be a parity check matrix for $\mathcal{C}_{Z}$ with size $M_{Z} \times N$. Then $\operatorname{CSS}\left(\mathcal{C}_{X}, \mathcal{C}_{Z}\right)$ is the stabilizer code with $M=M_{X}+M_{Z}$ generators given by the following parity check matrix:

$$
H=\left(\begin{array}{c|c}
H_{Z} & 0  \tag{3.17}\\
\hline 0 & H_{X}
\end{array}\right)
$$

When we talk about CSS codes in this PhD thesis, the subscript $X$ is used to indicate that the code $\mathcal{C}_{X}$ corrects the $X$-Pauli errors and the subscript $Z$ is used to indicate that $\mathcal{C}_{Z}$ corrects the $Z$-Pauli errors. Hence the generators associated to $\mathcal{C}_{X}$ are $Z$-type generators and the generators associated to $\mathcal{C}_{Z}$ are $X$-type generators. Some authors take the converse convention.

One nice feature of CSS codes is the possibility to handle them with the formalism of classical error correcting codes. Since the generators of a CSS code commute and are either $X$-type or $Z$-type generators, the stabilizer group $\mathcal{S}$ is included in $\mathcal{S}_{0}$ where:

$$
\begin{equation*}
\mathcal{S}_{0}:=\left\{g_{X} g_{Z}: g_{X} \in\{\mathbb{1}, X\}^{\otimes N}, g_{Z} \in\{\mathbb{1}, Z\}^{\otimes N}\right\} \tag{3.18}
\end{equation*}
$$

The symplectic representation defined in Notation 3.1 restricted to $\mathcal{S}_{0}$ is a bijection $r: \mathcal{S}_{0} \rightarrow \mathbb{F}_{2}^{2 N}$. Hence for all $P \in \mathcal{S}_{0}$ and for all $v \in \mathbb{F}_{2}^{M}$, we have the equivalence:

$$
\begin{equation*}
P=\prod_{i=1}^{M} g_{i}^{v_{i}} \Leftrightarrow r(P)=\bigoplus_{i=1}^{M} v_{i} r\left(g_{i}\right) \tag{3.19}
\end{equation*}
$$

As a consequence, the elements of the stabilizer group can be seen as binary vectors and CSS codes are described with linear algebra. For example, a product of $X$-type generators has symplectic representation $\left(e, 0^{N}\right)$ where $e \in \mathcal{C} \frac{\perp}{Z}$ :

$$
\begin{equation*}
\mathcal{C}_{Z}^{\perp} \times\left\{0^{N}\right\}=\left\{r(s): s \in \mathcal{S} \cap\{\mathbb{1}, X\}^{\otimes N}\right\} \tag{3.20}
\end{equation*}
$$

As discussed in Section 3.1.1 and Proposition 3.5, defining a stabilizer code with commuting generators and $-\mathbb{1} \notin\left\langle g_{1}, \ldots, g_{M}\right\rangle$ is necessary and sufficient to avoid the trivial case $\mathcal{Q}=\{0\}$. For a CSS code, the condition that the generators commute is equivalent to $H_{X} H_{Z}^{T}=0$ and is ensured by the requirement $\mathcal{C} \frac{1}{Z} \subseteq \mathcal{C}_{X}$. The other condition $-\mathbb{1} \notin\left\langle g_{1}, \ldots, g_{M}\right\rangle$ always holds for a CSS code because $-\mathbb{1} \notin \mathcal{S}_{0}$.

When the $Z$-type generators of a CSS code are measured, we get the first part of the syndrome $\sigma_{X} \in \mathbb{F}_{2}^{M_{X}}$ which gives information about the $X$-type errors on the state. Similarly, the $Z$-type errors are detected with the syndrome $\sigma_{Z} \in \mathbb{F}_{2}^{M_{Z}}$ obtained when we measure the $X$-type generators. The entire syndrome $\sigma \in \mathbb{F}_{2}^{M}$ is the concatenation of these two bit-strings $\sigma=\left(\sigma_{X}, \sigma_{Z}\right)$. In this PhD thesis, we focus on CSS codes and we correct $X$-type and $Z$-type errors independently. Therefore we need two decoders: the first one takes as input the syndrome $\sigma_{X}$ and uses the code $\mathcal{C}_{X}$ to infer an $X$-type correction $\hat{P} \in\{\mathbb{1}, X\}^{\otimes N}$ often seen as a bit-string $\hat{e}_{X} \in \mathbb{F}_{2}^{N}$, and the second decoder proceeds in the same way for $Z$-type errors. Note that if a decoder corrects both $X$ and $Z$ errors on some qubit then the error $Y=i X Z$ is also corrected. Thereby, the decoding problem for CSS codes is close to the one for classical codes and thus we will often use the terminology from classical error correction in the quantum setting. For example, the $Z$-type generators will be sometimes called the check-nodes. Note that for many error models such as the depolarizing channel, the correlations between $X$ and $Z$ errors can be used to improve the decoders [29, 81, 88].

Nonetheless, since some CSS codes are degenerate, they cannot be corrected in the same way as classical codes. The degeneracy of a stabilizer code implies that it is sufficient to correct the error up to an element of the stabilizer group, for example the $X$-type error can be corrected up to a product of $X$-type generators. Let $e_{X} \in \mathbb{F}_{2}^{N}$ be an $X$-type error and let $\hat{e}_{X} \in \mathbb{F}_{2}^{N}$ be the correction that returns the decoder. Using the bijection given in eq. (3.20) between product of $X$-type generators and the vector space $\mathcal{C}_{Z}^{\perp}$, the decoder succeeds in correcting the $X$-error if and only if $e_{X} \oplus \hat{e}_{X} \in \mathcal{C} \frac{\perp}{Z}$. Taking into account the degeneracy is particularly important for LDPC codes since the vector space $\mathcal{C}_{Z}^{\frac{1}{Z}}$ contains constant weight elements.

For a stabilizer code, remember from Section 3.1.3 that the minimal distance is the minimal weight of an element in $\mathcal{N} \backslash \mathcal{S}$, where $\mathcal{N} \backslash \mathcal{S}$ is the set of a Pauli errors with an empty syndrome acting non-trivially on the code state. For a CSS code, there is always an $X$-type error or a $Z$-type error in $\mathcal{N} \backslash \mathcal{S}$ with weight equal to the minimal distance. We define $D_{X}$ to be the minimal weight of an $X$-type error in $\mathcal{N} \backslash \mathcal{S}$. Using the terminology of classical error correction, $D_{X}$ is the minimal weight of a codeword in $\mathcal{C}_{X}$ which does not belong to $\mathcal{C}_{Z}^{\perp}$. The minimal distance for $Z$-type errors is defined in a similar manner:

$$
D_{X}:=\min \left\{\left|e_{X}\right|: e_{X} \in \mathcal{C}_{X} \backslash \mathcal{C}_{Z}^{\perp}\right\}, \quad D_{Z}:=\min \left\{\left|e_{Z}\right|: e_{Z} \in \mathcal{C}_{Z} \backslash \mathcal{C}_{X}^{\perp}\right\}
$$

Note that $D_{X}$ and $D_{Z}$ are not the minimal distances of the $\operatorname{codes} \mathcal{C}_{X}$ and $\mathcal{C}_{Z}$. Finally, the minimal distance of $\operatorname{CSS}\left(\mathcal{C}_{X}, \mathcal{C}_{Z}\right)$ is equal to:

$$
\begin{equation*}
D=\min \left(D_{X}, D_{Z}\right) \tag{3.21}
\end{equation*}
$$

The classical codes $\mathcal{C}_{X}$ and $\mathcal{C}_{Z}$ can be represented by their Tanner graphs which must have the same number of bit-nodes. The Tanner graph for the code $\operatorname{CSS}\left(\mathcal{C}_{X}, \mathcal{C}_{Z}\right)$ has three types of nodes: the bits-nodes, the check-nodes of $\mathcal{C}_{X}$ (which represent the $Z$-type generators) and the check-nodes of $\mathcal{C}_{Z}$ (which represent the $X$-type generators). A bit-node and an $Z$-type generator (resp. $X$-type generator) are connected if and only if they are connected in the Tanner graph of $\mathcal{C}_{X}$ (resp. $\mathcal{C}_{Z}$ ). For example when both $\mathcal{C}_{X}$ and $\mathcal{C}_{Z}$ are equal to the [7,3,3] Hamming code defined in Figure 2.1, we get a CSS code called the 7-qubit code or the Steane code whose parity check matrix is given in Figure 3.2 and whose factor graph is given in Figure 3.3.

$$
\left(\begin{array}{lllllll|lllllll}
1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1
\end{array}\right)
$$

Figure 3.2: Parity check matrix for the 7-qubit code.

The CSS codes we are interested in are the quantum expander codes which can be decoded with the small-set-flip decoder (see Section 3.3.1). In that case, the Tanner graphs of $\mathcal{C}_{X}$ and $\mathcal{C}_{Z}$ are isomorphic and thus the


Figure 3.3: Factor graph for the 7 -qubit code.
correction of $X$-errors is similar to the correction of $Z$-errors. In particular, the decoding algorithm is the same for both types of errors and we will describe it only for $X$-errors. An $X$-type error can be seen either as a classical error $e_{X} \in \mathbb{F}_{2}^{N}$ or as a subset of the qubits $E_{X} \subseteq V_{\mathcal{Q}}$ where $V_{\mathcal{Q}}$ is the set of qubits. For quantum expander codes, it is convenient to use the representation $E_{X}$ and to see the syndrome as a subset $\sigma_{X} \subseteq C_{X}$ where $C_{X}$ is the set of $Z$-type generators. To summarize, the small-set-flip decoder is a classical algorithm which takes as input a syndrome $\sigma \subseteq C_{X}$ and returns a subset of the qubits $\hat{E} \subseteq V_{\mathcal{Q}}$.

Proposition 3.6 provides the formula to compute the dimension of a CSS code from the dimension of the underlying classical codes.

Proposition 3.6. Let $\mathcal{C}_{X}$ be a classical $\left[N, k_{X}\right]$ code and $\mathcal{C}_{Z}$ be an $\left[N, k_{Z}\right]$ code with $\mathcal{C}_{Z}^{\perp} \subseteq \mathcal{C}_{X}$.
The quantum code $\operatorname{CSS}\left(\mathcal{C}_{X}, \mathcal{C}_{Z}\right)$ is an $[[N, K]]$ stabilizer code where $K=k_{X}+k_{Z}-N$.
Proof. We would like to use Proposition 3.5 but the generators $g_{1}, \ldots, g_{M}$ are not necessarily independent. A consequence of eq. (3.20) is that the number of independent generators in $g_{1}, \ldots, g_{M}$ is equal to the number of independent rows in the parity check matrix $H$. By the rank nullity theorem, the parity check matrix $H_{Z}$ has $M_{Z}^{\prime}=N-k_{Z}$ independent rows and the parity check matrix $H_{X}$ has $M_{X}^{\prime}=N-k_{X}$ independent rows. Thus the number of independent rows in $H$ is equal to $M^{\prime}=M_{X}^{\prime}+M_{Z}^{\prime}=2 N-k_{X}-k_{Z}$.
By Proposition 3.5: $K=N-M^{\prime}=k_{X}+k_{Z}-N$.
In [20] and [102], the CSS codes were introduced by giving an explicit orthogonal basis for the code space. For $x \in \mathcal{C}_{X}$, we define:

$$
\left|x \oplus \mathcal{C}_{Z}^{\perp}\right\rangle:=\frac{1}{\sqrt{\mathcal{C}_{Z}^{\perp}}} \sum_{y \in \mathcal{C}_{Z}^{\perp}}|x \oplus y\rangle .
$$

Lemma 3.7. The set $\left\{\left|x+\mathcal{C}_{Z}^{\perp}\right\rangle: x \in \mathcal{C}_{X}\right\}$ is an orthogonal basis for the code space of $\operatorname{CSS}\left(\mathcal{C}_{X}, \mathcal{C}_{Z}\right)$.
Proof. Let $\mathcal{Q}$ be the quantum code spanned by the states $\left|x \oplus \mathcal{C}_{Z}^{\perp}\right\rangle$ :

$$
\mathcal{Q}:=\operatorname{span}\left\{\left|x \oplus \mathcal{C}_{Z}^{\frac{1}{Z}}\right\rangle: x \in \mathcal{C}_{X}\right\} .
$$

The strategy to show the equality $\operatorname{CSS}\left(\mathcal{C}_{X}, \mathcal{C}_{Z}\right)=\mathcal{Q}$ is to prove that $\mathcal{Q} \subseteq \operatorname{CSS}\left(\mathcal{C}_{X}, \mathcal{C}_{Z}\right)$ and then that these two vector spaces have both dimension equal to $N-k_{X}-k_{Z}$.

The statement $\mathcal{Q} \subseteq \operatorname{CSS}\left(\mathcal{C}_{X}, \mathcal{C}_{Z}\right)$ means that the states $\left|x \oplus \mathcal{C}_{Z}^{\perp}\right\rangle$ are +1 eigenstates for the generators of $\operatorname{CSS}\left(\mathcal{C}_{X}, \mathcal{C}_{Z}\right)$ specified by the parity check matrix of eq. (3.17). Let $h \in \mathbb{F}_{2}^{N}$ be a row of $H_{Z}$ then the corresponding $X$-type generator is

$$
g=\bigotimes_{i=1}^{N} X^{h_{i}}
$$

and:

$$
g\left|x \oplus \mathcal{C}_{Z}^{\perp}\right\rangle=\sum_{y \in \mathcal{C}_{\frac{1}{Z}}^{\perp}} g|x \oplus y\rangle=\sum_{y \in \mathcal{C}_{\frac{1}{Z}}^{\perp}}|x \oplus y \oplus h\rangle=\sum_{y^{\prime} \in \mathcal{C}_{\frac{1}{Z}}^{\perp}} g\left|x \oplus y^{\prime}\right\rangle=\left|x \oplus \mathcal{C}_{Z}^{\perp}\right\rangle .
$$

Note that in the previous equalities and in what follows, we omit the global phase $1 / \sqrt{\mathcal{C}_{Z}^{\perp}}$ of the definition of $\left|x \oplus \mathcal{C}_{Z}^{\perp}\right\rangle$.
Let $h \in \mathbb{F}_{2}^{N}$ be a row of $H_{X}$ then the corresponding $Z$-type generator is:

$$
g=\bigotimes_{i=1}^{N} Z^{h_{i}}
$$

and:

$$
g\left|x \oplus \mathcal{C}_{Z}^{\perp}\right\rangle=\sum_{y \in \mathcal{C}_{\frac{1}{Z}}^{\prime}} g|x \oplus y\rangle=\sum_{y \in \mathcal{C}_{\frac{1}{Z}}^{\prime}}(-1)^{(x \oplus y) \cdot h}|x \oplus y\rangle=\sum_{y \in \mathcal{C}_{\frac{1}{Z}}^{1}}|x \oplus y\rangle=\left|x \oplus \mathcal{C}_{Z}^{\perp}\right\rangle .
$$

Hence $\mathcal{Q} \subseteq \operatorname{CSS}\left(\mathcal{C}_{X}, \mathcal{C}_{Z}\right)$ holds.
In order to compute the dimension of $\mathcal{Q}$, we show that $\left\{\left|x \oplus \mathcal{C}_{Z}^{\perp}\right\rangle: x \in \mathcal{C}_{X}\right\}$ is an orthonormal basis of $\mathcal{Q}$. Let $x, x^{\prime} \in \mathcal{C}_{X}$, we distinguish between two cases:

- If $x \oplus x^{\prime} \in \mathcal{C}_{Z}^{\perp}$ then $\left|x \oplus \mathcal{C}_{Z}^{\frac{1}{Z}}\right\rangle=\left|x^{\prime} \oplus \mathcal{C}_{Z}^{\frac{1}{Z}}\right\rangle$ because:

$$
\left|x \oplus \mathcal{C}_{Z}^{\perp}\right\rangle=\sum_{y \in \mathcal{C}_{Z}^{\perp}}|x \oplus y\rangle=\sum_{y^{\prime} \in \mathcal{C}_{\mathcal{Z}}^{\perp}}\left|x \oplus y^{\prime} \oplus x \oplus x^{\prime}\right\rangle=\sum_{y^{\prime} \in \mathcal{C}_{\frac{1}{Z}}^{\perp}}\left|x^{\prime} \oplus y^{\prime}\right\rangle=\left|x^{\prime} \oplus \mathcal{C}_{Z}^{\perp}\right\rangle .
$$

- If $x \oplus x^{\prime} \notin \mathcal{C}_{Z}^{\perp}$ then for any $y, y^{\prime} \in \mathcal{C}_{Z}^{\perp}: x \oplus y \oplus x^{\prime} \oplus y^{\prime} \notin \mathcal{C}_{Z}^{\perp}$. In particular $x \oplus y \neq x^{\prime} \oplus y^{\prime}$ and thus the vectors $|x \oplus y\rangle$ and $\left|x^{\prime} \oplus y^{\prime}\right\rangle$ are orthogonal. Finally, the states $\left|x \oplus \mathcal{C}_{Z}^{\perp}\right\rangle$ and $\left|x^{\prime} \oplus \mathcal{C}_{Z}^{\perp}\right\rangle$ are orthogonal since the two sums that define them are orthogonal term by term.

The dimension of $\mathcal{Q}$ is equal to:

$$
\operatorname{dim}(\mathcal{Q})=\#\left\{\left|x \oplus \mathcal{C}_{Z}^{\perp}\right\rangle: x \in \mathcal{C}_{X}\right\}=\frac{\left|\mathcal{C}_{X}\right|}{\left|\mathcal{C}_{Z}^{\perp}\right|}=\frac{2^{k_{X}}}{2^{N-k_{Z}}}=2^{k_{X}+k_{Z}-N}
$$

Using Proposition 3.6, we conclude that $\mathcal{Q}$ and $\operatorname{CSS}\left(\mathcal{C}_{X}, \mathcal{C}_{Z}\right)$ have the same dimension and thus they are equal.

### 3.2 Hypergraph product codes

The hypergraph product construction introduced by Tillich and Zémor in ref. [108] is a generic way to build a quantum code $\mathcal{Q}$ from two classical codes $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$. Let $G_{1}, G_{2}$ be the Tanner graphs of $\mathcal{C}_{1}, \mathcal{C}_{2}$ then the associated hypergraph product is a CSS code whose Tanner graph is equal to the so-called Cartesian product of $G_{1}$ and $G_{2}$. This construction provides quantum LDPC codes with constant rate and a minimal distance proportional to the square root of the block length. For instance, when $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are both equal to the same $[n, \Theta(n), \Theta(n)]$ LDPC code, $\mathcal{Q}$ is an $[[N, \Theta(N), \Theta(\sqrt{N})]]$ LDPC CSS code where $N=\Theta\left(n^{2}\right)$.

As shown in Figure 1.6, the asymptotic scaling for the hypergraph product code parameters is good by comparison to the other known families of LDPC codes. The technical idea to compute the dimension and the minimal distance of an hypergraph product code is to rely on two notions from classical coding called transpose code and classical product code.

Let $\mathcal{C}$ be a classical code with parity check matrix $H$. Then, by definition, the transpose code of $\mathcal{C}$ denoted by $\mathcal{C}^{T}$ has parity check matrix $H^{T}$. In other words, the Tanner graph of $\mathcal{C}^{T}$ is equal to the Tanner graph of $\mathcal{C}$ where the bit-nodes are interpreted as check-nodes and vice-versa.

Classical product codes have been introduced by Elias in ref. [35]. Given $\mathcal{C}_{1}$ an $\left[n_{1}, k_{1}, d_{1}\right]$ code and $\mathcal{C}_{2}$ an $\left[n_{2}, k_{2}, d_{2}\right]$ code, the associated product code is an $\left[n_{1} n_{2}, k_{1} k_{2}, d_{1} d_{2}\right]$ that we denote by $\mathcal{C}$. Informally, the physical bits of $\mathcal{C}$ are organized accordingly to an $n_{1} \times n_{2}$ rectangle and a bit-string $c \in \mathbb{F}_{2}^{n_{1} \times n_{2}}$ is a codeword of $\mathcal{C}$ if and only if each column of $c$ is a codeword of $\mathcal{C}_{1}$ and each row of $c$ is a codeword of $\mathcal{C}_{2}$. For completeness, we provide a quick survey on classical product codes in Chapter 6.
Finally, the hypergraph product associated to $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ is the CSS code built from $\mathcal{C}_{X}, \mathcal{C}_{Z}$ where $\mathcal{C}_{X}^{T}$ is the classical product of $\mathcal{C}_{1}, \mathcal{C}_{2}^{T}$ and $\mathcal{C}_{Z}^{T}$ is the classical product of $\mathcal{C}_{1}^{T}, \mathcal{C}_{2}$.

The organization of this section is the following: Section 3.2.1 defines the hypergraph product construction and Section 3.2.2 is a review on their main properties.

### 3.2.1 Definition of hypergraph product codes

Let $\mathcal{C}_{1}$ be an $\left[n_{1}, k_{1}, d_{1}\right]$ classical code with parity check matrix $H_{1} \in \mathbb{F}_{2}^{m_{1} \times n_{1}}$ and let $\mathcal{C}_{2}$ be an $\left[n_{2}, k_{2}, d_{2}\right]$ classical code with parity check matrix $H_{2} \in \mathbb{F}_{2}^{m_{2} \times n_{2}}$. The hypergraph product of $\mathcal{C}_{1}, \mathcal{C}_{2}$ denoted by $\mathcal{Q}$ is defined to be the CSS code associated to the classical $\operatorname{codes} \mathcal{C}_{X}, \mathcal{C}_{Z}$ described by the following parity check matrices:

$$
\begin{equation*}
H_{X}=\left(\mathbb{1}_{n_{1}} \otimes H_{2}, H_{1}^{T} \otimes \mathbb{1}_{m_{2}}\right), \quad H_{Z}=\left(H_{1} \otimes \mathbb{1}_{n_{2}}, \mathbb{1}_{m_{1}} \otimes H_{2}^{T}\right) \tag{3.22}
\end{equation*}
$$

where $\mathbb{1}_{n}$ is the $n \times n$ identity matrix. Note that $H_{X}$ is an $M_{X} \times N$ matrix and $H_{Z}$ is an $M_{Z} \times N$ matrix where:

$$
N:=n_{1} n_{2}+m_{1} m_{2}, \quad M_{X}:=n_{1} m_{2}, \quad M_{Z}:=m_{1} n_{2}
$$

Furthermore, it is straightforward to check that the orthogonality property $H_{X} H_{Z}^{T}=0$ holds:

$$
\begin{aligned}
H_{X} H_{Z}^{T} & =\left(\mathbb{1}_{n_{1}} \otimes H_{2}, H_{1}^{T} \otimes \mathbb{1}_{m_{2}}\right) \cdot\binom{H_{1}^{T} \otimes \mathbb{1}_{n_{2}}}{\mathbb{1}_{m_{1}} \otimes H_{2}} \\
& =\left(\mathbb{1}_{n_{1}} \otimes H_{2}\right) \cdot\left(H_{1}^{T} \otimes \mathbb{1}_{n_{2}}\right)+\left(H_{1}^{T} \otimes \mathbb{1}_{m_{2}}\right) \cdot\left(\mathbb{1}_{m_{1}} \otimes H_{2}\right) \\
& =H_{1}^{T} \otimes H_{2}+H_{1}^{T} \otimes H_{2} \\
& =0
\end{aligned}
$$

The Tanner graph $G_{\mathcal{Q}}$ of an hypergraph product code is equal to the Cartesian product of the classical Tanner graphs as represented in Figure 3.4. Formally, let $V_{1}$ (resp. $V_{2}$ ) be the set of bit-nodes of $\mathcal{C}_{1}$ (resp. $\mathcal{C}_{2}$ ), let $C_{1}$ (resp. $C_{2}$ ) be its set of check-nodes and let $G_{1}$ (resp. $G_{2}$ ) be its Tanner graph. Then, the graph $G_{\mathcal{Q}}$ is the Cartesian product of $G_{1}$ and $G_{2}$ defined in the following way:

- The qubits are indexed by the set $V_{\mathcal{Q}}:=\left(V_{1} \times V_{2}\right) \uplus\left(C_{1} \times C_{2}\right)(\uplus$ is the disjoint union $)$.
- The $X$-type generators are indexed by the set $C_{Z}:=C_{1} \times V_{2}$.
- The $Z$-type generators are indexed by the set $C_{X}:=V_{1} \times C_{2}$.
- Two nodes $u_{1}, u_{2} \in V_{\mathcal{Q}} \uplus C_{X} \uplus C_{Z}$ are connected in $G_{\mathcal{Q}}$ in two cases. Either the first components of $u_{1}$ and $u_{2}$ are equal and their second components are connected in $G_{2}$; or their second components are equal and their first components are connected in $G_{1}$.

The qubits belonging to $V_{1} \times V_{2}$ are called the $V V$-type qubits and the qubits belonging to $C_{1} \times C_{2}$ are called the $C C$-type qubits. The incidence relation of $G_{\mathcal{Q}}$ defined above can be split in four cases:

- A VV-type qubit $q \in V_{1} \times V_{2}$ is in the support of an $X$-type generator $\left(c_{1}, v_{2}\right) \in C_{1} \times V_{2}$ if and only if $q=\left(v_{1}, v_{2}\right)$ where $v_{1}$ is connected to $c_{1}$ in $G_{1}$.
- A VV-type qubit $q \in V_{1} \times V_{2}$ is in the support of a $Z$-type generator $\left(v_{1}, c_{2}\right) \in V_{1} \times C_{2}$ if and only if $q=\left(v_{1}, v_{2}\right)$ where $v_{2}$ is connected to $c_{2}$ in $G_{2}$.
- A CC-type qubit $q \in C_{1} \times C_{2}$ is in the support of an $X$-type generator $\left(c_{1}, v_{2}\right) \in C_{1} \times V_{2}$ if and only if $q=\left(c_{1}, c_{2}\right)$ where $c_{2}$ is connected to $v_{2}$ in $G_{2}$.
- A CC-type qubit $q \in C_{1} \times C_{2}$ is in the support of a $Z$-type generator $\left(v_{1}, c_{2}\right) \in V_{1} \times C_{2}$ if and only if $q=\left(c_{1}, c_{2}\right)$ where $c_{1}$ is connected to $v_{1}$ in $G_{1}$.

In Figure 3.4 where $G_{\mathcal{Q}}$ is depicted, each column is a copy of $G_{1}$ and each row is a copy of $G_{2}$. In particular, there is no edge between a qubit and a generator if they are not in the same row or in the same column. Therefore in $G_{\mathcal{Q}}$, there are $\left|V_{2}\right|+\left|C_{2}\right|=n_{2}+m_{2}$ copies of $G_{1}$ and $\left|V_{1}\right|+\left|C_{1}\right|=n_{1}+m_{1}$ copies of $G_{2}$.

The Tanner graph of the classical code $\mathcal{C}_{X}$ used to correct $X$-type errors is the sub-graph of $G_{\mathcal{Q}}$ induced by the set of VV-type qubits, the set of CC-type qubits and the set of $Z$-type generators (see the left part of Figure 3.5). Similarly, the qubits and the $X$-type generators induce the Tanner graph of $\mathcal{C}_{Z}$ used to correct $Z$-type errors (see the right part of Figure 3.5).

Remark 3.8. If the initial codes $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ have the LDPC property then the resulting hypergraph product code $\mathcal{Q}$ is also LDPC.

Proof. In this proof, a matrix $A$ is said to be $(r, c)$-LDPC when each row has weight upper bounded by $r$ and each column has weight upper bounded by $c$. If a matrix $A$ is $(r, c)$-LDPC then the tensor product $A \otimes \mathbb{1}$ is also $(r, c)$-LDPC. By eq. (3.22), if $\mathcal{C}_{1}, \mathcal{C}_{2}$ are LDPC then $\mathcal{C}_{X}, \mathcal{C}_{Z}$ and $\mathcal{Q}$ are also LDPC.




Figure 3.4: Tanner graph of an hypergraph product code.


Figure 3.5: Tanner graph of $\mathcal{C}_{X}$ (on the left) and Tanner graph of $\mathcal{C}_{Z}$ (on the right).

In Section 3.3, we will assume that the Tanner graph $G_{1}$ (resp. $G_{2}$ ) of $\mathcal{C}_{1}$ (resp. $\mathcal{C}_{2}$ ) is regular with left degree $d_{V_{1}}$ (resp. $d_{V_{2}}$ ) and right degree $d_{C_{1}}$ (resp. $d_{C_{2}}$ ). In that case, the VV-type qubits have degree $d_{V_{1}}+d_{V_{2}}$, the CC-type qubits have degree $d_{C_{1}}+d_{C_{2}}$, the $X$-type generators have degree $d_{C_{1}}+d_{V_{2}}$ and the $Z$-type generators have degree $d_{V_{1}}+d_{C_{2}}$.

### 3.2.2 Parameters of an hypergraph product code

The goal of this section is to prove Theorem 3.9 below where the dimension and the minimal distance of an hypergraph product code are computed.
Let $\mathcal{C}$ be a classical error correcting code with parity check matrix $H$. Then the transposed code $\mathcal{C}^{T}$ is defined to be the classical code whose parity check matrix is $H^{T}$. The code $\mathcal{C}^{T}$ has the same Tanner graph as $\mathcal{C}$ where the bit-nodes and the check-nodes have been switched. In particular in Theorem 3.9, $m_{1}$ is the number of check-nodes of $\mathcal{C}_{1}$ and $m_{2}$ is the number of check-nodes of $\mathcal{C}_{2}$.
In the case where a code $\mathcal{C}=\left\{0^{N}\right\}$ is trivial, Theorem 3.9 uses the convention that $\mathcal{C}$ is an $[n, 0, d]$ code with $d=+\infty$.

Theorem 3.9 ([108]). Let $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ be two classical error correcting codes and let $n_{1}, k_{1}, d_{1}, n_{2}, k_{2}, d_{2}, m_{1}$, $k_{1}^{T}, d_{1}^{T}, m_{2}, k_{2}^{T}, d_{2}^{T} \in \mathbb{N}$ be such that:

$$
\begin{gathered}
\mathcal{C}_{1} \text { is an }\left[n_{1}, k_{1}, d_{1}\right] \text { code } \\
\mathcal{C}_{1}^{T} \text { is an }\left[m_{1}, k_{1}^{T}, d_{1}^{T}\right] \text { code }
\end{gathered}
$$

$$
\begin{gathered}
\mathcal{C}_{2} \text { is an }\left[n_{2}, k_{2}, d_{2}\right] \text { code } \\
\mathcal{C}_{2}^{T} \text { is an }\left[m_{2}, k_{2}^{T}, d_{2}^{T}\right] \text { code }
\end{gathered}
$$

Then $\mathcal{Q}$ the hypergraph product of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ is an $[[N, K, D]]$ stabilizer code where:
(i) $N=n_{1} n_{2}+m_{1} m_{2}$,
(ii) $K=k_{1} k_{2}+k_{1}^{T} k_{2}^{T}$,
(iii) $D=\min \left(D_{X}, D_{Z}\right)$,
(iv) $D_{X} \geq \min \left(d_{1}^{T}, d_{2}\right)$,
(v) $D_{Z} \geq \min \left(d_{1}, d_{2}^{T}\right)$.

The integers $D_{X}$ and $D_{Z}$ are the minimal distances associated to $X$-type and $Z$-type errors and moreover:
(vi) If $k_{1} \neq 0$ and $k_{2} \neq 0$ then $D_{X} \leq d_{2}$ and $D_{Z} \leq d_{1}$.
(vii) If $k_{1}^{T} \neq 0$ and $k_{2}^{T} \neq 0$ then $D_{X} \leq d_{1}^{T}$ and $D_{Z} \leq d_{2}^{T}$.
(viii) Otherwise $K=0$ and $\mathcal{Q}$ is trivial.

We split the proof of Theorem 3.9 into three parts: the proof of item (ii), the proof of item (iv) and the proof of item (vi). Item (i) is a direct consequence of the hypergraph product definition, item (iii) has already been proven in eq. (3.21), the proof of item (v) is similar to the proof of item (iv), the proof of item (vii) is similar to the proof of item (vi) and item (viii) is a consequence of item (ii).

Oftentimes, the parity check matrices of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are full rank with $n_{1}<m_{1}$ and $n_{2}<m_{2}$. In that case, the codes $\mathcal{C}_{1}^{T}$ and $\mathcal{C}_{2}^{T}$ are reduced to the all-zero codeword and:

$$
k_{1}=n_{1}-m_{1}, \quad k_{2}=n_{2}-m_{2}, \quad k_{1}^{T}=k_{2}^{T}=0, \quad d_{1}^{T}=d_{2}^{T}=+\infty
$$

Moreover in the next sections, we will only consider the hypergraph product of a code $\mathcal{C}$ with itself. If $\mathcal{C}$ is an [ $n, k, d]$ code with $m<n$ check-nodes and full rank parity check matrix then Theorem 3.9 becomes:

$$
N=n^{2}+m^{2}=n^{2}+(n-k)^{2}, \quad K=k^{2}, \quad D=D_{X}=D_{Z}=d
$$

When $\mathcal{C}$ defines a family of classical codes with rate $r=k / n$ and linear minimal distance $d=\Theta(n)$, the corresponding hypergraph product is a family of CSS codes with rate $r_{\mathcal{Q}}$ where:

$$
N=\Theta\left(n^{2}\right), \quad \frac{1}{r_{\mathcal{Q}}}=\left(\frac{1}{r}\right)^{2}+\left(\frac{1}{r}-1\right)^{2}, \quad D=\Theta(\sqrt{N})
$$

An interesting example where the parity check matrices are not full rank is given in Example 3.10 below.
Example 3.10 (Toric code). The toric code of length $L \in \mathbb{N}_{>0}$ can be defined as the hypergraph product of an L-bit repetition code $\mathcal{C}$ with itself. By definition, the L-bit repetition code $\mathcal{C}=\mathcal{C}^{T}$ is an $[L, 1, L]$ linear code whose Tanner graph is a cycle of length $2 L$ with $L$ bit-nodes and $L$ check-nodes. By Theorem 3.9, the toric code is a $\left[\left[2 L^{2}, 2, L\right]\right]$ stabilizer code.

We now prove the statements of Theorem 3.9.
Proof of Theorem 3.9 (ii). First, we show using linear algebra that computing $K$ is equivalent to computing $k_{X}^{T}$ and $k_{Z}^{T}$ the dimensions of $\mathcal{C}_{X}^{T}$ and $\mathcal{C}_{Z}^{T}$. Let $\mathcal{C}$ be an $[n, k]$ classical error correcting code (later we will take $\mathcal{C} \in\left\{\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{X}, \mathcal{C}_{Z}\right\}$ ) with $m$ check-nodes and with parity check matrix $H$. The rank-nullity theorem asserts that:

$$
k=n-\operatorname{rank}(H) \quad \text { and } \quad k^{T}=m-\operatorname{rank}\left(H^{T}\right)
$$

Since $\operatorname{rank}(H)=\operatorname{rank}\left(H^{T}\right)$, we have $k=n-m+k^{T}$ and for $\mathcal{C} \in\left\{\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{X}, \mathcal{C}_{Z}\right\}$ we get:

$$
\begin{array}{ll}
k_{1}=n_{1}-m_{1}+k_{1}^{T}, & k_{X}=n_{1} n_{2}+m_{1} m_{2}-n_{1} m_{2}+k_{X}^{T} \\
k_{2}=n_{2}-m_{2}+k_{2}^{T}, & k_{Z}=n_{1} n_{2}+m_{1} m_{2}-m_{1} n_{2}+k_{Z}^{T} \tag{3.23}
\end{array}
$$

By Proposition 3.6, we have $K=k_{X}+k_{Z}-n_{1} n_{2}-m_{1} m_{2}$ and thus computing $k_{X}^{T}$ and $k_{Z}^{T}$ is sufficient to compute $K$.

The integer $k_{X}^{T}$ is the dimension of the $\operatorname{code} \mathcal{C}_{X}^{T}$ whose Tanner graph is given in the left part of Figure 3.5 where the $Z$-type generators are interpreted as bits and the qubits are interpreted as check-nodes. In fact $\mathcal{C}_{X}^{T}=\mathcal{C}_{1} \otimes \mathcal{C}_{2}^{T}$ is a classical product code as defined in Section 6.2. By Proposition 6.2:

$$
\begin{equation*}
k_{X}^{T}=k_{1} k_{2}^{T}, \quad \text { and similarly } \quad k_{Z}^{T}=k_{1}^{T} k_{2} \tag{3.24}
\end{equation*}
$$

Finally, using eqs. (3.23) and (3.24) we get:

$$
\begin{aligned}
K & =k_{X}+k_{Z}-n_{1} n_{2}-m_{1} m_{2} \\
& =n_{1} n_{2}+m_{1} m_{2}-n_{1} m_{2}+k_{X}^{T}-m_{1} n_{2}+k_{Z}^{T} \\
& =n_{1} n_{2}+m_{1} m_{2}-n_{1} m_{2}+k_{1} k_{2}^{T}-m_{1} n_{2}+k_{1}^{T} k_{2} \\
& =n_{1} n_{2}+m_{1} m_{2}-n_{1} m_{2}+\left(n_{1}-m_{1}+k_{1}^{T}\right) k_{2}^{T}-m_{1} n_{2}+k_{1}^{T}\left(n_{2}-m_{2}+k_{2}^{T}\right) \\
& =\left(n_{1}-m_{1}+k_{1}^{T}\right)\left(n_{2}-m_{2}+k_{2}^{T}\right)+k_{1}^{T} k_{2}^{T} \\
& =k_{1} k_{2}+k_{1}^{T} k_{2}^{T}
\end{aligned}
$$

Surprisingly, the formula for the dimension of an hypergraph product code given in Theorem 3.9 (ii) can be used to determine its minimal distance.

Proof of Theorem 3.9 (iv). As discussed in Section 3.1.6, $D_{X}$ is the minimal weight of an $X$-type Pauli error outside the stabilizer group with an empty syndrome. To prove $D_{X} \geq \min \left(d_{1}^{T}, d_{2}\right)$, we show that if an $X$-type error $E \subseteq V_{\mathcal{Q}}$ satisfies $|E|<\min \left(d_{1}^{T}, d_{2}\right)$ and has an empty syndrome then $E$ is equal to a product of generators. In order to write $E$ as a product of generators, we are going to construct $\mathcal{Q}^{\prime}$ another hypergraph product code with zero logical qubit and whose Tanner graph is a sub-graph of the Tanner graph of $\mathcal{Q}$. The way $\mathcal{Q}^{\prime}$ is constructed ensures that the error $E$ has also an empty syndrome with respect to $\mathcal{Q}^{\prime}$. Finally, since $\mathcal{Q}^{\prime}$ has zero logical qubit, any error with an empty syndrome is a product of generators.

In this proof, we denote by $G_{1}$ and $G_{2}$ the Tanner graphs of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$. We will also define a classical code $\mathcal{C}_{1}^{\prime}$ (resp. $\mathcal{C}_{2}^{\prime}$ ) by its Tanner graph $G_{1}^{\prime}$ (resp. $G_{2}^{\prime}$ ) which is a sub-graph of $G_{1}$ (resp. $G_{2}$ ). The hypergraph product of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ (resp. $\mathcal{C}_{1}^{\prime}$ and $\left.\mathcal{C}_{2}^{\prime}\right)$ is denoted by $\mathcal{Q}$ (resp. $\mathcal{Q}^{\prime}$ ) and its Tanner graph by $G_{\mathcal{Q}}$ (resp. $G_{\mathcal{Q}^{\prime}}$ ).

Let $E \subseteq V_{\mathcal{Q}}=V_{1} \times V_{2} \uplus C_{1} \times C_{2}$ be an $X$-type error seen as a subset of the qubits with $\sigma(E)=\varnothing$ and $|E|<\min \left(d_{1}^{T}, d_{2}\right)$. As illustrated in Figure 3.6, we define the set $V_{2}^{\prime} \subseteq V_{2}$ to be the projection of $E \cap\left(V_{1} \times V_{2}\right)$ onto its second coordinate and $C_{1}^{\prime} \subseteq C_{1}$ to be the projection of $E \cap\left(C_{1} \times C_{2}\right)$ onto its first coordinate:

$$
\begin{aligned}
V_{2}^{\prime} & :=\left\{v_{2} \in V_{2}: \exists v_{1} \in V_{1},\left(v_{1}, v_{2}\right) \in E\right\} \\
C_{1}^{\prime} & :=\left\{c_{1} \in C_{1}: \exists c_{2} \in C_{2},\left(c_{1}, c_{2}\right) \in E\right\} .
\end{aligned}
$$

Let $G_{1}^{\prime}$ be the sub-graph of $G_{1}$ induced by $V_{1} \uplus C_{1}^{\prime}$ and let $G_{2}^{\prime}$ be the sub-graph of $G_{2}$ induced by $V_{2}^{\prime} \uplus C_{2}$. Then the Tanner graph $G_{\mathcal{Q}^{\prime}}$ is a sub-graph of $G_{\mathcal{Q}}$.


Figure 3.6: Tanner graph of $\mathcal{Q}^{\prime}$.

In a nutshell, the error $E$ is equal to a product of $X$-type generators because its syndrome is empty for $\mathcal{Q}^{\prime}$ which has zero logical qubit. We provide more details below:
Firstly, some of the $Z$-type generators have fewer neighbors in $G_{\mathcal{Q}^{\prime}}$ than in $G_{\mathcal{Q}}$. However, for any $X$-type error $E^{\prime} \subseteq V_{1} \times V_{2}^{\prime} \uplus C_{1}^{\prime} \times C_{2}$ included in the qubits of $\mathcal{Q}^{\prime}$, the syndrome of $E^{\prime}$ does not depend on whether we are talking about $\mathcal{Q}$ or $\mathcal{Q}^{\prime}$. In particular, the error $E$ has an empty syndrome for both codes.
Secondly, any error $E_{2} \subseteq V_{2}^{\prime}$ included in the bits-nodes of $\mathcal{C}_{2}^{\prime}$ has the same syndrome for $\mathcal{C}_{2}$ and for $\mathcal{C}_{2}^{\prime}$. In particular, $\left|E_{2}\right| \leq\left|V_{2}^{\prime}\right| \leq|E|<d_{2}$ thus $E_{2}$ cannot have an empty syndrome except if $E_{2}=\varnothing$. Hence the only codeword of $\mathcal{C}_{2}^{\prime}$ is the all zero bit-string and thus the dimension of $\mathcal{C}_{2}^{\prime}$ is zero. Similarly, the dimension of $\mathcal{C}_{1}^{T}$ is zero and using Theorem 3.9 (ii) we conclude that $\mathcal{Q}^{\prime}$ has zero logical qubit. Since the error $E$ has an empty syndrome for $\mathcal{Q}^{\prime}$, it can be written as a product of $X$-type generators.
Thirdly, an $X$-type generator appearing in $G_{\mathcal{Q}^{\prime}}$ has the same neighborhood in $G_{\mathcal{Q}}$ and in $G_{\mathcal{Q}^{\prime}}$. In particular, $E$ is a product of $X$-type generator for $\mathcal{Q}^{\prime}$ thus it is a product of $X$-type generator for $\mathcal{Q}$.

Finally, the proof of item (vi) lies in finding a non trivial $X$-type error with empty syndrome and weight below $d_{2}$ under the assumptions $k_{1}, k_{2} \neq 0$.

Proof of Theorem 3.9 (vi). To prove the inequality $D_{X} \leq d_{2}$, we show that if $k_{1} \neq 0$ and $k_{2} \neq 0$ then there exists an $X$-type error $E \subseteq V_{\mathcal{Q}}$ of weight $d_{2}$ with an empty syndrome and which cannot be written as a product of $X$-type generators. The inequality $D_{Z} \leq d_{1}$ could be proven in the same way.

We emphasize that below, we use $\mathcal{C}_{1}^{\perp}$ the dual space of $\mathcal{C}_{1}$ not to be confused with $\mathcal{C}_{1}^{T}$. First, the inequality $k_{1} \neq 0$ implies $\operatorname{dim}\left(\mathcal{C}_{1}^{\perp}\right)=n-k_{1}<n$ and thus there exists at least one binary vector $e_{1} \notin \mathcal{C}_{1}^{\perp}$ with Hamming weight equal to 1 . Second, the inequality $k_{2} \neq 0$ implies that there exists a codeword $e_{2} \in \mathcal{C}_{2}$ whose support $E_{2} \subseteq V_{2}$ satisfies $E_{2} \neq \varnothing$.
Let $v_{1} \in V_{1}$ be the unique element in the support of $e_{1}$, let $v_{2} \in E_{2}$ and let $E:=\left\{v_{1}\right\} \times E_{2}$. To conclude the proof, we show that $E$ is not a product of $X$-type generators and has an empty syndrome.

If the error $E$ was equal to a product of $X$-type generators then the error $\left\{v_{1}\right\} \times\left\{v_{2}\right\}$ would be equal to a product of $X$-type generators belonging to $C_{1} \times\left\{v_{2}\right\}$. The $X$-type generators in $C_{1} \times\left\{v_{2}\right\}$ belong to the red
column of Figure 3.7 which is a copy of the Tanner graph of $\mathcal{C}_{1}$. Hence $e_{1} \notin \mathcal{C}_{1}^{\perp}$ implies that $E$ cannot be a product of $X$-type generators.

The syndrome of $E$ is included in the $Z$-type generators of $\left\{v_{1}\right\} \times C_{2}$. These generators are represented by the blue row in Figure 3.7 which is a copy of the Tanner graph of $\mathcal{C}_{2}$ and thus the statement $e_{2} \in \mathcal{C}_{2}$ implies that $E$ has an empty syndrome for the hypergraph product code.


Figure 3.7: Example of a non trivial error E with empty syndrome.

### 3.3 Quantum expander codes

Given $\mathcal{C}_{1}, \mathcal{C}_{2}$, two classical expander codes as defined in Section 2.2, the hypergraph product of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ is called a quantum expander code [67]. For simplicity in this manuscript, we focus on the particular case $\mathcal{C}=\mathcal{C}_{1}=\mathcal{C}_{2}$ where $\mathcal{C}$ is an $[n, \Theta(n), \Theta(n)]$ expander code with a regular Tanner graph (see Section 2.2.4 for the existence of such codes). By Remark 3.8 and Theorem 3.9, the resulting quantum code is LDPC (but not regular) with parameters $[[N, \Theta(N), \Theta(\sqrt{N})]]$ where $N=\Theta\left(n^{2}\right)$.

The main advantage of a quantum expander code compared to other families of hypergraph product codes is the possibility to analyze the performance of the small-set-flip decoder [67]. The small-set-flip decoder is similar to the bit-flip algorithm discussed in Section 2.2.3: the execution is divided into several rounds where the algorithm tries to reduce the syndrome weight. In the classical setting, a single bit is flipped at each round, but in the quantum case, a set of several qubits $F$ has to be flipped if we wish to ensure the syndrome weight to decrease. When the small-set-flip decoder is used to correct $X$-type errors, the check-nodes are represented by the $Z$-type generators and the set $F$ is selected among all possible subsets of an $X$-type generator support. A subset of an $X$-type generator support is called a small-set and the set of small-sets is denoted by $\mathcal{F}$. As a summary, at each round, the small-set-flip algorithm decreases the syndrome weight by flipping a set of qubits $F \in \mathcal{F}$.

This section is a review on the results of ref. [67], in particular the small-set-flip algorithm is shown to correct any adversarial error with weight up to a fraction of the minimal distance. This section is organized as follows:
in Section 3.3.1 we define the quantum expander codes and the small-set-flip decoder, and in Section 3.3.3 we analyze their behavior against adversarial errors. In Chapter 4, we will rely on the results presented in this section to show that quantum expander codes have a threshold for any local stochastic error model as defined in Section 1.3.

### 3.3.1 Definition



Figure 3.8: constant weight error on which the bit-flip decoder is blocked. The qubits in red represent the error and the $Z$-type generators in red represent the unsatisfied check-nodes.

Definition 3.11 (Quantum expander code [67]). A quantum expander code is the hypergraph product of a classical expander code with itself.
In what follows, we describe the error correction procedure for $X$-type errors. In fact, for the hypergraph product of a code with itself, the Tanner graph of $\mathcal{C}_{X}$ and $\mathcal{C}_{Z}$ presented in Figure 3.5 are equal up to a permutation on the qubits. Hence, $X$-type errors and $Z$-type errors are corrected in the same way and without loss of generality, we deal with $X$-type errors only.
Throughout this section, we use the notations defined below.
Notation 3.12. Let $G$ be the Tanner graph of a classical expander code, let $V$ be the set of bit-nodes, let $C$ be the set of check-nodes and let $\Gamma$ be the neighborhood in $G$. We assume that $G$ has left degree $d_{V}$, right degree $d_{C}$ and is a $(\gamma, \delta)$-expander graph with $\gamma>0$ and $\delta<1 / 8$. We denote by $\mathcal{Q}$ the associated quantum expander code, by $V_{\mathcal{Q}}$ the set of qubits, by $C_{X}$ the set of $Z$-type stabilizer generators, by $C_{Z}$ the set of $X$-type stabilizer generators and by $N$ the number of physical qubits:

$$
V_{\mathcal{Q}}:=V^{2} \uplus C^{2}, \quad C_{X}:=V \times C, \quad C_{Z}:=C \times V, \quad N:=\left|V_{\mathcal{Q}}\right|
$$

For an $X$-type error $E \subseteq V_{\mathcal{Q}}$, the syndrome of $E$ is denoted $\sigma_{X}(E) \subseteq C_{X}$.
In addition we define the following positive constants:

$$
r:=\frac{d_{V}}{d_{C}}=\frac{|C|}{|V|}, \quad \gamma_{0}=\frac{r^{2}}{\sqrt{1+r^{2}}} \gamma, \quad \quad \beta_{0}:=1-8 \delta, \quad \alpha_{0}:=\frac{r \beta_{0}}{4+2 r \beta_{0}}
$$

When a quantum expander code is decoded with the bit-flip algorithm used in the classical case, there exist constant weight errors which are not corrected. Figure 3.8 provides an example where the error is made of
three VV-type qubits and two CC-type qubits in the support of an $X$-type generator $g=(c, v) \in C_{X}$. In this example, the error weight is 5 , the syndrome weight is 12 , the Tanner graph of the initial classical code has left degree $d_{V}=4$ and right degree $d_{C}=6$, and the $X$-type generators have degree 10 . The bit-flip decoder fails in correcting this error since no bit-flip decreases the syndrome weight. In particular, we can check that the syndrome weight is not modified when a single qubit belonging to the support of $g$ is flipped.

For the example shown in Figure 3.8, the small-set-flip decoder proposed by ref. [67] flips the five red qubits in one round. More generally, the decoding strategy is to decrease the syndrome weight by flipping a set of qubits called a small-set. By definition, a set $F \subseteq V_{\mathcal{Q}}$ is a small-set if and only if it is included in the support of an $X$-type generator, i.e. if and only if $F \in \mathcal{F}_{0}$ where:

$$
\begin{equation*}
\mathcal{F}_{0}:=\left\{F \subseteq \Gamma_{Z}(g): g \in C_{Z}\right\} \tag{3.25}
\end{equation*}
$$

Given a syndrome $\sigma \subseteq C_{X}$ and a small-set $F \in \mathcal{F}_{0}$, we denote by $\Delta(\sigma, F)$ the decrease of the syndrome weight when $F$ is flipped:

$$
\begin{equation*}
\Delta(\sigma, F):=|\sigma|-\left|\sigma \oplus \sigma_{X}(F)\right| \tag{3.26}
\end{equation*}
$$

In the original paper [67], at each round, the small-set-flip algorithm flips a set of qubits $F$ chosen to be the small-set $F \in \mathcal{F}_{0}$ maximizing $\Delta(\sigma, F) /|F|$. In order to simplify the proofs in this thesis, the selected set $F$ is an arbitrary $F \in \mathcal{F}_{0}$ satisfying $\left|\sigma_{X}(F)\right| \geq \frac{d_{V}}{2}|F|$ and $\Delta(\sigma, F) \geq \beta_{0}\left|\sigma_{X}(F)\right|$ ( $\beta_{0}$ is defined in Notation 3.12). Our condition is more convenient for the case where the syndrome is noisy but the algorithm of [67] and many other variants can be analyzed in the same way. Let:

$$
\begin{equation*}
\mathcal{F}:=\left\{F \in \mathcal{F}_{0}:\left|\sigma_{X}(F)\right| \geq \frac{d_{V}}{2}|F|\right\} . \tag{3.27}
\end{equation*}
$$

We are now ready to define the small-set-flip decoder (Algorithm 2).

```
Algorithm 2 : the small-set-flip decoder.
Input: the syndrome \(\sigma \subseteq C_{X} . \quad / / \sigma=\sigma(E)\) for some \(E \subseteq V_{\mathcal{Q}}\)
Output: a guess for the error \(\hat{E} \subseteq V_{\mathcal{Q}}\).
    \(\hat{E}_{0}=\varnothing ; \sigma_{0}=\sigma ; i=0\)
        \(/ / E_{0}=E, \sigma_{0}=\sigma\left(E_{0}\right)\)
    while \(\exists F_{i} \in \mathcal{F}: \Delta\left(\sigma_{i}, F_{i}\right) \geq \beta_{0}\left|\sigma_{X}\left(F_{i}\right)\right|\) do
    Pick such an \(F_{i}\) arbitrarily.
    \(\hat{E}_{i+1}=\hat{E}_{i} \oplus F_{i}\)
    \(\sigma_{i+1}=\sigma_{i} \oplus \sigma_{X}\left(F_{i}\right)\)
    \(i=i+1\)
    end while
    return \(\hat{E}_{i}\)
```

Similarly to the bit-flip algorithm (Algorithm 1) it is insightful to think about the set $E_{i}:=E \oplus \hat{E}_{i}$ which represents the physical errors at each round of the algorithm (see Figure 2.3 for a graphical representation of $E, E_{i}$ and $\hat{E}_{i}$ ). The comments of Algorithm 2 mention the set $E_{i}$ and its relationship with the variables of the algorithm.

### 3.3.2 Weighted cardinality, reduced weight and reduced set

Before analyzing Algorithm 2, we introduce in Definition 3.13 below three convenient tools: the weighted cardinality, the reduced weight and the concept of reduced set.

Definition 3.13. We use Notation 3.12. Let $E \subseteq V_{\mathcal{Q}}=V^{2} \uplus C^{2}$ be an error set.
The weighted cardinality $\|E\|$ is defined by:

$$
\|E\|:=\frac{\left|E \cap V^{2}\right|}{d_{C}}+\frac{\left|E \cap C^{2}\right|}{d_{V}}
$$

The reduced weight of $E$ denoted by $|E|_{\mathrm{R}}$ is defined to be the minimum weight of an error equivalent to $E$ :

$$
|E|_{\mathrm{R}}:=\min _{E^{\prime} \in \mathcal{C}_{Z}^{\perp}}\left|E+E^{\prime}\right|
$$

A set $E \subseteq V_{\mathcal{Q}}$ is said to be reduced when $|E|$ is minimal over the errors equivalent to $E$ :

$$
E \text { is reduced } \Leftrightarrow|E|=|E|_{\mathrm{R}} .
$$

Similarly, a set $E \subseteq V_{\mathcal{Q}}$ is said to be $\|\|$-reduced when $\| E \|$ is minimal over the errors equivalent to $E$ :

$$
E \text { is }\|\| \text {-reduced } \Leftrightarrow\| E\left\|=\min _{E^{\prime} \in \mathcal{C}_{\bar{Z}}}\right\| E+E^{\prime} \|
$$

As shown in Lemma 3.14 below, the weighted cardinality $\|\cdot\|$ shares a couple of properties with the usual cardinality $|\cdot|$.
Lemma 3.14. We use Notation 3.12. Let $E, E_{1}, E_{2} \subseteq V_{\mathcal{Q}}$ then:
(i) $\|E\| \geq 0$,
(ii) $\|E\|=0 \Leftrightarrow E=\varnothing$,
(iii) $E_{1} \subseteq E_{2} \Rightarrow\left\|E_{1}\right\| \leq\left\|E_{2}\right\|$,
(iv) $d_{V}\|E\| \leq|E| \leq d_{C}\|E\|$,
(v) $\left|\sigma_{X}(E)\right| \leq d_{V} d_{C}\|E\|$,
(vi) $\left\|E_{1} \cup E_{2}\right\| \leq\left\|E_{1}\right\|+\left\|E_{2}\right\|$,
(vii) $\left\|E_{1} \uplus E_{2}\right\|=\left\|E_{1}\right\|+\left\|E_{2}\right\|$ where $\uplus$ is the disjoint union, (viii) $\left\|E_{1} \oplus E_{2}\right\|=\left\|E_{1}\right\|+\left\|E_{2}\right\|-2\left\|E_{1} \cap E_{2}\right\|$.

Proof. For the usual cardinality, we already have:

$$
\begin{array}{ll}
|E| \geq 0, & |E|=0 \Leftrightarrow E=\varnothing \\
E_{1} \subseteq E_{2} \Rightarrow\left|E_{1}\right| \leq\left|E_{2}\right|, & \left|E_{1} \cup E_{2}\right| \leq\left|E_{1}\right|+\left|E_{2}\right|, \\
\left|E_{1} \uplus E_{2}\right|=\left|E_{1}\right|+\left|E_{2}\right|, & \left|E_{1} \oplus E_{2}\right|=\left|E_{1}\right|+\left|E_{2}\right|-2\left|E_{1} \cap E_{2}\right| .
\end{array}
$$

It is a direct consequence to show items (i), (ii), (iii), (vi), (vii), (viii) where $|\cdot|$ is replaced by $\|\cdot\|$.
The inequality $d_{V} \leq d_{C}$ implies item (iv).
Finally, by linearity, it is sufficient to show item (v) in the two particular cases $E \subseteq V^{2}$ and $E \subseteq C^{2}$. For example when $E \subseteq V^{2}$ :

$$
\left|\sigma_{X}(E)\right|=\left|\bigoplus_{e \in E} \sigma_{X}(\{e\})\right| \leq \sum_{e \in E}\left|\sigma_{X}(\{e\})\right|=d_{V}|E|=d_{V} d_{C}\|E\|
$$

In addition, all along this manuscript we will use the handy property of Lemma 3.15 below.
Lemma 3.15. We use Notation 3.12.
Let $E_{1} \subseteq E_{2} \subseteq V_{\mathcal{Q}}$ be two errors. If $E_{2}$ is $\left\|\|\right.$-reduced (resp. reduced) then $E_{1}$ is $\| \|$-reduced (resp. reduced).
Proof. Let's prove that $\left\|E_{1}\right\| \leq\left\|E_{1} \oplus E\right\|$ holds for any $E \in \mathcal{C}_{Z}^{\perp}$. By Lemma 3.14 (viii):

$$
\left\|E_{1} \oplus E\right\|-\left\|E_{1}\right\|=\left\|E_{1}\right\|+\|E\|-2\left\|E_{1} \cap E\right\|-\left\|E_{1}\right\|=\|E\|-2\left\|E_{1} \cap E\right\| .
$$

Similarly:

$$
\left\|E_{2} \oplus E\right\|-\left\|E_{2}\right\|=\|E\|-2\left\|E_{2} \cap E\right\|
$$

and by Lemma 3.14 (iii):

$$
\left\|E_{1} \cap E\right\| \leq\left\|E_{2} \cap E\right\| .
$$

Since $E_{2}$ is $\left\|\|\right.$-reduced, for all $E \in \mathcal{C}_{Z}$ :

$$
0 \leq\left\|E_{2} \oplus E\right\|-\left\|E_{2}\right\|=\|E\|-2\left\|E_{2} \cap E\right\| \leq\|E\|-2\left\|E_{1} \cap E\right\|=\left\|E_{1} \oplus E\right\|-\left\|E_{1}\right\|
$$

Hence $E_{1}$ is \|| ||-reduced.
The same proof also works when replacing $\|\cdot\|$ with $|\cdot|$.

### 3.3.3 Errors in the adversarial setting [67]



|  | Support of the generator $\left(c_{1}, v_{2}\right)$ |
| :---: | :---: |
| $\begin{array}{rr} 1=-1 \\ 1 & 1 \\ 1 & 1 \\ 1 & =- \end{array}$ | Set of checks connected to the support of the generator $\left(c_{1}, v_{2}\right)$ |
|  | Error on the qubits |
| 0 | Satisfied checks |
| 1 | Unsatisfied checks |
| * | Satisfied or unsatisfied checks |

Figure 3.9: schematic representation of a critical generator $\left(c_{1}, v_{2}\right)$.
In this section, we show in Proposition 3.16 that any error with weight up to $\Theta(\sqrt{N})$ is corrected by Algorithm 2. For simplicity, we assume that the expansion parameter $\delta$ of Notation 3.12 satisfies $\delta<1 / 8$, but as stated in Theorem 2 of ref. [67], the result still hold under the weaker hypothesis $\delta<1 / 6$.

Proposition 3.16 (Lemma 10 of [67]). We use Notation 3.12.
Let $E \subseteq V_{\mathcal{Q}}$ be an error satisfying $|E| \leq 2 \alpha_{0} \gamma_{0} \sqrt{N}$. Then $E$ is corrected by the small-set-flip algorithm. In other words, if we run Algorithm 2 on input $\sigma_{X}(E)$ then the output $\hat{E}$ is equivalent to $E$.

The proof of Proposition 3.16 is given at the end of this section which is organized in such a manner that we will be able to reuse the intermediate results in Chapter 4.

We start with a quick proof sketch for Proposition 3.16. Assume Algorithm 2 runs on input $\sigma_{X}(E)$ where $E \subseteq V_{\mathcal{Q}}$ is an error and $|E|=\mathcal{O}(\sqrt{N})$. For each round $i$, let $E_{i}:=E \oplus \hat{E}_{i}$ be the physical error on the qubits as defined in the comments of Algorithm 2.
First, we show that $\left|E_{i}\right|=\mathcal{O}(\sqrt{N})$ holds for all $i$. We already know that $\left|E_{0}\right|=|E|=\mathcal{O}(\sqrt{N})$ and by the LDPC property, the weight of the initial syndrome $\sigma_{0}=\sigma_{X}\left(E_{0}\right)$ satisfies $\left|\sigma_{0}\right|=\mathcal{O}\left(\left|E_{0}\right|\right)=\mathcal{O}(\sqrt{N})$. At each round of the algorithm, a small-set $F_{i}$ is flipped and the syndrome weight decreases. In other words, the weight of the physical error changes by the quantity $\left|E_{i+1}\right|-\left|E_{i}\right| \leq\left|F_{i}\right|=\mathcal{O}(1)$ and the syndrome weight decrease at least by one. Finally:

$$
\left|E_{i}\right|=\left|E_{0}\right|+\mathcal{O}\left(\left|\sigma_{0}\right|\right)=\mathcal{O}(\sqrt{N})
$$

By definition, the error is corrected if the algorithm stops when the physical error $E_{i}$ is trivial (equivalent to the empty error). By contraposition, to prove Proposition 3.16, it is sufficient to show the following assertion: if the physical error $E_{i}$ is not trivial and satisfies $\left|E_{i}\right|=\mathcal{O}(\sqrt{N})$ then the algorithm does not stop at round $i$.

In fact, showing the last statement is the main difficulty in the proof of Proposition 3.16. The solution proposed by the authors of ref. [67] is to use the notion of critical generator defined in Definition 3.17 below. In a nutshell,
if an $X$-type generator is critical then flipping the appropriate small-set in its support will decrease the syndrome weight.

The definition of critical generator is a bit technical thus we provide a schematic representation in Figure 3.9. The idea is to rely on the observation that, for an hypergraph product code, the support of any $X$-type generator $\left(c_{1}, v_{2}\right) \in C \times V$ has the following shape:

- The VV-type qubits in the support of $\left(c_{1}, v_{2}\right)$ are the elements of $\Gamma\left(c_{1}\right) \times\left\{v_{2}\right\}$.
- The CC-type qubits in the support of $\left(c_{1}, v_{2}\right)$ are the elements of $\left\{c_{1}\right\} \times \Gamma\left(v_{2}\right)$.
- The $Z$-type generators connected to the support of $\left(c_{1}, v_{2}\right)$ are the elements of $\Gamma\left(c_{1}\right) \times \Gamma\left(v_{2}\right)$.

The latter point means that the rectangle $\Gamma\left(c_{1}\right) \times \Gamma\left(v_{1}\right)$ in the Tanner graph of Figure 3.9 represents the set of check-nodes affected by at least one qubit of the support of $\left(c_{1}, v_{2}\right)$. Informally, $\left(c_{1}, v_{2}\right)$ is a critical generator when:

- The set $\Gamma\left(c_{1}\right)$ can be partitioned using three sets $\Gamma_{1}, \bar{\Gamma}_{1}, \widetilde{\Gamma}_{1} \subseteq V$ (see item (1) in Definition 3.17). In what follows, we say "a qubit of $\Gamma_{1}$ " (resp. $\bar{\Gamma}_{1}$, resp. $\widetilde{\Gamma}_{1}$ ) to talk about the qubits of $\Gamma_{1} \times\left\{v_{1}\right\}$ (resp. $\bar{\Gamma}_{1} \times\left\{v_{1}\right\}$, resp. $\left.\widetilde{\Gamma}_{1} \times\left\{v_{1}\right\}\right)$.
- The set $\Gamma\left(v_{1}\right)$ can be partitioned using three sets $\Gamma_{2}, \bar{\Gamma}_{2}, \widetilde{\Gamma}_{2} \subseteq C$ (see item (2) in Definition 3.17). In what follows, we say "a qubit of $\Gamma_{2}$ " (resp. $\bar{\Gamma}_{2}$, resp. $\widetilde{\Gamma}_{2}$ ) to talk about the qubits of $\left\{c_{1}\right\} \times \Gamma_{2}$ (resp. $\left\{c_{1}\right\} \times \bar{\Gamma}_{2}$, resp. $\left.\left\{c_{1}\right\} \times \widetilde{\Gamma}_{2}\right)$.
- The qubits of $\Gamma_{1}$ and $\Gamma_{2}$ are in the error $E$ (see items (3) and (4) in Definition 3.17)
- The qubits of $\bar{\Gamma}_{1}$ and $\bar{\Gamma}_{2}$ are not in the error $E$ (see items (5) and (6) in Definition 3.17).
- The qubits of $\widetilde{\Gamma}_{1}$ and $\widetilde{\Gamma}_{2}$ can be either in the error or outside the error but there are few such qubits (see items (8) and (9) in Definition 3.17).
- For any qubit $q$ of $\Gamma_{1}, \bar{\Gamma}_{1}, \Gamma_{2}$ or $\bar{\Gamma}_{2}$ and for any check-node $c$ connected to $q$, if a qubit $q^{\prime} \neq q$ is in the support of $c$ then $q^{\prime}$ is not in the error (see items (10) to (17) in Definition 3.17).

As shown in the proof of Lemma 3.19 below, when a critical generator exists, the while loop condition of Algorithm 2 is satisfied by the small-set whose elements are the qubits of $\Gamma_{1}$ and $\Gamma_{2}$. As a consequence, showing the existence of a critical generator is sufficient to prove that the algorithm does not stop.

Definition 3.17 (Critical generator, Definition 6 of [67]). We use Notation 3.12.
A critical generator for an error $E \subseteq V_{\mathcal{Q}}$ is an $X$-type generator $\left(c_{1}, v_{2}\right) \in C_{Z}$ such that there exist $\Gamma_{1}, \bar{\Gamma}_{1}, \widetilde{\Gamma}_{1} \subseteq V$ and $\Gamma_{2}, \bar{\Gamma}_{2}, \widetilde{\Gamma}_{2} \subseteq C$ with:
(1) $\Gamma\left(c_{1}\right)=\Gamma_{1} \uplus \bar{\Gamma}_{1} \uplus \widetilde{\Gamma}_{1}$,
(2) $\Gamma\left(v_{2}\right)=\Gamma_{2} \uplus \bar{\Gamma}_{2} \uplus \widetilde{\Gamma}_{2}$,
(3) $\Gamma_{1} \times\left\{v_{2}\right\} \subseteq E$,
(4) $\left\{c_{1}\right\} \times \Gamma_{2} \subseteq E$,
(5) $\bar{\Gamma}_{1} \times\left\{v_{2}\right\} \subseteq V^{2} \backslash E$,
(6) $\left\{c_{1}\right\} \times \bar{\Gamma}_{2} \subseteq C^{2} \backslash E$,
(7) $\left|\Gamma_{1}\right|+\left|\Gamma_{2}\right| \neq 0$,
(8) $\left|\widetilde{\Gamma}_{1}\right| \leq 2 \delta d_{C}$,
(9) $\left|\widetilde{\Gamma}_{2}\right| \leq 2 \delta d_{V}$,
and for all $v_{1} \in \Gamma_{1}, \bar{v}_{1} \in \bar{\Gamma}_{1}, c_{2} \in \Gamma_{2}$ and $\bar{c}_{2} \in \bar{\Gamma}_{2}$ :
(10) $E \cap\left[\left\{v_{1}\right\} \times \Gamma\left(c_{2}\right)\right]=\left\{\left(v_{1}, v_{2}\right)\right\}$
(11) $E \cap\left[\Gamma\left(v_{1}\right) \times\left\{c_{2}\right\}\right]=\left\{\left(c_{1}, c_{2}\right)\right\}$
(12) $E \cap\left[\left\{\bar{v}_{1}\right\} \times \Gamma\left(c_{2}\right)\right]=\varnothing$
(13) $E \cap\left[\Gamma\left(\bar{v}_{1}\right) \times\left\{c_{2}\right\}\right]=\left\{\left(c_{1}, c_{2}\right)\right\}$
(14) $E \cap\left[\left\{v_{1}\right\} \times \Gamma\left(\bar{c}_{2}\right)\right]=\left\{\left(v_{1}, v_{2}\right)\right\}$
(15) $E \cap\left[\Gamma\left(v_{1}\right) \times\left\{\bar{c}_{2}\right\}\right]=\varnothing$
(16) $E \cap\left[\left\{\bar{v}_{1}\right\} \times \Gamma\left(\bar{c}_{2}\right)\right]=\varnothing$
(17) $E \cap\left[\Gamma\left(\bar{v}_{1}\right) \times\left\{\bar{c}_{2}\right\}\right]=\varnothing$

Using expansion based arguments, we can show the existence of critical generators for errors of weight $\mathcal{O}(\sqrt{N})$.

Lemma 3.18 (Lemma 7 of [67]). We use Notation 3.12.
Let $E \subseteq V_{\mathcal{Q}}$ be an error with $0<|E| \leq \gamma|C|$ then there exists a critical generator for $E$.

Proof. We denote by $E_{V}:=E \cap V^{2}$ the error on the VV-type qubits and by $E_{C}:=E \cap C^{2}$ the error on the CC-type qubits. In this proof, we find a critical generator $\left(c_{1}, v_{2}\right)$ in the case where $E_{V} \neq \varnothing$. If $E_{V}=\varnothing$ then $E_{C} \neq \varnothing$ and the proof works in the same way exchanging the roles of $V$ and $C$. Hence we assume $E_{V} \neq \varnothing$ and we denote by $E_{V}^{1}, E_{V}^{2} \subseteq V$ and $E_{C}^{1}, E_{C}^{2} \subseteq C$ the projections of $E_{V}$ and $E_{C}$ on their first and second coordinates:

$$
\begin{array}{ll}
E_{V}^{1}:=\left\{v_{1} \in V: \exists v_{2} \in V,\left(v_{1}, v_{2}\right) \in E_{V}\right\}, & E_{V}^{2}:=\left\{v_{2} \in V: \exists v_{1} \in V,\left(v_{1}, v_{2}\right) \in E_{V}\right\}, \\
E_{C}^{1}:=\left\{c_{1} \in C: \exists c_{2} \in C,\left(c_{1}, c_{2}\right) \in E_{C}\right\}, & E_{C}^{2}:=\left\{c_{2} \in C: \exists c_{1} \in C,\left(c_{1}, c_{2}\right) \in E_{C}\right\} .
\end{array}
$$

Since $0<\left|E_{V}\right| \leq|E| \leq \gamma|C| \leq \gamma|V|$, we also have $0<\left|E_{V}^{2}\right| \leq \gamma|V|$. By Lemma 2.5:

$$
\begin{equation*}
\left|\Gamma_{\mathrm{u}}\left(E_{V}^{2}\right)\right| \geq d_{V}\left|E_{V}^{2}\right|(1-2 \delta) \tag{3.28}
\end{equation*}
$$

where the notation $\Gamma_{\mathrm{u}}$ is defined in Notation 2.4 and refers to $\Gamma$ the neighborhood in the initial expander graph. Hence the mean value of $\left|\Gamma_{\mathrm{u}}\left(E_{V}^{2}\right) \cap \Gamma\left(v_{2}\right)\right|$ over $v_{2} \in E_{V}^{2}$ satisfies:

$$
\begin{aligned}
\frac{1}{\left|E_{V}^{2}\right|} \sum_{v_{2} \in E_{V}^{2}}\left|\Gamma_{\mathrm{u}}\left(E_{V}^{2}\right) \cap \Gamma\left(v_{2}\right)\right| & \geq \frac{1}{\left|E_{V}^{2}\right|}\left|\Gamma_{\mathrm{u}}\left(E_{V}^{2}\right) \cap \bigcup_{v_{2} \in E_{V}^{2}} \Gamma\left(v_{2}\right)\right| \\
& =\frac{\left|\Gamma_{\mathrm{u}}\left(E_{V}^{2}\right)\right|}{\left|E_{V}^{2}\right|} \\
& \geq d_{V}(1-2 \delta) .
\end{aligned}
$$

Thus there exists at least one vertex $v_{2} \in E_{V}^{2}$ with $\left|\Gamma_{\mathrm{u}}\left(E_{V}^{2}\right) \cap \Gamma\left(v_{2}\right)\right| \geq d_{V}(1-2 \delta)$. We define the set $A_{1} \subseteq C$ by:

$$
A_{1}:=\Gamma_{\mathrm{u}}\left(E_{V}^{2}\right) \cap \Gamma\left(v_{2}\right)
$$

- In the case where $A_{1} \cap E_{C}^{2}=\varnothing$, we take an arbitrary $v_{0} \in V$ such that $\left(v_{0}, v_{2}\right) \in E_{V}$ ( $v_{0}$ exists because $v_{2} \in E_{V}^{2}$ ) and we pick an arbitrary $c_{1} \in \Gamma\left(v_{0}\right)$. The two elements $c_{1}$ and $v_{2}$ define the critical generator $\left(c_{1}, v_{2}\right)$ and we set:

$$
\begin{array}{ll}
\Gamma_{1}:=\left\{v_{1} \in \Gamma\left(c_{1}\right):\left(v_{1}, v_{2}\right) \in E_{V}\right\} & \bar{\Gamma}_{1}:=\Gamma\left(c_{1}\right) \backslash \Gamma_{1} \\
\widetilde{\Gamma}_{1}=\varnothing & \Gamma_{2}=\varnothing \\
\bar{\Gamma}_{2}:=A_{1} & \widetilde{\Gamma}_{2}:=\Gamma\left(v_{2}\right) \backslash \bar{\Gamma}_{2}
\end{array}
$$

It remains to show that these sets satisfy the properties of Definition 3.17.

- In the second case where $A_{1} \cap E_{C}^{2} \neq \varnothing$, we define $A_{2} \subseteq C$ by:

$$
A_{2}:=\left\{c_{2} \in C: \exists c_{1} \in A_{1},\left(c_{1}, c_{2}\right) \in E_{C}\right\}
$$

We have $0<\left|A_{2}\right| \leq\left|E_{C}^{2}\right| \leq \gamma|C|$ and the same argument as the one used below eq. (3.28) ensures that there exists $c_{1} \in A_{2}$ such that $\left|\Gamma_{\mathrm{u}}\left(A_{2}\right) \cap \Gamma\left(c_{1}\right)\right| \geq d_{C}(1-2 \delta)$. We define $A_{3}:=\Gamma_{\mathrm{u}}\left(A_{2}\right) \cap \Gamma\left(c_{1}\right)$ and:

$$
\begin{array}{lll}
\Gamma_{1}:=E_{V}^{1} \cap A_{3} & \bar{\Gamma}_{1}:=\left(V \backslash E_{V}^{1}\right) \cap A_{3} & \widetilde{\Gamma}_{1}:=\Gamma\left(c_{1}\right) \backslash A_{3} \\
\Gamma_{2}:=E_{C}^{2} \cap A_{1} & \bar{\Gamma}_{2}:=\left(C \backslash E_{C}^{2}\right) \cap A_{1} & \widetilde{\Gamma}_{2}:=\Gamma\left(v_{2}\right) \backslash A_{1}
\end{array}
$$

Lemma 3.18 establishes the existence of a critical generator when the error is small enough. The next step provided by Lemma 3.19 is to use this critical generator to construct a small-set $F$ such that flipping $F$ decreases the syndrome weight.

Lemma 3.19 (Lemma 8 of [67]). We use Notation 3.12.
Let $E_{\mathrm{R}} \subseteq V_{\mathcal{Q}}$ be a $\|\|$-reduced error such that $0<\| E_{\mathrm{R}} \| \leq \gamma_{0} \sqrt{N} / d_{V}$, then there exists a small-set $F \in \mathcal{F}$ with $F \subseteq E_{\mathrm{R}}$ and:
(i) $\left|\sigma_{X}(F)\right| \geq \frac{1}{2} d_{V} d_{C}\|F\|$,
(ii) $\Delta\left(\sigma_{X}\left(E_{\mathrm{R}}\right), F\right) \geq\left|\sigma_{X}(F)\right|-4 \delta d_{V} d_{C}\|F\|$.

Proof. We have:

$$
\left|E_{\mathrm{R}}\right| \leq d_{C}\left\|E_{\mathrm{R}}\right\| \leq \gamma_{0} \sqrt{N} / r=\gamma \frac{r}{\sqrt{1+r^{2}}} \sqrt{N}=\gamma \frac{r}{\sqrt{1+r^{2}}} \sqrt{|V|^{2}+|C|^{2}}=\gamma|C| .
$$

By Lemma 3.18 there exists a critical generator $\left(c_{1}, v_{2}\right) \in C_{Z}$ for $E_{\text {R }}$ and the associated sets $\Gamma_{1}, \bar{\Gamma}_{1}, \widetilde{\Gamma}_{1}, \Gamma_{2}, \bar{\Gamma}_{2}, \widetilde{\Gamma}_{2}$ defined in Definition 3.17. Let $F:=\left(\Gamma_{1} \times\left\{v_{2}\right\}\right) \uplus\left(\left\{c_{1}\right\} \times \Gamma_{2}\right)$. Then $F \subseteq E_{\mathrm{R}}$.
For this proof, we extend the notation $\|\cdot\|$ of Definition 3.13 to any set $A_{1} \subseteq V$ and to any set $A_{2} \subseteq C$ by the formulas:

$$
\left\|A_{1}\right\|:=\frac{\left|A_{1}\right|}{d_{C}}, \quad\left\|A_{2}\right\|:=\frac{\left|A_{2}\right|}{d_{V}}
$$

We have:

$$
\begin{aligned}
\sigma_{X}(F) & =\left[\Gamma_{1} \times\left(\Gamma\left(v_{2}\right) \backslash \Gamma_{2}\right)\right] \uplus\left[\left(\Gamma\left(c_{1}\right) \backslash \Gamma_{1}\right) \times \Gamma\left(c_{1}\right)\right] \\
& =\left[\Gamma_{1} \times\left(\bar{\Gamma}_{2} \uplus \widetilde{\Gamma}_{2}\right)\right] \uplus\left[\left(\bar{\Gamma}_{1} \uplus \widetilde{\Gamma}_{1}\right) \times \Gamma\left(c_{1}\right)\right] .
\end{aligned}
$$

Thus:

$$
\begin{aligned}
\left|\sigma_{X}(F)\right| & =\left|\Gamma_{1}\right|\left(\left|\bar{\Gamma}_{2}\right|+\left|\widetilde{\Gamma}_{2}\right|\right)+\left|\Gamma_{2}\right|\left(\left|\bar{\Gamma}_{1}\right|+\left|\widetilde{\Gamma}_{1}\right|\right) \\
& =d_{V} d_{C}\left[\left\|\Gamma_{1}\right\|\left(\left\|\bar{\Gamma}_{2}\right\|+\left\|\widetilde{\Gamma}_{2}\right\|\right)+\left\|\Gamma_{2}\right\|\left(\left\|\bar{\Gamma}_{1}\right\|+\left\|\widetilde{\Gamma}_{1}\right\|\right)\right] \\
& =d_{V} d_{C}\left[\left\|\Gamma_{1}\right\|\left(1-\left\|\Gamma_{2}\right\|\right)+\left\|\Gamma_{2}\right\|\left(1-\left\|\Gamma_{1}\right\|\right)\right] .
\end{aligned}
$$

But $\|F\|=\left\|\Gamma_{1}\right\|+\left\|\Gamma_{2}\right\|$, thus:

$$
\begin{equation*}
\frac{\left|\sigma_{X}(F)\right|}{d_{V} d_{C}\|F\|}=1-\frac{2\left\|\Gamma_{1}\right\|\left\|\Gamma_{2}\right\|}{\left\|\Gamma_{1}\right\|+\left\|\Gamma_{2}\right\|} \tag{3.29}
\end{equation*}
$$

Note that $0<\left\|\Gamma_{1}\right\|+\left\|\Gamma_{2}\right\|$ because $0<\left|\Gamma_{1}\right|+\left|\Gamma_{2}\right|$.
Let $S:=\left(\Gamma\left(c_{1}\right) \times\left\{v_{2}\right\}\right) \uplus\left(\left\{c_{1}\right\} \times \Gamma\left(v_{2}\right)\right)$ be the support of the generator $\left(c_{1}, v_{2}\right)$ and let $F^{\prime}:=S \backslash F$. The sets $F$ and $F^{\prime}$ are equivalent and $F$ is $\|\|$-reduced since it is a subset of the $\| \|$-reduced set $E_{\mathrm{R}}$ (see Lemma 3.15) hence the following two properties hold:

$$
\|F\| \leq\left\|F^{\prime}\right\|, \quad\|F\|+\left\|F^{\prime}\right\|=\|S\|=2
$$

As a consequence:

$$
\|F\| \leq 1, \quad\left\|\Gamma_{1}\right\| \leq 1-\left\|\Gamma_{2}\right\|
$$

A function analysis shows that $\left\|\Gamma_{1}\right\| \mapsto \frac{\left\|\Gamma_{1}\right\|\left\|\Gamma_{2}\right\|}{\left\|\Gamma_{1}\right\|+\left\|\Gamma_{2}\right\|}$ is non-decreasing and thus:

$$
\frac{\left\|\Gamma_{1}\right\|\left\|\Gamma_{2}\right\|}{\left\|\Gamma_{1}\right\|+\left\|\Gamma_{2}\right\|} \leq\left(1-\left\|\Gamma_{2}\right\|\right)\left\|\Gamma_{2}\right\| \leq \frac{1}{4}
$$

Lemma 3.19 (i) is a consequence of the latter upper bound and eq. (3.29). We also have $F \in \mathcal{F}$ by Lemma 3.14 (iv):

$$
\left|\sigma_{X}(F)\right| \geq \frac{1}{2} d_{V} d_{C}\|F\| \geq \frac{d_{V}}{2}|F|
$$

For Lemma 3.19 (ii), we lower bound $\Delta\left(\sigma_{X}\left(E_{\mathrm{R}}\right), F\right)$ using the inequalities $\left\|\widetilde{\Gamma}_{1}\right\| \leq 2 \delta$ and $\left\|\widetilde{\Gamma}_{2}\right\| \leq 2 \delta$ :

$$
\begin{aligned}
\Delta\left(\sigma_{X}\left(E_{\mathrm{R}}\right), F\right) & \geq\left|\Gamma_{1}\right|\left|\bar{\Gamma}_{2}\right|+\left|\Gamma_{2}\right|\left|\bar{\Gamma}_{1}\right|-\left|\Gamma_{1}\right|\left|\widetilde{\Gamma}_{2}\right|-\left|\Gamma_{2}\right|\left|\widetilde{\Gamma}_{1}\right| \\
& =\left|\sigma_{X}(F)\right|-2 d_{V} d_{C}\left(\left\|\Gamma_{1}\right\|\left\|\widetilde{\Gamma}_{2}\right\|+\left\|\Gamma_{2}\right\|\left\|\widetilde{\Gamma}_{1}\right\|\right) \\
& \geq\left|\sigma_{X}(F)\right|-4 \delta d_{V} d_{C}\left(\left\|\Gamma_{1}\right\|+\left\|\Gamma_{2}\right\|\right) \\
& =\left|\sigma_{X}(F)\right|-4 \delta d_{V} d_{C}\|F\| .
\end{aligned}
$$

By Lemma 3.19, for an error $E_{R} \subseteq V_{\mathcal{Q}}$ satisfying the right hypothesis, there exists a small-set $F \subseteq E_{\mathrm{R}}$ such that flipping $F$ decreases the syndrome weight. When we apply Lemma 3.19 iteratively, we can write $E_{\mathrm{R}}$ as a disjoint union of small-sets as shown in Lemma 3.20 below.

Lemma 3.20. We use Notation 3.12.
Let $E_{\mathrm{R}} \subseteq V_{\mathcal{Q}}$ be a $\|\|$-reduced error such that $\| E_{\mathrm{R}} \| \leq \gamma_{0} \sqrt{N} / d_{V}$. Then there exists an integer $f^{\prime} \in \mathbb{N}$ and small-sets $F_{0}, \ldots, F_{f^{\prime}-1} \in \mathcal{F}$ such that:

$$
\text { (i) } E_{\mathrm{R}}=\biguplus_{i=0}^{f^{\prime}-1} F_{i}, \quad \text { (ii) }\left|\sigma_{X}\left(E_{\mathrm{R}}\right)\right| \geq \sum_{i=0}^{f^{\prime}-1}\left|\sigma_{X}\left(F_{i}\right)\right|-\sum_{i=0}^{f^{\prime}-1} 4 \delta d_{V} d_{C}\left\|F_{i}\right\|
$$

In addition we have:

$$
\text { (iii) }\left|\sigma_{X}\left(E_{\mathrm{R}}\right)\right| \geq \frac{\beta_{0} d_{V} d_{C}}{2}\left\|E_{\mathrm{R}}\right\|
$$

Proof. We use an induction to define the small-sets $F_{0}, \ldots, F_{f^{\prime}-1} \in \mathcal{F}$ as well as some $\|\|$-reduced sets $E_{0}, \ldots, E_{f^{\prime}} \subseteq V_{\mathcal{Q}}$ with $\left\|E_{i}\right\| \leq \gamma_{0} \sqrt{N} / d_{V}$.
Let $E_{0}:=E_{\mathrm{R}}$. By hypothesis, $E_{0}$ is $\|\|$-reduced and $\| E_{0} \| \leq \gamma_{0} \sqrt{N} / d_{V}$.
Assume by the induction hypothesis that the $\left\|\|\right.$-reduced set $E_{i}$ has already been defined and satisfies $\| E_{i} \| \leq$ $\gamma_{0} \sqrt{N} / d_{V}$. Lemma 3.19 applied to $E_{i}$ provides the desired small-set $F_{i} \subseteq E_{i}$ and we define $E_{i+1}:=E_{i} \oplus F_{i}=$ $E_{i} \backslash F_{i}$. The set $E_{i+1}$ is $\|\|$-reduced as a subset of the $\| \|$-reduced set $E_{i}$ (see Lemma 3.15) and satisfies $\left\|E_{i+1}\right\| \leq\left\|E_{i}\right\| \leq \gamma_{0} \sqrt{N} / d_{V}$.
Let $f^{\prime} \in \mathbb{N}$ be the number of rounds after which Lemma 3.19 cannot be applied anymore. The set $E_{f^{\prime}}$ is also $\|\|$-reduced and satisfies $\| E_{f^{\prime}} \| \leq \gamma_{0} \sqrt{N} / d_{V}$. Hence we necessarily have $\left\|E_{f^{\prime}}\right\|=0$ and thus item (i) holds. Item (ii) holds by Lemma 3.19 (ii):

$$
\left|\sigma_{X}\left(E_{\mathrm{R}}\right)\right|=\left|\sigma_{X}\left(E_{0}\right)\right|=\sum_{i=0}^{f^{\prime}-1} \Delta\left(\sigma_{X}\left(E_{i}\right), F_{i}\right) \geq \sum_{i=0}^{f^{\prime}-1}\left|\sigma_{X}\left(F_{i}\right)\right|-\sum_{i=0}^{f^{\prime}-1} 4 \delta d_{V} d_{C}\left\|F_{i}\right\|
$$

Finally, when we combine items (i) and (ii) with Lemma 3.19 (i) we get item (iii):

$$
\left|\sigma_{X}\left(E_{\mathrm{R}}\right)\right| \geq \sum_{i=0}^{f^{\prime}-1}\left|\sigma_{X}\left(F_{i}\right)\right|-\sum_{i=0}^{f^{\prime}-1} 4 \delta d_{V} d_{C}\left\|F_{i}\right\| \geq \frac{\beta_{0} d_{V} d_{C}}{2} \sum_{i=0}^{f^{\prime}-1}\left\|F_{i}\right\|=\frac{\beta_{0} d_{V} d_{C}}{2}\left\|E_{\mathrm{R}}\right\|
$$

Item (iii) of Lemma 3.20 asserts that the syndrome weight of a small $\left\|\|\right.$-reduced error $E_{\mathrm{R}}$ can be lower bounded by a linear function of $\left\|E_{\mathrm{R}}\right\|$. This property is called soundness and, as stated in Lemma 3.21, a similar lower bound can be derived using the usual cardinality $|\cdot|$ instead of $\|\cdot\|$.
Lemma 3.21 (Soundness, Corollary 9 of [67]). We use Notation 3.12 and $|\cdot|_{\mathrm{R}}$ from Definition 3.13. If $E \subseteq V_{\mathcal{Q}}$ satisfies $|E|_{\mathrm{R}} \leq \gamma_{0} \sqrt{N}$ then:

$$
\left|\sigma_{X}(E)\right| \geq \frac{\beta_{0} d_{V}}{2}|E|_{\mathrm{R}}
$$

Proof. Let $E_{1}$ be a reduced error equivalent to $E$ and let $E_{2}$ be a $\|\|$-reduced error equivalent to $E$ then:

$$
\left\|E_{2}\right\| \leq\left\|E_{1}\right\| \leq \frac{1}{d_{V}}\left|E_{1}\right|=\frac{1}{d_{V}}|E|_{\mathrm{R}} \leq \frac{\gamma_{0}}{d_{V}} \sqrt{N}
$$

We can conclude using Lemma 3.20 (iii):

$$
\left|\sigma_{X}(E)\right|=\left|\sigma_{X}\left(E_{2}\right)\right| \geq \frac{\beta_{0} d_{V} d_{C}}{2}\left\|E_{2}\right\| \geq \frac{\beta_{0} d_{V}}{2}\left|E_{2}\right| \geq \frac{\beta_{0} d_{V}}{2}\left|E_{1}\right|=\frac{\beta_{0} d_{V}}{2}|E|_{\mathrm{R}}
$$

To conclude this section, we prove Proposition 3.16.
Proof of Proposition 3.16. We run the small-set-flip algorithm (Algorithm 2) on input $E$, we denote by $\hat{E} \subseteq V_{\mathcal{Q}}$ the output of the algorithm, by $f \in \mathbb{N}$ the number of rounds and we use the notations $\sigma_{i}$ and $F_{i}$ from the body of Algorithm 2.
We also define $U:=E \cup F_{0} \cup \ldots \cup F_{f-1}$ called the execution support. This set will be a key notion when we will deal with stochastic noise in Section 4.1. Informally, a qubit is an element of $U \subseteq V_{\mathcal{Q}}$ if and only if there is an error on that qubit at some point of the algorithm.
Each $F_{i}$ belongs to the set $\mathcal{F}:=\left\{F \in \mathcal{F}_{0}:\left|\sigma_{X}(F)\right| \geq \frac{d_{V}}{2}|F|\right\}$ thus we have:

$$
\left|\sigma_{i}\right|-\left|\sigma_{i+1}\right|=\Delta\left(\sigma_{i}, F_{i}\right) \geq \beta_{0}\left|\sigma_{X}\left(F_{i}\right)\right| \geq \frac{\beta_{0} d_{V}}{2}\left|F_{i}\right|
$$

Hence we can lower bound the weight of the initial syndrome by:

$$
\left|\sigma_{X}(E)\right|=\left|\sigma_{0}\right| \geq\left|\sigma_{0}\right|-\left|\sigma_{f}\right|=\sum_{i=0}^{f-1}\left|\sigma_{i}\right|-\left|\sigma_{i+1}\right| \geq \frac{\beta_{0} d_{V}}{2} \sum_{i=0}^{f-1}\left|F_{i}\right|
$$

But $\left|\sigma_{X}(E)\right| \leq d_{C}|E|$ thus $\sum_{i}\left|F_{i}\right| \leq \frac{2}{\beta_{0} r}|E|$ and the size of the execution support is upper bounded linearly with the size of the initial error:

$$
|U| \leq|E|+\sum_{i=0}^{f-1}\left|F_{i}\right| \leq \frac{1}{2 \alpha_{0}}|E|
$$

Let $E_{\mathrm{R}}$ be a $\|\|$-reduced error equivalent to $E \oplus \hat{E}$ then:

$$
\left\|E_{\mathrm{R}}\right\| \leq\|E \oplus \hat{E}\| \leq \frac{1}{d_{V}}|E \oplus \hat{E}| \leq \frac{1}{d_{V}}|U| \leq \frac{1}{2 d_{V} \alpha_{0}}|E| \leq \frac{\gamma_{0} \sqrt{N}}{d_{V}}
$$

To show Proposition 3.16, it is sufficient to prove that $E_{\mathrm{R}}=\varnothing$. Suppose by contradiction that $\left\|E_{\mathrm{R}}\right\| \neq 0$ then all the hypotheses of Lemma 3.19 hold and thus there exists $F \in \mathcal{F}$ such that:

$$
\Delta\left(\sigma_{X}\left(E_{\mathrm{R}}\right), F\right) \geq\left|\sigma_{X}(F)\right|-4 \delta d_{V} d_{C}\|F\| \geq \beta_{0}\left|\sigma_{X}(F)\right|
$$

In other words, the while loop condition of the small-set-flip algorithm (Algorithm 2) is satisfied for $\sigma_{i}=\sigma_{X}\left(E_{\mathrm{R}}\right)$. But since $\hat{E}$ is the output of the algorithm, the while loop condition is not satisfied for $\sigma_{i}=\sigma_{X}(E \oplus \hat{E})=\sigma_{X}\left(E_{\mathrm{R}}\right)$ and we get a contradiction.

## Chapter 4

## Small-set-flip algorithm with noisy syndrome measurements

In this chapter are presented the results we get during this PhD concerning the decoding of quantum expander codes with the small-set-flip algorithm. These results are summarized by the following points:

- Analysis of the decoder when the error on the qubits is generated with a local stochastic noise model.
- Analysis of the decoder when the syndrome measurements are noisy.
- Showing that the decoder has the single-shot property.
- Parallelization of the decoder.
- Numerical simulations of the decoder.

We start this introduction with a discussion about local stochastic error models. We use the small-set-flip algorithm to correct a quantum expander code with block-length $N$ subjected to bit-flip errors. In Section 3.3, we have already reported the results of ref. [67] where any adversarial error with weight $\mathcal{O}(\sqrt{N})$ is shown to be corrected. However, in a practical situation such as fault-tolerant quantum computation (where the goal is to build quantum circuits working even if their basic components are noisy), a natural hypothesis is to assume that each qubit has a non-zero probability to be in the error support. For such an error model, the results of Section 3.3 are not sufficient because a typical error has linear weight.

One of the noise models we could think about is the iid error model, where each qubit belongs to the error support with some probability $p_{\text {phys }} \in(0,1]$ independently from the other qubits. However, the independence assumption is not suitable for fault-tolerant quantum computation. For instance, a controlled-not gate acts on two qubits and, when this gate is noisy, it will probably create a correlated error on the qubits (here we are talking about correlation in the probability distribution of the support, not about quantum correlations). On the other hand, we cannot ask a family of quantum codes to correct an error with arbitrary correlations. Take as an example the noise model where the error is empty with probability $1-p_{\text {phys }}$ and a logical error occurs with probability $p_{\text {phys }}$. Even though each qubit belongs to the error support with probability at most $p_{\text {phys }}$, no code family can correct the resulting error with high probability.

In this manuscript, the only constraint we ask for a noise model to be valid is to satisfy the local stochastic property defined below. In addition, we will also assume that the small-set-flip decoder takes as input a noisy syndrome. This hypothesis is necessary in the context of fault-tolerant quantum computation because the circuit used to measure the stabilizer generators is noisy. Let $V_{\mathcal{Q}}$ be the set of physical qubits and let $C_{X}$ be the set of check-nodes, then the error is described by two random sets $E \subseteq V_{\mathcal{Q}}$ and $D \subseteq C_{X}$. The set $E$ contains the qubits affected by an $X$-Pauli error and $D$ is the set of faulty syndrome bits. A noise model is local stochastic with parameter ( $p_{\text {phys }}, p_{\text {synd }}$ ) when for all $S \subseteq V_{\mathcal{Q}}$ and for all $T \subseteq C_{X}$ :

$$
\begin{equation*}
\mathbb{P}[S \subseteq E \text { and } T \subseteq D] \leq p_{\mathrm{phys}}^{|S|} p_{\mathrm{synd}}^{|T|} \tag{4.1}
\end{equation*}
$$

Informally, eq. (4.1) means that the probability for an error pattern to be in the error support decreases exponentially with its size.

Let $E \subseteq V_{\mathcal{Q}}$ and $D \subseteq C_{X}$ be generated with a local stochastic error model with parameter ( $p_{\text {phys }}, p_{\text {synd }}$ ) and let $\sigma_{X}(E)$ be the syndrome of $E$. The small-set-flip algorithm takes as input the observed syndrome $\sigma_{X}(E) \oplus D$
and outputs some set $\hat{E} \subseteq V_{\mathcal{Q}}$ on which $X$-Pauli matrices are applied to try to correct $E$. The set $E \oplus \hat{E}$ is called the residual error and represents the qubits on which a physical error remains after correction. We will show the existence of a threshold $p_{0}>0$ such that if $p_{\text {phys }}<p_{0}$ and $p_{\text {synd }}<p_{0}$ then the residual error is described by local stochastic noise with controlled parameter. In addition, the correction is performed with a single round of syndrome measurement, this feature is called single-shot error correction [12].

We will also explain how the small-set-flip decoder can be parallelized. On the one hand, if the syndrome measurement is perfect, running the parallel algorithm for a logarithmic number of rounds is sufficient to correct entirely the error with high probability (i.e. the residual error is equivalent to the empty error with high probability). On the other hand, if the syndrome measurement is noisy then, with high probability, running the parallel algorithm for a constant number of rounds leads to a residual error described by a local stochastic error model with small parameter.

When we compute numerical lower bounds on the threshold $p_{0}$ by theoretical arguments, the value we get is not reasonable ( $\sim 10^{-58}$ ). Hence, in order to get an idea on the real value of $p_{0}$, we have performed some simulations for the sequential algorithm with perfect syndrome measurements. Our results yield a threshold of $4.5 \%$ for a family of quantum expander codes with rate $1 / 61$ and $2 \%$ for a family with rate $20 \%$.

As a conclusion, using ref. [46], our results allow to design fault-tolerant protocols with constant space overhead as described in Chapter 5. For more details and a technical discussion about the content of this introduction, see Section 1.7. This chapter is organized as follows: Section 4.1 analyses the sequential small-setflip decoder, Section 4.2 analyses the parallel version and Section 4.3 summarizes the numerical simulations.

### 4.1 Sequential decoding

The goal of this section is to show the following: when a local stochastic error is corrected by the small-set-flip algorithm with noisy syndrome measurements, the residual error $E \oplus \hat{E}$ is equivalent to a local stochastic error $E_{\mathrm{ls}}$. By the definition given in eq. (4.1), $E_{\text {ls }}$ is local stochastic if for all $S \subseteq V_{\mathcal{Q}}$, we can upper bound the probability of the event $\left\{S \subseteq E_{\mathrm{ls}}\right\}$ with a quantity exponentially small in $|S|$. By assumption, for all $T \subseteq C_{X}$, we already have a similar upper bound on the probability for the event $\{T \subseteq D\}$ to happen. As shown in this section, for all $S \subseteq V_{\mathcal{Q}}$, the hypothesis $S \subseteq E \oplus \hat{E}$ implies the existence of a large set $T \subseteq D$. More precisely, we will find a set of qubits $W$ that we will call a witness and the set $T$ will be the check-nodes of $D$ whose support contains a qubit of $W$. Finally, $\mathbb{P}\left[S \subseteq E_{\mathrm{ls}}\right]$ is upper bounded by the probability for a witness to exist and, since the corresponding set $T$ is large and satisfies $T \subseteq D$, we will show that this probability is exponentially small.

Before looking at local stochastic noise, the first part of the analysis deals with adversarial errors whose weight is below the minimal distance. In that case, the size of the residual error is shown to be upper bounded by a linear function of $|D|$. The proof for local stochastic noise will rely on this result and on arguments from percolation theory.

From now on, the small-set-flip decoder presented in Section 3.3 (Algorithm 2) will not be used anymore, it is replaced by Algorithm 3 below. The only difference between these two algorithms is the while loop condition where the constant $\beta_{0}=1-8 \delta$ is replaced by $\beta_{1}=1 / 2-8 \delta<\beta_{0}$ (the real number $\delta$ is the expansion parameter of the classical Tanner graph). In particular, since $\beta_{1}>0$ is required for the analysis of this chapter to work, $\delta$ must satisfy $\delta<1 / 16$ whereas $\delta<1 / 8$ was sufficient in the case of noiseless syndrome measurement. We also change the notation $\sigma$ to $\widetilde{\sigma}$ to remind the reader that $\widetilde{\sigma}$ represents a faulty syndrome.

At each round of Algorithm 3, an element of $\mathcal{F}$ is flipped where $\mathcal{F}$ is the small-set ensemble as defined in eq. (3.27):

$$
\mathcal{F}:=\left\{F \subseteq \Gamma_{Z}(g): g \in C_{Z} \text { and }\left|\sigma_{X}(F)\right| \geq \frac{d_{V}}{2}|F|\right\}
$$

In addition, for all $\widetilde{\sigma} \subseteq C_{X}$ and $F \in \mathcal{F}$, the quantity $\Delta(\widetilde{\sigma}, F)$ used in Algorithm 3 has been defined in eq. (3.26) by:

$$
\Delta(\widetilde{\sigma}, F):=|\widetilde{\sigma}|-\left|\widetilde{\sigma} \oplus \sigma_{X}(F)\right| .
$$

When the observed syndrome is $\widetilde{\sigma}$ and the small-set $F$ is flipped, the syndrome weight decreases by $\Delta(\tilde{\sigma}, F)$ units.

```
Algorithm 3 : the small-set-flip decoder for noisy syndrome measurements.
Input: the observed syndrome \(\widetilde{\sigma} \subseteq C_{X} . \quad / / \widetilde{\sigma}=\sigma(E) \oplus D\) for some \(E \subseteq V_{\mathcal{Q}}, D \subseteq C_{X}\)
Output: a guess for the error \(\hat{E} \subseteq V_{\mathcal{Q}}\).
    \(\hat{E}_{0}=\varnothing ; \widetilde{\sigma}_{0}=\widetilde{\sigma} ; i=0\)
    while \(\exists F_{i} \in \mathcal{F}: \Delta\left(\widetilde{\sigma}_{i}, F_{i}\right) \geq \beta_{1}\left|\sigma_{X}\left(F_{i}\right)\right|\) do
        Pick such an \(F_{i}\) arbitrarily.
    \(\hat{E}_{i+1}=\hat{E}_{i} \oplus F_{i}\)
    \(\widetilde{\sigma}_{i+1}=\widetilde{\sigma}_{i} \oplus \sigma_{X}\left(F_{i}\right)\)
    \(i=i+1\)
    end while
    return \(\hat{E}_{i}\)
```

This section is organized as follows: we focus on adversarial errors with weight below the minimal distance in Section 4.1.2 and we analyze the local stochastic error model in Section 4.1.3.

### 4.1.1 Notations

All the statements presented in Section 4.1 will use the notations given below.
The error correcting code. Let $G$ be a $(\gamma, \delta)$-expander graph with $\gamma>0$ and $\delta<1 / 16$ seen as a Tanner graph. We denote by $V$ its set of bit-nodes, by $C$ its set of check-nodes, by $d_{V}$ its left degree, by $d_{C}$ its right degree and by $\mathcal{Q}$ the associated quantum expander code. Let $V_{\mathcal{Q}}$ be the set of qubits, let $C_{X}$ be the set of $Z$-type stabilizer generators, let $C_{Z}$ be the set of $Z$-type stabilizer generators and let $N:=\left|V_{\mathcal{Q}}\right|$ be the number of physical qubits of $\mathcal{Q}$.
We also use the notations $\|\cdot\|$ and $|\cdot|_{\mathrm{R}}$ from Definition 3.13.
The decoder. We run Algorithm 3 with the observed syndrome $\widetilde{\sigma}:=\sigma_{X}(E) \oplus D$ as input where $E \subseteq V$ represents the error on the qubits and $D \subseteq C_{X}$ represents the error on the syndrome bits.

For simplicity, we say that the input of the decoder is $(E, D)$ instead of $\sigma(E) \oplus D$. We denote by $\hat{E}$ its output, by $f$ the number of rounds and by $F_{0}, \ldots, F_{f-1}$ the small-sets flipped by Algorithm 3. We will also use the following variables from the body of Algorithm 3:

$$
\hat{E}_{i}:=F_{0} \oplus \ldots \oplus F_{i-1}, \quad \quad \widetilde{\sigma}_{i}:=\sigma_{X}\left(E \oplus \hat{E}_{i}\right) \oplus D
$$

The set $U:=E \cup F_{0} \cup \ldots \cup F_{f-1}$ is called the execution support and $E \oplus \hat{E}$ is called the residual error.
Useful constants. We define the following positive constants:

$$
\begin{aligned}
r & :=d_{V} / d_{C}, & \gamma_{0} & =\frac{r^{2}}{\sqrt{1+r^{2}}} \gamma, \\
c_{0} & :=\frac{4}{d_{V} \beta_{1}}, & c_{1}:=\frac{\beta_{0}}{\beta_{0}\left(1-\beta_{1}\right)}, & c_{2}:=\frac{2}{1-\beta_{1}},
\end{aligned} \quad \beta_{1}:=\frac{1-16 \delta}{2}, \quad \alpha_{0}, \frac{r \beta_{0}}{4+2 r \beta_{0}}, ~ 子 c_{3}:=\frac{1}{2 \alpha_{1}}-1, \quad d_{\mathcal{G}}:=d_{C}\left(d_{C}+2 d_{V}-2\right) .
$$

The syndrome adjacency graph. The notion of syndrome adjacency graph will be used in Section 4.1.3. We will perform a percolation process on its vertices to study the typical shape of a random error.
We define $\mathcal{G}$ called the syndrome adjacency graph of the code in the following way: $\mathcal{G}$ is equal to the Tanner graph of $\mathcal{C}_{X}$ (see the left part of Figure 3.5) with additional edges between the qubits which share an $X$-type or a $Z$-type generator. In other words, the set of vertices of $\mathcal{G}$ is indexed by $\mathcal{V}:=V \cup C_{X}$, a $Z$-type generator is incident to the qubits in its support and two qubits are linked when they are both in the support of the same generator. We denote by $\Gamma_{\mathcal{Q}}$ the neighborhood in the Tanner graph of $\mathcal{Q}$, by $\Gamma_{X}$ the neighborhood in the Tanner graph of $\mathcal{C}_{X}$, by $\Gamma_{\mathcal{G}}$ the neighborhood in the graph $\mathcal{G}$ and we point out that the degree of $\mathcal{G}$ is upper bounded by the integer $d_{\mathcal{G}}$ defined above.

### 4.1.2 Errors below minimal distance

The first step in the analysis of Algorithm 3 is to address the case where the error has weight $\mathcal{O}(\sqrt{N})$. In Section 3.3.3, we assumed perfect syndrome measurement and in this section, we tackle the case where the syndrome is noisy. The main result is Corollary 4.4 where we show that the residual error $E \oplus \hat{E}$ satisfies $|E \oplus \hat{E}|_{\mathrm{R}} \leq c_{0}|D|$ where $|\cdot|_{\mathrm{R}}$ is the reduced weight of Definition 3.13. In other words, the residual error is equivalent to an error $E^{\prime}$ satisfying $\left|E^{\prime}\right| \leq c_{0}|D|$.

Let $E_{i}:=E \oplus \hat{E}_{i}$ be the physical error on the qubits at round $i$. In what follows, a small-set is said to be valid for Algorithm 2 (resp. Algorithm 3) when it satisfies the while loop condition of Algorithm 2 (resp. Algorithm 3). Hence, a small-set $F \in \mathcal{F}$ is valid if and only if the difference between $\left|\sigma_{X}\left(E_{i}\right)\right|$ and $\left|\sigma_{X}\left(E_{i} \oplus F\right)\right|$ is at least $\beta_{0}\left|\sigma_{X}(F)\right|$ (resp. $\beta_{1}\left|\sigma_{X}(F)\right|$ ). In Section 3.3.3 where we wanted to show that the residual is trivial (i.e. equivalent to an empty error), the critical point was to prove that Algorithm 2 does not stop as long as $E_{i}$ is not trivial. It is indeed the case by Lemma 3.19: if $E_{i}$ is not trivial then a valid small-set for Algorithm 2 exists. Similarly here, we will show that the condition $\left|E_{i}\right|_{\mathrm{R}}>c_{0}|D|$ implies the existence of a valid small-set for Algorithm 3. When $\left|E_{i}\right|_{\mathrm{R}}>c_{0}|D|$, the set $E_{i}$ is not trivial and we have a valid small-set $F$ for Algorithm 2, but unfortunately, since the check-nodes adjacent to $F$ could be affected by the syndrome error, $F$ is not guaranteed to be valid for Algorithm 3 as well.

The solution is to strengthen the statement of Lemma 3.19: we decompose the error as a disjoint union of small-sets $F_{0}, \ldots, F_{f^{\prime}-1}$ (as we did in Lemma 3.20) and we show that several small-sets among $F_{0}, \ldots, F_{f^{\prime}-1}$ are valid for Algorithm 3. The technical idea is to compute the average of $\left|\widetilde{\sigma} \cap \sigma_{X}\left(F_{i}\right)\right|$ over the $F_{i}$ to give a lower bound on the number of $F_{i}$ which are valid for Algorithm 3. Finally we get Lemma 4.1 below: there exists a set of small-sets $\mathcal{F}^{*} \subseteq \mathcal{F}$ which are valid for Algorithm 3. More precisely, the small-sets belonging to $\mathcal{F}^{*}$ are valid for Algorithm 3 by item (i), these small-sets do not intersect by item (ii) and item (iii) provides a lower bound on the size of $\mathcal{F}^{*}$. Note that if $c_{1}\left|\sigma_{X}(E)\right|<c_{2}|D|$ then the lemma is pointless since $\mathcal{F}^{*}$ could be empty, but otherwise the lower bound of item (iii) is non-trivial. As a summary, Lemma 4.1 improves Lemma 3.19 in two ways: firstly, it can be applied even if the syndrome is noisy and secondly, it provides many valid small-sets instead of a single one. This second point will be useful to parallelize the algorithm in Section 4.2.

Lemma 4.1. We use the notations of Section 4.1.1.
If $|E| \leq \gamma_{0} \sqrt{N}$ then there exists $\mathcal{F}^{*} \subseteq \mathcal{F}$ such that:
(i) $\Delta(\widetilde{\sigma}, F) \geq \beta_{1}\left|\sigma_{X}(F)\right| \quad$ for all $F \in \mathcal{F}^{*}$,
(ii) $F \cap F^{\prime}=\varnothing \quad$ for all $F, F^{\prime} \in \mathcal{F}^{*}$ with $F \neq F^{\prime}$,
(iii) $\sum_{F \in \mathcal{F}^{*}}\left|\sigma_{X}(F)\right| \geq c_{1}\left|\sigma_{X}(E)\right|-c_{2}|D|$.

Proof. Let $E_{\mathrm{R}}$ be the $\|\|$-reduced error equivalent to $E$ then:

$$
\left\|E_{\mathrm{R}}\right\| \leq\|E\| \leq \frac{1}{d_{V}}|E| \leq \frac{\gamma_{0}}{d_{V}} \sqrt{N}
$$

Applying Lemma 3.20 to $E_{\mathrm{R}}$ provides some small-sets $F_{0}, \ldots, F_{f^{\prime}-1}$.
Let us start by providing an overview of how we will proceed in this proof. By Lemma 3.20 (i) we have:

$$
\sigma_{X}(E)=\sigma_{X}\left(E_{\mathrm{R}}\right)=\bigoplus_{i=0}^{f^{\prime}-1} \sigma_{X}\left(F_{i}\right)
$$

and:

$$
\left|\sigma_{X}(E)\right| \leq \sum_{i=0}^{f^{\prime}-1}\left|\sigma_{X}\left(F_{i}\right)\right|
$$

In fact, we will prove in eq. (4.2) below that that this upper bound is nearly tight: $\left|\sigma_{X}(E)\right| \geq \beta_{0} \sum_{i=0}^{f^{\prime}-1}\left|\sigma_{X}\left(F_{i}\right)\right|$ where $\beta_{0}$ defined in Section 4.1 .1 is arbitrarily close to 1 when $\delta$ is small. Intuitively, this means that the intersection of the sets $\sigma_{X}\left(F_{i}\right)$ is small and thus $\left|\sigma_{X}(E) \cap \sigma_{X}\left(F_{i}\right)\right|$ is generally large. This is still true if the
size of the syndrome error $D$ is small, i.e., it holds that $\left|\widetilde{\sigma} \cap \sigma_{X}\left(F_{i}\right)\right|$ is generally large. Hence, we will obtain Lemma 4.1 by computing the average of the quantity $\left|\widetilde{\sigma} \cap \sigma_{X}\left(F_{i}\right)\right|$ over the sets $F_{i}$. We now provide the details:

$$
\begin{aligned}
\left|\sigma_{X}(E)\right|=\left|\sigma_{X}\left(E_{\mathrm{R}}\right)\right| & \geq \sum_{i=0}^{f^{\prime}-1}\left|\sigma_{X}\left(F_{i}\right)\right|-\sum_{i=0}^{f^{\prime}-1} 4 \delta d_{V} d_{C}\left\|F_{i}\right\| & & \text { by Lemma } 3.20 \text { (ii), } \\
& =\sum_{i=0}^{f^{\prime}-1}\left|\sigma_{X}\left(F_{i}\right)\right|-4 \delta d_{V} d_{C}\left\|E_{\mathrm{R}}\right\| & & \text { by Lemma } 3.20 \text { (i), } \\
& \geq \sum_{i=0}^{f^{\prime}-1}\left|\sigma_{X}\left(F_{i}\right)\right|-\frac{8 \delta}{\beta_{0}}\left|\sigma_{X}(E)\right| & & \text { by Lemma } 3.20 \text { (iii). }
\end{aligned}
$$

Hence we have:

$$
\begin{equation*}
\left|\sigma_{X}(E)\right| \geq\left(1+\frac{8 \delta}{\beta_{0}}\right)^{-1} \sum_{i=0}^{f^{\prime}-1}\left|\sigma_{X}\left(F_{i}\right)\right|=\beta_{0} \sum_{i=0}^{f^{\prime}-1}\left|\sigma_{X}\left(F_{i}\right)\right| \tag{4.2}
\end{equation*}
$$

The relation between $\Delta(\widetilde{\sigma}, F)$ and $\left|\widetilde{\sigma} \cap \sigma_{X}(F)\right|$ is given by:

$$
\begin{equation*}
\Delta(\widetilde{\sigma}, F)=|\widetilde{\sigma}|-\left|\widetilde{\sigma} \oplus \sigma_{X}(F)\right|=2\left|\widetilde{\sigma} \cap \sigma_{X}(F)\right|-\left|\sigma_{X}(F)\right| \tag{4.3}
\end{equation*}
$$

where we have used the equality $\left|A_{1} \oplus A_{2}\right|=\left|A_{1}\right|+\left|A_{2}\right|-2\left|A_{1} \cap A_{2}\right|$.
We define the set $\mathcal{F}^{*}$ promised in Lemma 4.1 by:

$$
\mathcal{F}^{*}:=\left\{F \in\left\{F_{0}, \ldots, F_{f^{\prime}-1}\right\}: \Delta(\widetilde{\sigma}, F) \geq \beta_{1}\left|\sigma_{X}(F)\right|\right\} .
$$

Lemma 4.1 (i) holds by definition of $\mathcal{F}^{*}$. Lemma 4.1 (ii) holds because the property $E_{\mathrm{R}}=\biguplus_{i} F_{i}$ from Lemma 3.20 (i) implies that the sets $F_{i}$ are disjoint. Moreover by eq. (4.3), when $F \in\left\{F_{0}, \ldots, F_{f^{\prime}-1}\right\} \backslash \mathcal{F}^{*}$ :

$$
\begin{equation*}
\left|\widetilde{\sigma} \cap \sigma_{X}(F)\right| \leq \frac{1+\beta_{1}}{2}\left|\sigma_{X}(F)\right| . \tag{4.4}
\end{equation*}
$$

On the one hand, eqs. (4.2) and (4.4) give an upper bound on the sum $S:=\sum_{i=0}^{f^{\prime}-1}\left|\widetilde{\sigma} \cap \sigma_{X}\left(F_{i}\right)\right|$ :

$$
\begin{array}{rlrl}
S & =\sum_{F_{i} \in \mathcal{F}^{*}}\left|\widetilde{\sigma} \cap \sigma_{X}\left(F_{i}\right)\right|+\sum_{F_{i} \notin \mathcal{F}^{*}}\left|\widetilde{\sigma} \cap \sigma_{X}\left(F_{i}\right)\right| & \\
& \leq \sum_{F_{i} \in \mathcal{F}^{*}}\left|\sigma_{X}\left(F_{i}\right)\right|+\frac{1+\beta_{1}}{2} \sum_{F_{i} \notin \mathcal{F}^{*}}\left|\sigma_{X}\left(F_{i}\right)\right| & \text { by eq. (4.4), } \\
& =\frac{1-\beta_{1}}{2} \sum_{F_{i} \in \mathcal{F}^{*}}\left|\sigma_{X}\left(F_{i}\right)\right|+\frac{1+\beta_{1}}{2} \sum_{i=0}^{f^{\prime}-1}\left|\sigma_{X}\left(F_{i}\right)\right| & & \\
& \leq \frac{1-\beta_{1}}{2} \sum_{F_{i} \in \mathcal{F}^{*}}\left|\sigma_{X}\left(F_{i}\right)\right|+\frac{1+\beta_{1}}{2 \beta_{0}}\left|\sigma_{X}(E)\right| & \text { by eq. (4.2). }
\end{array}
$$

On the other hand, the property $E_{\mathrm{R}}=\biguplus_{i} F_{i}$ from Lemma 3.20 (i) implies that $\sigma_{X}(E)=\sigma_{X}\left(E_{\mathrm{R}}\right)=$ $\bigoplus_{i=0}^{f^{\prime}-1} \sigma_{X}\left(F_{i}\right)$ and thus $S$ is lower bounded by:

$$
\begin{aligned}
S & \geq\left|\widetilde{\sigma} \cap \sigma_{X}(E)\right| \\
& =\left|\left(\sigma_{X}(E) \oplus D\right) \cap \sigma_{X}(E)\right| \\
& =\left|\sigma_{X}(E) \oplus\left(D \cap \sigma_{X}(E)\right)\right| \\
& =\left|\sigma_{X}(E)\right|-\left|D \cap \sigma_{X}(E)\right| \\
& \geq\left|\sigma_{X}(E)\right|-|D| .
\end{aligned}
$$

Combining both inequalities we get Lemma 4.1 (iii).

The main statement of this section is presented in Proposition 4.2 and asserts that the weight of the residual error after correction is upper bounded linearly in the syndrome error weight. In Corollary 4.4, we will give another formulation of Proposition 4.2 where the hypothesis $|U|=\mathcal{O}(\sqrt{N})$ is replaced by the more natural one $|E|,|D|=\mathcal{O}(\sqrt{N})$.

Proposition 4.2. We use the notations of Section 4.1.1.
Suppose that $E \oplus \hat{E}$ is reduced with $|U| \leq \gamma_{0} \sqrt{N}$ then:

$$
|E \oplus \hat{E}| \leq c_{0}|D|
$$

Proof. With the notations of Section 4.1.1, the value of the syndrome at the end of the algorithm is $\widetilde{\sigma}_{f}=$ $\sigma_{X}(E \oplus \hat{E}) \oplus D$. Lemma 4.1 applied when the input of Algorithm 3 is $(E \oplus \hat{E}, D)$ provides a set $\mathcal{F}^{*}$ and since the while loop condition is not satisfied for $\widetilde{\sigma}_{f}$, the set $\mathcal{F}^{*}$ must be empty. By Lemma 4.1 (iii):

$$
c_{1}\left|\sigma_{X}(E \oplus \hat{E})\right| \leq c_{2}|D|
$$

By Lemma 3.21:

$$
|E \oplus \hat{E}| \leq \frac{2}{\beta_{0} d_{V}}\left|\sigma_{X}(E \oplus \hat{E})\right| \leq \frac{2 c_{2}}{c_{1} \beta_{0} d_{V}}|D|=c_{0}|D|
$$

As shown in Lemma 4.3 below, the hypothesis of Proposition $4.2|U|=\mathcal{O}(\sqrt{N})$ holds as soon as the initial errors $E$ and $D$ are sufficiently small. More precisely, the size of the execution support $U$ is a linear function of $|E|$ and $|D|$.

Lemma 4.3. We use the notations of Section 4.1.1 then:

$$
|U| \leq c_{3}|E|+c_{4}|D|
$$

Proof. The sets $\widetilde{\sigma}_{i}$ and $F_{i}$ defined in Section 4.1 .1 satisfy:

$$
\left|\widetilde{\sigma}_{i}\right|-\left|\widetilde{\sigma}_{i+1}\right| \geq \beta_{1}\left|\sigma_{X}\left(F_{i}\right)\right| \geq \frac{\beta_{1} d_{V}}{2}\left|F_{i}\right|
$$

Thus we can lower bound the weight of $\widetilde{\sigma}_{0}=\sigma_{X}(E) \oplus D$ by:

$$
\left|\sigma_{X}(E) \oplus D\right| \geq\left|\widetilde{\sigma}_{0}\right|-\left|\widetilde{\sigma}_{f}\right|=\sum_{i=0}^{f-1}\left|\widetilde{\sigma}_{i}\right|-\left|\widetilde{\sigma}_{i+1}\right| \geq \frac{\beta_{1} d_{V}}{2} \sum_{i=0}^{f-1}\left|F_{i}\right|
$$

But $\left|\sigma_{X}(E) \oplus D\right| \leq d_{C}|E|+|D| \leq d_{C}(|E|+|D|)$ thus $\sum_{i}\left|F_{i}\right| \leq \frac{2}{\beta_{1} r}(|E|+|D|)$ and:

$$
|U|+|D| \leq|E|+|D|+\sum_{i=0}^{f-1}\left|F_{i}\right| \leq \frac{|E|+|D|}{2 \alpha_{1}}
$$

Hence:

$$
|U| \leq \frac{1}{2 \alpha_{1}}|E|+\left(\frac{1}{2 \alpha_{1}}-1\right)|D|=c_{3}|E|+c_{4}|D| .
$$

Combining Proposition 4.2 and Lemma 4.3, we get Corollary 4.4.
Corollary 4.4. We use the notations of Section 4.1.1. If $c_{3}|E|+c_{4}|D| \leq \gamma_{0} \sqrt{N}$ then the reduced weight of the residual error satisfies:

$$
|E \oplus \hat{E}|_{\mathrm{R}} \leq c_{0}|D|
$$

Proof. Let $E^{\prime}$ be a reduced error equivalent to $E \oplus \hat{E}$ then:

$$
\left|E^{\prime}\right| \leq|E \oplus \hat{E}| \leq|U| \leq c_{3}|E|+c_{4}|D| \leq \gamma_{0} \sqrt{N}
$$

where the third inequality holds by Lemma 4.3. The syndromes of the errors $E^{\prime}$ and $E \oplus \hat{E}$ are equal thus no flip is done by Algorithm 3 on the input ( $E^{\prime}, D$ ). Hence, there is a valid execution of Algorithm 3 on the input $\left(E^{\prime}, D\right)$ with output $\varnothing$, support $E^{\prime}$ and residual error $E^{\prime}$. Applying Proposition 4.2 to the latter execution we get:

$$
|E \oplus \hat{E}|_{\mathrm{R}}=\left|E^{\prime}\right| \leq c_{0}|D| .
$$

### 4.1.3 Random errors with linear size

The upper bound given by Corollary 4.4 can be applied for any error with weight $\mathcal{O}(\sqrt{N})$, but in this work we are interested in random errors whose typical weight is $\Theta(n)$. Our only assumption is that the error is generated by a noise model satisfying the local stochastic condition of Definition 4.5 (see the introduction of this chapter for a discussion about the local stochastic property).

Definition 4.5 (Local stochastic error model). We use the notations of Section 4.1.1.
A random error $E \subseteq V_{\mathcal{Q}}, D \subseteq C_{X}$ is local stochastic with parameter ( $p_{\text {phys }}, p_{\text {synd }}$ ) when for all $S \subseteq V_{\mathcal{Q}}$ and for all $T \subseteq C_{X}$ :

$$
\mathbb{P}[S \subseteq E \text { and } T \subseteq D] \leq p_{\mathrm{phys}}^{|S|} p_{\text {synd }}^{|T|}
$$

In the particular case where we do not mind about the error on the syndrome bits, a random error $E \subseteq V_{\mathcal{Q}}$ is local stochastic with parameter $p_{\text {phys }}$ when for all $S \subseteq V_{\mathcal{Q}}$ :

$$
\mathbb{P}[S \subseteq E] \leq p_{\text {phys }}^{|S|}
$$

## a) Statement of the main theorem

The main theorem of this section is Theorem 4.6 below: if the initial errors $E$ and $D$ satisfy the local stochastic property with parameters sufficiently small, then there exists a local stochastic error $E_{1 \mathrm{~s}} \subseteq V_{\mathcal{Q}}$ such that $E_{\text {ls }}$ and the residual error are equivalent with high probability. In other words, the residual error on the qubits can be described by a local stochastic noise, and this description is valid except for an event whose probability vanishes in the limit of large block-length (this event corresponds to a decoding failure).

Theorem 4.6. We use the notations of Section 4.1.1.
There exists a non-zero constant $p_{0}>0$ such that the following holds. Suppose the error $(E, D)$ satisfies a local stochastic noise model with parameter $\left(p_{\text {phys }}, p_{\text {synd }}\right)$ where $p_{\text {phys }}<p_{0}$ and $p_{\text {synd }}<p_{0}$. If we run Algorithm 3 on the input $(E, D)$ then there exists a random variable $E_{\mathrm{ls}} \subseteq V_{\mathcal{Q}}$ with a local stochastic distribution with parameter $p_{\text {ls }}:=p_{\mathrm{synd}}^{1 /\left(2 c_{0}\right)}$ such that:

$$
\mathbb{P}\left[E_{\mathrm{ls}} \text { is not equivalent to } E \oplus \hat{E}\right] \leq e^{-\Theta(\sqrt{N})} .
$$

The proof of Theorem 4.6 is given at the end of this section.
It is worthwhile to rewrite Theorem 4.6 with the additional assumption that the syndrome measurement is perfect ( $p_{\text {synd }}=0$ and $D=\varnothing$ ). In that case, a local stochastic error whose parameter is below threshold is corrected by the small-set-flip decoder with high probability:

Corollary 4.7. We use the notations of Section 4.1.1.
There exists a non-zero constant $p_{0}>0$ such that the following holds. Suppose $D=\varnothing$ and $E$ satisfies a local stochastic noise model with parameter $p_{\text {phys }}<p_{0}$ then:

$$
\mathbb{P}[\text { Algorithm } 3 \text { corrects } E] \geq 1-e^{-\Theta(\sqrt{N})} .
$$

Proof. When we apply Theorem 4.6 with $p_{\text {synd }}=0$, we get $p_{\mathrm{ls}}=0$ and $E_{\mathrm{ls}}=\varnothing$. Hence, with probability $1-e^{-\Theta(\sqrt{N})}, E \oplus \hat{E}$ is equivalent to $\varnothing$, i.e. Algorithm 3 corrects $E$.

When a quantum expander code $\mathcal{Q}$ is used in the context of fault-tolerance, the goal is to process the information encoded in $\mathcal{Q}$ by applying logical quantum gates on the qubits. Each logical operation adds a local stochastic error on the qubits, thus a round of error correction is performed after each logical gate. The concern in this discussion is to understand how the error evolves: we would like to use Theorem 4.6 to show that the logical state encoded with $\mathcal{Q}$ is preserved after applying $T \in \mathbb{N}$ logical gates. A simplified error model for this framework is the following:

- At the beginning, there is no error on the qubits: $A_{0}:=\varnothing$.
- Repeat for $t=0, \ldots, T-1$ :
- An error $\left(E_{t}, D_{t}\right)$ is generated accordingly to a local stochastic noise model with parameter $\left(p_{E}, p_{D}\right)$.
- The error $E_{t}$ is added to the error on the qubits:

$$
B_{t}:=A_{t} \oplus E_{t}
$$

- We run Algorithm 3 on the input $\left(B_{t}, D_{t}\right)$ and apply the output $\hat{E}_{t}$ to the qubits:

$$
A_{t+1}:=B_{t} \oplus \hat{E}_{t}
$$

Roughly speaking, $E_{t}$ comes from the noise in the circuit used to implement the $t^{\text {th }}$ logical gate and $D_{t}$ comes from the noise in the circuit used to measure the syndrome bits for the $t^{\text {th }}$ error correction procedure. In fault-tolerant quantum computation, $\hat{E}_{t}$ is applied with a circuit made of noisy physical gates, but for simplicity here, we assume that $\hat{E}_{t}$ is applied without fault.

This procedure is a success when the logical state is preserved throughout the $T$ rounds. In practice, we can determine whether the logical state has been preserved by checking if running the decoder without syndrome error turns the state back to the expected state. As a summary, if we run Algorithm 3 on the input ( $A_{T}, \varnothing$ ) and apply the output $\hat{E}_{T}$ to the qubits:

$$
A_{T+1}:=A_{T} \oplus \hat{E}_{T}
$$

then the above procedure is a success if and only if $A_{T+1}$ is trivial (equivalent to the empty error). As shown in Claim 4.8 below, $A_{T+1}$ is indeed trivial with probability $1-(T+1) e^{-\Theta(\sqrt{N})}$. In particular, if the number of logical gates $T$ is polynomial in $N$ then the procedure fails with vanishing probability.
Claim 4.8. Let $p_{0}$ be the threshold of Theorem 4.6 and Corollary 4.7, and let $p_{D}$ and $p_{E}$ be such that:

$$
p_{D}<\left(\frac{p_{0}}{2}\right)^{2 c_{0}} \quad \text { and } \quad p_{E}<\frac{p_{0}}{2}
$$

Then the above procedure fails with probability at most $(T+1) e^{-\Theta(\sqrt{N})}$.
Proof. In this proof, we say that an error $A$ is local stochastic with parameter $p$ and failure probability $p^{\prime}$ if there exists an error $A^{\prime}$ with local stochastic parameter $p$ such that:

$$
\mathbb{P}\left[A^{\prime} \text { is not equivalent to } A\right] \leq p^{\prime}
$$

With this terminology, Theorem 4.6 asserts that the residual error $E \oplus \hat{E}$ is local stochastic with parameter $p_{\text {ls }}$ and failure probability $e^{-\Theta(\sqrt{N})}$.

When $t=0$, the error $A_{0}^{\prime}=E_{0}$ is local stochastic with parameter $p_{E}<p_{0}$ and failure probability 0 . By Theorem 4.6, the residual error $A_{1}=A_{0}^{\prime} \oplus \hat{E}_{0}$ is local stochastic with parameter $p_{D}^{1 /\left(2 c_{0}\right)}$ and failure probability $e^{-\Theta(\sqrt{N})}$.
When $t=1$, the error $A_{1}^{\prime}=A_{1} \oplus E_{1}$ is local stochastic with parameter $p_{0} / 2+p_{E}<p_{0}$ and failure probability $e^{-\Theta(\sqrt{N})}$. By Theorem 4.6, the residual error $A_{2}=A_{1}^{\prime} \oplus \hat{E}_{1}$ is local stochastic with parameter $p_{D}^{1 /\left(2 c_{0}\right)}$ and failure probability $2 e^{-\Theta(\sqrt{N})}$.
More generally, an induction on $t \in \llbracket 1, T \rrbracket$ shows that the error $E_{t}$ is local stochastic with parameter $p_{D}^{1 /\left(2 c_{0}\right)}$ and failure probability $t e^{-\Theta(\sqrt{N})}$.
In particular for $t=T$, the error $A_{T}$ is local stochastic with parameter $p_{D}^{1 /\left(2 c_{0}\right)}$ and failure probability $T e^{-\Theta(\sqrt{N})}$. By Corollary 4.7, the residual error $A_{T+1}=A_{T} \oplus \hat{E}_{T}$ is non trivial with probability at most $(T+1) e^{-\Theta(\sqrt{N})}$. Since the procedure is a success when $A_{T+1}$ is non trivial, we get Claim 4.8.

## b) Proof ideas and useful definitions

Let's turn our attention to the proof of Theorem 4.6 which is inspired from the arguments of [66] and [46]. Before providing the formal statements, we describe the main ideas of the proof. When a random error $(E, D)$ is generated with a local stochastic error model, percolation arguments will allow us with high probability to decompose $E$ and $D$ as disjoint unions of small error sets, each of which has size $\mathcal{O}(\sqrt{N})$ :

$$
\begin{equation*}
E=\uplus_{K} E_{K}, \quad D=\uplus_{K} D_{K} . \tag{4.5}
\end{equation*}
$$

As we explain in detail later, the index $K \subseteq V_{\mathcal{Q}}$ of eq. (4.5) goes through the connected components of $U$ in the syndrome adjacency graph $\mathcal{G}$. Let $\hat{E}_{K}$ be the output of Algorithm 3 on the input $\left(E_{K}, D_{K}\right)$. Because $\left|E_{K}\right|,\left|D_{K}\right|=\mathcal{O}(\sqrt{N})$, Corollary 4.4 states that after correction, the residual error $E_{K} \oplus \hat{E}_{K}$ is equivalent to $E_{K}^{\prime}$ satisfying $\left|E_{K}^{\prime}\right|=\mathcal{O}\left(\left|D_{K}\right|\right)$. Moreover, Algorithm 3 is local in the sense that two errors far away in the factor graph of the code will not interact during the decoding procedure. The consequence for the error $E$ is that each error set $E_{K}$ is corrected independently from the other ones and thus the residual error $E \oplus \hat{E}$ is equal to the disjoint union:

$$
E \oplus \hat{E}=\uplus_{K} E_{K}^{\prime} .
$$

Finally, since $D$ has been chosen with a local stochastic noise, the upper bounds $\left|E_{K}^{\prime}\right|=\mathcal{O}\left(\left|D_{K}\right|\right)$ imply that there is an error equivalent to $E \oplus \hat{E}$ with a local stochastic distribution.

The locality property for the small-set-flip algorithm is formalized in Lemma 4.9 where $\Gamma_{\mathcal{Q}}$ denotes the neighborhood in the Tanner graph of the quantum expander code. In this lemma, the sets $E_{K}$ and $D_{K}$ we talked about above are equal to $E_{K}=E \cap K$ and $D_{K}=D \cap \Gamma_{X}(K)$.
Lemma 4.9 (Locality of Algorithm 3 [38]). We use the notations of Section 4.1.1.
For any set $K \subseteq U$ with $\Gamma_{\mathcal{Q}}(K) \cap \Gamma_{\mathcal{Q}}(U \backslash K)=\varnothing$, there is a valid execution of Algorithm 3 on the input $\left(E \cap K, D \cap \Gamma_{X}(K)\right)$ whose output is $\hat{E} \cap K$ and whose support is $U \cap K$.

The locality property is important to understand this section, however the proof of Lemma 4.9 is less useful and that's why we report it later in Section 4.1.4.

Lemma 4.9 formalizes the idea that the small-set-flip algorithm handles the errors in the set $K$ independently from the errors outside $K$. In fact, if $\Gamma_{\mathcal{Q}}(K) \cap \Gamma_{\mathcal{Q}}(U \backslash K)=\varnothing$ holds then the support of a check-node cannot contain simultaneously a qubit of $K$ and a qubit of $U \backslash K$. Moreover, to know whether the small-set-flip algorithm can flip a given small-set $F \subseteq K$, the only required information is the value of the check-nodes belonging to $\Gamma_{\mathcal{Q}}(K)$. As a consequence, the error on the qubits of $U \backslash K$ does not affect the decisions of the decoder regarding the qubits of $K$. In particular, the behavior of the algorithm in $K$ would have been the same if there were no error at all on the qubits of $U \backslash K$, and this is the statement of Lemma 4.9.

In Section 4.1.1, we have defined the syndrome adjacency graph $\mathcal{G}$ where two qubits are connected if and only if they are in the support of the same stabilizer generator. As shown in the proof of Corollary 4.10 below, for all set $K \subseteq U$, the hypothesis $\Gamma_{\mathcal{Q}}(K) \cap \Gamma_{\mathcal{Q}}(U \backslash K)=\varnothing$ of Lemma 4.9 is equivalent to $K \cap \Gamma_{\mathcal{G}}(U \backslash K)=\varnothing$ where $\Gamma_{\mathcal{G}}$ is the neighborhood in $\mathcal{G}$. Consequently, if $K$ is a connected component of $U$ in $\mathcal{G}$ then the hypotheses of Lemma 4.9 are satisfied for $K$. To summarize, each connected component of $U$ in the syndrome adjacency graph is corrected by the small-set-flip algorithm independently from the other connected components, see Figure 4.1 for a schematic representation.

$\bigcirc$ Qubit
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(-) Error support $U$

Figure 4.1: schematic representation of the error support in the syndrome adjacency graph. The small-set-flip decoder corrects the connected components of $U$ independently.

In Corollary 4.10 below, we restate the locality property using the graph $\mathcal{G}$ instead of the Tanner graph.
Corollary 4.10. We use the notations of Section 4.1.1.
For any set $K \subseteq U$ with $K \cap \Gamma_{\mathcal{G}}(U \backslash K)=\varnothing$, there is a valid execution of Algorithm 3 on the input $(E \cap K, D \cap$ $\left.\Gamma_{X}(K)\right)$ whose output is $\hat{E} \cap K$ and whose support is $U \cap K$.

Proof. By Lemma 4.9, it is sufficient to prove that the statement $K \cap \Gamma_{\mathcal{G}}(U \backslash K)=\varnothing$ implies $\Gamma_{\mathcal{Q}}(K) \cap \Gamma_{\mathcal{Q}}(U \backslash$ $K)=\varnothing$. We show it by contraposition.
If $\Gamma_{\mathcal{Q}}(K) \cap \Gamma_{\mathcal{Q}}(U \backslash K) \neq \varnothing$ then there is a generator $g \in C_{X} \uplus C_{Z}$ such that $g \in \Gamma_{\mathcal{Q}}(K)$ and $g \in \Gamma_{\mathcal{Q}}(U \backslash K)$. Thus there are two qubits $q_{1} \in K$ and $q_{2} \in U \backslash K$ belonging to the support of $g$. Let $q_{3}$ be another qubit in the support of $g$ with $q_{3} \neq q_{1}$ and $q_{3} \neq q_{2}$, then by the definition of the syndrome adjacency graph we have $q_{3} \in \Gamma_{\mathcal{Q}}(K) \cap \Gamma_{\mathcal{Q}}(U \backslash K)$.

Using the execution support $U=E \cup F_{0} \cup \ldots \cup F_{f-1}$, the error decomposition required in eq. (4.5) is done in the following way: each connected component $K$ of $U$ in $\mathcal{G}$ provides the error sets $E_{K}:=K \cap E$ and $D_{K}:=D \cap \Gamma_{X}(K)$. By Corollary 4.10, running Algorithm 3 on the input ( $E_{K}, D_{K}$ ) leads to the residual error $E_{K}^{\prime}=(E \oplus \hat{E}) \cap K$ and we will prove that the execution support $K$ is small enough to apply Proposition 4.2. The key point is to remark that a fraction $2 \alpha_{1}$ of the vertices in $X:=K \cup D_{K} \subseteq \mathcal{V}$ belong to $E \cup D$ (see Lemma 4.3). We will say that $X$ is a $2 \alpha_{1}$-subset of $E \cup D$ (see Definition 4.11) and percolation arguments (see Lemma 4.18) will show that with high probability, any connected $\alpha$-subset of a random error $E \cup D$ must be small enough to apply Proposition 4.2.

Definition 4.11 ( $\alpha$-subset and MaxConn ${ }_{\alpha}$ ). We use the notations of Section 4.1.1.
Let $\alpha \in(0 ; 1]$ and let $X, Y \subseteq \mathcal{V}$. $X$ is said to be an $\alpha$-subset of $Y$ if $|X \cap Y| \geq \alpha|X|$.
We also define the integer $\operatorname{MaxConn}_{\alpha}(Y)$ by:

$$
\operatorname{MaxConn}_{\alpha}(Y)=\max \{|X|: X \text { is connected in } \mathcal{G} \text { and is an } \alpha \text {-subset of } Y\} .
$$

As stated in Corollary 4.12 below, Lemma 4.3 implies that $U \cup D$ is a $2 \alpha_{1}$-subset of $E \cup D$.
Corollary 4.12. We use the notations of Section 4.1.1.
The set $U \cup D$ is a $2 \alpha_{1}$-subset of $E \cup D$.
Proof. By Lemma 4.3:

$$
|U|+|D| \leq c_{3}|E|+\left(c_{4}+1\right)|D|=\frac{1}{2 \alpha_{1}}|E \cup D|=\frac{1}{2 \alpha_{1}}|(U \cup D) \cap(E \cup D)|
$$

thus $U \cup D$ is a $2 \alpha_{1}$-subset of $E \cup D$.
If we go back to Theorem 4.6, the error $E_{\text {ls }}$ will be defined to be reduced and equivalent to $E \oplus \hat{E}$, and the local stochastic property for $E_{\text {ls }}$ will be a consequence of the local stochastic property for $D$. More precisely, we already know for all $T \subseteq C_{X}$ :

$$
\begin{equation*}
\mathbb{P}[T \subseteq D] \leq p_{\mathrm{synd}}^{|T|} \tag{4.6}
\end{equation*}
$$

and we want to show for all $S \subseteq V_{\mathcal{Q}}$ :

$$
\mathbb{P}\left[S \subseteq E_{\mathrm{ls}}\right] \leq p_{\mathrm{ls}}^{|S|}
$$

Given a set $S \subseteq E_{\mathrm{ls}}$, we will find a large set $T \subseteq D$ to upper bound $\mathbb{P}\left[S \subseteq E_{\mathrm{ls}}\right]$ using eq. (4.6). Informally, the set $T$ contains the faulty check-nodes which prevent the small-set-flip algorithm from correcting the qubits of $S$. Formally, $T=D \cap \Gamma_{X}(W)$ where $W \subseteq V_{\mathcal{Q}}$ is called a witness as defined in Definition 4.14. Let $S \subseteq E_{\mathrm{ls}}$, then a witness for $S$ is a set $W \subseteq V_{\mathcal{Q}}$ satisfying $S \subseteq W$ with $\left|D \cap \Gamma_{X}(W)\right|=\Omega(|W|)$ and such that $S$ intersects every connected component of $W$ in $\mathcal{G}$. Finally, the main difficulty in the proof of Theorem 4.6 is to show the existence of a witness $W$ for all $S \subseteq E_{\mathrm{ls}}$. Up to technical details, $W$ will be the union of the connected components of the execution support which intersect $S$.

Definition 4.13 ([46]). We use the notations of Section 4.1.1.
For $S \subseteq V_{\mathcal{Q}}$, we define $\mathcal{M}(S)$ to be the set of all subsets $W \subseteq V_{\mathcal{Q}}$ with $S \subseteq W$ such that any connected component $W^{\prime}$ of $W$ in $\mathcal{G}$ satisfies $W^{\prime} \cap S \neq \varnothing$.

Let $e$ be the base of the natural logarithm and let $d_{\mathcal{G}}$ be the upper bound on the degree of $\mathcal{G}$ defined in Section 4.1.1. Lemma 2 of [46] provides an upper bound on the number of sets $W \in \mathcal{M}(S)$ of a given size:

$$
\begin{equation*}
\#\{W \in \mathcal{M}(S):|W|=t\} \leq \frac{\left(e d_{\mathcal{G}}\right)^{t}}{e d_{\mathcal{G}}^{|S|}} \tag{4.7}
\end{equation*}
$$

Definition 4.14 (Witness). We use the notations of Section 4.1.1.
$W \subseteq V_{\mathcal{Q}}$ is said to be a witness for $S \subseteq V_{\mathcal{Q}}$ if $W \in \mathcal{M}(S)$ and $\left|D \cap \Gamma_{X}(W)\right| \geq|W| / c_{0}$.

## c) Formal proof

Besides Theorem 4.6, there are three main statements in this section:

- Lemma 4.15 shows how to find a witness for any $S \subseteq E \oplus \hat{E}$ under the assumptions that $E \oplus \hat{E}$ is reduced and $|E \oplus \hat{E}| \leq \gamma_{0} \sqrt{N}$.
- Lemma 4.17 shows how to find a witness for any $S \subseteq E \oplus \hat{E}$ under the assumption $\operatorname{MaxConn}_{\alpha_{1}}(E) \leq$ $\gamma_{0} \sqrt{N}$.
- Lemma 4.18 shows that $\operatorname{MaxConn}_{\alpha_{1}}(E) \leq \gamma_{0} \sqrt{N}$ holds with high probability when $E$ and $D$ are local stochastic.

Finally, we will conclude the section with the proof of Theorem 4.6 where the existence of witnesses is used to establish the local stochastic property for the residual error.

Lemma 4.15. We use the notations of Section 4.1.1.
If the residual error $E \oplus \hat{E}$ is reduced and $|E \oplus \hat{E}| \leq \gamma_{0} \sqrt{N}$ then for all $S \subseteq E \oplus \hat{E}$, there is a witness $W$ for $S$ with the additional constraint $W \subseteq E \oplus \hat{E}$.

Proof. Let $W$ be the union of all the connected components of $E \oplus \hat{E}$ in $\mathcal{G}$ that contain at least one element of $S$. The properties $W \in \mathcal{M}(S)$ and $W \subseteq E \oplus \hat{E}$ clearly hold and it remains to prove $|W| \leq c_{0}\left|D \cap \Gamma_{X}(W)\right|$.
By locality (Corollary 4.10 applied with $K=W$ ), no flip is done by Algorithm 3 on the input ( $W, D \cap \Gamma_{X}(W)$ ). Moreover, the error $W$ is reduced as a subset of the reduced error $E \oplus \hat{E}$ (Lemma 3.15) and satisfies $|W| \leq \gamma_{0} \sqrt{N}$. As a summary, there is a valid execution of Algorithm 3 on the input $\left(W, D \cap \Gamma_{X}(W)\right)$ with output $\varnothing$ leading to the residual error $W$. Proposition 4.2 applied for this execution provides:

$$
|W| \leq c_{0}\left|D \cap \Gamma_{X}(W)\right| .
$$

Now, our goal is to prove Lemma 4.17 which is quite similar to Lemma 4.15 where the hypothesis $|E \oplus \hat{E}| \leq$ $\gamma_{0} \sqrt{N}$ is replaced by $\operatorname{MaxConn}_{\alpha_{1}}(E \cup D) \leq \gamma_{0} \sqrt{N}$. There is a small technical difficulty for that: contrarily to the hypothesis of Lemma 4.15, the residual error is not reduced in general and thus we need to combine Lemma 4.15 with Lemma 4.16 below.

Lemma 4.16. We use the notations of Section 4.1.1.
Let $Y, X_{1}, X_{2} \subseteq \mathcal{V}$ with $\left|X_{2}\right| \leq\left|X_{1}\right|$. If $X_{1}$ is an $\alpha$-subset of $Y$ then $X_{1} \cup X_{2}$ is an $\frac{\alpha}{2}$-subset of $Y$.
Proof. By assumption $\left|X_{1}\right| \leq \frac{1}{\alpha}\left|X_{1} \cap Y\right|$ thus:

$$
\left|X_{1} \cup X_{2}\right| \leq 2\left|X_{1}\right| \leq \frac{2}{\alpha}\left|X_{1} \cap Y\right| \leq \frac{2}{\alpha}\left|\left(X_{1} \cup X_{2}\right) \cap Y\right| .
$$

Lemma 4.17. We use the notations of Section 4.1.1.
If MaxConn $\alpha_{\alpha_{1}}(E \cup D) \leq \gamma_{0} \sqrt{N}$ then there is a reduced error $E_{1 \mathrm{~s}}$ equivalent to the residual error $E \oplus \hat{E}$ such that there is a witness for all $S \subseteq E_{\mathrm{ls}}$.

Proof. We define $E_{\mathrm{ls}}$ as one of the minimal weight errors whose syndrome is the same as the syndrome of $E \oplus \hat{E}$. The first step is to show that $E_{\text {ls }}$ and $E \oplus \hat{E}$ are equivalent.
Let $K$ be a connected component of $U \cup E_{\text {ls }}$ in $\mathcal{G}$, let $E_{K}:=E \cap K$ and let $D_{K}:=D \cap \Gamma_{X}(K)$. By locality (Corollary 4.10), there is a valid execution of Algorithm 3 on the input $\left(E_{K}, D_{K}\right)$ whose output is $\hat{E}_{K}:=\hat{E} \cap K$ and whose support is $U_{K}:=U \cap K$. Hence, the set $U_{K} \cup D_{K}$ is a $2 \alpha_{1}$-subset of $E_{K} \cup D_{K}$ (Corollary 4.12) and the set $K \cup D_{K}$ is an $\alpha_{1}$-subset of $E_{K} \cup D_{K}$ (Lemma 4.16). Finally, the set $K \cup D_{K}$ is an $\alpha_{1}$-subset of $E \cup D$ and from the hypothesis $\operatorname{MaxConn}_{\alpha_{1}}(E \cup D) \leq \gamma_{0} \sqrt{N}$, we conclude that $|K| \leq \gamma_{0} \sqrt{N}$. In particular, $(E \oplus \hat{E}) \cap K$ and $E_{\text {ls }} \cap K$ have the same syndrome and the weight of $\left(E \oplus \hat{E} \oplus E_{\mathrm{ls}}\right) \cap K$ is smaller than the minimal distance, thus $E_{\text {ls }} \cap K$ is equivalent to $(E \oplus \hat{E}) \cap K$. Since this is true for all $K$ then $E_{\text {ls }}$ is equivalent to $E \oplus \hat{E}$.

Let $S \subseteq E_{\mathrm{ls}}$, let $E^{\prime}=E_{\mathrm{ls}} \oplus \hat{E}$ and let $E_{K}^{\prime}:=E^{\prime} \cap K$. Keeping the same notations as above, we will prove that for each $K$, there is a witness $W_{K}$ for $S_{K}:=S \cap K$ with the additional constraint $W_{K} \subseteq E_{\mathrm{ls}} \cap K$.
The errors $E$ and $E^{\prime}$ have the same syndrome thus the behavior of Algorithm 3 is the same on input $(E, D)$ and on input $\left(E^{\prime}, D\right)$. Hence, there is a valid execution of Algorithm 3 on input ( $E^{\prime}, D$ ) whose output is $\hat{E}$ and whose support is $E^{\prime} \cup F_{0} \cup \ldots \cup F_{f-1}$. By locality (Corollary 4.10), there is also a valid execution of Algorithm 3 on input $\left(E_{K}^{\prime}, D_{K}\right)$ whose output is $\hat{E}_{K}$ and whose support is $\left(E^{\prime} \cup F_{0} \cup \ldots \cup F_{f-1}\right) \cap K$. The residual error of the latter execution is $\left(E^{\prime} \oplus \hat{E}\right) \cap K=E_{\text {ls }} \cap K$ which is reduced and is of weight smaller than $\gamma_{0} \sqrt{N}$. By Lemma 4.15, there is a witness $W_{K}$ for $S_{K}$ with $W_{K} \subseteq E_{\mathrm{ls}} \cap K$.

Finally, $W=\biguplus_{K} W_{K}$ is a witness for $S$.
The last ingredient before proving Theorem 4.6 is provided by Lemma 4.18 below: the condition $\operatorname{MaxConn}_{\alpha_{1}}(E \cup$ $D) \leq \gamma_{0} \sqrt{N}$ needed in Lemma 4.17 is verified with high probability for local stochastic errors.

Lemma 4.18 ( $\alpha$-percolation, [38]). We use the notations of Section 4.1.1.
Let $\alpha \in(0,1]$ then there exists a threshold $p_{\mathrm{th}}=p_{\mathrm{th}}(\alpha)>0$ such that for any $t \in \mathbb{N}_{>0}$, for any $p_{\mathrm{phys}}<p_{\mathrm{th}}$ and for any $p_{\text {synd }}<p_{\text {th }}$ the following holds. If an error $(E, D)$ is chosen according to a local stochastic noise with parameter ( $\left.p_{\text {phys }}, p_{\text {synd }}\right)$ then:

$$
\mathbb{P}\left[\operatorname{MaxConn}_{\alpha}(E \cup D) \geq t\right] \leq C|\mathcal{V}|\left(\frac{\max \left(p_{\text {phys }}, p_{\text {synd }}\right)}{p_{\mathrm{th}}}\right)^{\alpha t}
$$

where $C=C(p, \alpha)$ is independent of $t$.
Lemma 4.18 is a particular case of Theorem 4.24 where the graph $\mathcal{G}$ is the syndrome adjacency graph. The proof of Theorem 4.24 is the purpose of Section 4.1.5.
We conclude this section with the proof of Theorem 4.6.
Proof of Theorem 4.6. Let $p_{\mathrm{th}}>0$ as defined in Lemma 4.18. The constant $p_{0}>0$ is defined to be a positive number such that:

$$
\begin{equation*}
p_{0} \leq p_{\mathrm{th}}, \quad 2^{d_{C} c_{0}} p_{0}<1 / 2, \quad e d_{\mathcal{G}} 2^{d_{C}} p_{0}^{1 / c_{0}} \leq 1 / 2, \quad 4 \cdot 2^{d_{C}} p_{0}^{1 /\left(2 c_{0}\right)} \leq 1 \tag{4.8}
\end{equation*}
$$

Let $p_{\text {phys }}<p_{0}$ and $p_{\text {synd }}<p_{0}$. We assume that the pair $(E, D)$ satisfies a local stochastic noise model with parameter $\left(p_{\text {phys }}, p_{\text {synd }}\right)$ and we run Algorithm 3 on the input $(E, D)$. We define the random error $E_{\text {ls }}$ promised by Theorem 4.6 in the following way:

$$
\left\{\begin{array}{l}
\text { If } \operatorname{Max}^{\operatorname{Conn}_{\alpha_{1}}}(E \cup D)>\gamma_{0} \sqrt{N} \text { then } E_{\mathrm{ls}}=\varnothing \\
\text { If } \operatorname{Max}_{\operatorname{Conn}}^{\alpha_{1}}(E \cup D) \leq \gamma_{0} \sqrt{N} \text { then } E_{\mathrm{ls}} \text { is the error promised by Lemma 4.17. }
\end{array}\right.
$$

Lemma 4.17 ensures that if $\operatorname{MaxConn}_{\alpha_{1}}(E \cup D) \leq \gamma_{0} \sqrt{N}$ then $E_{\mathrm{ls}}$ is equivalent to $E \oplus \hat{E}$ thus by Lemma 4.18:

$$
\begin{aligned}
\mathbb{P}\left[E_{\mathrm{ls}} \text { is not equivalent to } E \oplus \hat{E}\right] & \leq \mathbb{P}\left[\operatorname{MaxConn}_{\alpha_{1}}(E \cup D)>\gamma_{0} \sqrt{N}\right] \\
& \leq C|\mathcal{V}|\left(\frac{\max \left(p_{\text {phys }}, p_{\text {synd }}\right)}{p_{\text {th }}}\right)^{\alpha_{1} \gamma_{0} \sqrt{N}}
\end{aligned}
$$

We have $|\mathcal{V}|=\Theta(N)$ and $\max \left(p_{\text {phys }}, p_{\text {synd }}\right)<p_{\text {th }}$ hence as stated in Theorem 4.6:

$$
\mathbb{P}\left[E_{\mathrm{ls}} \text { is not equivalent to } E \oplus \hat{E}\right]=e^{-\Theta(\sqrt{N})}
$$

It remains to show that $E_{\text {ls }}$ is local stochastic with parameter $p_{\text {ls }}=p_{\text {synd }}^{1 /\left(2 c_{0}\right)}$. For any $S \subseteq V_{\mathcal{Q}}$, if $S \subseteq E_{\text {ls }}$ then $E_{\text {ls }} \neq \varnothing$ and thus $\operatorname{MaxConn}_{\alpha_{1}}(E \cup D) \leq \gamma_{0} \sqrt{N}$. In addition by Lemma 4.17, if $\operatorname{MaxConn}_{\alpha_{1}}(E \cup D) \leq \gamma_{0} \sqrt{N}$ then there is a witness $W$ for any $S$. Hence we have:

$$
\begin{aligned}
\mathbb{P}\left[S \subseteq E_{\mathrm{ls}}\right] & =\mathbb{P}\left[S \subseteq E_{\mathrm{ls}} \text { and } \operatorname{Max}^{\operatorname{Conn}_{\alpha_{1}}}(E \cup D) \leq \gamma_{0} \sqrt{N}\right] \\
& \leq \mathbb{P}[\text { There exists a witness } W \text { for } S]
\end{aligned}
$$

To conclude, we upper bound the probability that a witness exists.
For a fixed $W \subseteq V_{\mathcal{Q}}$, if $W$ is a witness for $S$ then there is a set $T \subseteq \Gamma_{X}(W)$ satisfying $|W| \leq c_{0}|T|$ and $T \subseteq D$.
Thus the probability that $W$ is a witness for $S$ is upper bounded by:

$$
\mathbb{P}[W \text { is a witness for } S] \leq \sum_{\substack{T \subseteq \Gamma_{x}(W): \\|W| \leq c_{0}|T|}} \mathbb{P}[T \subseteq D] \leq \sum_{\substack{T \subseteq \Gamma_{x}(W): \\|W| \leq c_{0}|T|}} p_{\text {synd }}^{|T|}
$$

Since the cardinality of $\Gamma_{X}(W)$ is upper bounded by $d_{C}|W|$, we have:

$$
\begin{aligned}
\mathbb{P}[W \text { is a witness for } S] & \leq \sum_{t \geq|W| / c_{0}} 2^{d_{C}|W|} p_{\mathrm{synd}}^{t} \\
& \leq \sum_{t \geq|W| / c_{0}}\left(2^{d_{C} c_{0}} p_{\text {synd }}\right)^{t}
\end{aligned}
$$

Equation (4.8) ensures $2^{d_{C} c_{0}} p_{\text {synd }}<1 / 2$ thus:

$$
\mathbb{P}[W \text { is a witness for } S] \leq 2\left(2^{d_{C}} p_{\text {synd }}^{1 / c_{0}}\right)^{|W|}
$$

Combining the previous inequalities we get:

$$
\begin{aligned}
\mathbb{P}\left[S \subseteq E_{\mathrm{ls}}\right] & \leq \mathbb{P}[\text { There exists a witness } W \text { for } S] \\
& \leq \sum_{\substack{W \in \mathcal{M}(S) \\
|W| \geq|S|}} \mathbb{P}[W \text { is a witness for } S] \\
& \leq 2 \sum_{\substack{W \in \mathcal{M}(S) \\
|W| \geq|S|}}\left(2^{d_{C}} p_{\text {synd }}^{1 / c_{0}}\right)^{|W|}
\end{aligned}
$$

$$
\leq \frac{2}{e d_{\mathcal{G}}^{|S|}} \sum_{w \geq|S|}\left(e d_{\mathcal{G}} 2^{d_{C}} p_{\text {synd }}^{1 / c_{0}}\right)^{w} \quad \text { by eq. (4.7). }
$$

Equation (4.8) ensures $e d_{\mathcal{G}} 2^{d_{C}} p_{\text {synd }}^{1 / c_{0}} \leq 1 / 2$ and $\frac{4}{e} e 2^{d_{C}} p_{\text {synd }}^{1 /\left(2 c_{0}\right)} \leq 1$ thus:

$$
\mathbb{P}\left[S \subseteq E_{\mathrm{ls}}\right] \leq \frac{4}{e}\left(e 2^{d_{C}} p_{\text {synd }}^{1 / c_{0}}\right)^{|S|} \leq\left(p_{\text {synd }}^{1 /\left(2 c_{0}\right)}\right)^{|S|}
$$

### 4.1.4 Locality of the small-set-flip algorithm

The goal of this section is to prove the locality property of Lemma 4.9.
We start with Lemma 4.19 below showing that if $\Gamma_{\mathcal{Q}}(K) \cap \Gamma_{\mathcal{Q}}(U \backslash K)=\varnothing$ then the syndrome of an error contained in $K$ is independent of the qubits outside $K$. The variable $A$ of this lemma will be set later to be either $A=E$ or $A=F_{i}$.

Lemma 4.19. We use the notations of Section 4.1.1.
Let $K \subseteq V_{\mathcal{Q}}$ be such that $\Gamma_{\mathcal{Q}}(K) \cap \Gamma_{\mathcal{Q}}(U \backslash K)=\varnothing$. Then for all $A \subseteq U$ :

$$
\sigma_{X}(A \cap K)=\sigma_{X}(A) \cap \Gamma_{X}(K)
$$

Proof. Let $\bar{K}:=V_{\mathcal{Q}} \backslash K$ be the complement of $K$ in $V_{\mathcal{Q}}$. We decompose $\sigma_{X}(A) \cap \Gamma_{X}(K)$ using the partition $A=(A \cap K) \uplus(A \cap \bar{K}):$

$$
\begin{aligned}
\sigma_{X}(A) \cap \Gamma_{X}(K) & =\left(\sigma_{X}(A \cap K) \oplus \sigma_{X}(A \cap \bar{K})\right) \cap \Gamma_{X}(K) \\
& =\left(\sigma_{X}(A \cap K) \cap \Gamma_{X}(K)\right) \oplus\left(\sigma_{X}(A \cap \bar{K}) \cap \Gamma_{X}(K)\right)
\end{aligned}
$$

On the one hand, we have $\sigma_{X}(A \cap K) \subseteq \Gamma_{X}(K)$ thus:

$$
\sigma_{X}(A \cap K) \cap \Gamma_{X}(K)=\sigma_{X}(A \cap K)
$$

On the other hand, we have $\sigma_{X}(A \cap \bar{K}) \subseteq \Gamma_{X}(A \cap \bar{K}) \subseteq \Gamma_{\mathcal{Q}}(A \cap \bar{K})$ and $\Gamma_{X}(K) \subseteq \Gamma_{\mathcal{Q}}(K)$ thus:

$$
\begin{array}{rlr}
\sigma_{X}(A \cap \bar{K}) \cap \Gamma_{X}(K) & \subseteq \Gamma_{\mathcal{Q}}(A \cap \bar{K}) \cap \Gamma_{\mathcal{Q}}(K) & \\
& \subseteq \Gamma_{\mathcal{Q}}(U \cap \bar{K}) \cap \Gamma_{\mathcal{Q}}(K) & \text { because } A \subseteq U \\
& =\Gamma_{\mathcal{Q}}(U \backslash K) \cap \Gamma_{\mathcal{Q}}(K) & \\
& =\varnothing &
\end{array}
$$

Combining the three equalities, we get Lemma 4.19.
In Lemma 4.20 below, we compare the way flipping a small-set $F \in \mathcal{F}$ affects a given syndrome $\widetilde{\sigma}$ and the way it affects the same syndrome restricted to the check-nodes which touch $K$.

Lemma 4.20. We use the notations of Section 4.1.1.
Let $\widetilde{\sigma} \subseteq C_{X}$ and let $K \subseteq V_{\mathcal{Q}}$ then for all $F \in \mathcal{F}$ :

$$
\text { (i) } \Delta\left(\widetilde{\sigma} \cap \Gamma_{X}(K), F\right) \leq \Delta(\widetilde{\sigma}, F), \quad \text { (ii) If } F \subseteq K \text { then } \Delta\left(\widetilde{\sigma} \cap \Gamma_{X}(K), F\right)=\Delta(\widetilde{\sigma}, F)
$$

Proof. We rewrite $\Delta(\widetilde{\sigma}, F)$ in the following way:

$$
\begin{aligned}
\Delta(\widetilde{\sigma}, F) & =|\widetilde{\sigma}|-\left|\widetilde{\sigma} \oplus \sigma_{X}(F)\right| \\
& =|\widetilde{\sigma}|-\left(|\widetilde{\sigma}|+\left|\sigma_{X}(F)\right|-2\left|\widetilde{\sigma} \cap \sigma_{X}(F)\right|\right) \\
& =2\left|\widetilde{\sigma} \cap \sigma_{X}(F)\right|-\left|\sigma_{X}(F)\right|
\end{aligned}
$$

The proof of item (i) is straightforward using the latter equality:

$$
\begin{aligned}
\Delta\left(\widetilde{\sigma} \cap \Gamma_{X}(K), F\right) & =2\left|\widetilde{\sigma} \cap \Gamma_{X}(K) \cap \sigma_{X}(F)\right|-\left|\sigma_{X}(F)\right| \\
& \leq 2\left|\widetilde{\sigma} \cap \sigma_{X}(F)\right|-\left|\sigma_{X}(F)\right| \\
& =\Delta(\widetilde{\sigma}, F) .
\end{aligned}
$$

Under the assumption $F \subseteq K$ of item (ii), we have $\Gamma_{X}(K) \cap \sigma_{X}(F)=\sigma_{X}(F)$ hence the inequality above is an equality and thus item (ii) holds.

We are now ready to prove Lemma 4.9.
Proof of Lemma 4.9. Let:

$$
E^{\prime}:=E \cap K, \quad \quad D^{\prime}:=D \cap \Gamma_{X}(K), \quad \quad \hat{E}^{\prime}:=\hat{E} \cap K
$$

Lemma 4.9 asserts that there is a valid execution of Algorithm 3 with input $\left(E^{\prime}, D^{\prime}\right)$, output $\hat{E}^{\prime}$ and support $K$. Hence we would like to find some small-sets $F_{0}^{\prime}, \ldots, F_{f^{\prime}-1}^{\prime} \in \mathcal{F}$ such that if we define

$$
\left\{\begin{array}{l}
\widetilde{\sigma}_{0}^{\prime}:=\sigma_{X}\left(E^{\prime}\right) \oplus D^{\prime},  \tag{4.9}\\
\widetilde{\sigma}_{j+1}^{\prime}:=\widetilde{\sigma}_{j}^{\prime} \oplus \sigma_{X}\left(F_{j}^{\prime}\right) \quad \text { for } j \in \llbracket 0 ; f^{\prime}-1 \rrbracket
\end{array}\right.
$$

then we have the following four properties:
(i) $\hat{E}^{\prime}=F_{0}^{\prime} \oplus \ldots \oplus F_{f^{\prime}-1}^{\prime}$,
(ii) $K=E^{\prime} \cup F_{0}^{\prime} \cup \ldots \cup F_{f^{\prime}-1}^{\prime}$,
(iii) $\forall j \in \llbracket 0 ; f^{\prime}-1 \rrbracket: \Delta\left(\widetilde{\sigma}_{j}^{\prime}, F_{j}^{\prime}\right) \geq \beta_{1}\left|\sigma_{X}\left(F_{j}^{\prime}\right)\right|$,
(iv) $\forall F \in \mathcal{F}: \Delta\left(\widetilde{\sigma}_{f^{\prime}}^{\prime}, F\right)<\beta_{1}\left|\sigma_{X}(F)\right|$.

For any $i \in \llbracket 0 ; f \rrbracket$, the set $F_{i}$ is a subset of the support of an $X$-type generator $g \in C_{Z}$. If we assume by contradiction that $F_{i} \nsubseteq K$ and $F_{i} \cap K \neq \varnothing$ then we have $g \in \Gamma_{\mathcal{Q}}\left(F_{i} \backslash K\right) \subseteq \Gamma_{\mathcal{Q}}(U \backslash K)$ and $g \in \Gamma_{\mathcal{Q}}\left(F_{i} \cap K\right)$. This contradicts the hypothesis $\Gamma_{\mathcal{Q}}(K) \cap \Gamma_{\mathcal{Q}}(U \backslash K)=\varnothing$ and thus we must have either $F_{i} \subseteq K$ or $F_{i} \cap K=\varnothing$. Let $i_{0}<\ldots<i_{f^{\prime}-1} \in \llbracket 0 ; f-1 \rrbracket$ be the steps of the algorithm such that $F_{i_{k}} \subseteq K$ and let us prove that the sets $F_{0}^{\prime}=F_{i_{0}}, \ldots, F_{f^{\prime}}^{\prime}=F_{i_{f^{\prime}-1}}$ are appropriate. By definition we have:

$$
\begin{array}{ll}
F_{i} \cap K=F_{i} & \text { if } i \in\left\{i_{0}, \ldots, i_{f^{\prime}-1}\right\}, \\
F_{i} \cap K=\varnothing & \text { if } i \notin\left\{i_{0}, \ldots, i_{f^{\prime}-1}\right\} . \tag{4.10}
\end{array}
$$

Using the previous statements we can easily prove item (i):

$$
\hat{E}^{\prime}=\hat{E} \cap K=\left(\bigoplus_{i=0}^{f-1} F_{i}\right) \cap K=\bigoplus_{i=0}^{f-1}\left(F_{i} \cap K\right)=\bigoplus_{j=0}^{f^{\prime}-1} F_{j}^{\prime} .
$$

Item (ii) is proved in the same manner:

$$
K=U \cap K=\left(E \cup \bigcup_{i=0}^{f-1} F_{i}\right) \cap K=(E \cap K) \cup \bigcup_{i=0}^{f-1}\left(F_{i} \cap K\right)=E^{\prime} \cup \bigcup_{j=0}^{f^{\prime}-1} F_{j}^{\prime}
$$

Before proving items (iii) and (iv), we need to show that the sets $\widetilde{\sigma}_{j}^{\prime}$ defined by eq. (4.9) satisfy eq. (4.11) below:

$$
\begin{align*}
& \widetilde{\sigma}_{j}^{\prime}=\widetilde{\sigma}_{i_{j}} \cap \Gamma_{X}(K) \quad \text { for } j \in \llbracket 0 ; f^{\prime}-1 \rrbracket, \\
& \widetilde{\sigma}_{f^{\prime}}^{\prime}=\widetilde{\sigma}_{f} \cap \Gamma_{X}(K) . \tag{4.11}
\end{align*}
$$

For $i \in \llbracket 0 ; f \rrbracket$, let $\widetilde{\sigma}_{i}^{\prime \prime}:=\widetilde{\sigma}_{i} \cap \Gamma_{X}(K)$ then we have:

$$
\begin{aligned}
\widetilde{\sigma}_{0}^{\prime \prime} & =\widetilde{\sigma}_{0} \cap \Gamma_{X}(K) \\
& =\left(\sigma_{X}(E) \oplus D\right) \cap \Gamma_{X}(K) \\
& =\left(\sigma_{X}(E) \cap \Gamma_{X}(K)\right) \oplus D^{\prime} \\
& =\sigma_{X}\left(E^{\prime}\right) \oplus D^{\prime}
\end{aligned}
$$

$$
\text { by Lemma } 4.19 \text { applied with } W=E \text {. }
$$

Similarly, for $i \in \llbracket 0 ; f-1 \rrbracket$ :

$$
\begin{aligned}
\widetilde{\sigma}_{i+1}^{\prime \prime} & =\widetilde{\sigma}_{i+1} \cap \Gamma_{X}(K) & & \\
& =\left(\widetilde{\sigma}_{i} \oplus \sigma_{X}\left(F_{i}\right)\right) \cap \Gamma_{X}(K) & & \\
& =\widetilde{\sigma}_{i}^{\prime \prime} \oplus\left(\sigma_{X}\left(F_{i}\right) \cap \Gamma_{X}(K)\right) & & \text { by distributivity, } \\
& =\widetilde{\sigma}_{i}^{\prime \prime} \oplus \sigma_{X}\left(F_{i} \cap K\right) & & \text { by Lemma } 4.19 \text { applied with } W=F_{i} .
\end{aligned}
$$

Using eq. (4.10), the sets $\widetilde{\sigma}_{i}^{\prime \prime}$ satisfy:

$$
\begin{cases}\widetilde{\sigma}_{0}^{\prime \prime}=\sigma_{X}\left(E^{\prime}\right) \oplus D^{\prime}, &  \tag{4.12}\\ \widetilde{\sigma}_{i+1}^{\prime \prime}=\widetilde{\sigma}_{i}^{\prime \prime} \oplus \sigma_{X}\left(F_{i}\right) & \text { if } i \in\left\{i_{0}, \ldots, i_{f^{\prime}-1}\right\}, \\ \widetilde{\sigma}_{i+1}^{\prime \prime}=\widetilde{\sigma}_{i}^{\prime \prime} & \text { if } i \notin\left\{i_{0}, \ldots, i_{f^{\prime}-1}\right\}\end{cases}
$$

When we compare eq. (4.9) and eq. (4.12), an induction yields:

$$
\begin{aligned}
& \sigma_{0}^{\prime}=\widetilde{\sigma}_{0}^{\prime \prime}=\ldots=\widetilde{\sigma}_{i_{0}}^{\prime \prime}, \\
& \sigma_{j+1}^{\prime}=\widetilde{\sigma}_{i_{j}+1}^{\prime \prime}=\ldots=\widetilde{\sigma}_{i_{j+1}}^{\prime \prime} \quad \text { for } j \in \llbracket 0 ; f^{\prime}-2 \rrbracket, \\
& \sigma_{f^{\prime}}^{\prime}=\widetilde{\sigma}_{i_{f^{\prime}-1}+1}^{\prime \prime}=\ldots=\widetilde{\sigma}_{f}^{\prime \prime} .
\end{aligned}
$$

Hence eq. (4.11) hold.

We are now ready to prove items (iii) and (iv). By hypothesis, we have a valid execution of Algorithm 3 with input $(E, D)$, output $\hat{E}$ and support $U$, thus:

$$
\begin{align*}
& \forall i \in \llbracket 0 ; f-1 \rrbracket: \Delta\left(\widetilde{\sigma}_{i}, F_{i}\right) \geq \beta_{1}\left|\sigma_{X}\left(F_{i}\right)\right|,  \tag{4.13}\\
& \forall F \in \mathcal{F}: \Delta\left(\widetilde{\sigma}_{f}, F\right)<\beta_{1}\left|\sigma_{X}(F)\right| \tag{4.14}
\end{align*}
$$

Hence item (iii) holds because for all $j \in \llbracket 0 ; f^{\prime}-1 \rrbracket$ :

$$
\begin{aligned}
\Delta\left(\widetilde{\sigma}_{j}^{\prime}, F_{j}^{\prime}\right) & =\Delta\left(\widetilde{\sigma}_{i_{j}} \cap \Gamma_{X}(K), F_{j}^{\prime}\right) \\
& =\Delta\left(\widetilde{\sigma}_{i_{j}}, F_{j}^{\prime}\right) \\
& \geq \beta_{1}\left|\sigma_{X}\left(F_{j}^{\prime}\right)\right|
\end{aligned}
$$

by eq. (4.11),

$$
\text { by Lemma } 4.20 \text { (ii), }
$$

by eq. (4.13).

For item (iv), let $F \in \mathcal{F}$ then:

$$
\begin{aligned}
\Delta\left(\widetilde{\sigma}_{f^{\prime}}^{\prime}, F\right) & =\Delta\left(\widetilde{\sigma}_{f} \cap \Gamma_{X}(K), F\right) \\
& \leq \Delta\left(\widetilde{\sigma}_{f}, F\right) \\
& <\beta_{1}\left|\sigma_{X}(F)\right|
\end{aligned}
$$

by eq. (4.11),
by Lemma 4.20 (i),
by eq. (4.14).

### 4.1.5 Percolation

The aim of this section is to prove Theorem 4.24 where a percolation process is performed on a graph $\mathcal{G}$ with degree upper bounded by $d_{\mathcal{G}} \geq 3$. In the particular case where $\mathcal{G}$ is the syndrome adjacency graph, Theorem 4.24 turns into Lemma 4.18 that we have used to prove Theorem 4.6. Let $\mathcal{V}$ be the set of vertices of $\mathcal{G}$. Then a percolation process picks a random set $Y \subseteq \mathcal{V}$ and the question we are interested in is to compute the probability that $Y$ contains a large connected $\alpha$-subset in the sense of Definition 4.11. We assume that $Y$ follows a local stochastic model, see Definition 4.5 that we rewrite in Definition 4.21 below.

Definition 4.21 (Local stochastic noise model). Let $\mathcal{V}$ be a set of nodes and $p \in[0 ; 1]$. A random variable $Y \subseteq \mathcal{V}$ follows a local stochastic model with parameter $p$ if and only if for all $S \subseteq \mathcal{V}$ :

$$
\mathbb{P}[S \subseteq Y] \leq p^{|S|}
$$

In this section we use the following upper bound holding for all integers $n, k \in \mathbb{N}$ :

$$
\begin{equation*}
\binom{n}{k} \leq 2^{n h(k / n)} \tag{4.15}
\end{equation*}
$$

where $h(x):=-x \log _{2}(x)-(1-x) \log _{2}(1-x)$ is the binary entropy function.
The first part of this section is dedicated to derive an upper bound on the number of connected sets of a degree bounded graph as stated in Lemma 4.22 and Corollary 4.23. The proof of Lemma 4.22 uses the Raney numbers [84] and follows the proof of [109].

Lemma 4.22 ( $[84,109])$. Let $\mathcal{G}$ be a graph with degree upper bounded by $d_{\mathcal{G}} \geq 3$ and let $\mathcal{V}$ be the set of vertices. For any integer $s \geq 1$, the number of connected sets of $\mathcal{G}$ with size $s$ satisfies:

$$
\left|\mathcal{C}_{s}(\mathcal{G})\right| \leq|\mathcal{V}| \frac{d_{\mathcal{G}}}{s\left(s\left(d_{\mathcal{G}}-2\right)+2\right)}\binom{s\left(d_{\mathcal{G}}-1\right)}{s-1}
$$

Proof. The main tool for this proof is the set $\mathcal{T}(s)$ of labeled rooted trees with maximum degree $d_{\mathcal{G}}$ and size $s$. An element of $\mathcal{T}(s)$ is a directed tree (a directed graph without cycle) with $s$ vertices and a particular vertex called the root such that the edges are directed from the root to the leaves of the tree. Note that the in-degree is 0 for the root and 1 for the other vertices and, in addition, we require the out-degree to be at most $d_{\mathcal{G}}$ for the root and at most $d_{\mathcal{G}}-1$ for the other vertices. Finally, the trees are labeled meaning that for each vertex $v$, the directed edges
whose tail is $v$ are injectively labeled with labels in $\llbracket 1 ; d_{\mathcal{G}} \rrbracket$ if $v$ is the root and with labels in $\llbracket 1 ; d_{\mathcal{G}}-1 \rrbracket$ if $v$ is not the root. By [84], we have:

$$
|\mathcal{T}(s)|=R\left(d_{\mathcal{G}}-1, s-1, d_{\mathcal{G}}\right):=\frac{d_{\mathcal{G}}}{s\left(d_{\mathcal{G}}-2\right)+2}\binom{s\left(d_{\mathcal{G}}-1\right)}{s-1} .
$$

where $R(a, b, c)$ are the Raney numbers.
From the graph $\mathcal{G}$, we construct the oriented graph $\mathcal{G}_{0}$ where each non-oriented edge has been replaced by two opposite oriented edges. Similarly than for the trees, we fix some labeling of $\mathcal{G}_{0}$ : the directed edges whose tail is some node $v$ are injectively labeled with labels in $\llbracket 1 ; d_{\mathcal{G}} \rrbracket$.

Let $v \in \mathcal{V}$ and let $\mathcal{C}_{s}(v)$ be the set of connected sets $X \in \mathcal{C}_{s}(\mathcal{G})$ such that $v \in X$. Let $X \in \mathcal{C}_{s}(v)$ then there is at least one spanning tree $T_{0}$ of $X$ in $\mathcal{G}_{0}$. From $T_{0}$, we get a labeled rooted tree $T \in \mathcal{T}(s)$ by fixing $v$ as the root and using the labels in $\mathcal{G}_{0}$. We need to make a comment at this point: the labeling for $T$ is not exactly the same as the one for $T_{0}$ as we explain below. The difficulty is that the labels in $T$ are in $\llbracket 1 ; d_{\mathcal{G}}-1 \rrbracket$ (for edges whose tail is not the root) whereas the label $d_{\mathcal{G}}$ is allowed in $T_{0}$. Let $v_{1}$ be a vertex in $T_{0}$ which is not the root, let $v_{0}$ be the father of $v_{1}$ and let $i$ be the label in $T_{0}$ of the oriented edge from $v_{1}$ to $v_{0}$. If $j$ is the label in $T_{0}$ of another edge whose tail is $v_{1}$ then this edge in $T$ has label $j$ if $j<i$ and $j-1$ if $j>i$.

Once a vertex $v \in \mathcal{V}$ has been fixed, the above procedure builds at least one labeled rooted tree from a given $X \in \mathcal{C}_{s}(v)$ and conversely, any $T \in \mathcal{T}(s)$ can be obtained from at most one connected set $X \in \mathcal{C}_{s}(v)$. Hence $\left|\mathcal{C}_{s}(v)\right| \leq|\mathcal{T}(s)|$. In the sum $\sum_{v \in \mathcal{V}}\left|\mathcal{C}_{s}(v)\right|$, each connected set of $\mathcal{G}$ is counted $s$ times. Therefore:

$$
\left|\mathcal{C}_{s}(\mathcal{G})\right|=\frac{1}{s} \sum_{v \in \mathcal{V}}\left|\mathcal{C}_{s}(v)\right| \leq|\mathcal{V}| \frac{d_{\mathcal{G}}}{s\left(s\left(d_{\mathcal{G}}-2\right)+2\right)}\binom{s\left(d_{\mathcal{G}}-1\right)}{s-1} .
$$

Corollary 4.23. Let $\mathcal{G}$ be a graph with degree upper bounded by $d_{\mathcal{G}} \geq 3$ and let $\mathcal{V}$ be the set of vertices of $\mathcal{G}$. For any integer $s \geq 1$, the number of connected sets of $\mathcal{G}$ with size $s$ satisfies:

$$
\left|\mathcal{C}_{s}(\mathcal{G})\right| \leq|\mathcal{V}| K^{s}
$$

where $K=K\left(d_{\mathcal{G}}\right):=\left(d_{\mathcal{G}}-1\right)\left(1+\frac{1}{d_{\mathcal{G}}-2}\right)^{d_{\mathcal{G}}-2}$.
Proof. From Lemma 4.22, we have:

$$
\begin{array}{rlr}
\left|\mathcal{C}_{s}(\mathcal{G})\right| & \leq|\mathcal{V}| \frac{d_{\mathcal{G}}}{s\left(s\left(d_{\mathcal{G}}-2\right)+2\right)}\binom{s\left(d_{\mathcal{G}}-1\right)}{s-1} \\
& =|\mathcal{V}| \frac{d_{\mathcal{G}}}{\left(s\left(d_{\mathcal{G}}-2\right)+1\right)\left(s\left(d_{\mathcal{G}}-2\right)+2\right)}\binom{s\left(d_{\mathcal{G}}-1\right)}{s} & \\
& \leq|\mathcal{V}|\binom{s\left(d_{\mathcal{G}}-1\right)}{s} & \text { since } s \geq 1 \text { and } d_{\mathcal{G}} \geq 2, \\
& \leq|\mathcal{V}|^{s\left(d_{\mathcal{G}}-1\right) h\left(1 /\left(d_{\mathcal{G}}-1\right)\right)} & \text { by eq. (4.15), } \\
& =|\mathcal{V}|\left(\left(d_{\mathcal{G}}-1\right)\left(1+\frac{1}{d_{\mathcal{G}}-2}\right)^{d_{\mathcal{G}}-2}\right)^{s} . &
\end{array}
$$

Theorem 4.24 ( $\alpha$-percolation). Let $\mathcal{G}$ be a graph with degree upper bounded by $d_{\mathcal{G}} \geq 3$ and let $\mathcal{V}$ be the set of vertices of $\mathcal{G}$. Let $\alpha \in(0,1]$, let $t \geq 1$ be an integer and let $p_{\mathrm{th}}$ be defined by:

$$
p_{\mathrm{th}}=\left(\frac{2^{-h(\alpha)}}{\left(d_{\mathcal{G}}-1\right)\left(1+\frac{1}{d_{\mathcal{G}}-2}\right)^{d_{\mathcal{G}}-2}}\right)^{\frac{1}{\alpha}}
$$

where $h(\alpha)=-\alpha \log _{2} \alpha-(1-\alpha) \log _{2}(1-\alpha)$ is the binary entropy function. Then, for any random variable $Y \subseteq \mathcal{V}$ satisfying the local stochastic noise property of Definition 4.21 with parameter $p<p_{\mathrm{th}}$, we have

$$
\mathbb{P}\left[\operatorname{MaxConn}_{\alpha}(Y) \geq t\right] \leq C|\mathcal{V}|\left(\frac{p}{p_{\mathrm{th}}}\right)^{\alpha t}
$$

where $1 / C=\left(1-2^{h(\alpha) / \alpha} p\right)\left(1-\left(\frac{p}{p_{\text {th }}}\right)^{\alpha}\right)$.
Proof. Let $\mathcal{C}_{s}(\mathcal{G})$ be the set of connected sets of vertices of size $s$ in $\mathcal{G}$. Applying a union bound, we obtain

$$
\begin{aligned}
\mathbb{P}\left[\operatorname{Max}_{\operatorname{Conn}}^{\alpha}(Y) \geq t\right] & =\mathbb{P}\left[\exists s \geq t, \exists X \in \mathcal{C}_{s}(\mathcal{G}):|X \cap Y| \geq \alpha|X|\right] \\
& \leq \sum_{s \geq t} \sum_{X \in \mathcal{C}_{s}(\mathcal{G})} \mathbb{P}[|X \cap Y| \geq \alpha|X|]
\end{aligned}
$$

Let us first consider the quantity $\mathbb{P}[|X \cap Y| \geq \alpha|X|]$ for a set $X \in \mathcal{C}_{s}(\mathcal{G})$ :

$$
\begin{aligned}
\mathbb{P}[|X \cap Y| \geq \alpha|X|] & \leq \sum_{m \geq \alpha s} \sum_{\substack{X^{\prime} \subseteq X: \\
\left|X^{\prime}\right|=m}} \mathbb{P}\left[X \cap Y=X^{\prime}\right] \\
& \leq \sum_{m \geq \alpha s} \sum_{\substack{X^{\prime} \subseteq X: \\
\left|X^{\prime}\right|=m}} \mathbb{P}\left[X^{\prime} \subseteq Y\right] \\
& \leq \sum_{m \geq \alpha s} \sum_{\substack{X^{\prime} \subseteq X: \\
\left|X^{\prime}\right|=m}} p^{m} \\
& \leq \sum_{m \geq \alpha s}\binom{s}{m} p^{m}
\end{aligned}
$$

Using eq. (4.15):

$$
\mathbb{P}[|X \cap Y| \geq \alpha|X|] \leq \sum_{m \geq \alpha s}\left(2^{\frac{s}{m} h\left(\frac{m}{s}\right)} p\right)^{m}
$$

Since $(x \mapsto h(x) / x)$ is non increasing on $[\alpha, 1]$ :

$$
\begin{aligned}
\mathbb{P}[|X \cap Y| \geq \alpha|X|] & \leq \sum_{m \geq \alpha s}\left(2^{h(\alpha) / \alpha} p\right)^{m} \\
& \leq \frac{\left(2^{h(\alpha) / \alpha} p\right)^{\alpha s}}{1-2^{h(\alpha) / \alpha} p}
\end{aligned}
$$

Let $K:=\left(d_{\mathcal{G}}-2\right)\left(1+\frac{1}{d_{\mathcal{G}}-2}\right)^{d_{\mathcal{G}}-2}$ as defined in Corollary 4.23 then:

$$
\begin{array}{rlr}
\mathbb{P}\left[\operatorname{Max}_{\operatorname{Conn}}^{\alpha}(Y) \geq t\right] & \leq \sum_{s \geq t} \sum_{X \in \mathcal{C}_{s}(\mathcal{G})} \mathbb{P}[|X \cap Y| \geq \alpha|X|] \\
& \leq \frac{1}{1-2^{h(\alpha) / \alpha} p} \sum_{s \geq t}\left|\mathcal{C}_{s}(\mathcal{G})\right| 2^{h(\alpha) s} p^{\alpha s} \quad \text { by the union bound } \\
& \leq \frac{|\mathcal{V}|}{1-2^{h(\alpha) / \alpha} p} \sum_{s \geq t}\left(K 2^{h(\alpha)} p^{\alpha}\right)^{s} \quad \text { by Corollary 4.23 } \\
& \leq \frac{|\mathcal{V}|}{1-2^{h(\alpha) / \alpha} p} \frac{\left(K 2^{h(\alpha)} p^{\alpha}\right)^{t}}{1-K 2^{h(\alpha)} p^{\alpha}}
\end{array}
$$

Observing that $p_{\mathrm{th}}=\left(\frac{1}{K 2^{h(\alpha)}}\right)^{1 / \alpha}$, we obtain the desired result.

### 4.2 Parallel decoding

In this chapter, we introduce a parallel implementation for the small-set-flip algorithm where many small-sets are flipped in each round (Algorithm 4). Unlike the sequential decoder presented in Section 4.1, Algorithm 4 stops after a fixed number of rounds $f \in \mathbb{N}$ even though there still exists some small-sets that decrease the final syndrome weight when flipped.
In Section 4.2.4, $f$ is set to be a constant integer independent of the initial syndrome weight and hence the decoder runs in constant time. This is particularly relevant in the context of fault-tolerant quantum computation where we do not want to give time for the errors to accumulate. The drawback is that the residual error satisfies the local stochastic condition with a constant parameter independent of the initial local stochastic parameters. In particular when the syndrome measurement is perfect, the errors on the qubits are not entirely corrected.
In Section 4.2.5, the integer $f$ is set to be logarithmic in the initial syndrome weight. In that case, the residual error has local stochastic parameter $p_{\text {ls }}:=p_{\text {synd }}^{c}$ where $c$ is a constant and $p_{\text {synd }}$ is the local stochastic parameter of the syndrome error. In particular, for perfect syndrome measurements where $p_{\text {synd }}=0$, we have $p_{\mathrm{ls}}=0$ and thus there is no residual error on the qubits after correction.

### 4.2.1 Notations

In Section 4.2, we keep the notations of Section 4.1.1 running Algorithm 4 defined below instead of Algorithm 3. In particular, $(E, D)$ is the input of Algorithm $4, \hat{E}$ its output and $U=E \cup F_{0} \cup \ldots \cup F_{f-1}$ its execution support. We also use the notation $C_{Z}^{k}$ defined in Lemma 4.25 and define the additional positive constants:

$$
\begin{array}{cc}
\chi:=\left(d_{C}\left(d_{V}-1\right)+1\right)\left(d_{V}\left(d_{C}-1\right)+1\right), & \eta:=1-\frac{\beta_{1} c_{1}}{d_{V} d_{C} \chi\left(d_{V}+d_{C}\right)}<1, \\
c_{5}:=1-\eta+\frac{\beta_{1} c_{2}}{d_{V} d_{C} \chi\left(d_{V}+d_{C}\right)}, & c_{6}:=\frac{c_{5}}{1-\eta} .
\end{array}
$$

For Section 4.2.4, we fix a parameter $c>1$ and define:

$$
\begin{aligned}
f_{0}=f_{0}(c):=\chi\left[\frac{\log \left(\frac{8 c}{\beta_{0} d_{V}}\right)}{-\log (\eta)}\right\rceil, & c_{7}=c_{7}(c):=\frac{2}{\beta_{0} d_{V}}\left(1+\eta^{f_{0} / \chi}+c_{6}\right), \\
c_{8}=c_{8}(c):=\left(4 c c_{7} c_{3}+c_{4}\right)^{-1}, & c_{9}=c_{9}(c):=\left(c_{3}+\frac{c_{4}}{4 c c_{7}}\right)^{-1} .
\end{aligned}
$$

For Section 4.2.5 we define:

$$
f_{1}: s \mapsto \chi\left\lceil\frac{\log \left(\frac{2 s}{\beta_{0} d_{V}}\right)}{-\log (\eta)}\right\rceil+1, \quad \quad c_{0}^{\prime}:=\left\lceil\frac{2\left(1+c_{6}\right)}{\beta_{0} d_{V}}\right\rceil .
$$

### 4.2.2 Definition of the decoder

The sequential small-set-flip algorithm (Algorithm 3) flips one small-set per step. It is possible to parallelize this procedure by flipping many small-sets belonging to the support of different $X$-type generators and such that their syndromes do not intersect. For that, we introduce in Lemma 4.25 a coloring of the $X$-type generators represented by the sets $C_{Z}^{k}$ : if $g_{1}$ and $g_{2}$ have the same color then $\sigma_{X}\left(F_{1}\right) \cap \sigma_{X}\left(F_{2}\right)=\varnothing$ for any $F_{1} \subseteq \Gamma_{Z}\left(g_{1}\right)$ and $F_{2} \subseteq \Gamma_{Z}\left(g_{2}\right)$.

Lemma 4.25. We use the notations of Section 4.1.1.
There is a partition $C_{Z}=\biguplus_{k=1}^{\chi} C_{Z}^{k}$ for the $X$-type generators such that for all $k \in \llbracket 1 ; \chi \rrbracket$ and all $g_{1}, g_{2} \in C_{Z}^{k}$, we have:

$$
\Gamma_{X}\left(\Gamma_{Z}\left(g_{1}\right)\right) \cap \Gamma_{X}\left(\Gamma_{Z}\left(g_{2}\right)\right)=\varnothing \text {. }
$$

Proof. Let $G_{0}$ be a graph with vertex set $C_{Z}$ where $g_{1}, g_{2} \in C_{Z}$ are connected if and only if $\Gamma_{X}\left(\Gamma_{Z}\left(g_{1}\right)\right) \cap$ $\Gamma_{X}\left(\Gamma_{Z}\left(g_{2}\right)\right) \neq \varnothing$. In other words the incidence relation $\Gamma_{0}$ is defined for all $g \in C_{Z}$ to be:

$$
\Gamma_{0}(g)=\Gamma_{Z}\left(\Gamma_{X}\left(\Gamma_{X}\left(\Gamma_{Z}(g)\right)\right)\right)
$$

The sets $C_{Z}^{1}, \ldots, C_{Z}^{\chi}$ are defined as a coloring of the graph $G_{0}$. The degree of $G_{0}$ is $\chi-1$ thus its chromatic number is upper bounded by $\chi$.

Lemma 4.25 leads to Algorithm 4 below which is a parallelized version of Algorithm 3. It is important to note a difference with Algorithm 3 though: instead of running until no flips reduce the syndrome weight, Algorithm 4 runs for a fixed number of steps $f$ and may have some final steps that do not reduce the syndrome weight.

```
Algorithm 4 : the parallel small-set-flip decoder for noisy syndrome measurements with \(f=f(|\widetilde{\sigma}|)\) steps.
Input: the observed syndrome \(\widetilde{\sigma} \subseteq C_{X}\).
Output: a guess for the error \(\hat{E} \subseteq V_{\mathcal{Q}}\).
    \(\hat{E}_{0}=\varnothing ; \widetilde{\sigma}_{0}=\widetilde{\sigma}\)
    for \(i \in \llbracket 0 ; f-1 \rrbracket\) do \(\quad / / f=f(|\widetilde{\sigma}|)\) is a parameter of the algorithm
        \(k=i \bmod \chi \quad / /\) Current color
        in parallel for \(g \in C_{Z}^{k}\) do
        if \(\mathcal{F}_{g}:=\left\{F \in \mathcal{F}: F \subseteq \Gamma_{Z}(g), \Delta\left(\widetilde{\sigma}_{i}, F\right) \geq \beta_{1}\left|\sigma_{X}(F)\right|\right\} \neq \varnothing\) then
            Pick \(F_{g} \in \mathcal{F}_{g}\) arbitrarily
        else
            \(F_{g}=\varnothing\)
        end if
    end parallel for
    \(F_{i}=\bigoplus_{g \in C_{Z}^{k}} F_{g}\)
    \(\hat{E}_{i+1}=\hat{E}_{i} \oplus F_{i}\)
    \(\tilde{\sigma}_{i+1}=\widetilde{\sigma}_{i} \oplus \sigma_{X}\left(F_{i}\right) \quad / / \widetilde{\sigma}_{i+1}=\sigma_{X}\left(E \oplus \hat{E}_{i+1}\right) \oplus D\)
end for
return \(\hat{E}_{i}\)
```

    \(/ / \widetilde{\sigma}=\sigma(E) \oplus D\) for some \(E \subseteq V_{\mathcal{Q}}, D \subseteq C_{X}\)
    Remark 4.26. Assume we establish a list of all the small-sets that are flipped by Algorithm 4 on some input, then Algorithm 3 could flip these small-sets in the same order. As a consequence, if we define $U=E \cup F_{0} \cup \ldots \cup F_{f-1}$ the execution support of Algorithm 4 then Corollary 4.12 implies that the set $U \cup D$ is a $2 \alpha_{1}$-subset of $E \cup D$ and Lemma 4.3 provides:

$$
|U| \leq c_{3}|E|+c_{4}|D|
$$

We will use Algorithm 4 in two cases: when the number of steps $f$ is a fixed constant and when $f$ grows logarithmically with the size of the input syndrome.

### 4.2.3 Analysis of the parallel decoder

In this section we show two useful properties we will use later in Section 4.2.4 and Section 4.2.5: Algorithm 4 is local (Lemma 4.27) and the weight of the observed syndrome decreases rapidly (Lemma 4.28 and Lemma 4.29).

Lemma 4.27 (Locality for Algorithm 4). We use the notations of Section 4.2.1.
For any $K \subseteq U$ with $K \cap \Gamma_{\mathcal{G}}(U \backslash K)=\varnothing$, there is a valid execution of Algorithm 4 on the input $(E \cap K, D \cap$ $\left.\Gamma_{X}(K)\right)$ whose output is $\hat{E} \cap K$ and whose support is $U \cap K$.

Proof. The proof of Lemma 4.27 follows the same scheme than the proof of Lemma 4.9 presented in Section 4.1.4.

Lemma 4.28. We use the notations of Section 4.2.1. If we assume $|U| \leq \gamma_{0} \sqrt{N}$ then:

$$
\left|\widetilde{\sigma}_{\chi}\right| \leq \eta\left|\widetilde{\sigma}_{0}\right|+c_{5}|D| .
$$

Proof. Our strategy is to find a step $i \in \llbracket 0 ; \chi-1 \rrbracket$ where the weight of the observed syndrome decreases a lot. Using Lemma 4.1, we are already able to build many small-sets (the elements of $\mathcal{F}^{*}$ ) which would decrease $\left|\widetilde{\sigma}_{0}\right|$, but we have to face two difficulties to prove that the syndrome decreasing stated in Lemma 4.28 holds.
The first difficulty is that two flips $F, F^{\prime} \in \mathcal{F}^{*}$ can be subsets of the same generator $g \in C_{Z}$ and thus the decoder cannot flip both in one step. However, if for each generator $g \in C_{Z}$ we pick some $F_{g}^{*} \in \mathcal{F}^{*}$ then the number of $F_{g}^{*}$ which are not empty is a fraction of $\left|\mathcal{F}^{*}\right|$. Thus, using the set $\left\{F_{g}^{*}: g \in C_{Z}\right\}$ instead of $\mathcal{F}^{*}$ will tackle the first difficulty.
Let $i \in \llbracket 0 ; \chi-1 \rrbracket$ be the step at which the small-set corresponding to some $X$-type generator $g$ is flipped. The second difficulty is that even though flipping $F_{g}^{*}$ decreases the weight of $\widetilde{\sigma}_{0}$, there is no guarantee that this flip decreases the weight of $\widetilde{\sigma}_{i}$ as well. Indeed, we could have $\Delta\left(\widetilde{\sigma}_{i}, F_{g}^{*}\right) \neq \Delta\left(\widetilde{\sigma}_{0}, F_{g}^{*}\right)$ due to the fact that we have flipped another small-set $F$ in one of the prior steps. However, by the LDPC property, each flip $F$ affects at most a constant number of $F_{g}^{*}$ and as a consequence, either we flip many small-sets before flipping a given color $k \in \llbracket 0 ; \chi-1 \rrbracket$ or the majority of the flips with the color $k$ are done.
Finally, if we identify $k \in \llbracket 0 ; \chi-1 \rrbracket$ the most represented color in $\mathcal{F}^{*}$ and $i \in \llbracket 0 ; \chi-1 \rrbracket$ the step where the decoder flips the generators with color $k$, then the weight of the observed syndrome will decrease a lot either before step $i$ or at step $i$.

Here is the formal proof of the statement. We have $|E| \leq|U| \leq \gamma_{0} \sqrt{N}$ thus Lemma 4.1 provides a set $\mathcal{F}^{*} \subseteq \mathcal{F}$. For all $X$-type generator $g \in C_{Z}$, we define:

$$
\mathcal{F}_{g}:=\left\{F \in \mathcal{F}: F \subseteq \Gamma_{Z}(g), \Delta\left(\widetilde{\sigma}_{0}, F\right) \geq \beta_{1}\left|\sigma_{X}(F)\right|\right\}, \quad \quad \mathcal{F}_{g}^{*}:=\mathcal{F}^{*} \cap \mathcal{F}_{g}
$$

In addition, we define a set $F_{g}^{*} \in \mathcal{F}_{g}^{*}$ in the following manner:

$$
\left\{\begin{array}{l}
\text { If } \mathcal{F}_{g}^{*} \neq \varnothing \text { then } F_{g}^{*}:=\underset{F \in \mathcal{F}_{g}^{*}}{\arg \max }\left|\sigma_{X}(F)\right|, \\
\text { If } \mathcal{F}_{g}^{*}=\varnothing \text { then } F_{g}^{*}:=\varnothing
\end{array}\right.
$$

By Lemma 4.1 (ii), the small-sets in $\mathcal{F}_{g}^{*}$ are disjoint thus:

$$
\left|\mathcal{F}_{g}^{*}\right| \leq\left|\Gamma_{Z}(g)\right|=d_{V}+d_{C}
$$

Hence:

$$
\begin{equation*}
\sum_{F \in \mathcal{F}_{g}^{*}}\left|\sigma_{X}(F)\right| \leq\left|\sigma_{X}\left(F_{g}^{*}\right)\right|\left|\mathcal{F}_{g}^{*}\right| \leq\left|\sigma_{X}\left(F_{g}^{*}\right)\right|\left(d_{V}+d_{C}\right) \tag{4.16}
\end{equation*}
$$

The average value of $\sum_{g \in C_{Z}^{k}}\left|\sigma_{X}\left(F_{g}^{*}\right)\right|$ over $k \in \llbracket 0 ; \chi-1 \rrbracket$ satisfies:

$$
\begin{array}{rlrl}
\frac{1}{\chi} \sum_{k=0}^{\chi-1} \sum_{g \in C_{Z}^{k}}\left|\sigma_{X}\left(F_{g}^{*}\right)\right| & =\frac{1}{\chi} \sum_{g \in C_{Z}}\left|\sigma_{X}\left(F_{g}^{*}\right)\right| \\
& \geq \frac{1}{\chi\left(d_{V}+d_{C}\right)} \sum_{g \in C_{Z}} \sum_{F \in \mathcal{F}_{g}^{*}}\left|\sigma_{X}(F)\right| & & \\
& =\frac{1}{\chi\left(d_{V}+d_{C}\right)} \sum_{F \in \mathcal{F}^{*}}\left|\sigma_{X}(F)\right| & \text { by eq. (4.16), } \\
& \geq \frac{c_{1}\left|\sigma_{X}(E)\right|-c_{2}|D|}{\chi\left(d_{V}+d_{C}\right)} & \quad \text { by Lemma } 4.1 \text { (iii). }
\end{array}
$$

Thus there exists a color $k \in \llbracket 0 ; \chi-1 \rrbracket$ such that the set $\mathcal{F}_{0}:=\left\{F_{g}^{*}: g \in C_{Z}^{k}\right\}$ satisfies:

$$
\begin{equation*}
\sum_{F \in \mathcal{F}_{0}}\left|\sigma_{X}(F)\right| \geq \frac{c_{1}\left|\sigma_{X}(E)\right|-c_{2}|D|}{\chi\left(d_{V}+d_{C}\right)} \tag{4.17}
\end{equation*}
$$

Let $i$ be the integer in $\llbracket 1 ; \chi \rrbracket$ such that $i-1$ is a step of the algorithm where we flip the color $k$. In other words, $k=(i-1) \bmod \chi$.
We define $\mathcal{F}_{1} \subseteq \mathcal{F}$ the set of all flips done during the steps $0, \ldots, i-2$ and $\mathcal{F}_{2} \subseteq \mathcal{F}_{k}$ the set of all flips done at step $i-1$. By the coloring property of Lemma 4.25 , we have $\sigma_{X}(F) \cap \sigma_{X}\left(F^{\prime}\right)=\varnothing$ for all $F, F^{\prime} \in \mathcal{F}_{0}$, thus for all $F^{\prime \prime} \in \mathcal{F}_{1}$, each check-node of $\sigma_{X}\left(F^{\prime \prime}\right)$ is in the syndrome of at most one element of $\mathcal{F}_{0}$. In other words, for a given syndrome $\widetilde{\sigma}$ and for $F^{\prime \prime} \in \mathcal{F}_{1}$, the number of $F \in \mathcal{F}_{0}$ such that $\Delta(\widetilde{\sigma}, F) \neq \Delta\left(\widetilde{\sigma} \oplus \sigma_{X}\left(F^{\prime \prime}\right), F\right)$ is at most $\left|\sigma_{X}\left(F^{\prime \prime}\right)\right|$ (as a reminder, $F_{g}^{*} \in \mathcal{F}_{g}^{*}$ ). As a consequence:

$$
\begin{equation*}
\left|\mathcal{F}_{2}\right| \geq\left|\mathcal{F}_{0}\right|-\sum_{F \in \mathcal{F}_{1}}\left|\sigma_{X}(F)\right| \tag{4.18}
\end{equation*}
$$

Moreover:

$$
\begin{equation*}
\left|\widetilde{\sigma}_{0}\right|-\left|\widetilde{\sigma}_{i-1}\right| \geq \sum_{F \in \mathcal{F}_{1}} \beta_{1}\left|\sigma_{X}(F)\right| \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\widetilde{\sigma}_{i-1}\right|-\left|\widetilde{\sigma}_{i}\right| \geq \sum_{F \in \mathcal{F}_{2}} \beta_{1}\left|\sigma_{X}(F)\right| \geq \beta_{1}\left|\mathcal{F}_{2}\right| \tag{4.20}
\end{equation*}
$$

Combining eqs. (4.18) to (4.20) we get:

$$
\sum_{F \in \mathcal{F}_{0}}\left|\sigma_{X}(F)\right| \leq d_{V} d_{C}\left|\mathcal{F}_{0}\right| \leq d_{V} d_{C}\left(\left|\mathcal{F}_{2}\right|+\sum_{F \in \mathcal{F}_{1}}\left|\sigma_{X}(F)\right|\right) \leq \frac{d_{V} d_{C}}{\beta_{1}}\left(\left|\widetilde{\sigma}_{0}\right|-\left|\widetilde{\sigma}_{i}\right|\right)
$$

By eq. (4.17):

$$
\begin{aligned}
\left|\widetilde{\sigma}_{0}\right|-\left|\widetilde{\sigma}_{i}\right| & \geq \frac{\beta_{1}}{d_{V} d_{C}} \sum_{F \in \mathcal{F}_{0}}\left|\sigma_{X}(F)\right| \\
& \geq \frac{\beta_{1}\left(c_{1}\left|\sigma_{X}(E)\right|-c_{2}|D|\right)}{d_{V} d_{C} \chi\left(d_{V}+d_{C}\right)} \\
& =(1-\eta)\left|\sigma_{X}(E)\right|-\left(c_{5}-1+\eta\right)|D|
\end{aligned}
$$

Thus:

$$
\left|\widetilde{\sigma}_{\chi}\right| \leq\left|\widetilde{\sigma}_{i}\right| \leq\left|\widetilde{\sigma}_{0}\right|-(1-\eta)\left|\sigma_{X}(E)\right|+\left(c_{5}-1+\eta\right)|D| \leq \eta\left|\widetilde{\sigma}_{0}\right|+c_{5}|D|
$$

When we apply Lemma 4.28 several times, we get Lemma 4.29 below: the weight of the observed syndrome decreases exponentially fast as a function of $f$.
Lemma 4.29. We use the notations of Section 4.2.1 assuming $|U| \leq \gamma_{0} \sqrt{N}$ then:

$$
\left|\widetilde{\sigma}_{f}\right| \leq \eta^{f / \chi}\left|\widetilde{\sigma}_{0}\right|+c_{6}|D|
$$

Proof. By Lemma 4.28, for all $i$ :

$$
\left|\widetilde{\sigma}_{(i+1) \chi}\right| \leq \eta\left|\widetilde{\sigma}_{i \chi}\right|+c_{5}|D| .
$$

By an induction on $i$ :

$$
\left|\widetilde{\sigma}_{i \chi}\right| \leq \eta^{i}\left|\widetilde{\sigma}_{0}\right|+\left(c_{5} \sum_{k=0}^{i-1} \eta^{k}\right)|D| .
$$

Hence we can upper bound $\left|\sigma_{f}\right|$ by:

$$
\left|\sigma_{f}\right| \leq \eta^{f / \chi}\left|\sigma_{0}\right|+c_{6}|D|
$$

### 4.2.4 Constant time decoding

In this section, we fix $f=f_{0}$ where $f_{0}$ is defined in Section 4.2.1. As stated in Theorem 4.30 below, if the initial error is local stochastic with parameter sufficiently small then the residual error is also local stochastic with high probability.

Theorem 4.30. We use the notations of Section 4.1.1.
There exist two non-zero constants $p_{1}, p_{2}>0$ such that the following holds. Suppose the pair $(E, D)$ satisfies a local stochastic noise model with parameter $\left(p_{\mathrm{phys}}, p_{\mathrm{synd}}\right)$ where $p_{\mathrm{phys}}<p_{1}$ and $p_{\text {synd }}<p_{2}$. If we run Algorithm 4 with $f_{0}$ steps on the input $(E, D)$, then there exists a random variable $E_{\mathrm{ls}} \subseteq V_{\mathcal{Q}}$ with a local stochastic distribution with parameter $p_{1 \mathrm{~s}}=p_{1}^{c}$ and such that:

$$
\mathbb{P}\left[E_{\mathrm{ls}} \text { is not equivalent to } E \oplus \hat{E}\right] \leq e^{-\Theta(\sqrt{N})}
$$

Note that the constant integer $f_{0}$ depends on the parameter $c>1$ appearing in the value of $p_{\text {ls }}$ in Theorem 4.30. When $c$ increases, the local stochastic parameter $p_{\text {ls }}$ of the residual error gets better but the number of steps $f_{0}$ grows. On the other hand, when $c$ is chosen close to $1, p_{\text {ls }}$ gets worse but the number of steps drops.

The proof of Theorem 4.30 proceeds in the same way as the proof of Theorem 4.6. Indeed, it is sufficient to find a reduced error $E_{\text {ls }}$ equivalent to $E \oplus \hat{E}$ and such that for all $S \subseteq E_{\text {ls }}$ there is a p-witness for $S$ in the sense of Definition 4.32 (the " p " in p -witness stands for parallel).
We start by establishing the existence of p-witnesses under the assumptions that the residual error $E \oplus \hat{E}$ is reduced with weight smaller than $\gamma_{0} \sqrt{N}$. This will be done in Lemma 4.33 below but we first show that the weight of the residual error is upper bounded by a linear function of the initial error weight (Lemma 4.31).

Lemma 4.31. We use the notations of Section 4.2.1 running Algorithm 4 with $f_{0}$ steps. Suppose $|U| \leq \gamma_{0} \sqrt{N}$ and $E \oplus \hat{E}$ is reduced then

$$
|E \oplus \hat{E}| \leq \frac{1}{4 c}|E|+c_{7}|D|
$$

Proof. The error $E \oplus \hat{E}$ is reduced and satisfies $|E \oplus \hat{E}| \leq|U| \leq \gamma_{0} \sqrt{N}$, hence:

$$
\begin{array}{rlr}
|E \oplus \hat{E}| & \leq \frac{2}{\beta_{0} d_{V}}\left|\sigma_{X}(E \oplus \hat{E})\right| & \text { by Lemma 3.21, } \\
& \leq \frac{2}{\beta_{0} d_{V}}\left(\left|\widetilde{\sigma}_{f_{0}}\right|+|D|\right) & \\
& \leq \frac{2}{\beta_{0} d_{V}}\left(\eta^{f_{0} / \chi}\left|\widetilde{\sigma}_{0}\right|+\left(1+c_{6}\right)|D|\right) & \text { by Lemma 4.29, } \\
& \leq \frac{2}{\beta_{0} d_{V}}\left(\eta^{f_{0} / \chi}\left|\sigma_{X}(E)\right|+\left(1+\eta^{f_{0} / \chi}+c_{6}\right)|D|\right) & \\
& \leq \frac{1}{4 c}\left|\sigma_{X}(E)\right|+c_{7}|D| . &
\end{array}
$$

The definition of p -witness (Definition 4.32) is a bit different from the definition of witness we gave for the sequential algorithm (Definition 4.14).

Definition 4.32 (p-witness). We use the notations of Section 4.2.1.
We say that $W \subseteq V$ is a $p$-witness for $S \subseteq V$ if $W \in \mathcal{M}(S)$ and:

$$
\begin{aligned}
& |W| \leq c_{3}|E \cap W|+c_{4}\left|D \cap \Gamma_{X}(W)\right|, \\
& |S| \leq \frac{1}{4 c}|E \cap W|+c_{7}\left|D \cap \Gamma_{X}(W)\right|
\end{aligned}
$$

It remains to show the existence of p-witnesses for the residual error as stated in Lemma 4.33 and Lemma 4.34.
Lemma 4.33. We use the notations of Section 4.2.1 running Algorithm 4 with $f_{0}$ steps.
Suppose $|U|+|D| \leq \gamma_{0} \sqrt{N}$ and the residual error $E \oplus \hat{E}$ is reduced then for all $S \subseteq E \oplus \hat{E}$, there is a p-witness $W$ for $S$ with $W \subseteq U$.

Proof. Let $W$ be the union of the connected components of $U$ in $\mathcal{G}$ which contains at least one element of $S$. We have $W \cap \Gamma_{\mathcal{G}}(U \backslash W)=\varnothing$. Thus using Lemma 4.27 with $K=W$, there is a valid execution of Algorithm 4 on input $\left(E \cap W, D \cap \Gamma_{X}(W)\right)$, with output $\hat{E} \cap W$ and support $U \cap W=W$. We have $|W| \leq \gamma_{0} \sqrt{N}$ and the residual error $(E \oplus \hat{E}) \cap W$ is reduced as a subset of the reduced error $E \oplus \hat{E}$ (see Lemma 3.15). Hence we can apply Lemma 4.31:

$$
|S| \leq|(E \oplus \hat{E}) \cap W| \leq \frac{1}{4 c}|E \cap W|+c_{7}\left|D \cap \Gamma_{X}(W)\right|
$$

By Remark 4.26:

$$
|W| \leq c_{3}|E \cap W|+c_{4}\left|D \cap \Gamma_{X}(W)\right|
$$

Lemma 4.34. We use the notations of Section 4.2.1 running Algorithm 4 with $f_{0}$ steps.
If MaxConn $\alpha_{\alpha_{1}}(E \cup D) \leq \gamma_{0} \sqrt{N}$ then there is a reduced error $E_{1 \mathrm{~s}}$ equivalent to the residual error $E \oplus \hat{E}$ such that for all $S \subseteq E_{\text {ls }}$ there is a p-witness for $S$.

Proof. The proof is identical to the proof of Lemma 4.17 using Lemma 4.27 instead of Corollary 4.10 and Lemma 4.33 instead of Lemma 4.15.

Finally, we can prove Theorem 4.30.
Proof of Theorem 4.30. Let $p_{\mathrm{th}}>0$ as defined in Lemma 4.18. We define $p_{1}, p_{2}>0$ to be some positive numbers such that:

$$
\begin{array}{llll}
p_{1} \leq p_{\mathrm{th}}, & p_{2} \leq p_{\mathrm{th}}, & 2^{d_{C} / c_{8}} p_{2} \leq 1 / 2, & 2^{1 / c_{9}} p_{1}^{1 / 2} \leq 1 / 2 \\
2^{d_{C}} e d p_{2}^{c_{8}} \leq 1 / 2, & 2 e d p_{1}^{c_{9} / 2} \leq 1 / 2, & \frac{4}{e} 2^{d_{C}} e p_{2}^{c_{8}} \leq p_{1}^{c} / 2, & \frac{4}{e} 2 e p_{1}^{c_{9} / 2} \leq 1 / 2 \tag{4.21}
\end{array}
$$

Let $p_{\text {phys }}<p_{2}$ and $p_{\text {synd }}<p_{2}$, we assume that the pair $(E, D)$ satisfies a local stochastic noise model with parameter ( $p_{\text {phys }}, p_{\text {synd }}$ ) and we run Algorithm 3 on the input $(E, D)$. We define the random error $E_{\text {ls }}$ promised by Theorem 4.30 in the following way:

$$
\left\{\begin{array}{l}
\text { If } \operatorname{MaxConn}_{\alpha_{1}}(E \cup D)>\gamma_{0} \sqrt{N} \text { then } E_{\mathrm{ls}}=\varnothing \\
\text { If } \operatorname{MaxConn}_{\alpha_{1}}(E \cup D) \leq \gamma_{0} \sqrt{N} \text { then } E_{\mathrm{ls}} \text { is the error promised by Lemma 4.34. }
\end{array}\right.
$$

Lemma 4.34 ensures that if $\operatorname{MaxConn}_{\alpha_{1}}(E \cup D) \leq \gamma_{0} \sqrt{N}$ then $E_{\text {ls }}$ is equivalent to $E \oplus \hat{E}$ thus by Lemma 4.18:

$$
\begin{aligned}
\mathbb{P}\left[E_{\mathrm{ls}} \text { is not equivalent to } E \oplus \hat{E}\right] & \leq \mathbb{P}\left[\operatorname{MaxConn}_{\alpha_{1}}(E \cup D)>\gamma_{0} \sqrt{N}\right] \\
& \leq C|\mathcal{V}|\left(\frac{\max \left(p_{\mathrm{phys}}, p_{\mathrm{synd}}\right)}{p_{\mathrm{th}}}\right)^{\alpha_{1} \gamma_{0} \sqrt{N}}
\end{aligned}
$$

We have $|\mathcal{V}|=\Theta(N)$ and $\max \left(p_{\text {phys }}, p_{\text {synd }}\right)<p_{\text {th }}$ hence as stated in Theorem 4.30:

$$
\mathbb{P}\left[E_{\mathrm{ls}} \text { is not equivalent to } E \oplus \hat{E}\right]=e^{-\Theta(\sqrt{N})}
$$

It remains to show that $E_{\mathrm{ls}}$ is local stochastic with parameter $p_{\mathrm{ls}}=p_{1}^{c}$. We know by Lemma 4.34 that provided $\operatorname{MaxConn}_{\alpha_{1}}(E \cup D) \leq \gamma_{0} \sqrt{N}$, there is a p-witness $W$ for any $S \subseteq E_{\text {ls }}$ thus for all $S \subseteq V_{\mathcal{Q}}$ :

$$
\begin{align*}
\mathbb{P}\left[S \subseteq E_{\mathrm{ls}}\right] & =\mathbb{P}\left[S \subseteq E_{\mathrm{ls}} \text { and } \operatorname{Max}^{\operatorname{Conn}_{\alpha_{1}}}(E \cup D) \leq \gamma_{0} \sqrt{N}\right] \\
& \leq \mathbb{P}[\text { There exists a p-witness } W \text { for } S] \tag{4.22}
\end{align*}
$$

To conclude, we upper bound the probability that a p-witness exists.

For a fixed $W \subseteq V$, we distinguish between two cases:

$$
\begin{align*}
& |E \cap W| \leq 4 c c_{7}\left|D \cap \Gamma_{X}(W)\right|,  \tag{4.23}\\
& |E \cap W| \geq 4 c c_{7}\left|D \cap \Gamma_{X}(W)\right| . \tag{4.24}
\end{align*}
$$

Let us upper bound the probability that $W$ is a p-witness for $S$ in the case where eq. (4.23) holds. By Definition 4.32:

$$
|W| \leq c_{3}|E \cap W|+c_{4}\left|D \cap \Gamma_{X}(W)\right| \leq\left|D \cap \Gamma_{X}(W)\right| / c_{8}
$$

In particular, the set $T:=D \cap \Gamma_{X}(W)$ satisfies $T \subseteq \Gamma_{X}(W),|W| \leq|T| / c_{8}$ and $T \subseteq D$. Thus:

$$
\begin{aligned}
\mathbb{P}[W \text { is a p-witness for } S \text { and eq. (4.23) holds }] & \leq \mathbb{P}\left[\exists T \subseteq \Gamma_{X}(W):|W| \leq|T| / c_{8}, T \subseteq D\right] \\
& \leq \sum_{\substack{T \subseteq \Gamma_{X}(W):}} p_{\text {synd }}^{|T|} \\
& \leq \sum_{t \geq c_{8}|W|} 2^{d_{C}|W|} p_{\text {synd }}^{t} \\
& \leq \sum_{t \geq c_{8}|W|}\left(2^{d_{C} / c_{8}} p_{\text {synd }}\right)^{t}
\end{aligned}
$$

By eq. (4.21), we have $2^{d_{C} / c_{8}} p_{\text {synd }} \leq 1 / 2$ thus:

$$
\begin{equation*}
\mathbb{P}[W \text { is a p-witness for } S \text { and eq. (4.23) holds }] \leq 2\left(2^{d_{C}} p_{\text {synd }}^{c_{8}}\right)^{|W|} \tag{4.25}
\end{equation*}
$$

In the second case where $W$ is a p-witness for $S$ and eq. (4.24) holds, we have:

$$
|S| \leq\left(\frac{1}{4 c}+\frac{1}{4 c}\right)|E \cap W| \leq \frac{|E \cap W|}{2 c}
$$

and

$$
|W| \leq|E \cap W| / c_{9}
$$

Thus the set $T:=E \cap W$ satisfies $T \subseteq W,|S| \leq|T| / 2 c,|W| \leq|T| / c_{9}$ and $T \subseteq E$. Thus:

$$
\begin{aligned}
& \mathbb{P}[W \text { is a p-witness for } S \text { and eq. (4.24) holds }] \leq \mathbb{P}\left[\exists T \subseteq W:|S| \leq|T| / 2 c,|W| \leq|T| / c_{9}, T \subseteq E\right] \\
& \leq \sum_{\substack{T \subseteq W: \\
|T| \leq c_{9}|W|,|T| \geq 2 c|S|}}\left(p_{\text {phys }}^{|T| / 2}\right)^{2} \\
& \leq p_{\text {phys }}^{c|S|} \sum_{\substack{T \subseteq W:}} p_{\mathrm{phys}}^{|T| / 2} \\
& \leq p_{\text {phys }}^{c|S|} \sum_{t \geq c_{9}|W|}^{|T| c_{9}|W|} \mid \\
& 2^{|W|} p_{\text {phys }}^{t / 2} \\
& \leq p_{\text {phys }}^{c|S|} \sum_{t \geq c_{9}|W|}\left(2^{1 / c_{9}} p_{\mathrm{phys}}^{1 / 2}\right)^{t} .
\end{aligned}
$$

By eq. (4.21), we have $2^{1 / c_{9}} p_{\text {phys }}^{1 / 2} \leq 1 / 2$ thus:

$$
\begin{equation*}
\mathbb{P}[W \text { is a p-witness for } S \text { and eq. (4.24) holds }] \leq 2 p_{\text {phys }}^{c|S|}\left(2 p_{\text {phys }}^{c_{9} / 2}\right)^{|W|} . \tag{4.26}
\end{equation*}
$$

Thus:

$$
\begin{aligned}
\mathbb{P}\left[S \subseteq E_{\mathrm{ls}}\right] & \leq \mathbb{P}[\text { There exists a p-witness } W \text { for } S] \quad \text { by eq. (4.22), } \\
\leq & \sum_{W \in \mathcal{M}(S)} \mathbb{P}[W \text { is a p-witness for } S] \\
\leq & \sum_{W \in \mathcal{M}(S)} \mathbb{P}[W \text { is a p-witness for } S \text { and eq. (4.23) holds }] \\
& \quad+\mathbb{P}[W \text { is a p-witness for } S \text { and eq. (4.24) holds }]
\end{aligned}
$$

By eqs. (4.25) and (4.26):

$$
\begin{aligned}
\mathbb{P}\left[S \subseteq E_{\mathrm{ls}}\right] & \leq 2 \sum_{W \in \mathcal{M}(S)}\left[\left(2^{d_{C}} p_{\mathrm{synd}}^{c_{8}}\right)^{|W|}+p_{\mathrm{phys}}^{c|S|}\left(2 p_{\mathrm{phys}}^{c_{9} / 2}\right)^{|W|}\right] \\
& \leq \frac{2}{e d_{\mathcal{G}}^{|S|}} \sum_{w \geq|S|}\left[\left(2^{d_{C}} e d_{\mathcal{G}} p_{\mathrm{synd}}^{c_{8}}\right)^{w}+p_{\text {phys }}^{c|S|}\left(2 e d_{\mathcal{G}} p_{\text {phys }}^{c_{9} / 2}\right)^{w}\right] \quad \text { by eq. (4.7). }
\end{aligned}
$$

By eq. (4.21), we have $2^{d_{C}} e d_{\mathcal{G}} p_{\text {synd }}^{c_{8}} \leq 1 / 2$ and $2 e d_{\mathcal{G}} p_{\text {phys }}^{c_{9} / 2} \leq 1 / 2$ thus:

$$
\mathbb{P}\left[S \subseteq E_{\mathrm{ls}}\right] \leq \frac{4}{e}\left(2^{d_{C}} e p_{\mathrm{synd}}^{c_{8}}\right)^{|S|}+\frac{4}{e} p_{\mathrm{phys}}^{c|S|}\left(2 e p_{\mathrm{phys}}^{c_{9} / 2}\right)^{|S|}
$$

By eq. (4.21), we have $\frac{4}{e} 2^{d_{C}} e p_{\text {synd }}^{c_{8}} \leq p_{1}^{c} / 2$ and $\frac{4}{e} 2 e p_{\text {phys }}^{c_{9} / 2} \leq 1 / 2$ thus:

$$
\mathbb{P}\left[S \subseteq E_{\mathrm{ls}}\right] \leq \frac{p_{1}^{c|S|}}{2}+\frac{p_{1}^{c|S|}}{2}=p_{1}^{c|S|}
$$

### 4.2.5 Logarithmic time decoding

In this section, we run Algorithm 4 with $f_{1}(|\widetilde{\sigma}|)$ steps where the function $f_{1}$ is defined in Section 4.2.1. The main benefit of this implementation compared to Section 4.2 .4 is the following: the smaller $p_{\text {synd }}$ is, the smaller the local stochastic parameter of the residual error is. In particular, if the measurement is perfect ( $D=\varnothing$ and $p_{\text {synd }}=0$ ) then the error on the qubits is entirely corrected and this will be important for performing the gate teleportation technique in Chapter 5.

Lemma 4.35. We use the notations of Section 4.2.1 running Algorithm 4 with $f=f_{1}(|\widetilde{\sigma}|)$ steps. Suppose that $E \oplus \hat{E}$ is reduced with $|U| \leq \gamma_{0} \sqrt{N}$ then:

$$
|E \oplus \hat{E}| \leq c_{0}^{\prime}|D|
$$

Proof. The error $E \oplus \hat{E}$ is reduced and satisfies $|E \oplus \hat{E}| \leq|U| \leq \gamma_{0} \sqrt{N}$ hence:

$$
\begin{array}{rlr}
|E \oplus \hat{E}| & \leq \frac{2}{\beta_{0} d_{V}}\left|\sigma_{X}(E \oplus \hat{E})\right| & \\
& \leq \frac{2}{\beta_{0} d_{V}}\left(\left|\widetilde{\sigma}_{f}\right|+|D|\right) & \text { by Lemma 3.21, } \\
& \leq \frac{2}{\beta_{0} d_{V}}\left(\eta^{f / \chi}\left|\widetilde{\sigma}_{0}\right|+\left(1+c_{6}\right)|D|\right) & \\
& <1+\frac{2\left(1+c_{6}\right)}{\beta_{0} d_{V}}|D| & \text { by Lemma 4.29, } \\
& \leq 1+c_{0}^{\prime}|D| &
\end{array}
$$

We have $|E \oplus \hat{E}|<1+c_{0}^{\prime}|D|$ and all the values are integers thus Lemma 4.35 holds.

Lemma 4.35 is the same statement as Proposition 4.2 except that $c_{0}$ is replaced by $c_{0}^{\prime}$ and Algorithm 3 is replaced by Algorithm 4. Hence, if we rewrite the lemmas and the proofs of Section 4.1 replacing $c_{0}$ by $c_{0}^{\prime}$ then we end up with Theorem 4.36 below.

Theorem 4.36. We use the notations of Section 4.2.1 running Algorithm 4 with $f=f_{1}(|\widetilde{\sigma}|)$ steps.
There exists a non-zero constant $p_{3}>0$ such that the following holds. Suppose the error $(E, D)$ satisfies a local stochastic noise model with parameter $\left(p_{\mathrm{phys}}, p_{\mathrm{synd}}\right)$ where $p_{\mathrm{phys}}<p_{3}$ and $p_{\mathrm{synd}}<p_{3}$. If we run Algorithm 3 with $f=f_{1}\left(\left|\sigma_{X}(E) \oplus D\right|\right)$ steps on the input $(E, D)$ then there exists a random variable $E_{\mathrm{ls}} \subseteq V_{\mathcal{Q}}$ with a local stochastic distribution with parameter $p_{1 \mathrm{~s}}:=p_{\mathrm{synd}}^{1 /\left(2 c_{0}^{\prime}\right)}$ and such that:

$$
\mathbb{P}\left[E_{\mathrm{ls}} \text { is not equivalent to } E \oplus \hat{E}\right] \leq e^{-\Theta(\sqrt{N})} .
$$

Proof. We rewrite the statements and the proofs of Section 4.1 replacing $c_{0}$ by $c_{0}^{\prime}$ and Algorithm 3 by Algorithm 4. In more details:

- Proposition 4.2 is replaced by Lemma 4.35.
- Lemma 4.3 and Corollary 4.12 are replaced by Remark 4.26.
- Corollary 4.10 is replaced by Lemma 4.27.
- $c_{0}$ is replaced by $c_{0}^{\prime}$ in the definition of witness (Definition 4.14).
- Lemma 4.15 and Lemma 4.17 are proved in the same way.
- The proof of Theorem 4.36 is the same as the proof of Theorem 4.6.

An interesting consequence of Theorem 4.36 is the case where the syndrome is noiseless (see Corollary 4.37 below).

Corollary 4.37. We use the notations of Section 4.2.1.
There exists a non-zero constant $p_{3}>0$ such that the following holds. Suppose $D=\varnothing$ and $E$ satisfies a local stochastic noise model with parameter $p_{\text {phys }}<p_{3}$ then if we run Algorithm 4 with $f_{1}\left(\left|\sigma_{X}(E)\right|\right)$ steps:

$$
\mathbb{P}[E \text { is corrected }] \geq 1-e^{-\Theta(\sqrt{N})}
$$

Proof. Similar to the proof of Corollary 4.7.

### 4.3 Numerical simulations for the small-set-flip algorithm

The results we have presented in Sections 4.1 and 4.2 are interesting from a theoretical perspective but are not of practical interest: as shown in Section 4.3 .1 below, the lower bound we get on the threshold is small $\left(<10^{-58}\right)$ and the proofs hold when the weights of the stabilizer generators are large ( $\geq 35$ ). In Section 4.3.2, we present simulation results showing that the real threshold value is near $4.5 \%$ for codes with rate $1 / 61$ and stabilizer weight 11 , and near $2 \%$ for codes with rate $1 / 5$ and stabilizer weight 15 .

### 4.3.1 Theoretical lower bound on the threshold

In Section 4.1.1, we assumed that the expansion parameter $\delta$ of the initial classical expander code satisfies $\delta<1 / 16$, which requires left degree $d_{V} \geq 17$ (by Lemma 2.11) and right degree $d_{C} \geq d_{V}+1$ (to get a code family with non-zero rate). The stabilizer generators of the resulting quantum expander code have weight $d_{V}+d_{C} \geq 35$, the VV-type qubits have weight $2 d_{V} \geq 34$ and the CC-type qubits have weight $2 d_{C} \geq 36$. Moreover, the thresholds given by Theorems 4.6, 4.30 and 4.36 are very low since they are smaller than $p_{\text {th }}$ defined in Theorem 4.24:

$$
p_{\mathrm{th}}=\left(\frac{2^{-h\left(\alpha_{1}\right)}}{\left(d_{\mathcal{G}}-1\right)\left(1+\frac{1}{d_{\mathcal{G}}-2}\right)^{d_{\mathcal{G}}-2}}\right)^{\frac{1}{\alpha_{1}}}
$$

with:

$$
r:=d_{V} / d_{C}, \quad d_{\mathcal{G}}:=d_{C}\left(d_{C}+2 d_{V}-2\right), \quad \beta_{1}:=\frac{1-16 \delta}{2}, \quad \alpha_{1}:=\frac{r \beta_{1}}{4+2 r \beta_{1}}
$$

By Lemma 2.11, we have $\delta>1 / d_{V}$ thus:

$$
\begin{gathered}
\beta_{1}<\beta_{1}^{*}:=\frac{1-16 / d_{V}}{2}, \quad \alpha_{1}<\alpha_{1}^{*}:=\frac{r \beta_{1}^{*}}{4+2 r \beta_{1}^{*}}, \\
p_{\mathrm{th}}<p_{\mathrm{th}}^{*}:=\left(\frac{1}{\left(d_{\mathcal{G}}-1\right)\left(1+\frac{1}{d_{\mathcal{G}}-2}\right)^{d_{\mathcal{G}}-2}}\right)^{\frac{1}{\alpha_{1}^{*}}}
\end{gathered}
$$

For instance, if we set $d_{C}=d_{V}+1$ then the maximum of the function $d_{V} \mapsto p_{\mathrm{th}}^{*}$ is reached for $d_{V}=66$ where $p_{\mathrm{th}}^{*} \approx 10^{-58}$. This value is not physically reasonable, but the numerical simulations of Section 4.3 .2 show that the real threshold is much better than the lower bound $p_{\text {th }}$.

### 4.3.2 Results

```
Algorithm 5 : the small-set-flip decoder of ref. [67].
Input: the syndrome \(\sigma \subseteq C_{X}\). \(/ / \sigma=\sigma(E)\) for some \(E \subseteq V_{\mathcal{Q}}\)
Output: a guess for the error \(\hat{E} \subseteq V_{\mathcal{Q}}\).
    \(\hat{E}_{0}=\varnothing ; \sigma_{0}=\sigma ; i=0\)
    while \(\exists F \in \mathcal{F}_{0}: \Delta\left(\sigma_{i}, F\right)>0\) do
        \(F_{i}:=\underset{F \in \mathcal{F}_{0}}{\arg \max } \frac{\Delta\left(\sigma_{i}, F\right)}{|F|}\)
        \(\hat{E}_{i+1}=\hat{E}_{i} \oplus F_{i}\)
        \(\sigma_{i+1}=\sigma_{i} \oplus \sigma_{X}\left(F_{i}\right)\)
        \(i=i+1\)
    end while
    return \(\hat{E}_{i}\)
```

The simulations presented in this section have been done using the sequential small-set-flip algorithm of ref. [67] (Algorithm 5) with a perfect syndrome measurement and an iid bit-flip error model (each qubit is flipped with probability $p$ independently). In Algorithm 5, $V_{\mathcal{Q}}$ is the set of qubits, $C_{X}$ is the set of check-nodes, $\mathcal{F}_{0}$ is the set of small-sets as defined in eq. (3.25) and $\Delta$ is the function defined in eq. (3.26):

$$
\begin{gathered}
\mathcal{F}_{0}:=\left\{F \subseteq V_{\mathcal{Q}}: F \text { is included in the support of an } X \text {-type generator }\right\} \\
\Delta(\sigma, F):=|\sigma|-\left|\sigma \oplus \sigma_{X}(F)\right|
\end{gathered}
$$

At each round, Algorithm 5 selects the small-set $F \in \mathcal{F}_{0}$ which maximizes $\frac{\Delta\left(\sigma_{i}, F\right)}{|F|}$ and flips the qubits of $F$.
The classical codes used in the hypergraph product construction are regular LDPC codes generated with the configuration model and the switching method as described in Section 4.3.3 [79]. For short, we will say that a code family has degrees $\left(d_{V}, d_{C}\right)$ or is a $\left(d_{V}, d_{C}\right)$ family to indicate that the left degree of the classical Tanner graph is $d_{V}$ and the right degree is $d_{C}$. The first hypergraph product family we consider has rate $1 / 61 \sim 1.6 \%$ and is constructed from classical codes with rate $1 / 6$ and degrees $(5,6)$ (see Figure 4.2). The second family has rate $1 / 5=20 \%$ and is constructed from classical codes with rate $1 / 2$ and degrees $(5,10)$ (see Figure 4.3).

For a given error probability $p \in[0,1]$ called physical error rate, we have used Monte Carlo simulations to estimate the block error rate, which is the probability of failure when the small-set flip algorithm corrects an error where each qubit is flipped with probability $p$ independently. Hence, the block error rate is the success rate of the following protocol:

- Each qubit is flipped with probability $p$ independently.
- Algorithm 5 is used to correct the error.
- If the residual error on the qubits is equivalent to an empty error then the protocol is a success.

The block error rate as a function of the physical error rate is plotted in Figure 4.2 for the $(5,6)$ family and in Figure 4.3 for the $(5,10)$ family. The usual way to determine numerically the threshold is to identify the pseudo-threshold defined to be the physical error rate where the curves of Figures 4.2 and 4.3 cross. Using Figure 4.4, the pseudo-threshold is near $4.5 \%$ for the $(5,6)$ family. Similarly, our numerical results show that the pseudo-threshold is near $2 \%$ for the $(5,10)$ family. Unfortunately, near the pseudo-threshold, the block error rate is close to 1 meaning that these families cannot be used at physical error rate close to the threshold.

For the $(5,6)$ family, we plot in Figure 4.5 the block error rate as a function of $\sqrt{K}$ where $K$ the number of logical qubits. Using the results of Theorem 4.6, we expect to have $p \sim a e^{-b \sqrt{K}}$ but we have not been able to fit the curves in that way.

In Figures 4.6 and 4.7, we show how evolves the small-set-flip performance depending on the degrees of the classical codes. When $d_{V}=4$, the results are not satisfying since increasing the block length of the codes does not clearly increase the success rate, see Figure 4.6 . When $d_{V}=6$, we get codes with smaller rate and the decoder performance is quite similar than for $d_{V}=5$, see Figure 4.7.

As a conclusion, the lower bound on the threshold presented in Section 4.3.1 is very pessimistic since the small-set-flip decoder can be used at decent error rates (Figure 4.2 and Figure 4.3). Moreover, the (5,6) family seems to be optimal for the small-set-flip algorithm since this decoder does not work for a $(4,5)$ family (Figure 4.6) and has a worse performance for a $(6,7)$ family (Figure 4.7).

### 4.3.3 Code generation

The configuration model described in Section 2.2.4 builds regular Tanner graphs, however it is known that other techniques provide codes with better performance [57, 76, 100]. In this work, we rely on the switching method introduced by McKay and Brendan in ref. [79] to increase the girth of the Tanner graph (the girth is the length of the smallest cycle) [112]. We say that two edges $\left(v_{1}, c_{1}\right)$ and $\left(v_{2}, c_{2}\right)$ of a Tanner graph are switched when they are removed and replaced by $\left(v_{1}, c_{2}\right)$ and $\left(v_{2}, c_{1}\right)$ (note that this transformation does not change the node degrees and preserves the bipartite property). To generate our codes, we have built an initial Tanner graph using the configuration model and we have switched well chosen edges to increase the girth of the graph. As shown in Figure 4.2 and Figure 4.8, an $[[N, K]]$ stabilizer code generated with the switching method has similar performance than a $[[4 N, 4 K]]$ stabilizer code generated directly with the configuration model. Except for the codes of Figure 4.8, the classical Tanner graphs have been created with the switching method as described below.

Let $n$ be the number of bit-nodes of a classical Tanner graph $G$ and let $v$ be a bit-node, then we define $l_{v} \in\{2,4,8, \ldots, n\}$ to be the size of the smallest cycle containing $v$ ( $l_{v}$ is even since the graph is bipartite) and $m_{v} \in \mathbb{N}_{>0}$ to be the number of cycles with size $l_{v}$ which contain $v$. For instance, $l_{v}=2$ if and only if $v$ belongs to a double edge in $G$. For $l \in\{2,4,8, \ldots, n\}$ and $m \in \mathbb{N}_{>0}$, we define $s_{1}(l, m)$ to be the number of bit-nodes $v$ such that $l_{v}=l$ and $m_{v}=m$ :

$$
s_{1}(l, m)=\#\left\{v \in V_{\mathcal{Q}}: l_{v}=l \text { and } m_{v}=m\right\} .
$$

For a given $l \in\{2,4,8, \ldots, n\}$, we define $s_{2}(l)$ to be the tuple:

$$
s_{2}(l)=\left(s_{1}(l, M), s_{1}(l, M-1), s_{1}(l, M-2), \ldots, s_{1}(l, 0)\right)
$$

where $M:=\max \left\{m: s_{1}(l, m) \neq 0\right\}$. Finally, we define the score associated to a Tanner graph $G$ by the tuple:

$$
s_{G}=\left(s_{2}(2), s_{2}(4), s_{2}(6), \ldots, s_{2}(n)\right) .
$$

Two scores are compared using the lexicographic order on tuples.
The classical codes used in the simulations have been generated in the following way:

- Create a Tanner graph using the configuration model (keeping the double edges when they exist).
- Repeat many times:
- Pick two edges randomly and switch them if the score of the Tanner graph decreases.

As a remark, we have used the score $s_{G}$ because it leads to the best codes we have been able to produce, but there is no theoretical guarantee that this is the optimal quantity to consider.

### 4.3.4 Plots

For all plots, the error bars represent the $99 \%$ confidence intervals $(\approx 2.58$ standard deviation).


Figure 4.2: simulation results for the $(5,6)$ family.


Figure 4.3: simulation results for the $(5,10)$ family.


Figure 4.4: simulation results for the $(5,6)$ family.


Figure 4.5: simulation results for the $(5,6)$ family.


Figure 4.6: simulation results for the $(4,5)$ family.


Figure 4.7: simulation results for the $(6,7)$ family.


Figure 4.8: simulation results for a $(5,6)$ family generated without the switching method.

## Chapter 5

## Fault-tolerant quantum computation


#### Abstract

In fault-tolerant quantum computation, the objective is to perform quantum computations with circuits built from noisy gates. The threshold theorem asserts this is indeed possible if the noise on the gates is below a constant threshold value: given an arbitrary circuit C , there exists an equivalent circuit $\mathrm{C}^{\prime}$ such that the output of $\mathrm{C}^{\prime}$ is not modified by a small number of faulty gates [1]. The circuit $\mathrm{C}^{\prime}$ is divided into error correction cycles where an $[[N, K]]$ stabilizer code $\mathcal{Q}$ is used to remove the errors, and simulation cycles where the information encoded into $\mathcal{Q}$ is processed with logical gates. Formally, let $U$ be a unitary on $K$ qubits, then the associated logical unitary $U^{\mathrm{L}}$ satisfies for all $|\varphi\rangle \in\left(\mathbb{C}^{2}\right)^{\otimes K}$ :


$$
U^{\mathrm{L}} \mathcal{E}(|\varphi\rangle)=\mathcal{E}(U|\varphi\rangle)
$$

where $\mathcal{E}(|\varphi\rangle) \in\left(\mathbb{C}^{2}\right)^{\otimes N}$ is the code state associated to $|\varphi\rangle$ and $\mathcal{E}(U|\varphi\rangle) \in\left(\mathbb{C}^{2}\right)^{\otimes N}$ is the code state associated to $U|\varphi\rangle \in\left(\mathbb{C}^{2}\right)^{\otimes K}$. A circuit used to implement a logical gate is said to be fault-tolerant if the error resulting from a faulty location hits a small number of qubits. Finally, the circuit $\mathrm{C}^{\prime}$ is built in the following way: the qubits of C are encoded using the code $\mathcal{Q}$, each gate $U$ of C is replaced by a fault-tolerant implementation of $U^{\mathrm{L}}$ and the errors are regularly corrected using the decoding algorithm.

In ref. [1], the code $\mathcal{Q}$ used to prove the threshold theorem is a concatenated code. By definition, given an [ $\left.\left[N_{0}, 1\right]\right]$ code $\mathcal{Q}_{0}$ and an integer $k \in \mathbb{N}$, the associated concatenated code is an $\left[\left[N_{0}^{k}, 1\right]\right]$ code where each qubit is encoded $k$ times in $\mathcal{Q}_{0}$. The space overhead is defined to be the ratio between the number of qubits in $\mathrm{C}^{\prime}$ and C ; for instance, with fault-tolerance based on concatenated codes, the space overhead is polylogarithmic in the size of C. In this chapter, we present the protocol of ref. [46] where constant space overhead is reached using quantum expander codes (in fact, other families of constant rate LDPC stabilizer codes could be used). The implementation of the logical gates for quantum expander codes is done with the gate teleportation trick of ref. [47] where the required ancilla states are prepared using concatenated codes.

In Section 5.1 we provide a formal definition of a circuit and describe the noise model we will use. In Section 5.2 we present the threshold theorem using concatenated codes and in Section 5.3 we explain the protocol of ref. [46].

### 5.1 Background

A quantum circuit C defines a discrete time computation on classical bits and quantum states. In this model a bit is called a classical wire, a qubit is called a quantum wire and we will talk about registers to refer to a set of wires. For each time step $t \in \llbracket 1 ; T \rrbracket$, some of the quantum wires are said to be inactive, the other one are said to be active which informally means that they are used for the computation. The state of the circuit at time step $t$ is given by the value of the bits stored in the classical wires and by the quantum state stored in the active quantum wires. The time step $t$ is also described by a collection of locations applied on wires: some of the inactive wires are associated with a state preparation location and each active wire is associated with either a wait location, a gate location or a measurement location.

If a state preparation location is applied on an inactive wire, then the wire is initialized as a $|0\rangle$ state and becomes active at time step $t+1$; otherwise it stays inactive. A wait location does nothing on the wire it acts on, this type of location will be used to model memory errors in noisy circuits. Gate locations represent unitary
transformations applied to the quantum state and we will use six types of gate locations associated with the bit-flip gate $X$, the phase-flip gate $Z$, the Hadamard gate $H$, the controlled-not gate $C-X$ (in that case, the location acts on two active wires), the $S$ gate and the $T$ gate:

$$
\begin{gathered}
X:\left\{\begin{array}{l}
|0\rangle \mapsto|1\rangle \\
|1\rangle \mapsto|0\rangle
\end{array} \quad Z:\left\{\begin{array}{l}
|0\rangle \mapsto|0\rangle \\
|1\rangle \mapsto-|1\rangle
\end{array} \quad H:\left\{\begin{array}{l}
|0\rangle \mapsto \frac{1}{\sqrt{2}}(|0\rangle+|1\rangle) \\
|1\rangle \mapsto \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)
\end{array}\right.\right.\right. \\
S:\left\{\begin{array}{l}
|0\rangle \mapsto e^{-i \pi / 4}|0\rangle \\
|1\rangle \mapsto e^{i \pi / 4}|1\rangle
\end{array} \quad T:\left\{\begin{array}{l}
|0\rangle \mapsto e^{-i \pi / 8}|0\rangle \\
|1\rangle \mapsto e^{i \pi / 8}|1\rangle
\end{array} \quad C-X:\left\{\begin{array}{l}
|00\rangle \mapsto|00\rangle \\
|01\rangle \mapsto|01\rangle \\
|10\rangle \mapsto|11\rangle \\
|11\rangle \mapsto|10\rangle
\end{array}\right.\right.\right.
\end{gathered}
$$

When a measurement location is applied on an active wire, a $Z$-type measurement is performed on the corresponding qubit, the measurement result is stored in a classical wire and the quantum wire becomes inactive at time step $t+1$. Since the classical wires are not subjected to noise, it is not necessary to use the location formalism to describe their evolution; instead we will explain with words the algorithm we apply on them.

The output of the circuit is given by the value of the classical bits and by the quantum state stored in the active wires at time step $t=T$. We will assume that all the quantum wires are inactive at time step $t=1$ and we will say that the circuit has classical output when all the quantum wires are inactive at the final time step.

A circuit will often be represented graphically, see the examples given in Figure 5.1. An active quantum wire is represented by a line, a quantum register (multiple active quantum wires) is represented by a thick line and a classical wire is represented by a double line. In Figure 5.1, the controlled- $Z$ gate is defined to be $C-Z:=(\mathbb{1} \otimes H) \circ C-X \circ(\mathbb{1} \otimes H)$ and the bit-flip acting on a classical wire maps 0 to 1 and 1 to 0.


Figure 5.1: representation of a unitary $U$, a controlled-not gate, a controlled- $Z$ gate, a measurement and a bit-flip.

The error models for circuits are the local stochastic error model and the local stochastic Pauli error model as defined below [44].
Definition 5.1 (Stochastic error model, local stochastic error model and local stochastic Pauli error model for circuits). Let $L$ be the set of locations of a circuit, then a stochastic noise model on $L$ picks a random set of faulty locations $F \subseteq L$ and chooses a CPTP map for each faulty location. The CPTP map associated to a location $l \in F$ represents an error applied before or after $l$ :

- A preparation location prepares the wire in the $|0\rangle$ state. When the location is in $F$, the CPTP map representing the error is applied on the wire once the $|0\rangle$ has been prepared.
- A measurement location measures the wire in the $Z$-basis and stores the measurement result in a classical wire. When the location is in $F$, the CPTP map representing the error is applied on the quantum wire before the measurement is performed.
- A gate location applies a unitary gate on the wire. When the location is in $F$, it applies the CPTP map representing the error after the unitary. Note that the CPTP map acts on two qubits when the gate is a controlled-not gate and it acts on one qubit otherwise.
- A wait location does not modify the quantum state of the circuit. When the location is in $F$, it applies the CPTP map representing the error on the wire.
A local stochastic error model on $L$ with parameter $p_{\text {loc }} \in[0,1]$ is a stochastic noise model such that the random set of faulty locations $F$ satisfies for all $T \subseteq L$ :

$$
\mathbb{P}[T \subseteq F] \leq p_{\mathrm{loc}}^{|T|}
$$

A local stochastic error model on $L$ is Pauli when the errors applied on the faulty locations are Pauli matrices.

In the previous chapter, we already used the local stochastic error model in another context to talk about the error applied on a set of qubits and bits. This error model will be used in this chapter as well, thus we recall the definition below.

Definition 5.2 (Stochastic error model, local stochastic error model and local stochastic Pauli error model for a set of wires). Let $V$ be a set of quantum wires and let $C$ be a set of classical wires, then a stochastic noise model on $V$ and $C$ produces an error in the following way:

- A random set of faulty qubits $E \subseteq V$ is picked and a CPTP map $\mathcal{E}_{E}$ is applied on the qubits belonging to $E$. The error $\mathcal{E}_{E}$ can be any channel which maps $|E|$ qubits to $|E|$ qubits.
- A random set of faulty bits $D \subseteq C$ is picked and the bits belonging to $D$ are flipped.

A local stochastic error model on $V$ and $C$ with parameter $p_{\text {wire }} \in[0,1]$ is a stochastic noise model such that the sets $E$ and $D$ satisfy for all $S \subseteq V$ and $T \subseteq C$ :

$$
\mathbb{P}[S \subseteq E, T \subseteq D] \leq p_{\text {wire }}^{|S|+|T|}
$$

A local stochastic error model on $V$ and $C$ is Pauli when the error applied on the faulty qubits are Pauli matrices.

### 5.2 Fault-tolerance with poly-logarithmic overhead

The most famous result in fault-tolerant quantum computation is the threshold theorem of Aharonov and Ben-Or published in ref. [1]. We quickly present it in Theorem 5.3, see [1, 45] for more details. Informally, if we are able to build gates whose noise is below a threshold $p_{\text {th }}>0$ (which is a universal constant), then for any circuit D , the threshold theorem provides a circuit $\mathrm{D}^{\prime}$ with the same output as D but working even with noisy gates.

In Section 5.3, the result of this section will be used as a black-box to prepare the ancilla quantum states needed to perform fault-tolerant quantum computation with constant space overhead.

Theorem 5.3 (Threshold theorem, [1]). There exists a threshold $p_{\mathrm{th}}>0$ such that the following holds. Let $p_{\text {loc }}<p_{\text {th }}$, let $\delta>0$ and let D be a circuit with classical output, with $m$ qubits, with $T$ time steps and $|\mathrm{D}|$ locations.
Then there exists another circuit $\mathrm{D}^{\prime}$ such that $\mathrm{D}^{\prime}$ has the same output as D and fails with probability at most $\delta$ when its locations are subjected to a local stochastic noise model with parameter $p_{\mathrm{loc}}$. In addition, $\mathrm{D}^{\prime}$ has $m^{\prime}$ qubits, $T^{\prime}$ time steps and $\left|\mathrm{D}^{\prime}\right|$ locations where:

$$
m^{\prime}=m \text { polylog }\left(\frac{|\mathrm{D}|}{\delta}\right), \quad T^{\prime}=T \text { polylog }\left(\frac{|\mathrm{D}|}{\delta}\right), \quad\left|\mathrm{D}^{\prime}\right|=|\mathrm{D}| \operatorname{polylog}\left(\frac{|\mathrm{D}|}{\delta}\right)
$$

Proof sketch. The circuit $\mathrm{D}^{\prime}$ is constructed from D using usual fault-tolerant techniques based on concatenated codes, see [1] or [45] for a complete description of the procedure. For example, using the [[7, 1]] Steane code, we define below a transformation $\Phi_{0}$ on circuits such that $\Phi_{0}(\mathrm{D})$ is more robust than D when the gates are noisy. The circuit $\mathrm{D}^{\prime}$ promised by Theorem 5.3 will be defined as $\mathrm{D}^{\prime}:=\Phi_{0}^{k}(\mathrm{D})$ for a well chosen $k$.

In $\Phi_{0}(\mathrm{D})$, each qubit of the circuit D is replaced by 7 qubits whose state is the encoded version of the original one-qubit state, and each location of D is replaced by the corresponding fault-tolerant gadget followed by a fault-tolerant error correction cycle. The 7 -qubit code is particularly pleasant because the gadget corresponding to the Clifford gates are transversal:

$$
X^{\mathrm{L}}=X^{\otimes 7}, \quad Z^{\mathrm{L}}=Z^{\otimes 7}, \quad H^{\mathrm{L}}=H^{\otimes 7}, \quad S^{\mathrm{L}}=(Z S)^{\otimes 7}, \quad C_{X}^{\mathrm{L}}=\left(C_{X}\right)^{\otimes 7}
$$

In $\Phi_{0}(\mathrm{D})$, a single error somewhere in a gadget will be corrected by the next error correction cycle. Hence, when the output of the circuit is wrong, two faulty locations happened in the same gadget, an event whose probability is upper bounded by $c_{1} p_{\text {loc }}^{2}|\mathrm{D}|$ where $c_{1}$ is a constant. The number of gates and the probability of failure for $\mathrm{D}, \Phi(\mathrm{D})$ and $\Phi^{k}(\mathrm{D})$ are summarized in Figure 5.2 where $c_{0}$ and $c_{1}$ are two universal constants. The second and third columns in this table show that the number of qubits and the number of gates grow exponentially with $k$. The fourth column provides the probability for the circuit to have a wrong output when the circuit is subjected to a local stochastic noise with parameter $p_{\text {loc }}$. If $p_{\text {loc }}<p_{\mathrm{th}}:=1 / c_{1}$, then this probability decreases as a double exponential in $k$.

| Circuit | \#Qubits | \#Gates | $\mathbb{P}[$ wrong output $]$ |
| :---: | :---: | :---: | :---: |
| D | $m$ | $\|\mathrm{D}\|$ | $\leq p_{\text {loc }}\|\mathrm{D}\|$ |
| $\Phi_{0}(\mathrm{D})$ | $7 m$ | $\leq c_{0}\|\mathrm{D}\|$ | $\leq c_{1} p_{\text {loc }}^{2}\|\mathrm{D}\|$ |
| $\Phi_{0}^{k}(\mathrm{D})$ | $7^{k} m$ | $\leq c_{0}^{k}\|\mathrm{D}\|$ | $\leq \frac{\left(c_{1} p_{\text {loc }}\right)^{2^{k}}}{c_{1}}\|\mathrm{D}\|$ |

Figure 5.2

For a target probability $\delta>0$, we define $\mathrm{D}^{\prime}:=\Phi_{0}^{k}(\mathrm{D})$ where $k=\Theta\left(\log \log \frac{|\mathrm{D}|}{\delta}\right)$ is such that:

$$
\frac{\left(c_{1} p_{\mathrm{loc}}\right)^{2^{k}}}{c_{1}}|\mathrm{D}| \leq \delta
$$

Finally, the circuit $\mathrm{D}^{\prime}$ fulfills the requirements of Theorem 5.3.
Theorem 5.3 holds when the output of the circuit D is classical, but in this work, the fault-tolerant protocol based on concatenated codes will be used to create ancilla quantum states. Let D be a circuit whose output is a quantum state $|\psi\rangle$. When D is subjected to a local stochastic noise, there is a non zero probability that the last location of D is faulty, thus we cannot hope to get $|\psi\rangle$ with high probability. Instead, we can build a fault-tolerant circuit $D^{\prime}$ such that when $D^{\prime}$ is subjected to a local stochastic noise, the output is $|\psi\rangle$ on which has been applied a local stochastic error in the sense of Definition 5.2.

Theorem 5.4. There exists a threshold $p_{\mathrm{th}}>0$ such that the following holds. Let $p_{\mathrm{loc}}<p_{\mathrm{th}}$, let $\delta>0$ and let D be a circuit with $m$ qubits, with $T$ time steps and $|\mathrm{D}|$ locations. We assume that the output of D is a quantum state $|\psi\rangle$.
Then there exists another circuit $\mathrm{D}^{\prime}$ whose output is $|\psi\rangle$ and such that when $\mathrm{D}^{\prime}$ is subjected to a local stochastic noise model with parameter $p_{\text {loc }}$, there exists $\mathcal{N}$ a local stochastic noise on the qubits of $|\psi\rangle$ with parameter $p_{\text {wire }}=c p_{\text {loc }}$ such that:

$$
\mathbb{P}\left[\text { output of } \mathrm{D}^{\prime} \text { is not } \mathcal{N}(|\psi\rangle)\right] \leq \delta .
$$

In addition, $\mathrm{D}^{\prime}$ has $\mathrm{m}^{\prime}$ qubits, $T^{\prime}$ time steps and $\left|\mathrm{D}^{\prime}\right|$ locations where:

$$
m^{\prime}=m \text { polylog }\left(\frac{|\mathrm{D}|}{\delta}\right), \quad T^{\prime}=T \text { polylog }\left(\frac{|\mathrm{D}|}{\delta}\right), \quad\left|\mathrm{D}^{\prime}\right|=|\mathrm{D}| \operatorname{poly} \log \left(\frac{|\mathrm{D}|}{\delta}\right)
$$

Proof sketch. Let $m_{0}$ be the number of qubits of $|\psi\rangle$ and let $\Phi_{0}$ be the function defined in the proof of Theorem 5.3. The output of $\Phi_{0}^{k}(\mathrm{D})$ is $|\psi\rangle$ encoded in the concatenated code, thus we need to decode the output of $\Phi_{0}^{k}(\mathrm{D})$ in a fault-tolerant manner. We fix $\mathcal{E}^{-1}$ some decoding circuit for the Steane code and we denote by $\Phi(\mathrm{D})$ the circuit $\Phi_{0}(\mathrm{D})$ followed by $m_{0}$ copies of $\mathcal{E}^{-1}$, one per block of the Steane code. In particular, the output of $\Phi(\mathrm{D})$ is an $m_{0}$-qubit state. Note that when the circuit $\Phi^{2}(\mathrm{D})$ is created, the transformation $\Phi_{0}$ is also applied to the $m_{0}$ decoding circuits contained in $\Phi(\mathrm{D})$. In other words, the circuit $\Phi^{k}(\mathrm{D})$ is the circuit $\Phi_{0}^{k}(\mathrm{D})$ followed by $k$ layers of decoding: the first layer uses the circuit $\Phi_{0}^{k-1}\left(\mathcal{E}^{-1}\right)$, the second layer uses $\Phi_{0}^{k-2}\left(\mathcal{E}^{-1}\right)$ and the last layer uses $\mathcal{E}^{-1}$.

For a given $\delta>0$, we choose again $k=\Theta\left(\log \log \frac{|\mathrm{D}|}{\delta}\right)$ so that the probability that $\Phi_{0}^{k}(\mathrm{D})$ fails is upper bounded by $\delta$. The output of the circuit is equal to $\mathcal{N}_{0}(|\psi\rangle)$ where $\mathcal{N}_{0}$ represents the physical noise on the qubits. The local stochastic noise $\mathcal{N}$ promised in Theorem 5.4 is defined to be $\mathcal{N}_{0}$ except when $\Phi_{0}^{k}(\mathrm{D})$ fails:

- If the circuit $\Phi_{0}^{k}(\mathrm{D})$ does not fail, the noise $\mathcal{N}$ is equal to $\mathcal{N}_{0}$.
- If the circuit $\Phi_{0}^{k}(\mathrm{D})$ fails then $\mathcal{N}$ applies the identity on the qubits.


### 5.3 Fault-tolerance with constant space overhead

In this section, we describe the protocol of ref. [46] in the particular case where quantum expander codes are used. Given any circuit C with $n$ qubits and size $|C|=\operatorname{poly}(n)$, the fault-tolerant circuit provided by [46] uses $\Theta(n)$ qubits and fails with vanishing probability when $n$ goes to infinity. Contrarily to Theorem 5.3 where a single circuit was considered, we are interested here in the asymptotic behavior for a family of circuits. The main theorem of ref. [46] is very general and could be used with other constant rate LDPC stabilizer codes such as the 4-dimensional hyperbolic code of ref. [51]. However, for adversarial errors with weight up to a fraction of the minimal distance, the known algorithms to decode a 4-dimensional hyperbolic code run in exponential time. Hence, applying ref. [46] with 4 -dimensional hyperbolic codes is possible only if classical computation is instantaneous, indeed it would require to run an exponential time classical circuit between some time steps of the fault-tolerant circuit. By contrast, for quantum expander codes, we do not require that classical computation is instantaneous since the small-set-flip decoder runs in constant depth. If we set aside the constant time requirement, there exists an efficient decoder for 4-dimensional hyperbolic codes but this algorithm corrects adversarial errors up to logarithmic weight [55]. As a consequence, for a local stochastic noise, the probability of correction failure decreases as the inverse of a polynomial in the block-length. Hence, when we deal with a circuit of size $|C|=\operatorname{poly}(n)$, the threshold depends on the polynomial rather than being a universal constant. Similarly, we could use 2-dimensional hyperbolic codes, but their minimal distance is logarithmic and thus we cannot start from any polynomial size circuit keeping a threshold which is a universal constant.

Theorem 5.5 (Fault-tolerant quantum computation with constant space overhead [46]). For any asymptotic space overhead $\alpha>1$, there exists a threshold $p_{\mathrm{th}}>0$ such that the following holds. Let $p_{\mathrm{loc}}<p_{\mathrm{th}}$ and let C be a circuit with classical output, with $n$ qubits, with $T$ time steps and $|\mathrm{C}|$ locations where $|\mathrm{C}|=\operatorname{poly}(n)$.
Then there exists another circuit $\mathrm{C}^{\prime}$ such that $\mathrm{C}^{\prime}$ has the same output as C and fails with vanishing probability for large $n$ when subjected to a local stochastic noise model with parameter $p_{\mathrm{loc}}$. In addition, $\mathrm{C}^{\prime}$ has $n^{\prime}$ qubits where:

$$
n^{\prime}=\alpha n+o(n) .
$$

### 5.3.1 Description of the protocol

The protocol of ref. [46] requires to start from a sequential circuit (a circuit is said to be sequential when at each time step, all but one location are wait locations). In fact, there exists a sequential circuit equivalent to C with $n$ qubits and at most $n|\mathrm{C}|=\operatorname{poly}(n)$ locations. Hence, without loss of generality, C is assumed to be sequential.

To construct the circuit $\mathrm{C}^{\prime}$, we consider a family of quantum expander codes with rate $R:=2 /(1+\alpha)$ and choose the smaller code in this family with parameters $[[N, K]]$ where $N \geq \sqrt{n}$. For simplicity, we assume that $K$ divides $n$ and we split the qubits of C into $n / K$ blocks of size $K$. In $\mathrm{C}^{\prime}$, each block of C is replaced by a block of $N$ qubits (called data qubits) and each location is replaced by a simulation cycle followed by an error correction cycle. During a simulation cycle, the location of C is simulated in $\mathrm{C}^{\prime}$ using the protocols described in this section. During the error correction cycle, the $n / K$ blocks are corrected in parallel: for each block, the syndrome is measured and the correction inferred by the small-set-flip algorithm is applied on the qubits.

As explained in this section, the number of data qubits in $\mathrm{C}^{\prime}$ is $n / R$, the number of ancilla qubits for the syndrome measurements is $(N-K) n / K=n(1 / R-1)$ and the number of ancilla qubits for the simulation cycles is $o(n)$. Hence, the space overhead of this protocol is asymptotically equal to $1 / R+1 / R-1=\alpha$.

Since the performance of quantum expander codes increases with their size, taking codes with bigger block length would be an advantage for error correction. However, we take $N=\Theta(\sqrt{n})$ for convenience in the proofs but $N=n / \operatorname{polylog}(n)$ would lead to constant space overhead as well.

## a) Error correction cycle

The error correction is performed with the usual circuit presented in Figure 5.3 where the thick line represents one block of the quantum expander code. There are three main steps in this circuit:

1. The stabilizer generators are measured, for example using the circuit presented in Figure 3.1 (these measurements can be done in a non fault-tolerant way because the generators have constant weight). The measurement result for the $Z$-type generators is denoted $\sigma_{X} \in \mathbb{F}_{2}^{M_{X}}$ and the measurement result for the $X$-type generators is denoted $\sigma_{Z} \in \mathbb{F}_{2}^{M_{Z}}$.
2. The small-set-flip decoder is used twice:


Figure 5.3: Circuit for performing error correction. The Pauli gate $P$ depends on the bit-strings $e_{X}$ and $e_{Z}$.

- Once on the input $\sigma_{X}$. The output denoted by $e_{X} \in \mathbb{F}_{2}^{N}$ represents an $X$-type correction.
- Once on the input $\sigma_{Z}$. The output denoted by $e_{Z} \in \mathbb{F}_{2}^{N}$ represents a $Z$-type correction.

Here, it is important to use a constant time decoder since the data qubits are waiting while the decoder is running. If the amount of time for the decoder to run was depending on $N$, there would be a non-constant number of wait locations between the syndrome measurement and the gate $P$, leading to a failure with high probability for large $N$. Hence, the small-set-flip decoder used here is the constant time parallel version analyzed in Section 4.2.4.
3. The Pauli correction $P$ is applied on the data block where:

$$
P=P\left(e_{X}, e_{Z}\right):=\left(\prod_{i \in \operatorname{supp}\left(e_{X}\right)} X_{i}\right)\left(\prod_{i \in \operatorname{supp}\left(e_{Z}\right)} Z_{i}\right)
$$

All along this section, $X_{i}$ (resp. $Z_{i}$ ) is the $X$ Pauli matrix ( $Z$ Pauli matrix) applied on the $i^{\text {th }}$ qubit of the register.

## b) Simulation of state preparation

During the simulation of a state preparation location, the goal is to prepare the state $|\psi\rangle$ defined to be the logical $|0\rangle^{\otimes K}$ encoded in the quantum expander code. There exists a circuit D which creates $|\psi\rangle$ using $m=\Theta(N)$ qubits and $|\mathrm{D}|=\mathcal{O}\left(N^{2}\right)$ locations ( D is not necessarily fault-tolerant) [43]. Let $\delta=1 / T^{2}=1 / \operatorname{poly}(n)$, we apply Theorem 5.4 to D and the resulting circuit $\mathrm{D}^{\prime}$ is used to perform the state preparation in $\mathrm{C}^{\prime}$. The number of qubits in $D^{\prime}$ is:

$$
m^{\prime}=m \operatorname{poly} \log \left(\frac{|\mathrm{D}|}{\delta}\right)=m \operatorname{polylog}(\operatorname{poly}(m) \operatorname{poly}(n))=m \operatorname{poly} \log (n)=\Theta(N \operatorname{polylog}(n))
$$

Hence, since $N=\Theta(\sqrt{n})$, the number of extra qubits needed here is $m^{\prime}=o(n)$.

## c) Simulation of measurement



Figure 5.4: circuit for measurement.
To simulate a measurement, we use the circuit of Figure 5.4:

1. Measure the physical qubits on the $Z$-basis. The output is $z \in \mathbb{F}_{2}^{N}$ where for $i \in \llbracket 1 ; N \rrbracket$, the bit $z_{i}$ is the measurement result for the Pauli operator $Z_{i}$.
2. The classical processing step computes a bit-string $z^{\mathrm{L}} \in \mathbb{F}_{2}^{K}$ where for $k \in \llbracket 1 ; K \rrbracket$ :

- The bit $z_{k}^{\mathrm{L}}$ represents the output of a noiseless measurement of the logical Pauli operator $Z_{k}^{\mathrm{L}}$.

We already have access to $z \in \mathbb{F}_{2}^{N}$, where for $i \in \llbracket 1 ; N \rrbracket$ :

- The bit $z_{i}$ represents the output of a noisy measurement of the physical Pauli operator $Z_{i}$.

To compute $z^{\mathrm{L}}$ from $z$, we will define as an intermediate step the bit-string $z^{\prime} \in \mathbb{F}_{2}^{N}$ such that for $i \in \llbracket 1 ; N \rrbracket$ :

- The bit $z_{i}^{\prime}$ represents the output of a noiseless measurement of the physical Pauli operator $Z_{i}$.

On the one hand, since $Z_{k}^{\mathrm{L}}$ is equal to a product of $Z_{i}$, the bit $z_{k}^{\mathrm{L}}$ is a sum of $z_{i}^{\prime}$. On the other hand, $z$ is a noisy version of $z^{\prime}$, thus the small-set-flip decoder corrects $z$ to $z^{\prime}$ with high probability.
Formally, there are three steps to compute $z^{\mathrm{L}}$ :
2.1 Let $g_{1}, \ldots, g_{M_{X}}$ be the $Z$-type generators of the quantum expander code. We compute the syndrome $\sigma \in \mathbb{F}_{2}^{M_{X}}$ where for all $j \in \llbracket 1 ; M_{X} \rrbracket$ :

$$
\sigma_{j}:=\bigoplus_{i \in \operatorname{supp}\left(g_{j}\right)} z_{i} .
$$

2.2 We run the small-set-flip algorithm on input $\sigma$ and denote by $\hat{E} \in \mathbb{F}_{2}^{N}$ the decoder output. The bit-string $z^{\prime}$ is defined by:

$$
z^{\prime}:=z \oplus \hat{E} .
$$

In order to get the right value for $z^{\prime}$, we need to correct entirely the error on $z$. In addition, the syndrome $\sigma$ has not been measured with noisy gates, thus the bits of $\sigma$ are not subjected to noise. Hence, the small-set-flip algorithm used here is the logarithmic time decoder described in Section 4.2.5 and analyzed in Corollary 4.37.
2.3 We compute $z^{\mathrm{L}} \in \mathbb{F}_{2}^{K}$, where for all $k \in \llbracket 1 ; K \rrbracket$ :

$$
z_{k}^{\mathrm{L}}:=\bigoplus_{i \in \operatorname{supp}\left(Z_{k}^{\mathrm{L}}\right)} z_{i}^{\prime} .
$$

As a conclusion, the bit-string $z^{\mathrm{L}}$ has been computed and the time complexity of the overall procedure is logarithmic in $N$. Pending the procedure completion, the other active wires in the circuit $\mathrm{C}^{\prime}$ are corrected with the constant time small-set-flip algorithm.

## d) Simulation of gate

When the location in C is a gate location, the goal of the simulation cycle is to apply the corresponding logical gate in $\mathrm{C}^{\prime}$.

To apply a logical gate $U$ in $\mathrm{C}^{\prime}$, we use the teleportation circuit presented in Figure 5.5. At the beginning, the register $\mathrm{R}_{1}$ contains the data qubits and registers $\mathrm{R}_{2}$ and $\mathrm{R}_{3}$ contain an ancilla state $\left|\Psi_{U}\right\rangle$ defined by:

$$
\left|\Psi_{U}\right\rangle:=\left(\mathbb{1}_{\mathrm{R}_{2}} \otimes U_{\mathrm{R}_{3}}\right) \mathcal{E}^{\otimes 2}\left[\left(|00\rangle_{\mathrm{R}_{2}, \mathrm{R}_{3}}+|11\rangle_{\mathrm{R}_{2}, \mathrm{R}_{3}}\right)^{\otimes K}\right]
$$

where $\mathcal{E}$ is the encoding map associated to the quantum expander code. In other words, the state $\left|\Psi_{U}\right\rangle$ matches the following description:

- $K$ EPR pairs are shared between $\mathrm{R}_{2}$ and $\mathrm{R}_{3}$.
- $R_{2}$ and $R_{3}$ are both encoded in the quantum expander code.
- The unitary $U$ is applied on $\mathrm{R}_{3}$.


Figure 5.5: gate teleportation circuit. $\mathrm{R}_{1}, \mathrm{R}_{2}$ and $\mathrm{R}_{3}$ are the name of three quantum registers. The Pauli gate $P$ depends on the value of $x^{\mathrm{L}}$ and $z^{\mathrm{L}}$.

There exists a circuit D which creates $\left|\Psi_{U}\right\rangle$ using $m=\Theta(N)$ qubits and $|\mathrm{D}|=\mathcal{O}\left(N^{2}\right)$ locations (D is not necessarily fault-tolerant). In $\mathrm{C}^{\prime}$, the state $\left|\Psi_{U}\right\rangle$ is prepared with the fault-tolerant circuit $\mathrm{D}^{\prime}$ we get when we apply Theorem 5.4 to D with $\delta=1 / T^{2}=1 / \operatorname{poly}(n)$. The number of qubits in $\mathrm{D}^{\prime}$ is:

$$
m^{\prime}=m \text { polylog }\left(\frac{|\mathrm{D}|}{\delta}\right)=m \operatorname{polylog}(\operatorname{poly}(m) \operatorname{poly}(n))=m \operatorname{poly} \log (n)=\Theta(N \operatorname{poly} \log (n))
$$

Hence, since $N=\Theta(\sqrt{n})$, the number of extra qubits needed here is $m^{\prime}=o(n)$.
Once the ancilla state $\left|\Psi_{U}\right\rangle$ has been created, the circuit of Figure 5.5 is done in the following way:

1. Perform a physical Bell measurement on registers $\mathrm{R}_{1}$ and $\mathrm{R}_{2}$, the outputs are denoted $x, z \in \mathbb{F}_{2}^{N}$. In more details, for $i \in \llbracket 1 ; N \rrbracket, x_{i}$ is the bit we get when the Pauli operator $X_{i, \mathrm{R}_{1}} \otimes X_{i, \mathrm{R}_{2}}$ is measured and $z_{i}$ is the bit we get when the Pauli operator $Z_{i, \mathrm{R}_{1}} \otimes Z_{i, \mathrm{R}_{2}}$ is measured.
2. The classical processing step computes a bit-string $x^{\mathrm{L}} \in \mathbb{F}_{2}^{K}$ using $x \in \mathbb{F}_{2}^{N}$ and a bit-string $z^{\mathrm{L}} \in \mathbb{F}_{2}^{K}$ using $z \in \mathbb{F}_{2}^{N}$. Similarly to the procedure used for simulating a measurement, we define $x^{\prime} \in \mathbb{F}_{2}^{N}$ and $z^{\prime} \in \mathbb{F}_{2}^{N}$ such that for all $i \in \llbracket 1 ; N \rrbracket$ and $k \in \llbracket 1 ; K \rrbracket$ :

- The bit $x_{i}$ is the output of a noisy measurement of $X_{i, \mathrm{R}_{1}} \otimes X_{i, \mathrm{R}_{2}}$.
- The bit $x_{i}^{\prime}$ is the output of a noiseless measurement of $X_{i, \mathrm{R}_{1}} \otimes X_{i, \mathrm{R}_{2}}$.
- The bit $x_{k}^{\mathrm{L}}$ is the output of a noiseless measurement of $X_{k, \mathrm{R}_{1}}^{\mathrm{L}} \otimes X_{k, \mathrm{R}_{2}}^{\mathrm{L}}$.
- The bit $z_{i}$ is the output of a noisy measurement of $Z_{i, \mathrm{R}_{1}} \otimes Z_{i, \mathrm{R}_{2}}$.
- The bit $z_{i}^{\prime}$ is the output of a noiseless measurement of $Z_{i, \mathrm{R}_{1}} \otimes Z_{i, \mathrm{R}_{2}}$.
- The bit $z_{k}^{\mathrm{L}}$ is the output of a noiseless measurement of $Z_{k, \mathrm{R}_{1}}^{\mathrm{L}} \otimes Z_{k, \mathrm{R}_{2}}^{\mathrm{L}}$.

As described in more details for the case of a measurement simulation, we correct $x$ (resp. $z$ ) using the logarithmic time small-set-flip algorithm of Section 4.2 .5 to get $x^{\prime}$ (resp. $z^{\prime}$ ). The bit-strings $x^{\mathrm{L}}$ and $z^{\mathrm{L}}$ are defined for all $k \in \llbracket 1 ; K \rrbracket$ by:

$$
x_{k}^{\mathrm{L}}:=\bigoplus_{i \in \operatorname{supp}\left(X_{k}^{\mathrm{L}}\right)} x_{i}^{\prime}
$$

$$
z_{k}^{\mathrm{L}}:=\bigoplus_{i \in \operatorname{supp}\left(Z_{k}^{\mathrm{L}}\right)} z_{i}^{\prime}
$$

Since we use the small-set-flip algorithm of Section 4.2.5, the time complexity of the classical processing is logarithmic in $N$.
3. While the classical processing is running, the state in register $\mathrm{R}_{3}$ is continuously corrected with the constant time small-set-flip decoder of Section 4.2.4.
4. Apply $U P U^{\dagger}$ on register $\mathrm{R}_{3}$ where:

$$
P=P\left(x^{\mathrm{L}}, z^{\mathrm{L}}\right):=\left(\prod_{k \in \operatorname{supp}\left(z^{\mathrm{L}}\right)} X_{k}^{\mathrm{L}}\right)\left(\prod_{k \in \operatorname{supp}\left(x^{\mathrm{L}}\right)} Z_{k}^{\mathrm{L}}\right)
$$

When the gate $U$ is a logical Clifford, the unitary $U P U^{\dagger}$ is a logical Pauli which can be applied transversally. More generally, when $U$ is in the $i^{\text {th }}$ level of the Clifford hierarchy, $U P U^{\dagger}$ belongs to the $(i-1)^{\text {th }}$ level of the Clifford hierarchy.

The procedure described above is called gate teleportation [47] and can be used to apply a universal logical gate set on $\mathrm{C}^{\prime}$ :

- A logical Pauli is applied in $\mathrm{C}^{\prime}$ with a circuit made of transversal Pauli gates.
- A logical Hadamard, a logical controlled-not or a logical $S$ gate is applied with the gate teleportation protocol. In that case, the gate $U$ is a logical Clifford gate and thus $U P U^{\dagger}$ is a logical Pauli that we apply transversally. For a controlled-not gate between two different code blocks, more registers are involved but a similar procedure works.
- A logical $T$ gate is also implemented with gate teleportation. In that case, the unitary $U P U^{\dagger}$ is a logical Clifford and is applied with a second gate teleportation protocol.


### 5.3.2 Behavior against local stochastic Pauli noise

In this section, we show that if the locations of the circuit $\mathrm{C}^{\prime}$ are subjected to a local stochastic Pauli noise, then the classical output of $\mathrm{C}^{\prime}$ is the expected output with high probability. When a circuit is run with Pauli errors applied on a set of faulty locations, we will say that we have run a faulty realization of the circuit.

As we explain below, a faulty realization of $\mathrm{C}^{\prime}$ is equivalent to running $\mathrm{C}^{\prime}$ without faulty locations but where Pauli errors are applied on the data qubits after the simulation cycles, and where some measurement results are flipped before being used. Similarly, let $\mathrm{D}_{1}$ be one of the circuits presented in Section 5.3 (Figure 5.3 or Figure 5.4 or Figure 5.5), then applying Pauli errors at faulty locations is equivalent to flipping some classical bits after the measurements, and to applying Pauli errors on the data qubits at the end of $D_{1}$. For instance, in the circuit of Figure 3.1 used to measure a Pauli operator, the Hadamard gates and the controlled- $P$ gate are invertible Clifford operations. Hence, a faulty realization of this circuit is equivalent to the circuit presented in Figure 5.6. In addition, as shown in Figure 5.7, an $X$ or $Y$ gate followed by a measurement is equivalent to a measurement followed by a bit-flip, and a $Z$ gate followed by a measurement is equivalent to a measurement. By the same arguments:

- A faulty realization of the error correction circuit of Figure 5.3 is equivalent to the circuit of Figure 5.8.
- A faulty realization of the measurement circuit of Figure 5.4 is equivalent to the circuit of Figure 5.9.
- A faulty realization of the gate teleportation circuit of Figure 5.5 is equivalent to the circuit of Figure 5.10.

Let $\mathrm{D}_{1}$ be one of the circuits presented in Section 5.3 (Figure 5.3 or Figure 5.4 or Figure 5.5 ) and let $\mathrm{D}_{2}$ be the equivalent circuit defined above (Figure 5.8 or Figure 5.9 or Figure 5.10). Using the previous points, running $D_{1}$ with a local stochastic Pauli noise on the locations is equivalent to run $\mathrm{D}_{2}$ where the boxes "Some bits are flipped" represent a local stochastic noise on the classical bits and the boxes "Pauli gates" represent a local stochastic Pauli noise on the data qubits. Let $p_{\text {loc }}$ be the parameter for the local stochastic noise on the locations of $\mathrm{D}_{1}$, let $p_{\text {wire }}$ be the parameter for the local stochastic noise on the data qubits and bits of $\mathrm{D}_{2}$, and let $p_{4}:=\min \left(p_{1}, p_{2}, p_{3}\right)$ where $p_{1}, p_{2}$ and $p_{3}$ are the thresholds for the quantum expander codes as defined in Theorem 4.30 and Theorem 4.36. For this analysis to work, the inequality $p_{\text {wire }}<p_{4} / 3$ is required, thus we show below that $p_{\text {wire }}$ can be made as small as desired by lowering $p_{\text {loc }}$.

An error on a data qubit $q$ at the end of $\mathrm{D}_{2}$ is necessarily the consequence of an error on a location which is above $q$ in the circuit (i.e. a location which is linked to $q$ by wires). Let $L$ be the set of locations in $\mathrm{D}_{1}$ and let $V$ be the set of data qubits at the end of $\mathrm{D}_{2}$. For a given set $S \subset V$, we denote by $A(S) \subseteq L$ the set of locations which are above at least one qubit of $S$. We have $|A(S)| \leq c_{1}|S|$ where $c_{1}$ is a constant and each location is above at most $c_{2}$ data qubits. Given a set of faulty locations $F \subseteq L$, the corresponding set of faulty data qubits $E \subseteq V$ satisfies:

$$
E \subseteq\{q \in V: F \cap A(q) \neq \varnothing\}
$$

Thus for all $S \subseteq V$ :

$$
\begin{aligned}
\mathbb{P}[S \subseteq E] & \leq \mathbb{P}\left[\exists R \subseteq A(S):|R| \geq|S| / c_{2}, R \subseteq F\right] \\
& \leq \sum_{r \geq|S| / c_{2}}\left[\sum_{R \subseteq A(S):|R|=r} \mathbb{P}[R \subseteq F]\right] \\
& \leq \sum_{r \geq|S| / c_{2}}\binom{|A(S)|}{r} p_{\mathrm{loc}}^{r} \\
& \leq 2^{c_{1}|S|} \sum_{r \geq|S| / c_{2}} p_{\mathrm{loc}}^{r} \\
& \leq K 2^{c_{1}|S|} p_{\mathrm{loc}}^{|S| / c_{2}}
\end{aligned}
$$

For $p_{\text {loc }}$ sufficiently small, we have $\mathbb{P}[S \subseteq E] \leq\left(p_{4} / 4\right)^{|S|}$ and thus $F$ is local stochastic with parameter $p_{\text {wire }}<p_{4} / 4$.

Let $t \in \llbracket 1 ; T \rrbracket$ be a time step of the initial circuit C and let $\left|\psi_{t}\right\rangle$ be the state of the circuit $\mathrm{C}^{\prime}$ after the $t^{\text {th }}$ error correction cycle under the hypothesis that the locations are not faulty. We are going to build $P_{t}$ a local stochastic noise on the qubits of $\left|\psi_{t}\right\rangle$ with parameter $p_{4} / 2$ such that when the locations of $\mathrm{C}^{\prime}$ are subjected to a local stochastic noise with parameter $p_{\text {loc }}$, the state after the $t^{\text {th }}$ error correction cycle is $P_{t}\left|\psi_{t}\right\rangle$ with high probability.

To analyze the error correction cycles described in Figure 5.3 and Figure 5.8, we use Theorem 4.30 about the constant time small-set-flip algorithm. If $p_{\text {loc }}$ is sufficiently small, then the error on the data qubits and the syndrome bits are local stochastic with parameter sufficiently small to apply Theorem 4.30. In this theorem, $c$ is chosen such that $p_{\text {ls }}<p_{4} / 4$, then there is a small probability for this circuit to fail and otherwise the data qubits at the end are subjected to a local stochastic noise with parameter $p_{4} / 2$. Formally:
(1) Let $|\psi\rangle$ be a code state of the quantum expander code. We run the error correction circuit $\mathrm{D}_{1}$ of Figure 5.3 with the following hypothesis:

- The input of the circuit is $P_{1}|\psi\rangle$ where $P_{1}$ is a local stochastic Pauli noise with parameter $<p_{4}$.
- The locations of $D_{1}$ are subjected to a local stochastic Pauli noise with parameter $p_{\text {loc }}$.

Then there exists $P$ a local stochastic Pauli noise with parameter $<p_{4} / 2$ such that:

$$
\mathbb{P}\left[\text { The output of } \mathrm{D}_{1} \text { is } P|\psi\rangle\right] \geq 1-\frac{1}{e^{\Theta(\sqrt{N})}}
$$

When circuit $\mathrm{C}^{\prime}$ simulates a measurement with Figure 5.4, the small-set-flip algorithm with logarithmic time is used. If $p_{\text {loc }}$ is sufficiently small, the error on the bits after the transversal measurement are local stochastic with parameter sufficiently small to apply Corollary 4.37 . Hence the classical output of the circuit is the right one with high probability:
(2) Let $|\psi\rangle$ be a code state of the quantum expander code. We run the measurement circuit $\mathrm{D}_{1}$ of Figure 5.4 with the following hypothesis:

- The input of the circuit is $P_{1}|\psi\rangle$ where $P_{1}$ is a local stochastic Pauli noise with parameter $<p_{4} / 2$.
- The locations of $D_{1}$ are subjected to a local stochastic Pauli noise with parameter $p_{\text {loc }}$.

Then:

$$
\mathbb{P}\left[\mathrm{D}_{1} \text { has the right output }\right] \geq 1-\frac{1}{e^{\Theta(\sqrt{N})}}
$$

Finally, when the gate teleportation protocol of Figure 5.5 is performed in $\mathrm{C}^{\prime}$, we use Theorem 4.30 and Corollary 4.37 for the small-set-flip decoder:
(3) Let $|\psi\rangle$ be a code state of the quantum expander code and let $U$ be a logical gate. We apply $U$ with the gate teleportation circuit $\mathrm{D}_{1}$ of Figure 5.5 with the following hypothesis:

- The data qubits at the entrance of $\mathrm{D}_{1}$ are in the state $P_{1}|\psi\rangle$ where $P_{1}$ is a local stochastic Pauli noise with parameter $<p_{4} / 2$.
- The ancilla state is prepared in the state $P_{2}\left|\Psi_{U}\right\rangle$ where $P_{2}$ is a local stochastic Pauli noise with parameter $<p_{4} / 4$.
- The locations of $\mathrm{D}_{1}$ are subjected to a local stochastic Pauli noise with parameter $p_{\text {loc }}$.

Then there exists $P$ a local stochastic Pauli noise with parameter $<p_{4}$ such that:

$$
\mathbb{P}\left[\text { The output of } \mathrm{D}_{1} \text { is } P U|\psi\rangle\right] \geq 1-\frac{\operatorname{polylog}(N)}{e^{\Theta(\sqrt{N})}} .
$$

We are now ready to conclude. We run the entire circuit $\mathrm{C}^{\prime}$ with the following hypothesis:

- The locations of $\mathrm{D}_{1}$ are subjected to a local stochastic Pauli noise with parameter $p_{\text {loc }}$.
- The ancilla qubits for gate teleportations are prepared in the state $P_{1}\left|\Psi_{U}\right\rangle$ where $P_{1}$ is a local stochastic Pauli noise with parameter $<p_{4} / 4$.
- The state preparation cycles prepare the state $P_{2}|\psi\rangle$ where $|\psi\rangle$ is the logical zero state and $P_{2}$ is a local stochastic Pauli noise with parameter $<p_{4}$.

Let $\left|\psi_{t}\right\rangle$ be the state of the circuit $\mathrm{C}^{\prime}$ after the $t^{\text {th }}$ error correction cycle when there is no faulty location. Using the properties (1), (2) and (3) above, we can perform an induction on $t$ to show the existence of a Pauli error $P_{t}$ with local stochastic parameter $<p_{4} / 2$ such that:

$$
\mathbb{P}\left[\text { After the } t^{\text {th }} \text { error correction cycle, the state is } P_{t}\left|\psi_{t}\right\rangle\right] \geq 1-\frac{t \text { poly }(N)}{e^{\Theta(\sqrt{N})}} .
$$

After the final measurement:

$$
\mathbb{P}\left[\text { The output of } \mathrm{C}^{\prime} \text { is right }\right] \geq 1-\frac{T \operatorname{poly}(N)}{e^{\Theta(\sqrt{N})}}=1-o(1)
$$

### 5.3.3 Behavior against local stochastic noise

We are now ready to give a proof sketch for Theorem 5.5. As described in Section 5.3.1, we use the fault-tolerant protocol with concatenated codes as a black-box for state preparation (the goal is to prepare either a logical zero or an ancilla state for gate teleportation). This protocol fails with probability at most $1 / T^{2}$ and is used at most $T$ times, thus the states are successfully prepared with probability $1-o(1)$. By Theorem 5.4 , when a state preparation does not fail, the noise on the prepared state is local stochastic with parameter $c p_{\text {loc }}$. In what follows, we assume that $p_{\text {loc }}$ is sufficient small to ensure $c p_{\text {loc }}<p_{4} / 4$. Hence, similarly to the hypotheses in Section 5.3.2, the qubits of the prepared states are subjected to a local stochastic noise with parameter $<p_{4} / 4$.

We assume that the locations of the circuit $\mathrm{C}^{\prime}$ are subjected to a noise $\mathcal{N}$ with local stochastic parameter $p_{\text {loc }}$. Let $L$ be the set of locations and let $\mathcal{L}$ be the power set of $L$, then the support of the location error is a set $F \in \mathcal{L}$. We say that $F \in \mathcal{L}$ is problematic when we can make $\mathrm{C}^{\prime}$ fail by applying Pauli errors on the locations of $F$. Let $\mathcal{L}^{*} \subseteq \mathcal{L}$ be the set of error supports which are not problematic. We define a Pauli noise $\mathcal{P}$ with local stochastic parameter $p_{\text {loc }}$ in the following way:

- The set of faulty locations $F$ is chosen with the same probability distribution as $\mathcal{N}$.
- If $F \notin \mathcal{L}^{*}$, then $\mathcal{P}$ applies the problematic Pauli error associated to $F$.
- If $F \in \mathcal{L}^{*}$, then $\mathcal{P}$ applies an arbitrary Pauli on the faulty locations (for example the identity).

The local stochastic Pauli noise $\mathcal{P}$ has parameter $p_{\text {loc }}$. By Section 5.3.2, when the locations are subjected to $\mathcal{P}$, the circuit $\mathrm{C}^{\prime}$ has the right output with probability at least $1-o(1)$ thus:

$$
\mathbb{P}\left[F \in \mathcal{L}^{*}\right] \geq 1-o(1)
$$



Figure 5.6: this circuit is equivalent to a faulty realization of Figure 3.1.


Figure 5.7: two equivalent circuits.


Figure 5.8: this circuit is equivalent to a faulty realization of Figure 5.3.


Figure 5.9: this circuit is equivalent to a faulty realization of Figure 5.4.


Figure 5.10: this circuit is equivalent to a faulty realization of Figure 5.5.

We purify the circuit $\mathrm{C}^{\prime}$ and use the noise $\mathcal{N}$ on the locations. If the error support satisfies $F \in \mathcal{L}^{*}$, then we can write the error applied by $\mathcal{N}$ as a sum of Pauli errors whose support are included in $F$. By definition of $\mathcal{L}^{*}$, each term of the sum is not problematic for $\mathrm{C}^{\prime}$, thus the circuit $\mathrm{C}^{\prime}$ has the right output by linearity. As a conclusion, when the circuit $\mathrm{C}^{\prime}$ is subjected to a local stochastic noise with parameter $p_{\text {loc }}$, the output is the right one with probability $1-o(1)$.

## Chapter 6

## Deferred proofs

The goal of this chapter is to compute the dimension of the classical product code that we used in Section 3.2 to compute the dimension of hypergraph product codes. In Section 6.1 we introduce the systematic form for classical codes and use it in Section 6.2 to compute the dimension of classical product codes.

### 6.1 Systematic form

In this section, we define the concept of systematic form which is a standard notion in classical error correction and will be used for the analysis of the classical product code. The terminology "systematic form" can be applied either to a code, to a generator matrix or to a parity check matrix .

Let $\mathcal{M}_{a, b}\left(\mathbb{F}_{2}\right)$ be the set of $a \times b$ binary matrices. A linear code is in systematic form if there exists $A \in \mathcal{M}_{n-k, k}\left(\mathbb{F}_{2}\right)$ such that the generator matrix $G \in \mathcal{M}_{n, k}\left(\mathbb{F}_{2}\right)$ is equal to the block matrix:

$$
\begin{equation*}
G=\binom{\mathbb{1}_{k}}{A} \tag{6.1}
\end{equation*}
$$

where $\mathbb{1}_{k} \in \mathcal{M}_{k, k}\left(\mathbb{F}_{2}\right)$ is the identity matrix. As illustrated in Figure 6.1, the first bits of a codeword $x=G s$ are equal to the bits of $s$.


Figure 6.1: codeword of an $[n, k]$ systematic code.

Thereby, the codeword associated to $s$ is the concatenation of $s$ (the logical bits) and $A s$ (the parity bits). Furthermore, let $H \in \mathcal{M}_{n-k, n}\left(\mathbb{F}_{2}\right)$ be the following parity check matrix defined by block:

$$
H=\left(\begin{array}{ll}
A & \mathbb{1}_{n-k} \tag{6.2}
\end{array}\right) .
$$

We have

$$
H G=A \oplus A=0
$$

thus $\operatorname{span}(G) \subseteq \operatorname{ker}(H)$. Moreover, by the rank-nullity theorem $\operatorname{dim}(\operatorname{ker} H)=k=\operatorname{dim}(\operatorname{span}(G))$ thus $\operatorname{span}(G)=\operatorname{ker}(H)$ and the codes defined by $H$ and $G$ are equal. A generator matrix which has the form of eq. (6.1) and a parity check matrix which has the form of eq. (6.2) are said to be in systematic form.

The main property presented in this section is Proposition 6.1: up to permutation on the bits, any error correcting code admits a parity check matrix in systematic form.

Proposition 6.1. Let $H \in \mathcal{M}_{m, n}\left(\mathbb{F}_{2}\right)$ be a matrix with rank $n-k$ then there exists an invertible matrix $Q \in \mathcal{M}_{m, m}\left(\mathbb{F}_{2}\right)$, a permutation matrix $P \in \mathcal{M}_{n, n}\left(\mathbb{F}_{2}\right)$ and a matrix $A \in \mathcal{M}_{n-k, k}\left(\mathbb{F}_{2}\right)$ such that:

$$
Q H P=\left(\begin{array}{cc}
A & \mathbb{1}_{n-k} \\
0_{m-n+k, n}
\end{array}\right)
$$

Before giving the proof of Proposition 6.1, we remark that:

- If $\mathcal{C}$ is the code with parity check matrix $H$ then the block matrix $\left(\begin{array}{ll}A & \mathbb{1}_{n-k}\end{array}\right)$ is a parity check matrix for the code $\mathcal{C}^{\prime}=\left\{P^{-1} x: x \in \mathcal{C}\right\}$ where the bits have been permuted.
- Similarly, for any generator matrix $G \in \mathcal{M}_{n, k}\left(\mathbb{F}_{2}\right)$, there exists an invertible matrix $Q \in \mathcal{M}_{k, k}\left(\mathbb{F}_{2}\right)$, a permutation matrix $P \in \mathcal{M}_{n, n}\left(\mathbb{F}_{2}\right)$ and a matrix $A \in \mathcal{M}_{n-k, k}\left(\mathbb{F}_{2}\right)$ such that:

$$
P G Q=\binom{\mathbb{1}_{k}}{A}
$$

and $P G Q$ is a generator matrix for $\mathcal{C}^{\prime}=\left\{P^{-1} x: x \in \mathcal{C}\right\}$.
Proof. First, we remark that ker $H=\operatorname{ker} Q H$ holds for any invertible matrix $Q \in \mathcal{M}_{m, m}\left(\mathbb{F}_{2}\right)$, i.e. we can apply invertible operations on the rows of $H$ without changing the corresponding error correcting code. Moreover, in the statement of Proposition 6.1, $H$ is multiplied on the right by the permutation matrix $P$, meaning that we allow the operation consisting in permuting the columns of $H$.
Indeed, we show that using three invertible operations on $H$, we can turn it into the form promised in Proposition 6.1. The three operations are the following:

- Permuting the rows of the matrix.
- Permuting the columns of the matrix.
- Replacing row number $i$ by the sum of row number $i$ and row number $j \neq i$.

Using these three operations, we perform a Gaussian elimination on the matrix $H$ in order to turn it into the desired form. First, up to a permutation on the columns of the matrix, it is equivalent to show that $H$ can be turned into the matrix:

$$
\left(\begin{array}{cc}
\mathbb{1}_{n-k} & A \\
0_{m-n+k, n}
\end{array}\right)
$$

The idea is to transform the columns of $H$ one by one starting from the first one. Formally, we show by induction on $l \in \llbracket 0 ; n-k \rrbracket$ that using the three operations we can turn $H$ into the following form:

$$
H_{l}=\left(\begin{array}{ll}
\mathbb{1}_{l} & A_{l} \\
0_{m-l, l} & B_{l}
\end{array}\right)
$$

where $A_{l} \in \mathcal{M}_{l, n-l}\left(\mathbb{F}_{2}\right)$ and $B_{l} \in \mathcal{M}_{m-l, n-l}\left(\mathbb{F}_{2}\right)$.
The initialization of the induction for $l=0$ is done with $B_{0}=H$ and the other matrices being empty.
For the induction step, the rank of $H$ and the rank of $H_{l}$ are equal to $n-k$ thus, while $l<n-k$, there is a 1 somewhere in the matrix $B_{l}$. We put this 1 in the first entry of $B_{l}$ using a permutation on the rows and the columns. In order to get the matrix $H_{l+1}$, we keep the 1 at position $(l+1, l+1)$ and delete all the other 1 in column $l+1$ by replacing for each $i \neq l+1$ the row $i$ by the sum of row $i$ and row $l+1$.
Finally, when $l=n-k$, because the matrices $H$ and $H_{l}$ have rank $n-k$, we have $B_{l}=0_{m-l, n-l}$ and we get Proposition 6.1.

### 6.2 Definition of classical product code

In this section we define a class of codes obtained by taking the product of two codes. Note that given two classical error correcting codes, two kinds of product appear in this PhD thesis: "the product code" which is a classical code
and the "hypergraph product code" which is a quantum code. The product code construction is used to determine the parameters of the hypergraph product codes. For more details about the classical product code, see [35, 99].

Let $\mathcal{C}_{1}$ be an $\left[n_{1}, k_{1}, d_{1}\right]$ code and let $\mathcal{C}_{2}$ be an $\left[n_{2}, k_{2}, d_{2}\right]$ code then the product code $\mathcal{C}_{1} \otimes \mathcal{C}_{2}$ is the code whose parity check matrix $H$ is defined by:

$$
H=\binom{\mathbb{1}_{n_{1}} \otimes H_{2}}{H_{1} \otimes \mathbb{1}_{n_{2}}}
$$

Note that the block-length of $\mathcal{C}_{1} \otimes \mathcal{C}_{2}$ is the number of columns of $H$ and is equal to $n_{1} n_{2}$. In the case of a product code, it is relevant to represent a set of $n_{1} n_{2}$ bits as a binary matrix with $n_{1}$ rows and $n_{2}$ columns. With this representation in mind, a matrix $c \in \mathcal{M}_{n_{1}, n_{2}}\left(\mathbb{F}_{2}\right)$ is a codeword of $\mathcal{C}_{1} \otimes \mathcal{C}_{2}$ if and only if each row of $c$ is a codeword of $\mathcal{C}_{2}$ and each column of $c$ is a codeword of $\mathcal{C}_{1}$ (see Figure 6.2).


Figure 6.2: schematic representation of a product code.

Proposition 6.2. The dimension of $\mathcal{C}_{1} \otimes \mathcal{C}_{2}$ is equal to $k_{1} k_{2}$.
Proof. We reduce the general problem to the particular case where $H_{1}$ and $H_{2}$ are in systematic form (see Section 6.1).

By Proposition 6.1, there exist two invertible matrices $Q_{1} \in \mathcal{M}_{m_{1}, m_{1}}\left(\mathbb{F}_{2}\right), Q_{2} \in \mathcal{M}_{m_{2}, m_{2}}\left(\mathbb{F}_{2}\right)$, two permutation matrices $P_{1} \in \mathcal{M}_{n_{1}, n_{1}}\left(\mathbb{F}_{2}\right), P_{2} \in \mathcal{M}_{n_{2}, n_{2}}\left(\mathbb{F}_{2}\right)$ and two matrices $A_{1} \in \mathcal{M}_{n_{1}-k_{1}, k_{1}}\left(\mathbb{F}_{2}\right), A_{2} \in$ $\mathcal{M}_{n_{2}-k_{2}, k_{2}}\left(\mathbb{F}_{2}\right)$ such that:

$$
Q_{1} H_{1} P_{1}=H_{1}^{\prime}:=\left(\begin{array}{cr}
A_{1} & \mathbb{1}_{n_{1}-k_{1}}  \tag{6.3}\\
0_{m_{1}-n_{1}+k_{1}, n_{1}}
\end{array}\right) \quad \text { and } \quad Q_{2} H_{2} P_{2}=H_{2}^{\prime}:=\left(\begin{array}{cc}
A_{2} & \mathbb{1}_{n_{2}-k_{2}} \\
0_{m_{2}-n_{2}+k_{2}, n_{2}}
\end{array}\right)
$$

let $H$ be the parity check matrix of $\mathcal{C}_{1} \otimes \mathcal{C}_{2}$, let $\mathcal{C}_{1}^{\prime}, \mathcal{C}_{2}^{\prime}$ be the codes with party checks matrices $H_{1}^{\prime}, H_{2}^{\prime}$ and let $H^{\prime}$ be the parity check matrix of $\mathcal{C}_{1}^{\prime} \otimes \mathcal{C}_{2}^{\prime}$ :

$$
H=\binom{\mathbb{1}_{n_{1}} \otimes H_{2}}{H_{1} \otimes \mathbb{1}_{n_{2}}} \quad H^{\prime}=\binom{\mathbb{1}_{n_{1}} \otimes H_{2}^{\prime}}{H_{1}^{\prime} \otimes \mathbb{1}_{n_{2}}}
$$

then using the product of block matrices, we can check that $H^{\prime}=Q H P$ where $Q$ is an invertible matrix and $P$ is a permutation matrix defined as the block matrices:

$$
Q=\left(\begin{array}{lr}
P_{1}^{-1} \otimes Q_{2} & 0_{n_{1} m_{2}, m_{1} n_{2}} \\
0_{m_{1} n_{2}, n_{1} m_{2}} & Q_{1} \otimes P_{2}^{-1}
\end{array}\right) \quad \text { and } \quad P=P_{1} \otimes P_{2}
$$

In particular, we have:

$$
\begin{array}{lll}
\operatorname{dim}\left(\mathcal{C}_{1}^{\prime}\right)=\operatorname{dim}\left(\mathcal{C}_{1}\right)=k_{1} & \text { because } & \operatorname{ker}\left(H_{1}^{\prime}\right)=P_{1}^{-1} \operatorname{ker} H_{1}, \\
\operatorname{dim}\left(\mathcal{C}_{2}^{\prime}\right)=\operatorname{dim}\left(\mathcal{C}_{2}\right)=k_{2} & \text { because } & \operatorname{ker}\left(H_{2}^{\prime}\right)=P_{2}^{-1} \operatorname{ker} H_{2}, \\
\operatorname{dim}\left(\mathcal{C}_{1} \otimes \mathcal{C}_{2}\right)=\operatorname{dim}\left(\mathcal{C}_{1}^{\prime} \otimes \mathcal{C}_{2}^{\prime}\right) & \text { because } & \operatorname{ker}\left(H^{\prime}\right)=P^{-1} \operatorname{ker} H .
\end{array}
$$

Hence, we have reduced the problem to the case where $H_{1}^{\prime}$ and $H_{2}^{\prime}$ are in systematic form and it remains to show $\operatorname{dim}\left(\mathcal{C}_{1}^{\prime} \otimes \mathcal{C}_{2}^{\prime}\right)=k_{1} k_{2}$.
The matrix $H^{\prime}$ is not necessarily in systematic form but we can anyway show that if we fix a set of $k_{1} k_{2}$ logical bits as shown in Figure 6.3 then there is a unique possibility for the parity bits. Formally, for any $s \in \mathcal{M}_{k_{1}, k_{2}}\left(\mathbb{F}_{2}\right)$, there exists a unique $x \in \mathcal{C}_{1}^{\prime} \otimes \mathcal{C}_{2}^{\prime}$ such that $s$ is the upper left part of $x$.


Figure 6.3: product code when the parity check matrices are in systematic form.
Using eq. (6.3), for any $x_{1} \in \mathbb{F}_{2}^{n_{1}}$ and $x_{2} \in \mathbb{F}_{2}^{n_{2}}$, we have:

$$
\begin{aligned}
& x_{1} \in \mathcal{C}_{1}^{\prime} \Leftrightarrow \forall i \in \llbracket 1 ; n_{1}-k_{1} \rrbracket: x_{1}\left(i+k_{1}\right)=\sum_{l=1}^{k_{1}} H_{1}^{\prime}(i, l) x_{1}(l), \\
& x_{2} \in \mathcal{C}_{2}^{\prime} \Leftrightarrow \forall j \in \llbracket 1 ; n_{2}-k_{2} \rrbracket: x_{2}\left(j+k_{2}\right)=\sum_{l=1}^{k_{2}} H_{2}^{\prime}(j, l) x_{2}(l) .
\end{aligned}
$$

If we fix some $s \in \mathcal{M}_{k_{1}, k_{2}}\left(\mathbb{F}_{2}\right)$ and try to find $x \in \mathcal{C}_{1}^{\prime} \otimes \mathcal{C}_{2}^{\prime}$ whose upper left part is equal to $s$ then the only possible choice is to use the following formulas:

$$
\begin{aligned}
& \begin{cases}\forall i \in \llbracket 1 ; k_{1} \rrbracket & x(i, j)=s(i, j), \\
\forall j \in \llbracket 1 ; k_{2} \rrbracket & x\left(i+k_{1}, j\right)=\sum_{l=1}^{k_{1}} H_{1}^{\prime}(i, l) s(l, j),\end{cases} \\
& \begin{cases}\forall i \in \llbracket 1 ; k_{1}-n_{1} \rrbracket & x\left(i, j+k_{2}\right)=\sum_{l=1}^{k_{2}} H_{2}^{\prime}(j, l) s(i, l), \\
\forall j \in \llbracket 1 ; k_{2} \rrbracket\end{cases} \\
& \begin{cases}\forall i \in \llbracket 1 ; k_{1} \rrbracket \\
\forall j \in \llbracket 1 ; n_{2}-k_{2} \rrbracket & x\left(i+k_{1}, j+k_{2}\right)=\sum_{l_{1}=1}^{k_{1}} \sum_{l_{2}=1}^{k_{2}} H_{1}^{\prime}\left(i, l_{1}\right) H_{2}^{\prime}\left(j, l_{2}\right) s\left(l_{1}, l_{2}\right) .\end{cases} \\
& \begin{cases}\forall i \in \llbracket 1 ; n_{1}-k_{1} \rrbracket \\
\forall j \in \llbracket 1 ; n_{2}-k_{2} \rrbracket & \end{cases}
\end{aligned}
$$

Informally, the parity bits of the lower left part are uniquely determined by the column conditions and the parity bits of the upper right part are uniquely determined by the row conditions. Moreover, the parity bits of the lower right part can be determined either using the row condition on the parity bits of the lower left part or by using the column condition on the parity bits of the upper right part. Note that both methods give the same result.
The conclusion is that $x$ is uniquely determined by $s$ and thus $\mathcal{C}_{1}^{\prime} \otimes \mathcal{C}_{2}^{\prime}$ has dimension $k_{1} k_{2}$.
Remark 6.3. Let $G_{1}$ and $G_{2}$ be the generator matrices of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ then $H\left(G_{1} \otimes G_{2}\right)=0$ and the equality between dimensions show that $G_{1} \otimes G_{2}$ is a generator matrix for $\mathcal{C}_{1} \otimes \mathcal{C}_{2}$. Moreover, as shown in [99], the minimal distance of $\mathcal{C}_{1} \otimes \mathcal{C}_{2}$ is equal to $d_{1} d_{2}$ but we do not use this fact in this manuscript.

## Chapter 7

## Conclusion

In this work, we showed that quantum expander codes and the small-set-flip decoder can be used in the construction of ref. [46] to achieve fault-tolerant quantum computation with constant space overhead. The small-set-flip decoder can be parallelized to run in constant time and, as a consequence, each location of the resulting fault-tolerant circuit needs to run a constant depth classical circuit. By comparison, the time complexity for decoding other family of codes is not known to be constant leading to a fault-tolerant circuit where each time step requires to run a classical circuit whose depth grows with the number of qubits.

As a future work, it would be interesting to try to reduce the time overhead of the construction presented in ref. [46]. In particular, the time overhead is large if the initial circuit is parallel since it has to be turned into a sequential circuit for the construction to work.
For quantum expander codes and other hypergraph product codes, it is crucial to find decoders with better performance and lower time consumption; for example with decoders based on the small-set-flip algorithm or the belief propagation decoder (see [85]). Furthermore, the simulations of ref. [49] require codes with large block-length and it would be interesting to study how the modified hypergraph product codes of ref. [65, 78] perform in practice. Finally, numerical studies for the parallel small-set-flip decoder and for the case of noisy syndrome measurements would be insightful as well.
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