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Abstract

Socially intelligent robots represent a scientific and technological challenge
that needs significant contributions at the cross-roads of machine learning,
computer vision, audio processing and robotics to be addressed. Naturally,
given that the communication modalities most commonly used in human in-
teraction are audio and video, audio-visual fusion plays is a skill to be mas-
tered for robots to exhibit social intelligence. The scenarios and tasks to be
addressed in social robotics, require learning methods operating in unsuper-
vised settings and handling the uncertainty in perception and in action. In ad-
dition, the developed tools cannot disregard the recent advances and break-
through in representation learning brought by deep neural architectures. Con-
sequently, combinations of probabilistic models — able to account for uncer-
tainty — and deep neural networks - learning powerful data representations —
seem the most appropriate methodological framework to develop social intel-
ligence for robotic platforms. In this manuscript, we motivate the interest of
developing machine learning methods exploiting audio-visual data to endow
robots with social intelligence. We present the foundations of probabilistic
generative models and discuss in detail seven recent contributions. Each of
them addresses a different task, useful to acquire social intelligence, and are
developed under the large framework of deep probabilistic models — combi-
nations of deep neural networks and probabilistic models. Several future re-
search opportunities as well as my personal scientific ambition for the next
years conclude the manuscript.
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Chapter /

Introduction

I.1 Socially Intelligent Robots

Robots sharing our daily lives is both a societal mirage and a scientific Ithaca. A societal mirage because of all the
science-fiction stories about companions robot and the recent advances in artificial intelligence; a scientific Ithaca
because the interaction skills of current robotic platforms are limited to a handful of tasks and environments. My long-
term research goal is to contribute to the development of socially intelligent robots. Social intelligence, as defined by
Edward Lee Thorndike in 1920, is the ability to understand and manage our relationship with other people and to
engage in adaptive social interactions, see [1]. In other words, social intelligence is the competence to understand the
environment optimally and react appropriately for socially successful conduct, see [2]. At the light of this definition,
it becomes quite clear that we are very far from developing robots that exhibit social intelligence. The amount and
variety of scientific skills required to implement social intelligence in robotic platforms are vast, and it would be overly
ambitious and unrealistic to pretend to address it with the expertise of a single researcher or research group. | am
particularly interested in developing low-level robotic social intelligence, meaning “close to the raw sensor signal:”
in the lower abstraction layers. High-performance tools and methods able to process raw robotic data (perception
and action signals) are necessary before connections with more abstract representations (semantics, knowledge)
are possible. The rest of the manuscript should be understood in this scientific and technological context.

There are three important aspects to be taken into account to develop socially intelligent robots (or systems) at
any level of abstraction. First, environments populated by humans are inherently multi-modal, and we give priority
to auditory and visual sensors because they are (i) the primary perception modalities for social interaction, and (ii)
technologically mature. Second, these environments are populated by persons, in plural, and one must develop tools
to handle the complexity of multi-person interactions. Third, the robot must perceive and act, thus inducing changes
in the environment with its presence and actions. These three aspects hide a common challenge: the phenomena
linking the sources of information and the raw signals are very complex, and it is very difficult to establish rules on
how the information is mixed and transformed from the sources to the sensors. Examples of such complex relation-
ships are between the images of a speaker’s lips and the corresponding sound waveform, between the raw audio and
the dynamics of a multi-person conversation or between the robot motion commands needed to join an ongoing in-
teraction and the reaction of its participants. Current advances in machine learning and deep learning demonstrated
that these phenomena can be learned to a certain extent. This motivates the subtitle of this manuscript: “Learning
Multi-Person Robot Interactions from Audio-Visual Data.”

The information processing community at large (computer vision, audio processing, multimedia, natural language
processing, to name a few) has been significantly impacted by the development of deep neural networks capable
to digest large amounts of observations and to solve certain specific tasks close to or beyond human performance.
This has changed the way we tackle information processing and how we address and conceive machine learning
methods. Despite the undeniable advances made thanks to deep neural networks, it is unclear how to efficiently deal
with the uncertainty proper to the scenarios of our interest. For instance, when combining observations from different
modalities, or through time, or when retrieving the source that generated an observation, it is important to account
for uncertainty while learning. Simply because most of these tasks are solved in an unsupervised way, i.e. without
ground truth. Probabilistic generative models (PGM) are very well tailored for this kind of setup, since they are able to
model the data generation process without requiring access to labels. Indeed, PGM learn the probability distribution
of the observations, often depending on hidden or latent variables. Since PGMs deal with the full distribution of
the latent/observed variables (or a good approximation of it), they can take into account uncertainty in processing
information for both perception and action.

Naturally, one would like to combine the representation power of deep neural networks, with the flexibility and the
interpretability of probabilistic generative models. There are different possible ways to do that, depending on the level
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2 Chapter I. Introduction

of fusion between these two big methodological families. Firstly, one can simply extract observations with deep neural
networks, e.g., person detections and sound directions of arrival, and then fuse the observations together and through
time with a PGM for instance to track multiple speakers. In this case, deep neural networks are trained before hand,
and then used to provide information to the unsupervised PGM. Examples of PGMs able to integrate deeply extracted
features are shown in Chapters|ll}[llland[V} A more integrated learning scheme would consist in using a deep neural
network as a back-bone to extract features, and then implementing probabilistic inference within the network, as if
it was part of the feed-forward pass. In this case, the parameters of the probabilistic model become parameters of
the network, and the PGM is used to train also the back-bone. However, by design, the parameters of this back-bone
are not seen as parameters of the PGM. Examples of this way of combining deep and probabilistic models can be
found in Chapters[[Vjand V]| Finally, a fully integrated option consists in including all the parameters of the network
as parameters of the PGM, and then training the entire model within the probabilistic formulation. Examples of this
family can be found in Chapters [VIl|and |VIIl} The difference between the second and third familis is due to historical
reasons rather than to a key methodological aspect. For instance, both a CNN backbone toped with a mixture model
and a variational autoencoder are trained by maximising a lower bound of the observed log-likelihood. However, the
tools used to optimise the respective lower bounds are very different. It is not clear if one of this methodologies is
systematically better than the others. At a first glance, one may think that integrating all parameters of the model
within the probabilistic formulation is the optimal choice, but this may lead to computationally very heavy training and
inference algorithms. Splitting the work in two parts, first extracting key information from the raw data using a DNN
and then fusing the extracted information by means of a PGM will simplify the probabilistic inference algorithms, but
the deep representations will be learned to minimise a different objective than the likelihood of the PGM. This is why,
even if I am firmly convinced that combining probabilistic graphical models and deep networks is the key to develop
social robotic abilities, | also believe that we are only at the beginning of this gold mine. | consequently chose the title
of this manuscript to be: “Towards Probabilistic Generative Models for Socially Intelligent Robots.”

The remaining of the Chapter is structured as follows. First, in Section [.2]the foundations of PGMs, the linear-
Gaussian model and the problem of modeling with latent variables are introduced. Then, two big families of PGMs,
those with computationally tractable and intractable likelihood, are discussed, in Sections [.3| and [I.4] respectively.
Given the role auditory and visual sensing played in my research, some generalities on learning with audio-visual data
are presented in Section Finally the structure of the document is depicted.

.2 Probabilistic Generative Models

Traditionally, generative models have been considered in contrast to discriminative models, for classification. Indeed,
generative models learn p(z|c), where x is the observation and c is the class, and then compute p(c|z) using the Bayes
theorem, while discriminative models learn p(c|x) directly. The advantage of generative models is that a new class
can be simply added by learning p(x|c’), while discriminative models have to relearn from scratch when a new class
is added. The drawback of generative models is the underlying assumption that the conditional probability p(x|c) fits
the chosen distribution, which is not always the case. Moreover, generative models possess a prominent advantage:
one can sample from them and generate data. However, generating data by random sampling of probabilistic models
does not always provide satisfactory results.

With the development of deep architectures the generation of new sample points became not only a feasible op-
tion, but it actually open new lines of research since the generated samples can be too real — the so-called deepfakes.
Additionally, the data generated from the probabilistic model, specially if some of their properties can be controlled,
can be used to train robust recognition models. This may be useful when the collection, annotation and curation of
large datasets is costly or very hard (e.g. privacy or ethical issues).

In this section we will describe the foundations of probabilistic generative models. More precisely, we will discuss
two basic concepts in probabilistic generative models. First, the linear-Gaussian model, which is the building block
of many widely popular PGMs, including probabilistic principal component analysis and variational auto-encoders.
Second, we will discuss the problem of learning with latent variables, which is the most common formulation for
unsupervised learning with probabilistic generative models.

1.2.1 The Linear Gaussian Model

The linear-Gaussian model is an extremly popular model in the literature. This is due to a key intrinsic property of the
multivariate Gaussian distribution, which is defined on a generic Euclidean (real) space of finite dimension X, R¥.
The probability density function (PDF) of a multivariate Gaussian distribution writes:

Pl 2) = N, )5 (5 )T ). (1)
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where u € RX is the mean vector and ¥ € R**X is the covariance matrix, and must be symmetric and positive
definite. The term in the exponential if often named the Mahalanobis distance [3], and is denoted as:

M(xi 1, 3) =[x — plls = (x — ) =7 (x — o). (12)

The level-curves of the probability density function are the same of the Mahalanobis distance: the shorter the dis-
tance the higher the value of the PDF. For any unit vector v, the quantity v " $v denotes the variance of the distribution
in the direction v, see [4]. Moreover, since the covariance matrix is symmetric and positive definite, all its eigenvalues
are real and strictly positive. We can therefore write the eigendecomposition as ¥ = UAUT, where A is a diagonal
matrix with the (strictly positive) eigenvalues and U is a matrix with the eigenvectors as columns. Therefore, the
inverse of the covariance matrix — the precision matrix — writes ¥~! = UA~'U'. Combining these two properties,
one can see that the level-curves of M(x; u, X) are further away from p in the direction(s) or larger variance (i.e. in
the direction of the eigenvector corresponding to the largest eigenvalue(s)). From the fact that X (and ') are sym-
metric and positive define (and therefore have strictly positive eigenvalues), one can understand that the level curves

of (1.1) and (I.2) are ellipsoids.

The Gaussian distribution has many other interesting properties, but we will focus in the relationship of this dis-
tribution with affine transformations. Indeed, a very well known result is the so-called linear-Gaussian model, heavily
exploited in the literature, see for instance |5]. The main result states that, if we apply an affine transformation to a
Gaussian random variable Y = AX + b, with A € RY*X and b € RY, of a certain finite dimension Y, the resulting
random variable is also Gaussian:

X~NxpmE), Y=AX+b = Y~N(y;Au+b,AZAT). (1.3)

If there is additional Gaussian randomness on Y independent of the one in X, then we have the construct nec-
essary to interpret a bivariate (joint) Gaussian distribution on (X,Y) as a prior distribution on X plus a conditional
distribution on Y|X which consists of an affine transformation of X with some Gaussian random additive noise in-
dependent of X. See further explanations in [4]. This property is one of the main reasons of the popularity of the
Gaussian distribution when applied to pattern recognition, since it is the main element for probabilistic linear regres-
sion, probabilistic PCA (see next Section) and linear dynamical systems.

1.2.2 Learning with latent variables

Generally speaking, we are interested in unsupervised probIemsE] where we have access to a dataset of samples
D = {x,}Y_,. This dataset is used to estimate the parameters of the model, 8, through a maximum log-likelihood
formulation:

N
max L£(0;D) = mnglogp(xn;B). (1.4)

n=1

This principle, when applied to a multivariate Gaussian distribution, provides the very classical estimates for the
mean and covariance matrix (obtained taking the vector and matrix derivatives and equating them to zero):

(X0 — B)(xn — 1) " (1.5)

] =

1 & 1
(L= — » and X =—
e PP v

n=1

The principle of maximum likelihood in builds on two very common assumptions. First, the samples in D
are statistically independent of each other. Second, the samples in D are identically distributed. While the first holds
for the reamining of the manuscript, the second holds everywhere except for Chapter|ll, where the samples are not
identically distributed.

One drawback of the standard definition of the Gaussian distribution is that it does not allow to consider hidden or
latent variables. An extremely large body of literature deals with the use of the Gaussian distribution in the scenario
where there are hidden or latent variables. Typically, one assumes that for each sample in D, x,,, there is an associated
hidden random variable Zn[r_zl This variable can be continuous or discrete and may have or not have more complex
structure. Different models arise for different choices, but all of them share the fact that the realisations of z,, that
allowed to generate x,, are unknown during learning.

11Some of the contributions detailed later on cannot be strictly considered within the unsupervised learning framework, but we keep this line of
presentation for the sake of simplicity.

2| this section, the hidden variable will always be denoted by Z and the observed variable by X. Unfortunately, the complexity of the models
described later on make very hard to uniform the notations through the manuscript, and each chapter will present its own particular notations.
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The sentence above is confusing since we have not explained yet what do we mean by generate. In probabilistic
generative models, we define the model in the order in which the generation — or random sampling — is supposed
to happen. Typically, the hidden variable Z,, is generated (sampled) first using the parameters 6z, thus obtaining the
(unknown) realisation z,, and the observed variable X,, |z, is sampled using the conditional distribution using the
parameters 8x and obtaining x,,. In one way or another, the generation of X,, depends on the value an]

The fact that z,, is hidden or latent is problematic in practice, because for many models the log-likelihood can only
be obtained by marginalizing the hidden variable:

N
L(6;D) = Zlog/zp(xn,zn;ﬂ)dzn, (1.6)
n=1

where 8 = 0x U 0.

Since the direct optimisation of the above expression is often computationally or numerically intractable, it is
a widely accepted common practice to consider a computationally tractable lower bound of the log-likelihood to
be maximized instead. This strategy leads to the well known expectation-maximization algorithm [6], its variational
version [7] as well as the variational auto-encoders |8]. These are the kind of models explored in this manuscript and
their associated algorithms. In the following we will give a short overview of various models and provide interesting
insights of each one, without providing all the details necessary to implement the learning algorithms. For these
reasons we will drop the sample index n when presenting the models.

.3 Models with Computationally Tractable p(x)

In this section we discuss three models for which the marginal distribution p(x) is computationally tractable, even if
its optimisation w.r.t. the parameters, i.e. (I.6), is not. The advantage of these models, as we will see after presenting
them, is that we can learn their parameters with an exact expectation-maximization algorithm [6]. Their drawback is
that they are somewhat simple. In other words, if we want to model more complex phenomena, we will certainly step
out of the exact EM reduce circle, as we will see in the next Section.

1.3.1 Probabilistic PCA

This is the simplest model one can build, as it considers a multivariate Gaussian vector which is partly hidden. As
discussed above, this can easily be mapped into two multivariate Gaussian vectors with an affine relationship between
them. More precisely, we assume that the hidden variable is a continuous random vector of dimension Z, z € R?:

p(z) =N (2;0,I),  p(x|z) = N(x; Wz + p,0°T). (17)

where I is the identity matrix of the appropriate dimension, W € RX*Z, 4 € RX and ¢% > 0 is a positive scalar.

I.3.2 Linear Dynamical Systems

This model can be understood as the extension of Probabilistic PCA to sequences. Indeed, we will now assume that
our observations consist on T vectors x = x;.7, where 1 : T collects the entire sequence, and therefore of T hidden
vectors z = z;.7. The dimensions of the hidden and observed spaces remain the same as in Probabilistic PCA. Linear
dynamical systems assume a “dynamic” model linking the hidden variable through time in a sequential manner with
first order Markovian dependecies, and an “observation” model linking the observation at each time step x; with its
corresponding hidden variable z;. More formally:

p(z1) = N(z1; 1, V), p(2z¢|2e—1) = N(z¢; Azg 1, T), p(x¢]z¢) = N (x4; Czy, 20), (1.8)

where p € R?, A € R?*%4,C € R¥*Z and V, I" and X are covariance matrices of dimension Z x Z, Z x Z and
X x X respectively. Besides the temporal aspect, there are a few differences between the definition of PPCA and
the linear dynamical systems, regarding how the linear-Gaussian model is used. First, the affine transformations in
PPCA, became linear transformations in LDS. Second, the spherical covariance matrices in PPCA (i.e. 0°I) became
full covariance matrices in LDS. Of course, both PPCA and LDS can be defined in the most general case, but we chose
to follow the seminal presentation in [4].

13Until now, we made a clear distinction between the random variables in upper capital letters, and their realisations in lower capital letters.
Unless this distinction is required for the understanding of certain parts of the manuscript, it will not be used anymore.
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I.3.3 Gaussian Mixture Models

This is the simplest model that considers discrete hidden variables. GMM assume that the hidden variable z repre-
sents a finite choice z € {1,..., K'}. The sampling of z is done with probabilities 71, ..., 7k that are normalised to 1
and that need to be estimated. Once the choice of z, x is sampled from a Gaussian with parameters indexed by z. We
write:

plz=k)=m,  pxlz=Fk)=N(x;p, ), (19)
where p, and 3, are respectively the mean vector and covariance matrix of the k-th component of the GMM.

In the same way that PPCA can be extended to sequences leading to LDS, GMM can be extended to sequences
as well. This means that the discrete hidden variable z is now a sequence of random variables with a temporal link.
This model is very well known and usually referred to as hidden Markov model (HMM). It has been widely exploited
in many applications requiring the analysis of sequential data. For the sake of concision, we will not discuss HMMs.

1.3.4 The expectation-maximization algorithm

All four models (PPCA, LDS, GMM and HMM) have very different underlying assumptions on the hidden variable, but
share one very important property: the marginal p(x) is computationally tractable. Indeed, for all the models described
in this section, one can compute:

p(x) = /Zp(x,z)dz and  p(zlx) = M (1.10)

The so-called posterior distribution of the latent variable p(z|x) is very important, as we will explain in the following.
First, one can notice that, for any distribution ¢ over the hidden variable, the following holds (see [4]):

log p(x; 0) = /2 q(z)logp(’;j;‘”dzwn(«znp<z|x;e>>. (1)

F(q,0)

Since the Kullback-Leibler divergence is non-negative, we can immediately see that F is a lower bound of the log-
likelihood we would like to maximise. Moreover, the KL divergence is zero, if and only if the two distributions are the
same. So, if p(z|x) can be computed, then we can set ¢(z) = p(z|x), and now we obtain a tight bound, since the
second term of the previous equation is zero. In that case, if we now optimise the first term w.r.t. 8, and because F
is tight to the log-likelihood, we are directly optimising the desired quantity. Notice that we are only interested in the
part of the first term that depends on 6:

F(q,0) 2 /Zp(z|x) log p(x,z; 0)dz := Q(0). (.12)

where £ indicates equality up to an additive constant that does not depend on 6.

The function Q defined in (I.12) is referred to as the expected complete-data log-likelihood and it a very important
mathematical object in EM-based learning models. Indeed, the function ) can be understood as an expectation of
the complete log-likelihood over the a posteriori distribution:

Q(e) = IEp(z\x) logp(x, z; 0):| . (|13)

EM algorithms [4], [6] alternate between computing the @ function through the expectation above - the E step —
and maximising the function Q w.r.t. the parameters 6 — the M step. Importantly, in addition to be computationally
tractable, p(z|x) needs to allow for an exact computation of the @ function. If, on top of these two properties, the
function @ can be optimised in closed-form, we refer to the associated EM to as an exact EM: the procedure will
converge to a local maxima of the log-likelihood. Otherwise, some further approximations need to be done.

We are interested in the particular case when p(x) is not computationally tractable. At its turn, this implies that
p(z|x) is not computationally tractable either, and that Q cannot be computed in closed form, let alone optimised. Next
section describes a few common models that suffer from this problem, and their associated learning algorithms.

1.4 Models with Computationally Intractable p(x)

In this section we discuss three models for which the marginal, p(x), is not tractable, and their associated algorithms.
This must not be seen as an exhaustive list, but rather as a set of simple examples that quickly step out of the exact
EM learning framework described in the previous section.
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1.4.1 Markov Random Fields

(MRF), also known as conditional random fields, are a class of probabilistic generative models that assume a set of
observations x = x;.y, indexed by the V" vertices of a graph G = (V, £), where V and £ denote the set of vertices and
edges of G respectively. A set of hidden random variables associated to x, is also indexed by the vertices z = z;.y.

The definition of a MRF is done through potentials instead of probability distributions. Typically, these potentials
describe the relation between the observations and the hidden variables, as well as between hidden variables. While
the former are referred to as unary potentials the later are referred to as binary potentials. Generally speaking one
writes the following energy potential:

E(x,z) = Zwu(xv,zy) + Z Evv' Vb (2o, Zoyr ), (1.14)

veY v,v’ €V

where e, is the weight associated to the edge from v to ¢/, and v, and ¢, are the unary and binary potentials re-
spectively. Once these potentials are defined, to fix ideas one can think of the Euclidean distance if both x, and
z, are real-valued vectors of the same dimension, the energy is cast into a probability formulation by means of the
exponential function. Indeed, we are interested in the a posteriori distribution of the latent variables:

p(z|x) & exp ( - E(x, z)), (1.15)

where & denotes equality up to a multiplicative constant that does not depend on z.

This multiplicative constant is precisely what poses a computational challenge. Even in the simplest case, i.e.
using the Euclidean distance as potentials, the exact computation of the posterior is challenging. Indeed, if one
writes down the posterior probability defined above, one quickly realises that it boils down to a Gaussian distribution
of dimension V Z, where Z is the dimension of z. Roughly speaking, the part of the precision matrix associating z, and
z,» Will be a diagonal matrix filled with e,,.. In order to obtain the mean of the posterior distribution, one must inverse
the precision matrix, which is an extremely costly operation. Overall, the posterior distribution is very well defined, but
computationally intractable.

One possible solution is to exploit the mean-field approximation, which proposes to use an alternative to the true
posterior distribution. In general, the mean-field approximation assumes that the set of hidden variables z splits into
H non-intersecting subsets: hy, h = 1,..., H. Formally we write:

H
plzlx) ~ [ ] an(hn). (116)
h=1

In this case, when runing the E-step, and minimising the KL divergence in (I.11), one obtains:

gn(hp) o< exp (IEH#h 4;(hy) [logp(z7 x)} ), (1.17)

meaning that one must know use all other ¢;,'s to obtain ¢,,. While this can lead to a computationally tractable solution,
it has the main drawback that all ¢;,'s except for one need to be initialised (in addition to the model parameters).

In the case of MREF, the initialisation problem could be easily solved by initialising all latent variables to the asso-
ciated observation (or to the most probable value given that observation). Moreover, the most common assumption
is to enforce that all hidden variables are independent of each other:

pzlx) ~ [[ao(z0),  qu(z) xexp (]EHU/#U 4y (2,0) [logp(z, X)] ) (1.18)

Generally speaking, there is not reason whatsoever for the KL divergence to reduce to zero, when the function ¢ is
imposed to belong to a class of distributions (e.g. to factorize). As a consequence, F(q, 8) is not a tight lower bound
of log p(x; 0) in anymore: variational techniques do not necessarily converge to a local optimum. The reader is
referred to [7] for a more complete discussion on the topic.

1.4.2 Variational Auto-Encoders

In this section, we rapidly present the variational auto-encoder [9] and associated variational methodology for model
training and inference. In a nutshell, VAEs can be seen as the non-linear extension of PPCA. The generative model of
VAE follows:

Pe (Xa Z) = p(X|Z)p(Z), (|19)
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with
po(x|z) = N'(x; po(2),diag{o(2)}),  p(z) = N(20,1L), (1.20)

where diag{-} is the operator that forms a diagonal matrix from a vector by putting the vector entries on the diagonal,
and pg : R — RY and o : R? — R are non-linear functions of z modeled by a DNN. This DNN is called the
decoder network or the generation network, and is parametrized by a set of weights and biases denoted 6. Note that
the marginal distribution of x, pg(x), is given by:

po(x) = / po (x|2)p(z)dz. (1.21)

Since any conditional distribution pg(x|z) can provide a mode, pg(x) can be highly multi-modal (in addition to being
potentially highly dimensional). With this in mind it makes sense to set a diagonal covariance matrix in (1.20) since
marginal distributions of arbitrary complexity can be obtained by designing and tuning the decoder network Setting
diagonal covariance matrices often makes the mathematical derivations easier.

However, (1.21) is not computationally tractable due to the non-linearity induced by the DNN. As a consequence,
the posterior distribution pg (z|x) is not tractable either and an exact EM cannot be derived. Instead, standard practice
approximates the posterior distribution by means of another DNN often referred to as the encoder. We write:

po(2|x) ~ qg(2/x) = N (2; gy (x), diag{o, (x)}), (1.22)

where p, : RF — R* and oy : R — R% are non-linear functions of x modeled by the encoder network. Due to this
approximation, as it was the case in the MRF model, the KL divergence in (I.11) is not null, and the bound is not tight.
In order to train VAE, a further step is taken, and the KL term in (I.11) is droped (ignored):

logp(x;0) > By, (2/x) [logpg(x|z)] — Dt (q¢,(z|x) I p(z)) =: L(0, ¢;x). (1.23)

The aim now is to find both the best parameters of the generative model 6 (the ones we are interested in originally)
and the best parameters of the variational posterior distribution ¢. The optimisation problem to solve is:

max L(0, p;x). (1.24)

However, due to the non-linearities of the generative model, one cannot take the expectation in (1.23). Instead, one
must approximate it by sampling from the posterior distribution ¢4 (z|x):

¢;x Z logpe(x|z"))] — D (ap(2lx) || p(z)), 2" ~ g4 (2x). (1.25)

This would be enough if we only needed to train the generative (decoder) parameters 8. However, we must also
train the inference (encoder) parameters ¢. This poses a problem since the sampling operation z(") ~ qe(z]x) is
not differentiable w.r.t. ¢. To overcome this issue, the reparametrization trick was proposed in [9]. The idea is quite
simple, instead of sampling from a Gaussian distribution with parameters p,(x) and diag{ai(x)}, we sample from

a standard multivariate Gaussian distribution z(") ~ A(0,I), and then compute the posterior sample as: z(") =
g (X) + diag{o 4(x)}z") in a way that now the sampling operation becomes differentiable w.r.t. ¢.

1.4.3 Generative Adversarial Networks

A third, and extremely popular, model where approximate inference is required are generative adversarial networks
(GAN) [10]. The reason — and the interest — of their approximate inference is the same as in VAE. As in VAE, GANs build
upon deep neural networks, and therefore their construction in based on non-linear mappings. However, they differ
in principle and in practice from VAE. Indeed, GANs are conceived to approximate complex marginal distributions on
the observed variable p(x), without requiring the a posterior distribution over a latent variable p(z|x).

However, GANs work with the latent variable z on top of the observed variable x. While z is assumed to follow

a standard multivariate Gaussian distribution, the conditional relationship between x and z is not stochastic, but
deterministic. Indeed:

x=fo(z), z~N(0]I). (1.26)

Therefore the probability on x is defined as follows:

px € X) = /Z Teo@ N0, Z() = {elfole) € X, (1.27)
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where we measure the set of z's that fall into X when passed through fy. In other words, fy is transforming the
standard multivariate Gaussian distribution of z into a more complex distribution, parametrized by 8 and the definition
of fo. The question now is how to find the optimal parameters 6.

As previously announced, the aim of GANs is to approximate complex distributions of x. To do so, GANs use a
“discriminator” who's aim is to learn to make the difference between generated samples and real samples. Indeed,
this discriminator — usually another neural network - is trained so as to recognize which samples come from the
generator fg and therefore are fake, and which ones are real. Therefore, the discriminator is trained to solve a binary
classification task; and the generator is trained to make things difficult for the discriminator.

More formally, we assume that our discriminator is a function d, with parameters A, the learning of a GAN is cast
into a min-max problem:

InHaX m}%nEpT(x) [1 — dA(X)] + Ep(z)[d)\(fg(z))], (|28)

where pr(x) is the true posterior distribution of the data x. Needless to say, these expectations cannot be computed
analytically, and they need to be sampled from the training set and from a standard Gaussian respectively.

In order to interpret the previous equation, let us discuss what happens when one of the two networks, the genera-
tor or the discriminator, is frozen. Let us start by freezing the generator, fy. In that case, the parameters X are trained
to minimise the cross-entropy loss with label “1” for real data (i.e. sampled from the true distribution pr(x)) and with
label “0” for those samples generated by (the frozen) fo. If we now freeze the discriminator, the generator is clearly
trained to maximize the output of concatenating discriminator and generator. In other words, the generator is trained
to make [E,(,)[dx(fo(z)) close to 1, and not to 0. The generator and the discriminator play an adversarial game. Finally,
another possible interpretation is that the discriminator acts as a parametric loss for the generator, and this loss is
modified depending on the generated samples.

GANSs quickly became a machine learning revolution, and since their debut in 2014, there have been many appli-
cations and surprising results in terms of data (image) quality. However, training GANs requires a lot of know-how
due to various problems. The most common problem is the fact that the discriminator can easily become too strong,
making the task for the generator too hard. In practice, the gradient back-propagated to the generator is too small and
the generator does not learn. In our practical application of Chapter|Vill, due to the small capacity of the discriminator,
we observed the opposite effect: the discriminator was often lost. Another recurrent difficulty is the so-called mode
collapse. This happens when the generator produces very low-variance samples, resulting in a generated data set
that lack of diversity. Various strategies have been proposed to overcome different problems, but this discussion is
not in the scope of this manuscript.

.5 Learning with Audio-Visual Data

Auditory and visual data are of very different physical, semantic and statistical nature. Indeed, while auditory data
measures the air pressure of a membrane, and translate its variations into an electronic signal, visual data measures
the amount of light a photosensor receives. For common objects, this has a major implication when in comes to
source overlap: in audio, sources overlap by addition, in video sources overlap by occlusion. As an example, we will
have trouble seeing a speaker hid behind another person, but we will clearly hear the spoken words.

The sensors used to record auditory and visual data (microphones and cameras) have also interesting conse-
quences for computational approaches. While common microphones are (quasi) omnidirectional, i.e. they record
sound from almost all directions, cameras have a limited field-of-view[¥] If we think of a robotic platform, this means
that the robot can hear what happens all around, but can only see the part of the scene towards where its camera is
pointing.

Another interesting problem is the source activity and presence in the raw data. As long as there is light, a person
will always be reflecting this light, and therefore be perceivable with a camera if within its field of view. However, silent
persons are unperceivable from and auditory point of view. Furthermore, when perceiving multiple sources, one must
be careful to extract the information associated to each source from the raw data. In the visual modality this presence
is binary: either the source is visible or it is not (occluded or out of the field of view). However, in the auditory modality,
the sources are present only when active, but independently of the orientation of the device. In addition the perceived
sound is usually modeled as a linear combination of the source sounds, meaning that the sounds are mixed in the
environment before being perceived.

This raises the question of which representation should be used for each of the two modalities. While raw images
appear to be an appropriate representation because (i) they are already spatialised and (ii) by nature cannot contain

14This claim refers to the a vast amount of cameras and microphones. Of course there exist specific devices such directional microphones
and omnidirectional cameras, but they are not used everywhere. In other words, the vast majority of auditory and visual sensors used in consumer
electronics are omnidirectional microphones and standard cameras with limited field-of-view.
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one than more sources per pixel, the raw audio data (digital waveform) does not possess these interesting charac-
teristics. This is why, very often, the raw audio signal is transformed into a different representation for which these
properties partially hold. One of the most common representations used to this aim is the short-time Fourier trans-
form (STFT). This representation operates on a sliding-window basis, and transforms chunks of the original signal
into the Fourier domain, creating a time-frequency representation. The advantage of such a time-frequency is that
one can make reasonable assumptions, such that there is only one predominant source per time-frequency point,
thus getting closer to the visual spirit. This is called W-disjoint orthogonality, see [11].

Auditory and visual data differ also in the way they are contaminated with unwanted effects. Auditory data is usu-
ally contaminated with a variety of auditory events such as other people speaking or a door closing, with background
noise and with reverberations. Visual data is usually contaminated by variations in the lighting conditions, background
clutter and blur due to fast motion. All these pollute the raw data and make it challenging to extract information in
some situations. Despite the difference between auditory and visual data, there is a large body of literature providing
experimental evidence that, when correctly fused, the joint processing of auditory and visual data can provide huge
benefits, see for instance [12]-[14]. This is certainly due to the complementarity of auditory and visual data. For in-
stance, in the event of a door closing, this could be easily localised if seen, and denoised appropriately. For all this to
be possible, there must be a way to relate the information extracted from the auditory and visual modalities.

The correspondence should be achieved at three different levels: temporal, geometric and semantic. The simplest
form of temporal correspondence is synchrony. For many applications synchronising the video frames with the cor-
responding chunck of audio signal suffices to success in jointly processing auditory and visual data. However, there
are tasks for which the events of interest may not be completely synchronised. For instance, in speech production,
some phonemes exhibit desynchrony between the auditory and visual data. The geometric correspondence - often
referred to as calibration - is usually addressed by establishing a mapping between the positions in the image and
certain characteristics in the sound space representation. While this is possible for one microphone (if there are re-
verberations), it is far easier for microphone arrays. Roughly speaking, this is due to the fact that the sound does not
arrive at the same time at all microphones, and this delay depends on the position of the sound source. Depending on
the complexity of the sound representation this map can be purely geometric or learned. Finally, we desire to achieve
a certain level of semantic correspondence. Differently from the geometric and temporal correspondences, semantic
correspondence has a wide range of interpretations. At a very low level, we may want to guess which auditory and
visual observations correspond to the same source. At a much higher level, we could think of inferring emotional
states, interpersonal relationships or understanding humour. To do so, we must learn semantic correspondences not
only between auditory and visual data, but also up to the recognition level, aiming to extract semantic cues.

The fact that the auditory and visual modalities are complementary, together with the challenges associated to
properly fusing them, lead to a large body of literature on fusing multi-modal (audio-visual) data, see [15]. From early
studies discussing the cocktail party problem, up to very recent works aiming to detect, localise and track audio-visual
events, or to enhance classically mono-modal tasks with the aid of the other modality (e.g. audio-visual speech en-
hancement). One of the standard questions when addressing audio-visual fusion was where to fuse the data: meaning
at which point of the processing pipeline. Before the raise of deep architectures, i.e. when recognition and represen-
tation where to separate processes, there were two main fusion strategies. Early fusion referred to the strategy of
mixing the auditory and visual representations before the recognition step. By contrast, late fusion referred to as
fusing the information after the recognition step took place independently for each modality. Both strategies have
advantages and drawbacks highly depending on the addressed task. With the raise of deep learning, where there is
no clear separation anymore between representation and recognition, the fusion strategies can happen at various
stages of the pipeline at the same time. More importantly, for the processing pipelines learned end-to-end, the fusion
helps shaping both the representation and the recognition directly for the tackled taskE] Therefore, the key ques-
tion is then at which level of the representation is appropriate to fuse the auditory and visual features. This is a very
generic question, which answer depends on the type of network used to represent auditory and visual data, and their
architectures, as well as on the task. Luckily for us (researchers on learning for audio-visual processing), up to know
there is no generic recipe allowing to answer this very important question.

Correctly fusing audio-visual data is not decoupled from properly representing each of the data streams. Even if
audio-visual tasks can be very different from mono-modal (auditory and visual) tasks, it is important to inspire from
existing works in computer vision and audio-processing to successfully propose new contributions on audio-visual
fusion. In addition, given the overall motivation tied to robotic platforms, the tools and methods proposed to endow
robots with social intelligence, have to be adapted to the data streamed from the robotic sensors and to the com-
putational power. Therefore, the contributions presented in this manuscript must be understood at the cross-roads
of: computer vision, audio processing, machine learning and robotics. Consequently, some of the contributions will
effectively deal with audio-visual fusion, some others with mono-modal processing, and some others with challenges
that are associated to robotic platforms. For each of the contributed chapters, there is a chapter pitch right below the
abstract, providing a quick idea of the contribution. | hope you will enjoy reading the rest of the manuscript.

5This is not particular to audio-visual fusion, but a general property of all end-to-end architectures.
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1.6 Document Structure

The rest of the manuscript is divided into two parts: Exact Inference and Approximate Inference. While the three
chapters of the first part will follow the methodology described in Section|I.3] the second part will present four contri-
butions based on the methodologies discussed in Section This seven contributions are presented in a coherent
format: the first page of each chapter provides an abstract, often an illustration, and a “chapter pitch” with the key
information of the chapter. Then, the application and/or methodology are motivated in the introduction, positioned
with respect to the state-of-the-art, described in detail from a methodological and algorithmic perspective, and finally
evaluated with a series of experiments. After describing these contributions, one can find the overall Conclusions,
and the References.
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Chapter /I

Robust Clustering for Audio-Visual Speaker Detection

Abstract In the clustering literature, parametric finite-mixture mod-
els play a central role due to their interesting mathematical proper-
ties and to the existence of maximum-likelihood estimators based
on expectation-maximization (EM). In this chapter we propose a new
mixture model that associates a weight with each observed point. We
introduce the weighted-data Gaussian mixture and we derive two EM
algorithms. The first one considers a fixed weight for each observa-
tion. The second one treats each weight as a random variable fol-
lowing a gamma distribution. We propose a model selection method
based on a minimum message length criterion, provide a weight ini-
tialization strategy, and validate the proposed algorithms by compar-
ing them with several state of the art parametric and non-parametric
clustering techniques. We also demonstrate the robustness of the
proposed method in the presence of data captured from different
modalities, namely audio-visual speaker detection.

Chapter Pitch

Methodological contribution A new mixture model robust to outliers, where each observation x has an associated
hidden Gamma-distributed weight w.

K 1
p(x) ;Wk /]R+ (X P — k) G(w;a, B)dw

Applicative task Robust clustering in general, and audio-visual speaker detection in particular.

Interesting insight In this model each sample sees a mixture model with the same proportions and mean vectors,
but with the covariance matrices scaled with a sample-dependent weight. Therefore the sampling is independent but
not identically distributed.

Dissemination This work was first published IEEE Workshop on Machine Learning for Signal Processing, and then
at IEEE Transactions on Pattern Analysis and Machine Learning in 2016, see [16],
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11.1 Introduction

Finding significant groups in a set of data points is a central problem in many fields. Consequently, clustering has
received a lot of attention, and many methods, algorithms and software packages are available today. Among these
techniques, parametric finite mixture models play a paramount role, due to their interesting mathematical properties
as well as to the existence of maximum likelihood estimators based on expectation-maximization (EM) algorithms.
While the finite Gaussian mixture (GMM) [18] is the model of choice, it is extremely sensitive to the presence of out-
liers. Alternative robust models have been proposed in the statistical literature, such as mixtures of t-distributions
[19] and their numerous variants, e.g. [20]-]25]. In contrast to the Gaussian case, no closed-form solution exists
for the t-distribution and tractability is maintained via the use of EM and a Gaussian scale mixture representation,
T(x|lp, 3, 0) = [;°N(z|p,E/w)G(w, a/2,a/2)dw, where x is an observed vector, A is the multivariate Gaussian
distribution with mean p and covariance X/w, and G is the gamma distribution of a univariate positive variable w
parameterized by «. In the case of mixtures of t-distributions, with mixing coefficients m, Zszl T (x| g, 2oy ), @
latent variable w can also be introduced. Its distribution is a mixture of K gamma distributions that accounts for the
component-dependent oy, [19]. Clustering is then usually performed associating a positive variable w;, distributed as
w, with each observed point ;. The distributions of both w; and x; do not depend on i. The observed data are drawn
from i.i.d. variables, distributed according to the t-mixture, or one of its variants [19]-[25].

In this chapter we propose a finite mixture model in which variable w; is used as a weight to account for the
reliability of the observed x; and this independently on its assigned cluster. The distribution of w; is not a gamma
mixture anymore but has to depend on i to allow each data point to be potentially treated differently. In contrast to
mixtures of t-distributions, it follows that the observed data are independent but not identically distributed.

We introduce the weighted-data Gaussian mixture model (WD-GMM). We distinguish two cases, namely (i) the
weights are known a priori and hence they are fixed, and (ii) the weights are modeled as variables and hence they
are iteratively updated, given initial estimates. We show that in the case of fixed weights, the GMM parameters can
be estimated via an extension of the standard EM which will be referred to as the fixed weighted-data EM algorithm
(FWD-EM). Then we consider the more general case of weights that are treated as random variables. We model
these variables with gamma distributions (one distribution for each variable) and we formally derive a closed-form EM
algorithm which will be referred to as the weighted-data EM algorithm (WD-EM). While the M-step of the latter is similar
to the M-step of FWD-EM, the E-step is considerably different as both the posterior probabilities (responsibilities) and
the parameters of the posterior gamma distributions (the weights) are updated (E-Z-step and E-W-step).

The responsibilities are computed using the Pearson type VIl distribution (the reader is referred to [22] for a dis-
cussion regarding this distribution), also called the Arellano-Valle and Bolfarine generalized t-distribution [26], and
the parameters of the posterior gamma distributions are computed from the prior gamma parameters and from the
Mahalanobis distance between the data and the mixture means. Note that the weights play a different role than the
responsibilities. Unlike the responsibilities, which are probabilities, the weights are random variables that can take
arbitrary positive values. Their posterior means can be used as an absolute measure of the relevance of the data.
Typically, an outlying data point which is far from any cluster center will have a small weight while it may still be as-
signed with a significant responsibility value to the closest cluster. Responsibilities indicate which cluster center is
the closest but not if any of them is close at all.

The idea of weighted-data clustering has already been proposed in the framework of non-parametric clustering
methods such as K-means and spectral clustering, e.g. [27]-]30|. These methods generally propose to incorporate
prior information in the clustering process in order to prohibit atypical data (outliers) to contaminate the clusters.
The idea of modeling data weights as random variables and to estimate them via EM was proposed in [31] in the
particular framework of Markovian brain image segmentation. In [31] it is shown that specific expert knowledge is
not needed and that the data-weight distribution guide the model towards a satisfactory segmentation. A variational
EM is proposed in [31] as their formulation has no closed form. In this chapter we build on the idea that, instead of
relying on prior information about atypical data, e.g. [27]-|30], we devise a novel EM algorithm that updates the weight
distributions. The proposed method belongs to the robust clustering category of mixture models because observed
data that are far away from the cluster centers have little influence on the estimation of the means and covariances.

An important feature of mixture based clustering methods is to perform model selection on the premise that
the number of components K in the mixture corresponds to the number of clusters in the data. Traditionally, model
selection is performed by obtaining a set of candidate models for a range of values of K (assuming that the true value
isin this range). The number of components is selected by minimizing a model selection criteria, such as the Bayesian
inference criterion (BIC), minimum message length (MML), Akaike’s information criteria (AIC) to cite just a few [18],
[32]. The disadvantage of these methods is twofold. Firstly, a whole set of candidates has to be obtained and problems
associated with running EM many times may emerge. Secondly, they provide a number of components that optimally
approximate the density and not the true number of clusters present in the data. More recently, there seems to be
a consensus among mixture model practitioners that a well-founded and computationally efficient model selection
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strategy is to start with a large number of components and to merge them [33]. [32] proposes a practical algorithm
that starts with a very large number of components (thus making the algorithm robust to initialization), iteratively
annihilates components, redistributes the observations to the other components, and terminates based on the MML
criterion. [34] starts with an overestimated number of components using BIC, and then merges them hierarchically
according to an entropy criterion. More recently [35] proposes a similar method that merges components based on
measuring their pair-wise overlap.

Another trend in handling the issue of finding the proper number of components is to consider Bayesian non-
parametric mixture models. This allows the implementation of mixture models with an infinite number of components
via the use of Dirichlet process mixture models. In [36], [37] an infinite Gaussian mixture (IGMM) is presented with
a computationally intensive Markov Chain Monte Carlo implementation. At first glance, IGMM may appear similar
to FWD-EM. However, these two algorithms are quite different. While IGMM is fully Bayesian the proposed FWD-EM
is not, in the sense that no priors are assumed on the parameters, typically the means and covariance matrices.
IGMM implies Student predictive distributions while FWD-EM involves only Gaussian distributions. More flexibility
in the cluster shapes has been allowed by considering infinite mixture of infinite Gaussian mixtures (I2GMM) [38].
The flexibility is however limited to a cluster composed of sub-clusters of identical shapes and orientations, which
may alter the performance of this approach. Altogether, IGMM and I?GMM are not designed to handle outliers, as
illustrated in Section [I1.8] Figs. [I.2}f and [Il.2lg. Infinite Student mixture models have also been considered [39], but
inference requires a variational Bayes approximation which generates additional computational complexity.

Bayesian non-parametrics, although promising techniques, require a fully Bayesian setting. The latter, however,
induces additional complexity for handling priors and hyper-priors, especially in a multi-variate context. In contrast,
our latent variable approach allows exact inference. With respect to model selection, we therefore propose to extend
the method of [32] to weighted-data mixtures. We formally derive an MML criterion for the weighted-data mixture
model and we plug this criterion into an efficient algorithm which, starting with a large number of components, si-
multaneously estimates the model parameters, the posterior probabilities of the weights and the optimal number of
components.

We also propose to apply the proposed weighted-data robust clustering method to the problem of fusing auditory
and visual information. This problem arises when the task is, e.g. to detect a person that is both seen and heard,
such as an active speaker. Single-modality signals — vision-only or audio-only — are often either weak or ambiguous,
and it may be useful to combine information from different sensors, e.g. cameras and microphones. There are several
difficulties associated with audio-visual fusion from a data clustering perspective: the two sensorial modalities (i) live
in different spaces, (ii) are contaminated by different types of noise with different distributions, (iii) have different
spatiotemporal distributions, and (iv) are perturbed by different physical phenomena, e.g. acoustic reverberations,
lighting conditions, etc. For example, a speaker may face the camera while he/she is silent and may emit speech
while he/she turns his/her face away from the camera. Speech signals have sparse spectro-temporal structure and
they are mixed with other sound sources, such as music or background noise. Speaker faces may be totally or partially
occluded, in which case face detection and localization is extremely unreliable. We show that the proposed method
is well suited to find audio-visual clusters and to discriminate between speaking and silent people.

The remainder of this chapter is organized as follows. Section outlines the weighted-data mixture model;
Section [I.3] sketches the FWD-EM algorithm. Weights modeled with random variables are introduced in Section [II.4]
and the WD-EM is described in detail in Section[l.5l Section[ll.6ldetails how to deal with an unknown number of clusters
and Section[Il.7]addresses the issue of algorithm initialization. In Section|ll.8|the proposed algorithms are tested and
compared with several other parametric and non-parametric clustering methods. Section|ll.9]addresses clustering of
audio-visual data. Section|l.10]concludes the chapter. Additional results and videos are available online[

1.2 Gaussian Mixtures with Weighted Data

In this Section, we present the intuition and the formal definition of the proposed weighted-data model. Let z € R?
be a random vector following a multivariate Gaussian distribution with mean p € R? and covariance ¥ ¢ R%*¢,
namely p(x|0) = N (x; p, X), with the notation 8 = {u, X}. Let w > 0 be a weight indicating the relevance of the
observation z. Intuitively, higher the weight w, stronger the impact of . The weight can therefore be incorporated
into the model by “observing « w times”. In terms of the likelihood function, this is equivalent to raise p(x;0) to the
power w, i.e. N'(z; u, X)*. However, the latter is not a probability distribution since it does not integrate to one. It
is straightforward to notice that V' (x; pu, ¥)¥ « N (x; u, X/w). Therefore, w plays the role of the precision and is
different for each datum x. Subsequently, we write:

530, w) = N <az;u, i}z) , (11.1)

Thttps://team.inria.fr/perception/research/wdgmm/


https://team.inria.fr/perception/research/wdgmm/

16 Chapter Il. Robust Clustering for Audio-Visual Speaker Detection

from which we derive a mixture model with K components:

p(z; O, w) ZmJ\/’( uk, ), (1.2)

where ©® = {m,... ,7TK,01,...,0K} are the mixture parameters, m,...,mx are the mixture coefficients satisfy-
ing 7, > 0 and ZkK 1T = 1,0, = {uk,zk} are the parameters of the k-th component and K is the number
of components. We will refer to the model in as the weighted-data Gaussian mixture model (WD-GMM). Let
X ={xzy,...,x,} bethe observed data and W = {wl, ..., wy, } be the weights associated with X. We assume each
x; is mdependently drawn from (l.2) with w = w;. The observed data log-likelihood is:

logp(X; O, W) Zlog <Z7rkj\/<a:,,uk, >> . (1.3)

It is well known that direct maximization of the log-likelihood function is problematic in case of mixtures and that the
expected complete-data log-likelihood must be considered instead. Hence, we introduce a set of n hidden (assign-
ment) variables Z = {z1, ..., z, } associated with the observed variables X and suchthatz; = k,k € {1,..., K} ifand
only if z; is generated by the k-th component of the mixture. In the following we first consider a fixed (given) number
of mixture components K, we then extend the model to an unknown K, thus estimating the number of components
from the data.

1.3 EM with Fixed Weights

The simplest case is when the weight values are provided at algorithm initialization, either using some prior knowledge
or estimated from the observations (e.g. Section[Il.7), and are then kept fixed while alternating between the expectation
and maximization steps. In this case, the expected complete-data log-likelihood is:

Q.(0,0") = B, zix:w,em) logp (X, Z; W, 0)], (11.4)

where E,[-] denotes the expectation with respect to the distribution p. The (r + 1)-th EM iteration consists of two

steps namely, the evaluation of the posterior distribution given the current model parameters @™ and the weights
W (E-step), and the maximization of (II.4) with respect to ® (M-step):

e+l = arg max Q.(0,0M). (I1.5)

It is straightforward to show that this yields the following FWD-EM algorithm:

1.3.1 The E-Step of FWD-GMM

(r+1)

The posteriors 7, ") = p(z; = k|xi; w;, @) are updated with:

P G ) (I1.6)
T i 00w

where p and  are defined in and (11.2).

1.3.2 The M-Step of FWD-GMM

Expanding (I1.4) we get:

1
Q.(0,0" ZZWEJ” log M (2 s - )

i=1 k=1

r w; _
o33 (tog e = tog [Zul? = T (@i — 1) T @i — pe)) (1.7)

i=1 k=1
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where £ denotes equality up to a constant that does not depend on ©. By canceling out the derivatives with respect to
the model parameters, we obtain the following update formulae for the mixture proportions, means, and covariances
matrices:
1 n
AT = 2§l (11.8)

n
i=1

r+1
E wan L

T (11.9)

Z winty, Y

.
Sl (o ) (- )
it — _ . (11.10)
(r+1)
ik
1=1

.4 Modeling the Weights

As we already remarked, the weights play the role of precisions. The notable difference between standard finite
mixture models and the proposed model is that there is a different weight w;, hence a different precision, associated
with each observation x;. Within a Bayesian formalism, the weights W may be treated as random variables, rather
than being fixed in advance, as in the previous case. Since (I1.1) is a Gaussian, a convenient choice for the prior on w,
p(w) is the conjugate prior of the precision with known mean, i.e. a gamma distribution. This ensures that the weight
posteriors are gamma distributions as well. Summarizing we have:

p(w; ) =G (w;a, B) =T () ' pow* e P, (11.11)

where G (w; «, 8) is the gamma distribution, I'(« fo te~le~tdt is the gamma function, and ¢ = {«, 3} are the
parameters of the prior distribution of w. The mean and variance of the random variable w are given by:

and  E[(w-Ew))? = —. (11.12)

Elw] = 52

a
/3?
1.5 EM with Random Weights

In this section we derive the WD-EM algorithm associated to a model in which the weights are treated as random
variables following . The gamma distribution of each w; is assumed to be parameterized by ¢; = {«a;,5:}.
Within this framework, the expectation of the complete-data log-likelihood is computed over both the assignment
and weight variables:

QR(@’ @(T)) - I[:":p(ZA,W|X;@(T)ﬁIA‘) [logp(Z, W7 X’ @7 Q)]a (”13)

where we used the notation ® = {¢, ..., ¢, }. We notice that the posterior distribution factorizes on i:
n

and each one of these factors can be be decomposed as:
p(zi, wilzs; ), ¢,) = p(wi|zi, x5 O )p(zi|xi; O, ), (11.14)
where the two quantities on the right-hand side of this equation have closed-form expressions. The computation of

each one of these two expressions leads to two sequential steps, the E-W-step and the E-Z-step, of the expectation
step of the proposed algorithm.
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1.5.1 The E-Z Step of WD-GMM

The marginal posterior distribution of z; is obtained by integrating (l.14) over w;. As previously, we denote the respon-
sibilities with n{/ ™" = p(z; = k|z;; @), ¢,). The integration computes:

gt = /p (Zz =k, wilzi; 07, ¢, ) dw; /W,(f)p (sz21 =k, wi; @(T)) p(wi; ¢;)dw;
= /’/T](!)ﬁ (:Blv 0§:)>U)1> g(w“ O‘lvﬂz)dwl g( W}ET)P(mw Hk r) E(T) aiaﬂi)a (”15)

where P(x;; py, Xk, o, 5;) denotes the Pearson type VII probability distribution function, which can be seen as a
generalization of the t-distribution:

[(a+d/2) [l — pll3
Po;pu, 2,0, ) = S () (2 )72 <1+ 25 2) (I.16)

1.5.2 The E-W Step of WD-GMM

The posterior distribution of w;, namely p(w;|z; = k, x;; e, ¢,) is a gamma distribution, because it is the conjugate
prior of the precision of the Gaussian distribution. Therefore, we only need to compute the parameters of the posterior
gamma distribution:

p(w;|zi = k, x;; e, ;) & plag)z = k, wg; @(T)) (wi; @;)
= N(zi; 1", 20 Jw) G(wis o, Bi) = Gwg; al™ ™D Ty, (11.17)

where the parameters of the posterior gamma distribution are evaluated with:

r d r
o V=a;+3.  and bt =5+ fl\a:i D[ (11.18)
The conditional mean of w;, namely w *( -+ , can then be evaluated with:
( Ty (r+1)
Wik P(wi|z¢:k,mi;@(r>,q’>i) [wi] = b(,_H) . (1.19)

While estimating the weights themselves is not needed by the algorithm, it is useful to evaluate them in order to
fully characterize the observations and to discriminate between inliers and outliers. First notice that the marginal
posterior distribution of w; is a mixture of gamma distributions:

K
plwilei; 07, ¢,) Y p(wilzi = k,xi; 0, ¢)p(zi = klzs; 00, ¢,)
k=1
K
=" Glwisal™ by, (11.20)
k=1

and therefore the posterior mean of w; is evaluated with:

B = By o000, 03] Zn(r“ T (I1.21)

By inspection of and it is easily seen that the value of w; decreases as the distance between the cluster
centers and observation x; increases. Importantly, the evaluation of w; enables outlier detection. Indeed, an outlier
is expected to be far from all the clusters, and therefore all w;; will be small, leading to a small value of w;. It is
worth noticing that this is not possible using only the responsibilities 7, since they are normalized by definition, and
therefore their value is not an absolute measure of the datum’s relevance, but only a relative measure of it.
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1.L5.3 The M-Step of WD-GMM

This step maximizes the expected complete-data log-likelihood over the mixture parameters. By expanding (I1.13), we
have:

n K
Q @(7 o ZZ/ 777k+ )log Wk/\/—(wmuk? Ek)p(wz|wzazl = ka @(7)7¢2)dwz
i=1k=1"Wi Wi
n K m(.rJrl)
= >3l (togm — log Bl ? = FE— (@ — ) = (@i - ). (1:22)

i=1 k=1

The parameter updates are obtained from canceling out the derivatives of the expected complete-data log-likelihood (11.22).
As with standard Gaussian mixtures, all the updates are closed-form expressions:

1 n
At = Ny, (1.23)
n -
i=1
Zw(rJrl) ZT+1
py Y = =L , (11.24)

Zwr+1 2(]:4»1)
T
Zn(rJrl Zr+1 ( “I(Crﬂ)) (311 _“I(CrJrl))

nirt = =1 . (11.25)

n

STty

i=1
It is worth noticing that the M-step of the WD-EM algorithm is very similar to the M-step of the FWD-EM algorithm
section|Il.3). Indeed, the above iterative formulas, (I1.23), (I1.24), (I.25) are identical to the formulas (I1.9),
(11.10), except that the fixed weights w; are here replaced with the posterior means of the random weights, *(”“1).

1.6 Estimating the Number of Components

So far it has been assumed that the number of mixture components K is provided in advance. This assumption is
unrealistic for most real-world applications. In this Section we propose to extend the method and algorithm proposed
in [32] to the weighted-data clustering model. An interesting feature of this model selection method is that it does not
require parameter estimation for many different values of K, as it would be the case with the Bayesian information
criterion (BIC) |40|. Instead, the algorithm starts with a large number of components and iteratively deletes compo-
nents as they become irrelevant. Starting with a large number of components has the additional advantage of making
the algorithm robust to initialization. Formally, the parameter estimation problem is cast into a transmission encoding
problem and the criterion is to minimize the expected length of the message to be transmitted:

length(X, ©) = length(O©) + length(X|O®). (11.26)

In this context, the observations and the parameters have to be quantized to finite precision before the transmission.
This quantization sets a trade off between the two terms of the previous equation. Indeed, when truncating to high
precision, length(®) may be long, but length(X|©®) will be short, since the parameters fit well the data. Conversely,
if the quantization is coarse, length(®) may be short, but length(X |®) will be long. The optimal quantization step
can be found by means of the Taylor approximation [32]. In that case, the optimization problem corresponding to the
minimum message length (MML) criterion, is:

QMML:arggﬂn{—logp(@))—logp(X|@,<I’)+%l g|l(© )|+@(1+1 12)} (11.27)
where |(©) = —E{D% log p(X |©)} is the expected Fisher information matrix (FIM) and D(®) denotes the dimension-
ality of the model, namely the dimension of the parameter vector ®. Since the minimization does not depend
on the weight parameters, ® will be omitted for simplicity.

In our particular case, as in the general case of mixtures, the Fisher information matrix cannot be obtained analyti-
cally. Indeed, the direct optimization of the log-likelihood does not lead to closed-form solutions. Nevertheless, it was
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noticed that the complete FIM upper bounds the FIM [32], and that the expected complete-data log-likelihood lower
bounds the log-likelihood. This allows us to write the following equivalent optimization problem:
D(®)

1 1
_ L B 4 L D(®) 1
Oy, = argémn{ log p(©) — log Qn(©, 01) + S log|l.(©)| + — (1 +log 12) } (11.28)

where I, denotes the expected complete-FIM and Qg is evaluated with (I1.22).

As already mentioned, because there is a different weight w; for each observation i, the observed data are not
identically distributed and our model cannot be considered a classical mixture model. For this reason, the algorithm
proposed in [32] cannot be applied directly to our model. Indeed, in the proposed WD-GMM setting, the complete-FIM
is:

1.(®) = diag(mz 1:(61),. .. ,WKZ |7;(0K),nM) (11.29)

where 1;(0;) = —E{ng log P(x;|0k, i, B;)} is the Fisher information matrix for the i-th observation with respect to
the parameter vector 6, (mean and the covariance) of the k-th component, P is defined in (I1.16), and M is the Fisher
information matrix of the multinomial distribution, namely the diagonal matrix diag(r; *,...,7"'). We can evaluate

[1.(®)| from (I1.29):

iznjli(ok.) , (11.30)

where M denotes the number of free parameters of each component. For example, M = 2d when using diagonal
covariance matrices or M = d(d + 3)/2 when using full covariance matrices.

K
1.(©)] = nXMFI M| T =
k=1

Importantly, one of the main advantages of the methodology proposed in [32] is that one has complete freedom
to choose a prior distribution on the parameters, p(®). In our case, inspired by (I1.30), we select the following prior
distributions for the parameters:

1 n _%
p(6y) o< |~ ; L(6k)| (11.37)
p(m1, . TK) X |M|_%. (11.32)
By substitution of (11.30)—(11.32) into (I1.28) we obtain the following optimization problem:
K

(M N K(M+1) n

_ - _ (r) -
Onur, = argénln{ 5 ;logwk log Or (@, 2] ) + 5 (1 + log 12) }, (11.33)

where we used D(®) = K(M +1).

One may notice that does not make sense (diverges) if any of the 7's is allowed to be null. However, in the
current length coding framework, there is no point in transmitting the parameters of an empty component. Therefore,
we only focus on the non-empty components, namely those components for which 7, > 0. Let X' denote the index
set of non-empty components and let K™ = || be its cardinality. We can rewrite as:

OnML = arggﬂn{% Z log 7, — log Or ((-), @(T)) + w (1 + log %) } (11.34)
keKk+

The above minimization problem can be solved by modifying the EM algorithm described in Section [Il.5| (notice
that there is an equivalent derivation for the fixed-weigth EM algorithm described in Section II.3). Indeed, we remark
that the minimization (I1.34) is equivalent to using a symmetric improper Dirichlet prior for the proportions with expo-
nent —M /2. Moreover, since the optimization function for the parameters of the Gaussian components is the same
(equivalently, we used a flat prior for the mean vector and covariance matrix), their estimation formulas and
still hold. Therefore, we only need to modify the estimation of the mixture proportions, namely:

_ max {0, >0, mix — X}
S max {0,0  niw — 2}

The max operator in (l1.35) verifies whether the k-th component is supported by the data. When one of the components
becomes too weak, i.e. the required minimum support M /2 cannot be obtained from the data, this component is
annihilated. In other words, its parameters will not be estimated, since there is no need in transmitting them. One has
to be careful in this context, since starting with a large value of K may lead to several empty components. In order

(11.35)

Tk
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Algorithm 1: WD-EM with model selection based on the MML criterion.
input : X = {2}, Ky, Knign, 00 = {r”, u”, 5"} s @0 = (o, g0},
output: The minimum length mixture model: ®,,;, and the final data weights: W ,;,,
Set: r = 0, KT = {k}1"" LEN,y, = +oo while || > K, do

repeat

fork=1to Khigh do

O o )

E-Z step using (I1.15): N = —xg—0 PO —
ik l:hl)gh ﬂl(v)P<wi;H§r)’Egr)’agr)ﬁl(lr))

B . r+1 0 r—+1 0 r — a(.T+1)
E-W step using (I1.18): al™ =l 4 d B = 89 4 Ly — pl )||22;,‘) Wik = Sty
¢ ik
max< 0,> 7 “._H)—% . r
M-step 7D = i (O Ja— 7 > 0 then

S max {0,570 V-4 |
| Evaluate 6" ""): mean p{" ™" using and covariance X{" ") using (11.25).
else
| KT=K™ -1
end
end

K ig
e+l — {71'](;-"_1)7 0,(;“)} " Compute optimal length LEN{-1 with (11.34). r < 7 + 1

until ALEN{), | < ¢

if LEN{7), < LEN,,, then
Khigh
LEN,i, = LENI(\/IleAL Onin = @(T) W nin = {wi}?zl with wi = Z NikWik
k=1

end
k* = argming, ¢+ (7‘(,&0) , Kt =Kt/k
end

to avoid this singular situation, we adopt the component-wise EM procedure (CEM) [41], as proposed in [32] as well.
Intuitively, we run both E and M steps for one component, before moving to the next component. More precisely, after
running the E-Z and E-W steps for the component k, its parameters are updated if £k € KT, otherwise the component
is annihilated if £ ¢ K. The rationale behind this procedure is that, when a component is annihilated its probability
mass is immediately redistributed among the remaining components. Summarizing, CEM updates the components
one by one, whereas the classical EM simultaneously updates all the components.

The proposed algorithm is outlined in AIgorithm In practice, an upper and a lower number of components, Kpign,
and K, are provided. Each iteration r of the algorithm consists of component-wise E and M steps. If needed, some
of the components are annihilated, and the parameters are updated accordingly, until the relative length difference
is below a threshold, |ALEN,(\;',3,|L| < e. In that case, if the message length, i.e. is lower than the current
optimum, the parameters, weights, and length are saved in ©,;,, Wi, and LEN ,;, respectively. In order to explore
the full range of K, the less populated component is artificially annihilated, and CEM is run again. The complexity of
Algorithm[T]is similar to the complexity of the algorithm in [32], with the exception of the E-W step. However, the most
computationally intensive part of this step (matrix inversion and matrix-vector multiplications in (I.18)) is already
achieved in the E-Z step.

1.7 Algorithm Initialization

The EM algorithms proposed in Section|[lI.3] Section|[l.5] and Section|[l.6]require proper initialization of both the weights
(one for each observation and either a fixed value w; or parameters «;, 3;) and of the model parameters. The K-means
algorithm is used for an initial clustering, from which values for the model parameters are computed. In this section
we concentrate onto the issue of weight initialization. An interesting feature of our method is that the only constraint
on the weights is that they must be positive. Initial w; values may depend on expert or prior knowledge and may be
experiment- or goal-dependent. This model flexibility allows the incorporation of such prior knowledge. In the absence
of any prior information/knowledge, we propose a data-driven initialization scheme and make the assumption that
densely sampled regions are more important that sparsely sampled ones. We note that a similar strategy could be
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used if one wants to reduce the importance of dense data and to give more importance to small groups of data or to
sparse data.

We adopt a well known data similarity measure based on the Gaussian kernel, and it follows that the weight w;
associated with the data point i is evaluated with:

w; = Y exp <—d2(”;wf)) , (1.36)

jes?

where d(x;,z;) is the Euclidean distance, S! denotes the set containing the ¢ nearest neighbors of x;, and o is a
positive scalar. In all the experiments we used ¢ = 20 for the simulated datasets and ¢ = 50 for the real datasets. In
both cases, we used ¢ = 100. In the case of the FWD-EM algorithm, the weights w; thus initialized remain unchanged.
However, in the case of the WD-EM algorithm, the weights are modeled as latent random variables drawn from a
gamma distribution, hence one needs to set initial values for the parameters of this distribution, namely «; and 3;
in (I.11). Using one can choose to initialize these parameters such as «; = w? and 3; = w;, such that the mean
and variance of the prior distribution are w; and 1 respectively.

1.8 Experiments

vvw *}"

Figure 11.1: Samples of the SIM dataset with no outliers (top row) and contaminated with 50% outliers (bottom row). The 600 inliers
are generated from Gaussian mixtures while the 300 outliers are generated from a uniform distribution.

The proposed algorithms were tested and evaluated using eight datasets: four simulated datasets and four pub-
licly available datasets that are widely used for benchmarking clustering methods. The main characteristics of these
datasets are summarized in Table|ll.1 The simulated datasets (SIM) are designed to evaluate the robustness of the
proposed method with respect to outliers. The simulated inliers are drawn from Gaussian mixtures while the simulated
outliers are drawn from a uniform distribution, e.g. Figure[[l.1} The SIM datasets have different cluster configurations
in terms of separability, shape and compactness. The eight datasets that we used are the following:

+ SIM-Easy: Five clusters that are well separated and compact.

Table 11.1: wgmm/images/Datasets used for benchmarking and their characteristics: n is the number of data points, d is the dimen-
sion of the data space, and K is number of clusters.

Data Set n d K
SIM-Easy 600 2 5
SIM-Unbalanced 600 2 4
SIM-Overlapped 600 2 4
SIM-Mixed 600 2 6
MNIST [42] 10,000 141 10
Wav [43] 5,000 21 3
BCW [44] 569 30 2
Letter Recognition [45] 20,000 16 26
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+ SIM-Unbalanced: Four clusters of different size and density.
+ SIM-Overlapped: Four clusters, two of them overlap.

+ SIM-Mixed: Six clusters of different size, compactness and shape.

23

« MNIST contains instances of handwritten digitimages normalized to the same size |42|. We preprocessed these

data with PCA to reduce the dimension from 784 to 141, by keeping 95% of the variance.

+ Wav is the Waveform Database Generator [43].

+ BCW refers to the Breast Cancer Wisconsin data set [44], in which each instance represents a digitized image

of a fine needle aspirate (FNA) of breast mass.

+ Letter Recognition contains 20, 000 single-letter images that were generated by randomly distorting the images
of the 26 uppercase letters from 20 different commercial fonts [45]. Each letter/image is described by 16 fea-

tures. This dataset is available through the UCI machine learning repository.

Table 11.2: Results obtained with the MNIST, WAV, BCW, and Letter Recognition datasets. The clustering scores correspond to the
Davies-Bouldin (DB) index. The best results are shown in underlined bold, and the second best results are shown in bold. The
proposed method yields the best results for the WAV and BCW datasets, while I?GMM yields the best results for the MNIST dataset.

Interestingly, the non-parametric methods (K-means, HAC and Ncut) yield excellent results for Letter Recognition.

Dataset WD-EM FWD-EM GMM GMM+U  FM-uMST IGMM 12GMM K-Means  KK-Means Ncut HAC

MNIST 2.965(0.15)  3.104(0.21) 3.291(0.14) 3.245(0.09) 2.443(0.00) 3.555(0.06) 2.430(0.14) 2.986(0.01)  2.980(0.02)  4.760(0.08)  3.178(0.00)
WAV 0.975(0.00) 1.019(0.00) 1.448(0.03) 1.026(0.04) 1.094(0.10) 1.028(0.02) 2.537(0.35)  1.020(0.00) 0.975(0.05) 2.781(0.06)  1.089(0.00)
BCW 0.622(0.00) 0.687(0.00) 0.714(0.00) 0.689(0.00)  0.727(0.00)  0.719(0.00)  0.736(0.09)  0.659(0.00) ~ 0.655(0.00)  0.838(0.00)  0.685(0.00)
Letter Recognition  1.690(0.00) ~ 1.767(0.01) 2.064(0.06) 2.064(0.06)  1.837(0.00) 2.341(0.11)  1.724(0.03) 1.450(0.02) 1.504(0.03) 1.626(0.00) 1.626(0.00)

Table 11.3: Micro F, scores obtained on the real data sets (MNIST, WAV, BCW and Letter Recognition). The number in parenthesis

indicates the standard deviation of 20 repetitions. Based on this classification score, I?GMM yields the best result.

Data set WD-EM FWD-EM GMM GMM+U FM-uMST IGMM >GMM K-Means  KK-Means Ncut HAC

MNIST 0.524(0.01)  0.455(0.01) 0. 573(0 00) o 54)(0 01)  0.519(0.00) 0. 689(0 02)  0.545(0.06) 0. 497(0 02) o. 507(0 02)  0.402(0.00) 0.532(0.00)
WAV 0.774(0.00) 0.534(0.00)  0.535(0.00) 52(0.00)  0.632(0.08) 0.543(0.01)  0.493(0.00)  0.521(0.00) 0.522(0.00) 0. ’587(0 00)  0.597(0.00)
BCW 0.965(0.00) 0.907(0.00)  0.885(0.00)  0.915(0.00) 0.927(0.00)  0.914(0.00)  0.682(0.00)  0.907(0.00) 0.910(0.00) 59(0.00)  0.879(0.00)
Letter Recognition  0.315(0.01)  0.323(0.00) 0.423(0.00) 0.423(0.00) 0.379(0.00)  0.306(0.02) 0.466(0.01) 0.340(0.00) 0.343(0.01) 0. 347(0 00)  0.347(0.00)

In addition to the two proposed methods (FWD-EM and WD-EM) we tested the following algorithms:

+ GMM uses EM with the standard Gaussian mixture model, implemented as described in [46];

+ GMM+U uses EM with a GMM and with an additional uniform component, [47];

« FM-uMST stands for the finite mixture of unrestricted multivariate skew t-distribution algorithm of [25];

+ IGMM stands for the infinite Gaussian mixture model [36];

+ I?GMM stands for the infinite mixture of infinite Gaussian mixtures [38];
+ K-Means is the standard K-means algorithm;

+ KK-Means is the kernel K-means algorithm of [48];

« NCUT is the spectral clustering algorithm of [49].

+ HAC is the hierarchical agglomerative clustering algorithm of |50].

All the above algorithms need proper initialization. All the mixture-based algorithms, WD-EM, FWD-EM, GMM, GMM+U,
FM-uMST, IGMM and I’GMM start from the same proportions, means, and covariances which are estimated from
the set of clusters provided by K-means. The latter is randomly initialized several times to find a good initialization.
Furthermore, algorithms WD-EM, FWD-EM, GMM, GMM+U and FM-uMST are iterated until convergence, i.e, the log-

likelihood difference between two consecutive iterations is less than 1%, or are stopped after 400 iterations.
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Table 11.4: DB scores obtained on the SIM-X dataset (best and second best).

Outliers ~ WD-EM FWD-EM GMM GMM+U  FM-uMST IGMM *GMM K-Means  KK-Means Ncut HAC
10%  0.229(0.01) 0.295(0.01) 0.295(0.01) 0.222(0.02) 0.307(0.02) 1.974(0.12) 0.500(0.16) 0.291(0.01) 0.330(0.07)  0.283(0.01)  0.266(0.00)
7 20%  0.266(0.02) 0.338(0.01) 0.342(0.01) 0.233(0.01) 0.349(0.02) 1.564(0.43) 0.626(0.28) 0.344(0.01) 0.420(0.10)  0.335(0.01)  0.330(0.01)
$ 0 30%  0330(0.01) 0.3850.01) 0.384(0.02) 0227(0.02) 0.501(0.04) 1.296(0.12) 0.570(027) 0372(0.01) 0381(0.03) 0.366(0.02) 0.376(0.01)
@ 40%  0.358(0.01) 0.445(0.04) 0.453(0.05) 0.211(0.02) 0.585(0.06) 1.259(0.16) 0.534(0.21) 0.417(0.01) 0.411(0.01)  0.409(0.01)  0.401(0.01)
50%  0.380(0.01) 0.455(0.02) 0.459(0.02) 0.195(0.01) 0.568(0.05) 1.107(0.06) 0.626(0.21) 0.422(0.01) 0.439(0.03)  0.422(0.01)  0.438(0.01)
5 10%  0270(0.01) 0.954(0.72) 1354(1.02) 0.277(0.01) 1.104(0.76) 1844(0.20) 0.491(0.17) 0.405(0.02) 0.433(0.05) 0.402(0.02) ~ 0.427(0.02)
S 20% 0.329(0.03) 4503(433) 3.003(1.85) 0.269(0.01) 1.181(0.44) 1.278(0.45) 0.591(0.13) 0.512(0.02) 0.515(0.03) 0.477(0.03)  0.529(0.02)
S 30%  0.399(0.03) 3502(3.09) 2034(1.22) 0.252(0.03) 1414(0.88) 1.272(0.35) 0.601(0.10) 0.548(0.03) 0.540(0.03) 0.531(0.02) ~ 0.570(0.03)
g 40%  0.534(0.13) 2.756(2.33) 2.097(1.15) 0.251(0.02) 1.650(0.94) 1.239(0.36) 0.615(0.05) 0.557(0.03) 0.567(0.02)  0.563(0.02)  0.597(0.02)
@ 50%  0.557(0.10) 2.400(1.44) 1.520(0.38) 0.268(0.01) 1.612(0.69) 1.144(0.36) 0.665(0.10) 0.580(0.03) 0.585(0.03) 0.583(0.03)  0.636(0.02)
= 10%  0.305(0.02) 0.693(0.31) 1.510(097) 0.307(0.02) 1373(0.63) 2.168(020) 0.554(0.14) 0395(0.03) 0.428(0.06) 0.385(0.01) ~ 0.427(0.01)
S 20%  0.368(0.03) 1562(0.45) 1881(0.50) 0.203(0.01) 2.702(1.28) 1837(0.37) 0.608(0.08) 0.467(0.02) 0.532(0.07) 0.440(0.02) ~ 0.502(0.01)
g 30%  0.472(0.04) 1.825(0.55) 2.209(0.64) 0.294(0.03) 5.101(1.99) 1.568(0.61) 0.586(0.15) 0.532(0.02) 0.521(0.03)  0.508(0.01)  0.557(0.01)
S A% 05490.04)  2.372(054) 2597(0.73) 0.322(0.01) 4.569(1.72) 1.320(0.40) 0.687(0.11) 0.546(0.02) 0.556(0.03) 0.541(0.03) 0.593(0.02)
@ 50%  0.641(0.06) 2.269(0.44) 2.247(0.60) 0.298(0.02) 5.762(3.34) 1.174(0.25) 0.815(0.12) 0.563(0.03) 0.576(0.02) 0.560(0.03) 0.618(0.02)
10%  0.282(0.01) 0.443(0.11) 0.448(0.11)  0.290(0.01)  0.951(0.35) 2.032(0.46) 0.414(0.12) 0.358(0.01) 0.418(0.06)  0.359(0.01)  0.355(0.01)
B 20%  0.351(0.02) 0.857(052) 1.325(0.79) 0.286(0.01) 1.062(0.38) 1.782(0.44) 0.462(0.08) 0.413(0.02) 0.476(0.06) 0.409(0.01)  0.428(0.01)
S 30%  0.396(0.02) 1.368(0.74) 1.524(0.64) 0.278(0.01) 1.693(0.56) 1.627(0.54) 0.483(0.07) 0.454(0.02) 0.464(0.04) 0.449(0.01)  0.468(0.01)
s —_
% 40%  0.449(0.03) 1.100(0.61) 1.188(0.59) 0.277(0.02) 1.609(0.43) 1.456(0.34) 0.483(0.05) 0.478(0.02) 0.504(0.04) 0.478(0.01)  0.508(0.02)
50%  0.492(0.03) 1.364(0.59) 1.513(0.67) 0.265(0.01) 1.972(0.86) 1.366(0.29) 0.562(0.04) 0.501(0.01) 0.515(0.02) 0.499(0.02)  0.546(0.02)
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Figure 11.2: Results obtained by fitting mixture models to the SIM-Mixed data in the presence of 50% outliers (see Table . First
row (left to right): WD-EM, FWD-EM, GMM, GMM+U. Second row (left to right):: FM-uMST, IGMM, I?GMM, Ground truth.

To quantitatively evaluate all the tested methods, we chose to use the Davies-Bouldin (DB) index [51]:
1 K
DB = ?;Rk, (1.37)

where Ry, = maxy, 2 {(Sk + S1)/di}, Sk = n;. " > wcc, 1T — | is the cluster scatter, ny, is the number of samples
in cluster k, u,, is the cluster center, and dy; = ||y, — |- A low value of the DB index means that the clusters are far
from each other with respect to their scatter, and therefore the discriminative power is higher. Since the algorithms
are randomly initialized, we repeat each experiment 20 times and compute the mean and standard deviation of the
DB index for each experiment. Table summarizes the results obtained with the MNIST, WAV, BCW, and Letter
Recognition datasets. The proposed WD-EM method yields the best results for the WAV and BCW data, while the
I2GMM method yields the best results for the MNIST data. It is interesting to notice that the non-parametric methods
K-means, NCUT and HAC yield the best and second best results for the Letter Recognition data.

For completeness we also provide the micro F; scores (also used in [38]) obtained with the MNIST, WAV, BCW and
Letter Recognition datasets in Table[[I.3] Based on this classification score, the proposed WD-EM method yields the
best results for the WAV and BCW data, while the I?’GMM yields the best results for the Letter Recognition data, and
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the IGMM method yields the best results for the MNIST data. This comparison also shows that I?°GMM, GMM and
GMM+U yield similar scores.

An interesting feature of the proposed weighted-data clustering algorithms is their robustness in finding good
clusters in the presence of outliers. To illustrate this ability we ran a large number of experiments by adding outliers,
drawn from a uniform distribution, to the four simulated datasets, e.g. Table[ll.4]and Figure[ll.2] A comparison between
WD-EM, FWD-EM, and the state-of-art clustering techniques mentioned above, with different percentages of outliers,
is provided. As it can be easily observed in these tables, GMM+U performs extremely well in the presence of outliers,
which is not surprising since the simulated outliers are drawn from a uniform distribution. Overall, the proposed
WD-EM method is the second best performing method. Notice the very good performance of the Ncut method for
the SIM-overlapped data. Among all these methods, only GMM+U and WD-EM offer the possibility to characterize
the outliers using two very different strategies.The GMM+U model simply pulls them in an outlier class based on
the posterior probabilities. The WD-EM algorithm iteratively updates the posterior probabilities of the weights, and
the final posteriors, (I1.17), allow to implement a simple outlier detection mechanism. Another important remark is
that WD-EM systematically outperforms FWD-EM, which fully justifies the proposed weighted-data model. Figure|[l.2]
shows results of fitting the mixture models to SIM-mixed data drawn from a Gaussian mixture and contaminated with
50% outliers drawn from a uniform distribution. These plots show that GMM, IGMM, and 12GMM find five components
corresponding to data clusters while they also fit a component onto the outliers, roughly centered on the data set.

1.9 Audio-Visual Clustering

In this section we illustrate the effectiveness of our method to deal with audio-visual data which belong to the het-
erogenous type of data, i.e. gathered with different sensors, having different noise statistics, and different sources
of errors. Prior to clustering one needs to represent audio and visual observations in the same Euclidean space, e.g.
Figure|[lIl.3] Without loss of generality we adopt the sound-source localization method of [52] that performs 2D direc-
tion of arrival (DOA) estimation followed by mapping the estimated sound-source direction onto the image plane: a
DOA estimate therefore corresponds to a pixel location in the image plane. To find visual features, we use an upper-
body detector [53] that provides an approximate localization of human heads, followed by lip localization using facial
landmark detection [54]. The rationale of combining upper-body detection with facial landmark localization is that,
altogether this yields a detection and localization algorithm that is much more robust to head pose than the vast
majority of face detection methods.

Let A = {a;}}2, € R?and V = {v;}}*, € R* denote the set of auditory and visual observations respectively.
To initialize the weight variables, we use in the following way. An auditory sample is given a high initial weight
if it has many visual samples as neighbors, or wa, =, v exp(—d?(a;,v;) /o). Visual weights are initialized in an
analogous way, w,, = ZajeA exp(—d?(v;,a;) /o). As illustrated below, this cross-modal weighting scheme favors

clusters composed of both auditory and visual observations. We recorded three sequences:

- The fake speaker (FS) sequence, e.g. first and second rows of Figure[ll.4] consists of two persons facing the
camera and the microphones. While the person onto the right emits speech signals (counting from “one” to
“ten”) the person onto the left performs fake lip, facial, and head movements as he would speak.

- The moving speakers (MS) sequence, e.g. third and fourth rows of Figure[ll.4] consists of two persons that move
around while they are always facing the cameras and microphones. The persons take speech turns but there is
a short overlap between the two auditory signals.

+ The cocktail party (CP) sequence, e.g. fifth and sixth rows of Figure consists of four persons engaged in
an informal dialog. The persons wander around and turn their heads towards the active speaker; occasionally
two persons speak simultaneously. Moreover the speakers do not always face the camera, hence face and lip
detection/localization are unreliable.

The visual data are gathered with a single camera and the auditory data are gathered with two microphones
plugged into the ears of an acoustic dummy head, referred to as binaural audition. The visual data are recorded
at 25 video frames per second (FPS). The auditory data are gathered and processed in the following way. First, the
short-time Fourier transform (STFT) is applied to the left- and right-microphone signals which are sampled at 48 KHz.
Second, the left and right spectrograms thus obtained are combined to yield a binaural spectrogram from which a
sound-source DOA is estimated. A spectrogram composed of 512 frequency bins is obtained by applying the STFT
over a sliding window of width 0.064 s and shifted along the signal with 0.008 s hops. An audio frame, or 512 frequency
bins, is associated with each window, hence there are 125 audio frames per second (with 0.056 ms overlap between
consecutive frames). Both the visual and audio frames are further grouped into temporal segments of width 0.4 s,
hence there are 10 visual frames and 50 audio frames in each segment.
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Figure 11.3: Audio-visual data acquisition and alignment. Top: left- and right-microphone signals. A temporal segment of 0.4 s
is outlined in red. Middle: Binaural spectrogram that corresponds to the outlined segment. This spectrogram is composed of 50
binaural vectors, each one being associated with an audio frame (shown as a vertical rectangle). Bottom: video frames associated
with a segment. A sound-source direction of arrival (DOA) is extracted from each binaural vector and mapped onto the image plane,
hence each green dot in the image plane corresponds to a DOA.

As already mentioned, we follow the method of to extract a sound-source DOA from each audio frame. In
order to increase the robustness of audio localization, a voice activity detector (VAD) is first applied to each
frame, such that not all the frames have DOA estimates associated with them. On an average there are 40 audio DOA
observations per segment. The FS sequence contains 28 segments, the MS sequence contains 43 segments, while
the CP sequence contains 115 segments. The left hand sides of FigureIl.4show the central frame of a segment with
all the visual features (blue) and auditory features (green) available within that segment.

We tested the proposed WD-EM algorithm on these audio-visual data as well as the GMM+U and FM-uMST
algorithms. We chose to compare our method with these two methods for the following reasons. Firstly, all three
methods are based on finite mixtures and hence they can use a model selection criterion to estimate the number of
components in the mixture that best approximates clusters in the data. This is important since the number of persons
and of active speakers among these persons are not known in advance. Secondly, as demonstrated in the previous
section, these three methods yield robust clustering in the presence of outliers.

WD-EM uses the MML criterion for model selection as described in Section[lI.6] We implemented a model selection
criterion based on BIC to optimally select the number of components with GMM+U and FM-uMST. While each algo-
rithm yields an optimal number of components for each audio-visual segment, not all them contain a sufficient number
of audio and visual observations, such that the component can be associated with an active speaker. Therefore, we
apply a simple two-step strategy, firstly to decide whether a component is audio-visual, audio-only, or visual-only, and
secondly to select the best audio-visual components. Let n,, and n, be the total number of visual and audio observa-
tions in a segment. We start by assigning each observation to a component: let n* and n* be the number of audio and
visual observations associated with component k. Let r;, = min{n*, n*}/(n,+n, ) measure the audio-visual relevance
of a component. If r, > s then component k corresponds to an active speaker, with s being a fixed threshold.

Figure [I.4] shows examples of applying the WD-EM, GMM+U and FM-uMST algorithms to the three sequences.
One may notice that, while the visual observations (blue) are very accurate and form small lumps around the moving
lips of a speaker (or of a fake speaker), audio observations (green) are very noisy and have different statistics; this
is due to the presence of reverberations (the ceiling in particular) and of other sound sources, such as computer
fans. The ground-truth active speaker is shown with a yellow frame. The data clusters obtained by the three methods
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FM-uMST

Data & Active speaker

Incorrect Correct

CP-B Correct

Figure 11.4: Results obtained on the fake speaker (FS), moving speaker (MS) and cocktail party (CP) sequences. The first column
shows the audio (green) and visual (blue) observations, as well as a yellow bounding box that shows the ground-truth active speaker.
The second, third and fourth columns show the mixture components obtained with the WD-EM, GMM+U and FM-uMST methods,
respectively. The blue disks mark components that correspond to correct detections of active speakers, namely whenever there is

an overlap between a component and the ground-truth bounding box.
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Table 11.5: The correct detection rates (CDR) obtained with the three methods for three scenarios: fake speaker (FS), moving speakers
(MS), and cocktail party (CP).

Scenario # Segments WD-EM  GMM-U [47] FM-uMST [25]

FS 28 100.00% 100.00% 71.43%
MS 43 83.87% 61.90% 72.22%
CcP 115 65.66% 52.48% 49.57%

are shown with red ellipses. A blue disk around a cluster center designates an audio-visual cluster. Altogether, one
may notice that the proposed method outperforms the two other methods. An interesting feature of WD-EM is that
the weights give more importance to the accurate visual data (because of the low-variance groups of observations
available with these data) and hence the audio-visual cluster centers are pulled towards the visual data (lip locations
in these examples).

To further quantify the performance of the three methods, we carefully annotated the data. For each segment, we
identified the active speaker and we precisely located the speaker’s lips. Let z, be the ground-truth lip location. We
assign x, to a component by computing the maximum responsibility of x,. When z, is assigned to an audio-
visual cluster, an active speaker is said to be correctly detected if the posterior probability of x, is equal or greater
than 1/ K, where K is the number of components. Tablesummarizes the results obtained with the three methods.

1110 Conclusions

We presented a weighted-data Gaussian mixture model. We derived a maximum-likelihood formulation and we de-
vised two EM algorithms, one that uses fixed weights (FWD-EM) and another one with weights modeled as random
variables (WD-EM). While the first algorithm appears to be a straightforward generalization of standard EM for Gaus-
sian mixtures, the second one has a more complex structure. We showed that the expectation and maximization
steps of the proposed WD-EM admit closed-form solutions and hence the algorithm is extremely efficient. Moreover,
WD-EM performs much better than FWD-EM which fully justifies the proposed generative probabilistic model for the
weights. We extended the MML-based model selection criterion proposed in [32] to the weighted-data Gaussian mix-
ture model and we proposed an algorithm that finds an optimal number of components in the data. Interestingly, the
WD-EM algorithm compares favorably with several state-of-the-art parametric and non-parametric clustering meth-
ods: it performs particularly well in the presence of a large number of outliers, e.g. up to 50% of outliers. Hence, the
proposed formulation belongs to the robust category of clustering methods.

We also applied WD-EM to the problem of clustering heterogenous/multimodal data sets, such as audio-visual
data. We briefly described the audio-visual fusion problem and how it may be cast into a challenging audio-visual
clustering problem, e.g. how to associate human faces with speech signals and how to detect and localize active
speakers in complex audio-visual scenes. We showed that the proposed algorithm yields better audio-visual clustering
results than two other finite-mixture models, and this for two reasons: (i) it is very robust to noise and to outliers
and (ii) it allows a cross-modal weighting scheme. Although not implemented, the proposed model has many other
interesting features when dealing with multimodal data: it enables to balance the importance of the modalities, to
emphasize one modality, or to use any prior information that might be available, for example by giving high weight
priors to visual data corresponding to face/lip localization.
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Non-linear Regression for Acoustico-Articulatory Speaker Adaptation

Abstract This chapter addresses the adaptation of an acoustic-articulatory inversion model of a reference speaker to
the voice of another source speaker, using a limited amount of audio-only data. In this study, the articulatory-acoustic
relationship of the reference speaker is modeled by a Gaussian mixture model and inference of articulatory data from
acoustic data is made by the associated Gaussian mixture regression (GMR). To address speaker adaptation, we pro-
pose two different models based on GMR: the integrated-cascaded or IC-GMR and the joint or J-GMR. We present the
two models, derive the respective EM algorithms for learning the parameters, and discuss the similarities and differ-
ences between the models and algorithms. We provide an extensive evaluation of the IC-GMR and J-GMR on both
synthetic acoustic-articulatory data and on the multi-speaker MOCHA EMA database. We compare various GMR-based
adaptation models, and discuss their respective merits.

D-GMR SCl-:G:I>V|R IC-GMR 6 J-GMR °
@%GD (, @%@ @%@ efe\e O

Figure I11.1: Graphical representation of the generative models associated to the D-, SC-, IC-, and J-GMR. In the present applicative
framework, Y is a reference articulatory feature vector, X is a reference acoustic feature vector, and Z is a source acoustic feature
vector.

Chapter Pitch

Methodological contribution Two tri-variate mixture models working with missing data. The models differ in the
way they consider a link between the first and third random subvectors of the joint random vector (see IC-GMR and
J-GMR on Figure/lll.1), represented in orange in the following:

M
p(x,y,2z) = > p(m)p(y|lm)p(z|y, m)p(z|z,y,m). (1.1

m=1
Applicative task Regression adaptation in general, acoustic-articulatory inversion in particular.

Interesting insight While the two models are strongly related to each other, the corresponding learning algorithms
are not. Indeed, in order to keep low computational cost, the EM for IC-GMM must be constructed from the Gaussian-
linear model, and not as a particular case of the EM for J-GMM.

Dissemination Both the IC-GMM and the J-GMM were published at IEEE Transactions on Audio, Speech and Lan-
guage Processing, see |56], |57].

29
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1.1 Introduction

Gaussian Mixture Regression (GMR) is an efficient regression technique derived from the well-known Gaussian Mix-
ture Model (GMM) [18]. The GMR is widely used in different areas of speech processing, e.g. voice conversion [58],
[59], in image processing, e.g. head pose estimation from depth data |60|, generation of hand writing [61], and in
robotics [17], [62], |63]. In the present chapter, we consider the application of GMR to the speech acoustic-articulatory
inversion problem, i.e. estimating trajectories of speech articulators (jaws, lips, tongue, palate) from speech acoustic
data [64]-]66]. Such model can be used in the context of pronunciation training to automatically animate a virtual
talking head displaying the internal speech articulators, using only the speaker’s voice. Such acoustic-articulatory
GMR is generally trained on a large dataset of input-output joint observations recorded on a single speaker, later on
referred to as the reference speaker. Using this reference GMR with the speech signal produced by a new speaker
(hereafter referred to as the source speaker) can lead to poorly estimated articulatory trajectories. Indeed, because
of the differences in the voice characteristics and in the speech production strategies across speakers, the new input
data does not follow the statistical distribution of the reference acoustic data. Therefore, we address the problem of
GMR speaker adaptation: We consider a GMR adaptation process that can be used to easily adapt a virtual talking
head to any new speaker. Moreover, the adaptation process must be designed to work with a tiny set of input-only,
i.e. acoustic, observations from the source speaker (in practice using a few sentences), in order to guarantee a user-
friendly non-invasive system. Indeed, in real-world applications collecting data from a new user comes at high cost,
especially for articulatory data.

The general speaker adaptation and normalization problem has been considered in, e.g., [67], [68]. In order to
address this problem in the specific GMR framework, [69] proposed to adapt the model parameters related to input
observations using two state-of-the-art adaptation techniques for GMM, namely: maximum a posteriori (MAP) |70]
and maximum likelihood linear regression (MLLR) [71]. Then, we proposed a general framework called cascaded
GMR (C-GMR) and derived two implementations [56]. The first one, referred to as Split-C-GMR (SC-GMR), is a simple
chaining of two separate GMRs: a first GMR maps the source acoustic feature vector, denoted Z, into a reference
acoustic feature vector, denoted X, and then a second GMR maps X into the output articulatory feature vector, de-
noted Y, lying in the reference speaker articulatory space (see Fig.[lll.1}(b)). The second implementation, referred to
as Integrated-C-GMR (IC-GMR) combines the two successive pings in a single probabilistic model (see Fig. [ll.T}(c)).
Indeed, the Z-to-X and X-to-Y mappings are integrated at the mixture component level, sharing the X space. Impor-
tantly, the EM algorithm associated to the IC-GMR model [56] uses the general methodology of missing data [4], [72],
explicitly taking into account the tiny amount of adaptation data from the source speaker. Specifically, the source
data consisted in a small subset of the sentences of the reference training set, and the complement of this subset
was considered missing. The IC-GMR was shown to provide superior performance to the SC-GMR and also to a direct
GMR between Z and Y that disregards the X data (D-GMR, see Fig.[lll.1}(a)).

As seen in Fig. [ll.TH(c), the IC-GMR does not explicitly model any direct statistical dependency between Z and Y
(i.e. in the graphical model, there is no arrow between Z and Y). In other words, the cascade is “forced” to pass
through X, the reference speaker’s acoustic space. In a general manner, adding such link would enable the output
Y to be jointly inferred from Z and X. In the above-mentioned limited parallel dataset strategy [56] (the source data
consist in a small subset of the sentences of the reference training set) the acoustics of the source and the reference
speaker are not physically linked, but they share the same phonetic content. Therefore, adding the Z-Y link to the
IC-GMR model enables to exploit the correlation associated to the shared phonetic content. Even if the direct ZY
correlation happened to be weaker than the other cross-correlations (ZX and XY), the impact of exploiting this direct
link and thus estimating Y jointly from X and Z cannot be assessed with the IC-GMR. We also propose to use a joint
multi-variate GMM on {Z, X, Y}, and we can thus refer to this model as Joint GMM (J-GMM), and to the associated
regressor as J-GMR.

The research question addressed: “Is there any benefit of explicitly modeling a direct link between the source
speaker’s acoustics (Z) and the reference speaker’s articulation (Y), with special emphasis on the case of very limited
amount of adaptation data?” To this aim:

+ We present two GMM-based regression models: a “cascaded” GMR which disables the link between Z and Y
and a “joint” (standard) GMR which enables this link. Both models are presented in the case of missing data,
since the adaptation dataset is much smaller.

+ We then provide the inference and learning procedures for both models, meaning the inference equation as well
as the EM algorithm. These are then used to provide an comprehensive theoretical comparison between the
“cascaded” IC-GMR and “joint” J-GMR models.

+ Finally, wee provide an extensive evaluation of both GMR-based models on synthetic acoustic-articulatory data
as well as on the multi-speaker MOCHA EMA database.
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The remaining of this chapter is organized as follows. Section[[l.2]gives a brief technical presentation of the GMR
speaker adaptation problem in the present acoustic-articulatory inversion contextm and presents two straightforward
models: D-GMR and SC-GMR. Section presents the IC-GMR models, which integrates the link-less “cascacded”
strategy within the mixture model, rather than having two different mixture models as in SC-GMR. The EM correspond-
ing to the IC-GMR is presented in Section Section presents and discusses the J-GMM and the associated
J-GMR inference equation. The complete derivation of the corresponding EM algorithm is presented in Section
The theoretical differences between the IC-GMR and J-GMR models are discussed in Section In Section[lII.8] we
evaluate the practical performance of the proposed J-GMR under the task of speech acoustic-to-articulatory inversion
with two different datasets, one synthetic and one of real data, and compare it to the performance of the D-GMR, SC-
GMR, and IC-GMR. We discuss the research question risen above in the light of the experimental results. Section[[L.9]
concludes the chapter.

Ill.2 Gaussian Mixture Regression

ll.2.1 Definitions, notations and working hypothesis

Let us consider a GMM and the associated GMR between realizations of input X and output Y random (column)
vectors, of arbitrary finite dimension. In the present speech acoustic-to-articulatory inversion framework, Y is an
articulatory feature vector and X is a corresponding acoustic feature vector, both from the reference speaker. Let us
define J = [XT,YT]T where T denotes the transpose operator. Let p(X = x; ®x) denote the probability density
function (PDF) of X Let MV (x; ux, Xxx) denote the Gaussian distribution evaluated at x with mean vector ux
and covariance matrix Xxx. Let Xxy denote the cross-covariance matrix between X and Y and Axx the precision
matrix of X (similarly for cross-terms). With these notations, the PDF of a GMM on J writes:

M
PG ©) = Y PN (F; o .ms B3.m); (11.2)

m=1

where M is the number of components, p(m) = =, > 0 and fof:l Tm = 1. Let Dyy = {xy,,yn}}_; denote a
large training dataset of IV i.i.d. vector pairs drawn from the (X,Y) distribution. In practice, these data are feature
vectors extracted from synchronized articulatory and acoustic recordings of the reference speaker. The parameters
of the above GMM reference model are estimated from Dy, using an EM algorithm. Then, inference of y given a new
observed value x can be performed by the minimum mean squared error (MMSE) estimator, which is the posterior
mean § = E[Y|x]:

M
5= p0mx) (v, + S Sxckem (%~ x.m)) (I11.3)
m=1
with p(m|x) = TN (631X, BXX ) ;- Alternatively, one may consider maximum a posteriori (MAP) inference using

T MmN (xR EXX K
¥ = arg maxy p(y[x).

Let us now consider a new input vector Z following a different statistical distribution that the one of X. Here, Z
is an acoustic feature vector from the source speaker, to which the reference GMR has to be adapted. We assume
that a tiny dataset D, of new input vectors z is available for the adaptation. As in |56], we assume that D, can be
aligned with a subset of the reference input dataset: This requires that the new speaker pronounces a subset of the
sentences contained in Dy, and that these new recordings are time-aligned with the corresponding recordings of the
reference speaker (e.g. using dynamic time warping (DTW) techniques). Since the working hypothesis is that the data
tuples are i.i.d., we can reorder the dataset and write without loss of generality D, = {zn}N° with Ny <« N.

n=1"

ll.2.2 D-GMR and SC-GMR

In this section, we briefly recall the two basic approaches for GMR adaptation, namely D-GMR and SC-GMR in Fig. ll.1}

The first one is a direct Z-to-Y GMR (D-GMR). Inference of y given an observed value z is done using (l11.3), replac-
ing x and X with z and Z:

M
y= Z p(m|z) (MY,m + EYZ,mzié,m(z - MZ,m)) , (|”4)
m=1
with p(m|z) = —mp N Zikz.mB2z.n) _ The parameters are trained with Day = {20, yn}22,.

T XL N Bz R Bzz k) |

11 the following, for concision we omit X and we may omit ®x, depending on the context.
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The second model is an instance of the cascaded GMR. As mentioned in the introduction, the Split-Cascaded
GMR (SC-GMR) consists of chaining two distinct GMRs: a Z-to-X GMR followed by the reference X-to-Y GMR. The
inference equation thus consists in chaining x = E[X|z] and y = E[Y|%], where both expectations follow with
their respective parameters. Note that the two GMRs may have a different number of mixture components. Note also
that the first GMR is trained with the Ny samples of D, = {z,, xn} while the second GMR is the reference GMR
trained with the N samples of Dy,

n=1’

lll.3 Integrated Cascaded GMR

We now present the integrated cascaded GMR (IC-GMR) model, see Figure[lll.1|that we propose to address the present
speaker adaptation problem. Then, we discuss the specific way the EM algorithm is to be used in this context. The
technical derivation of this algorithm is given in the next section.

11.3.1 Definition of the mixture model

The core idea of the IC-GMR model is to combine spectral conversion and acoustic-articulatory inversion into a single
GMR-based mapping process. Very importantly, this is made at the component level of the GMR, i.e. within the mixture,
as opposed to the SC-GMR of Section In other words, the plugged “conversion + inversion” components share
the same component assignment variable m, as illustrated by the graphical model shown in Fig.[lll.)(c). The goal is to
benefit from the partitioning of the acoustic-articulatory space of the reference speaker (i.e. X-Y') which is assumed
to be well estimated, when proceeding to the source speaker adaptation. Contrary to the SC-GMR, the structure of the
Z-to-X conversion process is thus here constrained by the structure of the X-to-Y GMR.

The statistical dependencies between X, Y and Z are here defined as:

M

p(a:,y,z|@) = Z p(m)p(y|m, @Y,m)p($|yam7 @X\Y,m>p(z|w7ma @Z|X,m)7 (”IS)
with
p(m) = mp, (111.6)
p(ylm, Oy m) =N (ylem,Rn) (111.7)
p(xly,m, Ox|y m) =N (z|Any + by, Un,) (111.8)
p(zle,m, Oz x m) =N (2|Crx + dpn, V). (111.9)

For each component, ,, still represents the prior distribution, e,,, and R,,, are respectively the mean vector and covari-
ance matrix of the marginal Gaussian distribution of Y, A,,,, b,,, and U,,, are respectively the transition matrix, constant
vector and covariance matrix of the linear-Gaussian conditional pdf model in (X, Y"), and the same for C,,, d,,, and
V., with (Z, X).

11l.3.2 Inference equation

Similarly to Section the minimum MSE estimation ¢ of y given z is given by its posterior meanm

y =E[Y[2] =/RD yp(y|z)dy, (11.10)
with
M
p(ylz) =/RD > plx,y,m|z)dz. (1n.11)
X m=1
In the IC-GMR case we have:
p(x,y,m|z) = p(m|z)p(y|x, z,m)p(x|z,m) = p(m|z)p(y|e, m)p(x|z,m), (111.12)

2| this subsection we omit the parameter set in PDF notation for clarity of presentation.
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since Y is independent of Z conditionally on X and m [4]-(Section 8.2). Therefore, we have:

M

p(vlz) = 3 plmlz) [ | plyle.m)p(alz.m)de. (1113)

m=1

At this point, we can insert (I1.13) into (I11.10). But to go further, we face a problem: the model is expressed in terms
of the distributions p(y|m), p(x|y, m), p(z|x, m) and not the “inverse” distributions p(z|m), p(x|z, m), p(y|z,m) as
required in {“E] Fortunately, a linear-Gaussian model is “invertible”: knowing the Gaussian PDFs p(y) and p(z|y),
the PDFs p(x) and p(y|x) are derived easily and form a linear-Gaussian model [4] (p. 93). In the present case, we can
chain the inversion across Y, X and Z to obtain:

p(yle,m, Oy x,m) =N (y|A,z + b, U,,), (In.14)
p(xlm, Ox ) =N (zle;,,R;,), (111.15)
p(z|z,m, Ox|zm) =N (z|C,,z+d;,.V,,), (111.16)
p(zlm, Oz,m) =N (z|f,.PL), (In.17)

with
U, =R, +AlU A,
A, =U,A UL by = U (R e, — AU D),
R:, =U, +A, RmAm, e, = Anen + by,
Vo= (R**l +CT e )L
c.=v.cl vt =V: (R ter, —CV 1d,,),
P:, =V, +C.R; cT fr =Cnel +dpm.

m T m)

Now we can calculate (l1.10) as:

M M
g= pml2) / ( / yp<y|w,m>dy) (@lz,m)de = Y plmlz) [ (A + (el mda
RPx RPY m—1 RPx

1

< 3

m=1

and finally:
M
g = Z (m|z)(A%,Crz + A dr, +bl). (11.19)

It can be shown that C;, = Sxz.m2 2 .. din = tx m — Ci btz .- Therefore, (111.19) is equivalent to :

M
¥=>_ pmlz)(y m + By X mBxX mEXx2mE27 (2~ Hz.m). (11.20)

m=1
The component weights p(m|z) are obtained by applying the classical formula (I11.3) with distribution (l1.17).
Equation (Il.20) exhibits the chaining of Z-to-X and X-to-Y linear regressions at the mixture component level.
This results into a Z-to-Y’ GMR with a specific form of the covariance matrix
Yyzm= ZJyx,mz}lxmEXZ,m- (n.21)

Note that these parameters depend on the joint distribution of (X, Y, Z), and in practice they are estimated from all
available (z, y, z) data (as we will see below). Even if their inference equation has the same general form, this makes
the IC-GMR quite different from the D-GMR, since this latter was obtained from a limited set of N, (z,y) data only.

.4 EM algorithm for IC-GMR

In the following, we derive the exact EM algorithm associated to the IC-GMR model presented in the previous section.
The aim of the EM algorithm is to maximize the expected complete-data log-likelihood, denoted by Q. At each iteration,
the E-step computes @ and the M-step maximizes Q with respect to the parameters ©. The EM algorithm alternates
between the E and M steps until convergence.

35(m|z) can be deduced from p(z|m) using the Bayes formula.
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11.4.1 E-step

At iteration i + 1, Q(@, ©9) is defined as the expected value of the complete data log-likelihood with parameter set
©. The expectation is taken accordingly to the posterior distribution of latent variables given the observed data and
the parameter set at the previous iteration, ©%). In order to derive the  function we follow the general methodology
given in, e.g., [4]-(Section 9.4) and [73]. This leads to:

( @()) ZZV(ZH) )logp(on, m|O,, +Z Z < |@ )/RDp(on,m|@ff;L))1ogp(on,m|@m)dzn
in z

n=1m=1 n=No+1m=1 P

(111.22)
where all pdfs are defined in Section|Il.3.1} j,, = [z, y,)]T and o, = [z, y,} 2] (see the details in Appendix|ll.10).
Forn € [1, Ny),

p(on, m| @griz))
p(0,|0)
are the so-called responsibilities (of component m explaining observation o,,) |4]. Note that (Il1.22) is valid for any

trivariate mixture model on (X,Y’, Z) (or any bivariate mixture model on (J, Z)) with partially missing =z data and
i.i.d. observations. If we now extend the definition of responsibilities for n € [Ny + 1, N] with:

Yo (0n) = (111.23)

PG, m 05 )

(+1) (5 ) =
V' (Fn) = PN (11.24)
p(3,|05)
and we use the IC-GMR definition (l11.5)—(l11.9), (I11.22) becomes (see Appendix|l1.10|for details):
Q(e,e" Z Z ¥ (0n) (210g T — 10g [Ryn| — log [Upn| = log [Vin| = M (y,, — €miRm) — Tr[V,,'V)])

nlml

_M(mn - Amyn — by; Um) - M(zn -Cnzn —dy, Z Z '7(1+1) 2 IOg T — lOg |Rm‘ — log |Um|

n=Np+1m=1
—10g V| — M(y,, — em;Rm) = M(xp — Ay, — b:Un) — M(CDz, +dD — €y — dpn; Vi), (I11.25)

l\.')\»—l

where M(z;R) = 2T R~ 'z denotes the Mahalanobis distance of = with matrix R and Tr stands for the trace operator.
The sum in the range [1, Ny] is a direct match of [4]-(9.40), i.e. the classical EM for GMM, while the sumin [Ny + 1, N]
results from the expectation over the missing data z,,.

Forn € [Ny + 1, N], let us denote the expected value of Z,, given z,, for the m-th model component by 2/, =
CE}l)anrdS,? = u(”l) . This amounts to replace the missing data with their conditional mean given x,, and the current

Z|xn,m
model parameters. For convenience, let us extend the notation z/,,, to the interval n € [1, Ny] with z/,,, = z,, (which
does not depend on m here). If, in addition, we denote y(”l) f,i*l)(on) forn € [1, Ny] and %(ffﬁl) = %ﬁ”(gn) for

n € [Ng + 1, N], then Q(©, ®) can be rewritten as:

Qe Z Z YD (21og T — l0g R | — M(y,, — € Rin) — l0g U | — M(z, — Ay, — bn; Usy,)
n=1m=1
M
—10g V| = M(2h, — Conr — di Vi) = > ( > mﬁ) iV, V). (111.26)
m=1 \n=Ng+1
l.4.2 M-step

In this subsection, we provide the M-step updates for the IC-GMR parameters. The details of the derivations are given
in Appendix[Illl.11} Three important properties of the update rules appear. First, they are all closed-form expressions,
thus yielding to an intrisically efficient EM algorithm. Second, the dependencies between the update rules do not
form a loop. In other words, we first update the parameters that are independent, to later on estimate the rest of
them. Third, several auxiliary quantities are shared between different updates, so that calculating these quantities
once for all saves computational power. Additionally, this allows to present the update rules more clearly, as follows.
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Auxiliary variables are weighted sums of the observations and their outer-products:

N N N
SEHD =3, SE) =3 A e, and SKE) =S i e, (111.27)
n=1 n=1

n=1

The definition of the variables ngt,ll), ng“;), Sgg,l’)m, ng{,l)m, ng;?m and ngrzl/)m follows the same principle.

Priors Maximization of Q(©, @) with respect to the priors is trivial, since it is identical to the GMM case |4] (with
of course the responsibilities being calculated from the IC-GMR'’s PDF). For m € [1, M], we have:

, 1 .
1) _ L giry .2
Ty NSm (111.28)

Constant vectors and transition matrices For m € [1, M], we have:

, 1 ,
(i+1) _ (i+1)
el = S Sy (I11.29)

andA,,, b,,, C,, and d,,, are updated with:

-1
A%+1):<S(i+1) 1 S(i+1)5§i,+%)T)<S(i+l) 1 S(i+1)5(i+l)T> plith 1 (557 -G 5geD)

XY,m S7(ri+1) X,m YY m Sr(;i+1) Y,m XY,m s Om _S%-H)
(111.30)
-1
+1 (i+1) L o) gD T\ i) L o) o) T i+1 1 (i+1)_ @a(i+1) g(i+1)
C% )<SZ’X,m S(H_l) S(Z/,m)SX,m )(SXX,m S(i+1) SX,m SX,m > 7d£n+ ):S(H_l) (SZl7m,C% )SX,m )
(111.31)

Note that Afjfl) and b{’*Y) have the form of the standard weighted-MSE estimates of A,, and b,,, given the (z, y)

dataset and using the responsibilities as weights. Cfffl) and dﬁfﬁl) have a similar form but take into account partially
missing z data.

Covariance matrices Form € [1, M], we have:

i+1 i+1 i+1
(1), — S )

Sty

Rgflﬂ) — eliTDl+DT ( ’ (11.32)

U BT (S0 S AT S, AL (- A ),

ngrl)
(111.33)
i+1 i i+1)T i+1 i+1 i+1 i+1)T
VO =dl Y T e (S5 e SR, e
S G (G D= €0 S D) 4 VD N i, (11.34)

where P+xQ = PQ' +QP ' denotes the symmetrized outer product of P and Q. Interestingly, (111.29), (111.32), (111.30) and
(111.33) correspond to the classical two-variable GMM, whereas (l1.31) and (l11.34) encode the effect of the missing
data. Indeed, all statistics related to Z are computed using the actually observed z,, for n € [1, Ny and the expected

value 5™ forn € [Ny + 1, N].

Zlzp,m

I11.4.3 EM Initialization

In order to infer the articulatory trajectory y from the acoustic features of the source speaker z by means of ,
the parameters of the joint model need to be estimated from the data. Since is a mixture model, this
naturally leads to an EM algorithm [4], [6], whose derivation is given in the next section. In general, the initialization of
EM algorithms is known to be a crucial phase. In the present study, we propose the following strategy:
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« First, the reference GMR is obtained from an extensive set of (x, y) data, using the EM algorithm for GMMs.
- Second, we note that the joint marginal distribution of (X, Y") obtained by integrating (lI1.5) over z is given by:

M
p(]‘ @J) = Z 7T’mp(y|m/7 @Y,m)p(m|yama @X\Y,m) (”|35)

m=1

Since for each m, both the marginal distribution of Y and the conditional distribution of X |y are Gaussian,
(11.35) is equivalent to the standard GMM on (X,Y’) given in (lll.2). Therefore, the parameters of (I11.35), i.e.
{Tms €ms Ry A, b, Uy Y| are computed from the parameters of the reference GMR.

« Third, {C,,,d,,,V.,}_,, i.e., the parameters involving Z, are initialized using the N, aligned (z,z) data. Basi-
cally, this is done by evaluating (I11.31) with the auxiliary variables involving Z being calculated using observed
z data only, i.e. z;1.x,, corresponding « data, i.e. 1.x,, and responsibilities for n € [1, Ny] given by (l11.23).

+ Finally, after the initialization is done, both the Ny aligned (z, z, y) data and the remaining N — N, (x, y) data are
used to train the IC-GMR. Most importantly, all data are used to jointly update all IC-GMR parameters, as opposed
to the SC-GMR adaptation, where the reference model remains unchanged, i.e. its parameters are not influenced
by the adaptation data z;.y,.

The complete EM algorithm for the IC-GMR, including the initialization step, is schematized in Algorithm |2} The
E-step boils down to the calculation of the responsibilities (I11.23) and (I11.24). The M-step computes the auxiliary
quantities defined in (lll.27) that speed up the update of the parameters (l11.28)—(I11.34).

.5 Joint GMR

In this section we present the proposed Joint GMM generative model (J-GMM) and the associated inference equation.
We also discuss the relationship with previous works, i.e. [74] and [56]. The Joint GMM on (X,Y,Z) is defined as:

M

p(o) = Y p(m)p(ofm; ©,,) Zwm (05 tm, Bin), (111-36)

m=1

where ©,, = {ji,,, 2,,} are the parameters of the m-th Gaussian component, and thus ® = UM_, {r,,,, ®,,}. In order
to derive the associated inference equation we first compute:

p(ylz) = /Z (x,y,m|z) dxfz p(m|z)p(y|z, m). (11.37)

m=1

Since the conditional and marginal distributions of a Gaussian are Gaussian as well, is @ GMM. Therefore,
the J-GMR inference equation under the MMSE criterion turns out to be identical to the usual expression for a direct
Z-to-Y GMR, i.e. {T] At first sight, this may look a bit strange since this gives the impression of by-passing the
information contained in X. However, this is not the case: although its inference equation is identical, the complete
“joint” process for GMR adaptation is not equivalent to a GMR build directly from (z, y) training data, i.e. the D-GMR.
Indeed, as shown in the next section, the estimation of the J-GMR parameters with the EM algorithm uses all the
available data, i.e. Dy, and D,, hence including all x data. In summary, the D-GMR and the J-GMR inference equations
are identical but these two models differ by their underlying generative model and associated training procedure,
leading to different parameter values (even when using the same adaptation dataset).

A J-GMM-based model has already been considered in [74] as the underlying generative model of O in the present
speaker adaptation problem. However, |[74] performs MAP inference instead of MMSE inference. More importantly,
even if the underlying generative model is a J GMM the inference equation in [74] corresponds to the IC-GMR. In
details, p(o) in (1-2) of [74] corresponds to ( , while p(y|z) in (6) of [74] corresponds to (Il.20). Indeed, this
posterior PDF p(y|z) assumes no direct link between Z and Y, which is correct for the IC-GMM but incorrect for the
J-GMM. Thus the inference in [74] is not consistent with the J-GMM T3]

4 Alternately a MAP estimator can be used by taking the argmax of (ll1.37).
-5Note that in |74], the details of the derivation of the intermediate form (6) into the GMR form (7) are not provided. In contrast, we provided
detailed derivation in |56], where (19) is shown to result into two equivalent forms of a GMR expression (25) and (26). Also, to be fully precise, (7)

—1
in [74] corresponds to (26) in |56] up to two differences that we interpret as typos: First, the term =) i (9) of |74] should be 2@ 77 seee.g.,

(5) in |56]; and second, a right-sided term 25,“;"*@_1 is missing in (10) in [74], i.e. £{&*) s y¥) ™ Eﬁf{‘” should be 25,‘3*”2%{4/)_125};@)255*’”_1
(see (26) in |56]). Without this matrix, “unnormalized” input data are propagated into the mapping process.
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Algorithm 2: EM algorithm for integrated cascaded-GMR (IC-GMR) with partially missing data Z.

Initialization

Use EM for GMM over {z,,, y,,
M

{ in 1n Rln Aln bln Uln} .
m=1

to compute @ X

77.1

m’ m’ m 7 m’
forn:=1: Nydo
| 20 = Zn, Y.
end

form:=1:Mdo
forn:=1: Nydo ‘
| Set~in using (I1l.24) with @Y.
end

. . N,
in _ m in — — 0 /
Z'm Zn 1 Tnm®nm Z'X,m — Zn 1 ,Vnm nmm SZ/Z’ mo Zn 1 ’Ynmznm

end

Use (1III.31 , (1III.34 with the previous auxiliary variables to compute {CL‘;, d;j;,v;‘;}

Set @Y = @™ andi =1.
while Not convergence do

forn:=1:Nydo
p(on|@(i)) = Zm 1p(on,m|@( 0) ), using ( -

form:=1: Mdo

(1) _ plon,m|@))
‘ Tnm = o, j0M)
end
end

forn:= Ny +1:Ndo
p(G,10D) =M p(4,,m|6F),), using (111.35).

form:=1:Mdo

(i) _ plinmlOF))
Tnm = G e5)
2, =Clz, +diy)
end
end

for m :=1: M compute
Auxiliary variables using (Il1.27,

75+ and etV using (111.28) and (111.29)

Aﬁff“ and b+Y) using (111.30
¢tV and d*+V using (1131
RV U+ and vitusing (111.32), (111.33) and (111.34)
end

i++

end

(2,

nm

)T

m=1

Remarkably, (I11.5) characterizes the IC-GMR as a particular case of the J-GMR. In Section
is also true at the mixture model level, i.e. the IC-GMM (lI1.5) is a particular case of the J-GMM (I

111.7) we show that this
11.36) with (III.21). The

matrix product Xxz ngz enables to go from ztox, and then Tyx mExx .., €nables to go from x to y, so that the
IC-GMR goes from z to y “passing through x”. In contrast, the J-GMR enables to go directly from z to y, though again,
it is not equivalent to the Z-Y D-GMR since x data are used at training time, as is shown in the next section.

lll.é EM algorithm for J-GMR (with missing data)

This section introduces the exact EM algorithm associated to the J-GMM, explicitly handling an incomplete adaptation
dataset using the general methodology of missing data. The EM iteratively maximizes the expected complete-data
log-likelihood. At iteration i + 1, the E-step computes the auxiliary function Q(©, ® ), where ®(") are the parameters
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computed at iteration i. The M-step maximizes Q with respect to ©, obtaining ®“+1)_ In the following we first describe
the E and M steps, then we detail the initialization process. Finally we comment the link between the EM algorithms
of the IC-GMM and J-GMM, and the differences between the proposed EM and the EM for J-GMM given in [74]. The
associated source code is available at: https://git.gipsa-lab.grenoble-inp.fr/cgmr.git.

11.6.1 E-step

In order to derive the auxiliary function Q(®, ®"), we follow the general methodology given in [4]—(Section 9.4)
and [73]. In |[56], we have shown that this leads to the general expression:

N M

K3 1 1 1
Qe.01) = Z}}mﬂMp%m®> 2:}:,.@U/m% m: ©()))log p(0, m: O )dzy, (11.38)
n=1m=1 n= N0+1m:1p(3n7 J)
where i
(i+1) _ PO, mi ©7) 1, N 111.39
’ynm p(o'ﬂ; 6(2)) ’ [ 0]7 ( . )

are the so-called responsibilities (of component m explaining observation o,,) [4]. Eq. (lI1.38) is valid for any mixture

model on i.i.d. vectors (J,Z) with partly missing z data. Here we study the particular case of the J-GMM. For this
aim, we denote /“‘(le)j ., the posterior mean of Z given j,, and given that the data were generated by the m-th Gaussian
component with parameters el

. . . -1 .
Wil = Hom + 23 (Eﬁi,m) (G = 15 (111.40)

Let us define o,,, = [jmu(ZI)JT LT ifn € [Ng +1,N], ie. Onm, is an “augmented” observation vector in which for

n € [Ny + 1, N] the missing data vector z, is replaced with ([1.40). Let us arbitrarily extend o/,,,, with o/,,, = o,, for
n € [1, NoJ, and let us extend the definition of the responsibilities to the incomplete data vectors j,,:

’Y(H_l) _ P(Fns (').(]Z))
p(G,;©5)

Then, Q(®, ®") s given by . The proofis givenin Appendix The firstdouble sumin is similar to the
one found in the usual EM for GMM (without missing data), except that for n € [Ny + 1, N] missing z data are replaced
with their estimate using the corresponding x and y data and the current parameter values, and responsibilities are
calculated using available data only. The second termis a correction term that, as seen below, modifies the estimation
of the covariance matrices X,,, in the M-step to take into account the missing data.

, nelNg+1,N]. (I11.41)

N M

-
Q©,00) =3 3 4G <1og7r log 3| + (0, u2m) %, (o) um)> (11.42)
n=1m=1
N
) Z < >y ) Tr [Azz,m(A(z”z,m)’li : (111.43)
= n=Np+1

l1.6.2 M-step

Priors: Maximization of Q(®, ®")) with respect to the priors 7, is identical to the classical case of GMM without
missing data |4]. For m € [1, M], we have:

2+1) _ (i+1)
Thn Nme- (111.44)

Mean vectors: For m € [1, M], derivating Q(©, ®®)) with respect to y,, and setting the result to zero leads to:

N (1)
(i+1) _ Zn:l Ynm “Onm 111.45
Hm " = N i+1) (111.45)
Zn:l 7(”” )
This expression is the empirical mean, similar to the classical GMM case, except for the specific definition of obser-
vation vectors and responsibilities forn € [Ny + 1, N].
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Covariance matrices: Let us first express the trace in (I11.43) as a function of X! by completing (A(Zi)z,m)*1 with
zeros to obtain the matrix (ASY) )~1:

AO(i) -1 _ ; B
Wazzm) =10 (ag),)!

o 0 1 . (11L.46)

Thus, Tr [AZZm(A(zi)z,m)_l} =Tr [Zal(A%(zi?m)—l}, and by canceling the derivative of Q(©, ©")) with respect to =1
we get:

N
% 7 i 0(z —
E’EYL+1) = N (7+1) [Z 77(1,;;1 Onm — ,Um)( Onm ,urn) + ( Z 77(;';21)> (AZ(Z),m) 1‘| . (|”47)

Zn 1 Ynm n=Np+1

The first term is the empirical covariance matrix and is similar to the classical GMM without missing data, except again
for the specific definition of observation vectors and responsibilities for n € [Ny + 1, N]. The second term can be seen
as an additional correction term that deals with the absence of observed z data vectors for n € [Ny+1, N]. We remark

that ={."") depends on all the terms of (/) obtained at previous iteration, since A(Z")Z’m = [(25,’?)—1} 2 # (E(Z")Z’m)—l.

I11.6.3 EM Initialization

The initialization of the proposed EM algorithm takes a very peculiar aspect. Indeed, as a result of the nature of the
adaptation process, the reference X-Y GMM model is used to initialize the marginal parameters in (X,Y). As for the
Z parameters, we adopt the two possible following strategies. Strategy 1is data-driven: The marginal parametersin Z
are initialized using the adaptation data D, = {z, }"° The cross -term parameters in (Z, X) and (Z,Y) are initialized
by constructing the sufficient statistics using {zn,xn,yn . Since the number of adaptation data is limited, and
the related statistics may be poorly reliable, we also propose Strategy 2 which is a “blind” strategy: The ZX cross-
covariance matrix is set to the identity matrix, the ZY cross-covariance matrix is set to zero and the covariance of
Z is set to the covariance of X. As shown in Section|lll.8} this simple blind initialization exhibited significantly better
performance than the one exploiting the statistics of the adaptation set in our experiments, for small adaptation sets.
Finally, remember that, whatever the initialization, all model parameters are jointly updated by alternating the E and M
steps, using both reference data Dy, and aligned adaptation data D,,.

1.7 Discussion

We have seen in Section|[lll.5that the IC-GMM is a particular (constrained) version of the J-GMM. However, the EM for
the IC-GMM presented in Section|lll.4lis not derivable as a particular case of the EM for J-GMM provided in the previous
section. More precisely, if one attempts to estimate the IC-GMR parameters with the EM algorithm introduced in the
previous section, one should constrain the M-step by (Ill.21). Naturally, the complexity of the resulting constrained
algorithm would be much higher than the complexity of the (unconstrained) EM of Section Consequently, even
if the IC-GMR and the J-GMR models are closely related, the two learning algorithms are intrinsically different. This
difference arises from the fact that the IC-GMM deals with constrained covariance matrices, whereas the J-GMM uses
fully free covariance matrices.

We show here that the IC-GMM (lI1.5) is a particular case of the J-GMM ([11.36) with (I11.21). Without loss of gener-
ality, the density components of the J-GMM can be rewritten as:

p(olm) = mmp(y|m)p(xly, m)p(z[x,y,m), (111.48)

where all pdfs are Gaussian. Here the conditional pdf of Z depends on both x and y, whereas in the IC-GMM it depends
onlyonx (see Fig.. Setting p(z|x,y, m) = p(z|x, m) is equivalent to say that Z and Y are conditionally independent
given x, which can be expressed equivalently as p(y,z|x,m) = p(y|x, m)p(z|x, m) |4]-Section 8.2. Let us denote
U =[YT,Z"]". p(ulx,m) is a Gaussian pdf with covariance matrix yuyx,n = Zvuu,m — EUXW,,E;&MEXUM |4]-
Section 2.3. Itis easy to show that the block diagonal term of this matrix is Xyz ,, — ny,mz;&’mxxz,m. Therefore,
the conditional independence holds if and only if this block-diagonal term is null, i.e. (Ill.21). Alternately, we can write
p(o|lm) as a multivariate Gaussian and decompose the argument of the exponential function: it is then easy to show
that p(z|x,y,m) = p(z|x,m) for all values of x, y, and z (and m), if and only if all entries of Azy ,.(= Ayy,,) are
zero, for all m € [1, M]. Of course the two conditions are equivalent: Since Ayu,m = EUllﬂx . 141-(2.79) and (2.82),
Auu,m is block-diagonal if and only if Zyyx ., is block-diagonal.
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Figure l11.2: Power spectra generated by VLAM for the same articulatory configuration but for two different vocal tract lengths.

1.8 Experiments

The performance of the J-GMR was evaluated on the speech acoustic-to-articulatory inversion task (i.e. recovering
movement of the tongue, lips, jaw and velum from speech acoustics), and compared to the D-GMR, SC-GMR and
IC-GMR. Two series of experiments were conducted: the first one on synthetic data, the second one on real data.

ll1.8.1 Experimental Set Up

Synthetic Data Experiments on synthetic data were conducted using a so-called articulatory synthesizer. This al-
lowed us to carry out a first investigation of the J-GMR behavior by controlling finely the structure of the adaptation
dataset (as opposed to the real data of Section[ll.8.1). A synthetic dataset of vowels was thus generated using the
Variable Linear Articulatory Model (VLAM) [75]. VLAM consists of a vocal tract model driven by seven control param-
eters (lips aperture and protrusion; jaw; tongue body, dorsum and apex; velum). For a given articulatory configuration,
VLAM calculates the corresponding area function using 29 tubes of variable length and then deduces the correspond-
ing spectrum using acoustic simulation [76]. Among other articulatory synthesizers, VLAM is of particular interest
in our study. Indeed, it integrates a model of the vocal tract growth and enables to generate two different spectra
from the same articulatory configuration but different vocal tract length. We used this feature to simulate a parallel
acoustic-articulatory dataset for two speakers (reference and source) with different vocal tract length correspond-
ing to speaker age of 25 years and 17 years respectively. The difference in vocal tract length induces a shift of the
formants along the frequency axis as illustrated in Fig. Moreover, this shift is non-linear, justifying the use of a
non-linear (or locally linear) mapping model such as the GMR.

We generated a dataset of (z, x, y) triplets structured into four clusters simulating the 4 following vowels: /a/, /i/,
/u/, /o/. In these experiments, the spectrum is described by the position and the amplitude of the 4 first formants,
which are easily captured on such synthetic data, hence 8-dimensional x and z observations. We generated 20, 000
triplets (5,000 for each of the 4 vowels). These data are displayed in Fig. lll.3] (red points) along with a selection of
467 adaptation vectors (green points), in the two first formant frequencies (F1-F2) plane.

MOCHA EMA Data Experiments on real data were conducted using electromagnetic articulatory (EMA) recordings.
We used the publicly available Multichannel Articulatory Database (MOCHA) [77] provided by the Center for Speech
Technology Research (University of Edinburgh). It includes acoustic-articulatory data of two speakers: fsewQ (fe-
male) and msak0 (male). Both speakers uttered 460 sentences extracted from the British TIMIT corpus, representing
20.6 min of speech for fsew0, and 17.4 min of speech for msak0.

Mel-frequency cepstral coefficients (MFCC) were used here to represent the acoustic content of the speech signal.
Each audio observation (x and z) was a 26-dimensional vector composed of 13 MFCC coefficients and their first
derivatives. These vectors were extracted from the 16-kHz speech waveform every 10 ms, leading to a total of about
123, 800 vectors for fsew0 and of about 104, 600 vectors for msak0.
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Figure I11.3: Synthetic data generated using VLAM in the F2-F1 acoustic space.

Regarding the articulatory data, each observation y was a 14-dimensional vector gathering the 2D coordinates
of 7 electromagnetic actuation coils describing the lips, tongue, jaw and velum positions in the midsagittal plane of
the reference speaker’s vocal tract, every 10 ms. These articulatory data were normalized following the procedure
described in |78]. This normalization consists in centering and whitening the data (i.e. subtracting the mean value of
each feature and dividing by its standard deviation) on a per-file basis. The mean (resp. standard deviation) of each
feature was then low-pass filtered to alleviate the DC drift observed in the raw MOCHA database (see Fig. 3.6, p. 71
in [78]). Note that this has become a de-facto standard procedure, see |64] and [65].

We conducted two series of experiments: adaptation of reference speaker fsew0 to source speaker msak0 (de-
noted msak0—fsew0) and adaptation of reference speaker mask0 to source speaker fsew0 (denoted fsew0—msak0).

Experimental Protocol For the synthetic data, the complete set of (z,x,y) triplets, are naturally aligned. For the
MOCHA data, dynamic time warping (DTW) was used to time-align each of the sentences pronounced by the source
speaker with the corresponding sentence pronounced by the reference speaker. The source speaker’s acoustics was
warped onto the reference speaker’s acoustics (and by synchronicity onto the reference speaker’s articulatory data).

For the experiments on the synthetic dataset, the EM algorithm for training the reference X-Y model (and also the
Z-X model for the SC-GMR) was initialized using the k-means algorithm, repeated 5 times (only the best initial model
was kept for training). For all EMs, the number of iterations was empirically set to 50. All methods were evaluated
under a 30-fold cross-validation protocol: The data was divided in 30 subsets of approximate equal size, 29 subsets
were used for training and 1 subset for test, considering all permutations. In each of the 30 folds, k/30 of the size
of the training set was used for adaptation, with £ € [1,10]. For a given value of k, we conducted 10 experiments
with a different adaptation dataset. For each experiment, the optimal number of mixture components (within M =
2,4,8,12,16,20) was determined using cross-validation during the training of the reference X-Y model In the
majority of these experiments, the optimal value of M was found to be 16. Similarly, the number K of components of
the Z-X model of the SC-GMR was set by cross-validation within the set {2,4, 8,12, 16}.

For the experiments with MOCHA, a similar procedure was used, though with different settings to adapt to the
difference in dataset size and dimension. Here, all methods were evaluated under a 5-fold cross-validation protocol
(four subsets for training and one subset for test, all of approximate equal size). In each of the five folds, /20 of the
size of the training set was used for adaptation, with k£ € [1,10]. This results in 50 experiments for each of the two
aforementioned configurations (msak0—fsew0 and fsewO0—msak0). As for M, the number of mixture components,
cross-validation on the reference model for the MOCHA dataset let to an optimal value M = 128. However, the
results for M = 128, 64, and 32 were found to be quite close, which is consistent with the results reported in previous
literature [64]. Given that the J-GMR and IC-GMR models have more parameters than the reference model, and are
thus more prone to overfitting, we chose to set M = 32. As for K, it was set using the same cross-validation procedure
as for the synthetic data case.

For both synthetic and real data experiments, the performance was assessed by calculating the average Root
Mean Squared Error (RMSE) between the articulatory trajectories estimated from the source speaker’s acoustics, and
the ones generated by the reference speaker (for the real data experiments, the reference speaker’'s acoustics and

ll.6Remember that, in nature, the number of mixture components M of the J-GMR and IC-GMR is imposed by the reference model.
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Figure lll.4: RMSE (unitless) of the Z-to-Y mapping as a function of the size of the adaptation data (in number of vectors), for D-GMR,
SC-GMR, IC-GMR and J-GMR (lower and upper bounds are given by the X-Y mapping in magenta and the Z-to-Y mapping with no
adaptation in yellow; error bars represent 95% confidence intervals.)

articulatory test data were aligned on the source speaker’s acoustics using DTW). 95% confidence interval of RMSE
measures were obtained using paired t-tests. For the synthetic data, the vectors were generated independently (i.e.
with no temporal structure), hence each vector provides an independent RMSE measure. As for the MOCHA dataset,
independence between samples was assumed by considering the average RMSE on 5 consecutive frames, i.e. 50 ms.
Note that the RMSE values for the synthetic data are unitless, since the VLAM articulatory data are arbitrary control
parameters.

In order to discuss complexity and accuracy issues for the different models, we define the data-to-parameters ratio
(DPR) as the total number of (scalar) data divided by the total number of (scalar) parameters to estimate. This simple
measure provides prior information on how much the model is prone to overfit: The lower the DPR is (meaning less
training data or more complex models) the more the model is prone to overfitting. Table[lll.1presents the DPR values
for the synthetic dataset and for MOCHA, for each model, and for the two extreme values of N in the reported figures
(see below). Note that the DPR is not a performance measure per se; it rather provides a potential explanation for the
behavior of the models under evaluation. Indeed, in practice we observed that training models with DPR below 20 is
risky, since the overfitting phenomenon may be predominant, impairing the generalization capabilities of the trained
model. We can see in Table[lll.1that all values are significantly larger than 20, except for the D-GMR with small Ny, as
will be discussed later.

Table 111.1: Data-to-parameters ratio for the synthetic dataset and for MOCHA (for both speakers), for all models and for the two
extreme values of Ny reported in Fig. 4 and Fig. 5.

Data Synthetic  fsewO—msak0 msak0—fsew0
N Low High Low High Low High
Reference 137 137 121 121 144 144
D-GMR 3 34 6 61 7 71
SC-GMR 89 100 69 88 81 104
IC-GMR 77 87 56 72 67 86
J-GMR 63 70 47 61 56 72

111.8.2 Results and Discussion

Synthetic Data The RMSE for the J-GMR, as well as for the D-GMR, SC-GMR and IC-GMR are plotted in Fig. as
a function of NV, the size of the adaptation set. The performance of the J-GMR, SC-GMR and IC-GMR are relatively
close, and are clearly better than without adaptation and than the D-GMR, especially for low values of Ny. This latter
result comes from the fact that the D-GMR exploits only the limited amount of reference speaker’s articulatory data
that can be associated with the source speaker’s audio data, i.e. D,y = {z,,y, nNgl. As illustrated by the DPR
values in Table[lll.T} this is a quite limited dataset compared to the dataset exploited by the C-GMR family, i.e. D, U
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Figure 111.5: RMSE (in mm) with 95% confidence intervals for source speaker fsew0 (left) and msakO (right) as a function of the
amount of adaptation data, for D-, SC-, IC- and J-GMR, and their respective oracle in dotted lines.

Dy = {2,}2°, U {x,,yn})_,. Forlow N values, this results in poor performance of the D-GMR, with possible
severe overfitting. This tends to validate the benefit of exploiting all available (x, y) observations during the adaptation
process, as done in the C-GMR framework.

As in |56], the IC-GMR performs better than the SC-GMR, except for the lower N, value. Importantly, we observe a
systematic and statistically significant improvement of the proposed J-GMR over the IC-GMR, for all N, values. The
gain of J-GMR over IC-GMR is within the approximate range 1.5%-2.5% of RMSE depending on Ny. Subsequently, the
J-GMR also clearly outperforms the SC-GMR, except for the lower N, for which the difference between J-GMR and SC-
GMR is not significant. These results illustrate that the J-GMR is able to better exploit the statistical relations between
z, x and y data compared to the other C-GMR models. Indeed, while the Z-X and X-Y statistical relationships are
exploited by the SC-, IC- and J-GMR, only the latter directly exploits the Z-Y statistical relationship. Therefore, only in
the J-GMR the mapping is not forced to pass through X, which is shown to be beneficial in this set of experiments.

Regarding the initialization strategy of the J-GMR, we notice that for the lower range of N, values the blind ini-
tialization strategy clearly outperforms the one based on the statistics of the adaptation set (denoted with the suffix
“(STAT)" in Fig. [ll.4). This shows that in that case, the amount of adaptation data is not sufficient to calculate reli-
able statistics to be exploited in model parameter estimation. When the adaptation set grows in size (over approx.
3,000 vectors), the difference in performance between the two initialization strategies becomes not significant, if any.
Therefore, in the following, we will favor the blind initialization strategy.

MOCHA EMA The results of the experiments fsew0—msak0 and msak0—fsew0 on the MOCHA EMA dataset are
shown in Figure[lll.5respectively. Here also, the curves plot the RMSE against the amount of adaptation data. Similarly
to [56] and similarly to the synthetic data experiments, for small adaptation sets, the IC-GMR clearly outperforms the
D-GMR model. This is observed for the two source speakers msak0 and fsew0. The same tendency is observed with
the proposed J-GMR model since the J-GMR performance is close to the IC-GMR performance (see below). SC-GMR
also outperforms D-GMR, but only for the lowest N, value, since the difference between SC-GMR and IC-GMR is higher
than in the synthetic data case. Altogether, these first general results confirm the results obtained on synthetic data
and, again, they can be explained by the fact that the D-GMR exploits only the reference speaker’s articulatory data that
can be associated with the source speaker’s audio data (see the small corresponding DPR values in Table[llL.1). This
corroborates the benefit of (i) relying on an intermediate representation space, for instance the reference acoustic
space X, and (ii) exploiting all available (x, y) observations during the adaptation process. The fact that both J-GMR
and IC-GMR clearly outperform SC-GMR everywhere seems to support the interest of a model structure where X is a
single common representation space tied to both input Z and output Y at the mixture component level (as already
observed for the IC-GMR in |56]).

As for the comparison between J-GMR and IC-GMR, these results also confirm the potential interest of using the
J-GMR method over the IC-GMR. Indeed, while the two methods perform closely for tiny amounts of adaptation data,
the J-GMR exhibits better results than the IC-GMR for larger amounts of adaptation data. More precisely, we can
identify three different zones in the RMSE plots of both source speakers. First the data scarcity zone (below 3 min of
adaptation data), where the IC-GMR shows equivalent performance than the J-GMR (for fsewO—mska0 conversion)
or slightly better performance but not in a statistically significant manner (for the msak0—fsew0).

Second, the data abundance zone (above 7 min and more than 9 min of adaptation data for fsew0—msak0 and
msak0—fsewO0 respectively), where the D-GMR has enough data to show competitive performance compared to the
J-GMR (see the correct DPR values for the D-GMR for high N, in Tablellll.1). At the same time, the RMSE of the IC-GMR
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is here higher than the RMSE of D-GMR and J-GMR in a statistically significant manner. Therefore, it would appear that
the constraint associated to the IC-GMR model penalizes its performance when enough adaptation data is available.
This would suggest that more data implies more complex underlying links, some of which cannot be captured well
by the IC-GMR model. This explanation is reinforced by the results under the so-called “oracle” settings, when all data
is used at adaptation time, i.e. Ny = N, which can be seen as the right limit of the plots. The result of the oracle
settings for the four models are represented with dotted lines in Figure[lll.5| We can see that the J-GMR is able to
better exploit the overall statistical correlations than the IC-GMR. Interestingly, the J-GMR oracle RMSE is below the
D-GMR oracle RMSE, whereas the IC-GMR oracle RMSE is above. Hence, even for large adaptation data, it appears to
be a good thing to exploit x at the mixture component level, but it is not such a good thing to do it in a too constrained
manner.

This behavior is also observed, in a somewhat less intense manner, in the third zone (between 3 min and 7/9 min
of adaptation data). Here the IC-GMR starts exhibiting worse performance than J-GMR (the difference is statistically
significant from 5 min and 7 min of adaptation data for fsew0—msak0 and msak0—fsewO, respectively). At the
same time, the D-GMR does not have enough data yet to approach the performance of the J-GMR. Our understanding
is that, within this range, the complexity of the adaptation data overwhelms the IC-GMR, while not yet containing
enough information to optimally exploit the Z-Y link.

Overall, the privileged choice for cross-speaker acoustic-articulatory inversion appears to be the J-GMR. Indeed,
if not enough adaptation data is available, the J-GMR has equivalent or close performance to the IC-GMR. In case a
large amount of adaptation data is available, the J-GMR and the D-GMR perform closely, with a small advantage for
the J-GMR, and this is further confirmed by the oracle results. Finally, the J-GMR has proven to be the most effective
model in half-way situations between adaptation data scarcity and abundance.

I11.9 Conclusions

We presented two models for acoustic-articulatory inversion adaptation. The first model does not consider a link
between Z and Y, and we denote it as IC-GMR. The second models exploits this link, and we refer to is as J-GMR (it is
nothing but a tri-variate GMM with missing data). We provided the exact EM training algorithm for both the IC-GMR and
the J-GMR, explicitly considering missing input data. We further discussed the theoretical links between these two
models, both at the mixture level and at the EM algorithm level. We then applied these models to the cross-speaker
acoustic-articulatory inversion task.

The reported experiments on both synthetic and real data show that the J-GMR and IC-GMR outperform the D-
GMR, especially for small adaptation datasets. Moreover, we can provide an answer to the question stated in the
introduction: Including an explicit link to the probabilistic model between the reference speaker’s articulatory space
and the source speaker’s auditory space is beneficial for the present adaptation task. On the synthetic dataset, the J-
GMR outperforms systematically the IC-GMR. On the real data, the J-GMR performs similarly to the IC-GMR for limited
adaptation datasets but outperforms the IC-GMR for larger ones. The data-to-parameters ratio of the J-GMR is slightly
inferior to the one of the IC-GMR, reflecting a slightly higher complexity of the J-GMR over the IC-GMR. However, in
our experimental set-up this difference did not have a negative effect on the performance of the J-GMR.

.10 Appendix: Derivation of () for IC-GMR

Q is classically computed by taking the expectation of the complete-data log-likelihood with respect to the posterior
distribution of the hidden variables given the observations (and the parameters at previous iteration):

N, M N M
Q(@,@@):i > p(mlon, ©9)10gp(on,mOn) + > / P (20,mlg, 0 ) 10g (00, | ©1)dz,.
n=1m=1 n=No+1m=1"R"Z

(111.49)

With definition (I11.23) and multiplying and dividing the terms of the second double sum by p(j,,, @), (I11.22) follows
immediately. Injecting (IIl.5)—(I11.9) into the first double sum of (l11.22) leads to the first double sum of (lI.25). As for
the second double sum, we remark that:

[, #(0nml6) lgp(o,.m|©,)dz,
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Factor p(j,,| @) together with p(j,,, m| ©))) form the responsibilities (lll.24), and the integral term is responsible for
the term —M(CVz,, + d) — Coy — dpp; Vi) —Tr[V;, V)] of (I11.25), that is equivalent in the case of missing data
to the term —M(z,, — C,,x,, — d,,; V,,,) present in the first ¢ double sum of ([11.25).

.11 Appendix: Maximization of () for IC-GMR

In this appendix we present the derivations for the M-step. All formulas start by taking the derivative of Q as expressed
n (I11.26).

Constant vectors and transition matrices Form € [1, M], we have:

oQ(e, e ;
22O O) ity iy, - e
m n=1
Setting this expression to zero leads to:
27]:[:1 Vgﬁl)yn
Zn:l S”" )

from which we obtain (Ill.29). This expression is very similar to the classical GMM case (see [4]), except for the
specific definition of the responsibilities for n € [Ny + 1, N]. In the same line, taking the derivative of Q(©, ©V) with
respect to b,, and setting the result to zero leads to:

m N i+1 :
ZnZI 7(”77 )
Besides, for m € [1, M], we have:
0Q(@, 0" N
B0 v, S @ Ay, —buul

Setting this expression to zero leads to:

—<Z Vi (@ )(Z %J”ynyn> : (111.52)

With the notation introduced in (l11.27), Equ. (l11.57) and (I11.52) write:

1 (i+1) (i+1)
b = i (S5t = Ansit)) (111.53)
and
A = (SK¥ — b T) SEP0 (I11.54)

Replacing (I11.53) into (I11.54) we can deduce the final result for A,,, and b,,, given by (I11.30)"/| The optimal expression
for C,, and d,,, in (l11.31) are obtained in the same manner.

Covariance matrices Form € [1, M|, we have:

0Q(0,09) 1L V(R .
T Qz:: + —(Yp—em)(Y,—emn) )

m

Setting this expression to zero leads to:

R,, =

i 1 ’L+1 z+1
ZN —N __(i+1) ZV( +1) )(yn_em)T = GU+1) (ngY m S( *em + eme;z) -
n 1 nm m

7 Alternately one can solve for A,, first and place the result in (I1l.53) to obtain b,,. The two solutions are equivalent, including in terms of
computational cost.
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We recallthatP+Q = PQ' +QP ' denotes the symmetrized outer product of P and Q. From these equations the result
in (111.32) follows immediately. In the same line, taking the derivative of Q(@, ©®") with respect to U_,* and setting
the result to zero leads to:

m = 1+1) Z’Y(Hl _Amyn_bm)(wn _Amyn —bm)T,

7”

which drives us to (Il.33). These expressions are of course empirical covariance matrices weighted by specific re-
sponsibilities. As for the maximization of Q(©, @) with respect to V,,,, we have the additional contribution of the
Trace term due to the missing data. Setting the corresponding derivative to zero yields:

N
1
vm = S(H—l) << Z ,y’r(Ll;‘rtl)) V(Z +ny(l+l mmn_dm)(’z/nm_cmw”_dm)T> '

n=Nop+1

The second term on the right side is an empirical covariance matrix and, again, it is similar to the classical GMM case
[4] except for the specific definition of observation vectors and responsibilities for n € [Ny + 1, N]. The first term
accounts for the missing data, i.e. z,, for n € [Ny + 1, N]. From this last equation (lll.34) follows easily.

.12 Appendix: Calculation of @) for the Joint GMR model

In |56], we provided the general expression (I11.38) of @ which is valid for any mixture model of the form p(o; ®) =
Zm  p(m)p(o|m; ©,,) parameterized by ©, and applied on a i.i.d. random vector O = [J ", Z"]T with missing z data
forn € [Ny +1, N]. We now further calculate this expression for the J-GMM model defined in (l1I.36). Injecting (I1I.36)

into (I11.22) Ieads to:

QO Z Z pava ( |27T”|11/2 - %Hon - um|lz> (111.55)

n=1m=1

Tm i 1 7
N Sy - <(1g|zm|/> [ plow im0, — [ 2|on—um|zmp<omm;®<>>dzn), (11.56)

n=No+1m= 1P Jn7

where ||x||s = x" X~ !x stands for the Mahalanobis distance, (V) denotes the i-th iteration, and 7(’“) are defined
n (I11.39).
To further develop (I11.56), we first notice that for Gaussian vectors we have:
/ (0, m; ©D)dz,, = p(j,.,m; ©F) = 7N (5; 17, 3] ). (11.57)
z

More importantly, we need to calculate:

Wme_%llon_'um”):m

, 1 ; 1
f(Jn)Z/ —§||0n—um\lzmp(0mm;®(’)dzn=/—§H0n—uml|zm ——dz,
g § (2m) ||

The literature on matrix calculus provides a formula to integrate a quadratic term multiplied by another exponential
quadratic term over the complete vector, but not over a subvector. Therefore, we need to separate the terms in j,, and
the terms in z,,. Using the precision matrix A,,, = 3,1, we can first develop the quadratic term as:

lon — timlls,, = —(on — Nm)TAm(On — ) = (I, — NJ,m)TAJJ,m(jn = [4.m)
- 2(.771 - NJ,m)TAJZ,m(Zn - ,UfZ,m) - (Zn - ,UfZ,m)TAZZ,m(Zn - ,U/Z,m)a (|“58)

then reorganize it into (see |79]-Section 8.1.6):

+(J, - ,UJ,m)TAJZ,mAi%’mAZJ,m(jn —pgm) — (Gn— ,uJ,m) AJJ,m(Jn - ,uJ,m)- (11.59)

In the first term on the right hand side, we can recognize the posterior mean vector of Z given j,,, i.e.:

Hz|j,,m = Hzm — AZZ mAZJ m(Jn — Mg, m) = Hz,m + EZJ,mEJJ m( - HJ, m)- (|||60)
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Besides, the two last terms of (lll.59) can be factorized. We can recognize the inverse covariance matrix of J for
component m, E;},m =A3gm— AJz,mAgéymAszm [4]-(2.91), and thus we have:

lon — pmlls,, = |l2n — NZ\jn,m”Agém 30 = pamll£ssm- (In.61)
Of course, the same result holds at iteration 7 + 1:

llow = 1Pl = 2w = 15 llagys + ldn = 1Sl - (11.62)

Reinjecting (I11.58) and (I11.62) into (I11.58])) leads to:

f(]n) = / (_||JTL - MJ,mHA*l - HZn - IU’Z;mHAEé - 2(-]1'7, - /’LJ,m)TAJZ,ﬂ’L(ZTL - MZ,m))
Z m

: ()
$llzn—ny); ,,LHAH v =5l g
ﬂme me JJ,m

x = . dz,,. (111.63)
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Separating j,, and z,, the calculation of |2£f1)| can be done by noting that:

i () 52(0) ~15:(4) (i) —1
|E'ErLL)| |EJJ mHEZZm EZJ mEJJm EJZZ m| - |2JJ m||AZZZ m‘ (”|64)
and thus:
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Therefore, we have:

f(gn) = p(-?nﬂm’ GE;)) / <_||-7n - uJﬂ””A*l _HZTL - :uZJnHAE% - Q(Jn - :uJ,’m)TAJZ,m(Zn - HZ,m))
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After [79]-(351) and (357), we obtain:

. , () 1. . T (i)
f(Gn) =p(F,,m|O; )( =5l —amllags = Gn = pam) Aszmtig; o, — Hz.m)
1 @ 1 i) -1
_§||M(Z\)jn,m - MZ’mHAEé,m - §Tr |:AZZ,7nA(Z)Z7m:|) ’
which can be reorganized into:
oy L .e® ’ (i) -1
F(G) = =52l m:©5) (110)n — il a1 + T [AzzmAGy ] ) - (I1.67)

Using (I11.57), (11.67) and the extended definition of responsibilities for n € [Ny + 1, N], (l1.56) can be rewritten into
11.43). O







Chapter IV

Robust Deep Regression for Computer Vision

Abstract We address the problem of how to robustly train a ConvNet for regression, or deep robust regression. Tradi-
tionally, deep regression employ the Lo loss, known to be sensitive to outliers, i.e. samples that either lie at an abnormal
distance away from the majority of the training samples, or that correspond to wrongly annotated targets. This means
that, during backpropagation, outliers may bias the training process due to the high magnitude of their gradient. In this
chapter, we propose DeepGUM: a deep regression model that is robust to outliers thanks to the use of a Gaussian-
uniform mixture model. We derive an optimization algorithm that alternates between the unsupervised detection of
outliers using expectation-maximization, and the supervised training with cleaned samples using stochastic gradient
descent. DeepGUM is able to adapt to a continuously evolving outlier distribution, avoiding to manually impose any
threshold on the proportion of outliers in the training set. Extensive experimental evaluations on four different tasks (fa-
cial and fashion landmark detection, age and head pose estimation) lead us to conclude that our novel robust technique
provides reliability in the presence of various types of noise and protection against a high percentage of outliers.

Age Estimation Dataset Supervised

Regression

Unsupervised Outlier Detection

Figure IV.1: A Gaussian-uniform mixture model is combined with a ConvNet architecture to downgrade the influence of wrongly
annotated targets (outliers) on the learning process.

Chapter Pitch

Methodological contribution A two-component mixture model on top of a pre-trained deep regressor can detect
outliers in an unsupervised manner, allowing to automatically clean the training set.

N
L= "r(0)ly, — ¢lin;w)|l5,  1(6)) ~ inlier responsibility.
n=1

Applicative task Robust deep regression in compute vision.

Interesting insight The responsibilities help back-propagating the gradient of the relevant samples. However, one
must use the Euclidean distance and not the Mahalanobis distance in the loss. Otherwise, the most common errors
(directions of higher variance) are mitigated and the network does not learn from them.

Dissemination DeepGUM was published at the European Conference on Computer Vision in 2018, see [80].
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IV.1 Introduction

For the last decade, deep learning architectures have undoubtably established the state of the art in computer vision
tasks such as image classification [81], [82] or object detection [83], [84]. These architectures, e.g. ConvNets, con-
sist of several convolutional layers, followed by a few fully connected layers and by a classification softmax layer
with, for instance, a cross-entropy loss. ConvNets have also been used for regression, i.e. predict continuous as
opposed to categorical output values. Classical regression-based computer vision methods have addressed human
pose estimation [85], age estimation [86], head-pose estimation [87], or facial landmark detection [88], to cite a few.
Whenever ConvNets are used for learning a regression network, the softmax layer is replaced with a fully connected
layer, with linear or sigmoid activations, and L, is often used to measure the discrepancy between prediction and
target variables. It is well known that L,-loss is strongly sensitive to outliers, potentially leading to poor generalization
performance [89]. While robust regression is extremely well investigated in statistics, there has only been a handful
of methods that combine robust regression with deep architectures.

We propose to mitigate the influence of outliers when deep neural architectures are used to learn a regression
function, ConvNets in particular. More precisely, we investigate a methodology specifically designed to cope with two
types of outliers that are often encountered: (i) samples that lie at an abnormal distance away from the other training
samples, and (ii) wrongly annotated training samples. On the one hand, abnormal samples are present in almost
any measurement system and they are known to bias the regression parameters. On the other hand, deep learning
requires very large amounts of data and the annotation process, be it either automatic or manual, is inherently prone
to errors. These unavoidable issues fully justify the development of robust deep regression.

The proposed method combines the representation power of ConvNets with the principled probabilistic mixture
framework for outlier detection and rejection, e.g. Figure We propose to use a Gaussian-uniform mixture (GUM)
as the last layer of a ConvNet, and we refer to this combination as DeepGUM. The mixture model hypothesizes a Gaus-
sian distribution for inliers and a uniform distribution for outliers. We interleave an EM procedure within stochastic
gradient descent (SGD) to downgrade the influence of outliers in order to robustly estimate the network parameters.
We empirically validate the effectiveness of the proposed method with four computer vision problems and associated
datasets: facial and fashion landmark detection, age estimation, and head pose estimation. The standard regression
measures are accompanied by statistical tests that discern between random differences and systematic improve-
ments.

The remainder of the chapter is organized as follows. Section describes the related work. Section de-
scribes in detail the proposed method and the associated algorithm. Section describes extensive experiments
with several applications and associated datasets. Section draws conclusions and discusses the potential of
robust deep regression in computer vision.

IV.2 Related Work

Robust regression has long been studied in statistics [89]-[91] and in computer vision [92]-[94]. Robust regression
methods have a high breakdown point, which is the smallest amount of outlier contamination that an estimator can
handle before yielding poor results. Prominent examples are the least trimmed squares, the Theil-Sen estimator or
heavy-tailed distributions [95]. Several robust training strategies for artificial neural networks are also available [96],
[97].

M-estimators, sampling methods, trimming methods and robust clustering are among the most used robust sta-
tistical methods. M-estimators |89] minimize the sum of a positive-definite function of the residuals and attempt to
reduce the influence of large residual values. The minimization is carried our with weighted least squares techniques,
with no proof of convergence for most M-estimators. Sampling methods [93], such as least-median-of-squares or
random sample consensus (RANSAC), estimate the model parameters by solving a system of equations defined for a
randomly chosen data subset. The main drawback of sampling methods is that they require complex data-sampling
procedures and it is tedious to use them for estimating a large number of parameters. Trimming methods [91] rank
the residuals and down-weight the data points associated with large residuals. They are typically cast into a (non-
linear) weighted least squares optimization problem, where the weights are modified at each iteration, leading to
iteratively re-weighted least squares problems. Robust statistics have also been addressed in the framework of mix-
ture models and a number of robust mixture models were proposed, such as Gaussian mixtures with a uniform noise
component [47], [98], heavy-tailed distributions [24], trimmed likelihood estimators [99], [100], or weighted-data mix-
tures [17]. Importantly, it has been recently reported that modeling outliers with an uniform component yields very
good performance [17], [98].

Deep robust classification was recently addressed, e.g. [101] assumes that observed labels are generated from true
labels with unknown noise parameters: a probabilistic model that maps true labels onto observed labels is proposed
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and an EM algorithm is derived. In [102] is proposed a probabilistic model that exploits the relationships between
classes, images and noisy labels for large-scale image classification. This framework requires a dataset with explicit
clean- and noisy-label annotations as well as an additional dataset annotated with a noise type for each sample, thus
making the method difficult to use in practice. Classification algorithms based on a distillation process to learn from
noisy data was recently proposed [103].

Recently, deep regression methods were proposed, e.g. [85], [88], [104]-[106]. Despite the vast robust statistics
literature and the importance of regression in computer vision, at the best of our knowledge there has been only
one attempt to combine robust regression with deep networks [107], where robustness is achieved by minimizing the
Tukey’s bi-weight loss function, i.e. an M-estimator. We take a radical different approach and propose to use robust
mixture modeling within a ConvNet. We conjecture that while inlier noise follows a Gaussian distribution, outlier errors
are uniformly distributed over the volume occupied by the data. Mixture modeling provides a principled way to char-
acterize data points individually, based on posterior probabilities. We propose an algorithm that interleaves a robust
mixture model with network training, i.e. alternates between EM and SGD. EM evaluates data-posterior probabilities
which are then used to weight the residuals used by the network loss function and hence to downgrade the influence
of samples drawn from the uniform distribution. Then, the network parameters are updated which in turn are used
by EM. A prominent feature of the algorithm is that it requires neither annotated outlier samples nor prior information
about their percentage in the data. This is in contrast with [102] that requires explicit inlier/outlier annotations and with
[107] which uses a fixed hyperparameter (c = 4.6851) that allows to exclude from SGD samples with high residuals.

IV.3 Deep Regression with a Robust Mixture Model

We assume that the inlier noise follows a Gaussian distribution while the outlier error follows a uniform distribution.
Leti € RM and y € R” be the inputimage and the output vector with dimensions M and D, respectively, with D < M.
Let ¢ denote a ConvNet with parameters w such that y = ¢(i, w). We aim to train a model that detects outliers and
downgrades their role in the prediction of a network output, while there is no prior information about the percentage
and spread of outliers. The probability of y conditioned by i follows a Gaussian-uniform mixture model (GUM):

p(yli; 0,w) = 7 N(y; ¢(4;w), 2) + (1 —7) U(y; ), (IV.1)

where 7 is the prior probability of an inlier sample, ~ is the normalization parameter of the uniform distribution and
3 € RP*P js the covariance matrix of the multivariate Gaussian distribution. Let 8 = {7, ~, X} be the parameter set
of GUM. At training we estimate the parameters of the mixture model, 9, and of the network, w. An EM algorithm is
used to estimate the former together with the responsibilities r,,, which are plugged into the network’s loss, minimized
using SGD so as to estimate the later.

IV.3.1 EM Algorithm

Let a training dataset consist of N image-vector pairs {i,,y,, }2_;. At each iteration, EM alternates between evaluat-
ing the expected complete-data log-likelihood (E-step) and updating the parameter set 8 conditioned by the network
parameters (M-step). In practice, the E-step evaluates the posterior probability (responsibility) of an image-vector pair
n to be an inlier: _ _
7"'(Z)-/\/'(yn; @(tn, w(c))’ E(l))

TON (Y5 @ (in, w(), B0) + (1= 70)7@
where (i) denotes the EM iteration index and w(®) denotes the currently estimated network parameters. The posterior
probability of the n-th data pair to be an outlier is 1 — r,,(8(Y). The M-step updates the mixture parameters 6 with:

(09 = (IV.2)

N

56+ Z (65D DT (Iv.3)
N .
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where 8 =y — ¢(i,; w(), and C; and C, are the first- and second-order centered data moments computed using
(5') denotes the d-th entry of 5():
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Figure IV.2: Loss gradients for Biweight (black), Huber (cyan), L. (magenta), and DeepGUM (remaining colors). Huber and L» overlap
up to § = 4.6851 (the plots are truncated along the vertical coordinate). DeepGUM is shown for different values of = and ~, although
in practice they are estimated via EM. The gradients of DeepGUM and Biweight vanish for large residuals. DeepGUM offers some
flexibility over Biweight thanks to = and ~.

The iterative estimation of v as just proposed has an advantage over using a constant value based on the volume of
the data, as done in robust mixture models [98]. Indeed, v is updated using the actual volume occupied by the outliers,
which increases the ability of the algorithm to discriminate between inliers and outliers.

Another prominent advantage of DeepGUM for robustly predicting multidimensional outputs is its flexibility for
handling the granularity of outliers. Consider for example to problem of locating landmarks in an image. One may
want to devise a method that disregards outlying landmarks and not the whole image. In this case, one may use a GUM
model for each landmark category. In the case of two-dimensional landmarks, this induces D/2 covariance matrices
of size 2 (D is the dimensionality of the target space). Similarly one may use an coordinate-wise outlier model, namely
D scalar variances. Finally, one may use an image-wise outlier model, i.e. the model detailed above. This flexibility is
an attractive property of the proposed model as opposed to [107] which uses a coordinate-wise outlier model.

IV.3.2 Network Loss Function

As already mentioned we use SGD to estimate the network parameters w. Given the updated GUM parameters esti-
mated with EM, 69, the regression loss function is weighted with the responsibility of each data pair:

N
Loeepoum = Z r(0)ly,, — (s w)||§. (IV.7)

n=1

With this formulation, the contribution of a training pair to the loss gradient vanishes (i) if the sample is an inlier with
small error (|[8,]]2 — 0,7, — 1) or (ii) if the sample is an outlier (r,, — 0). In both cases, the network will not back
propagate any error. Consequently, the parameters w are updated only with inliers. This is graphically shown in Fig-
ure[I[V.2] where we plot the loss gradient as a function of a one-dimensional residual 4, for DeepGUM, Biweight, Huber
and L,. For fair comparison with Biweight and Huber, the plots correspond to a unit variance (i.e. standard normal,
see discussion following eq. (3) in [107]). We plot the DeepGUM loss gradient for different values of = and ~ to discuss
different situations, although in practice all the parameters are estimated with EM. We observe that the gradient of the
Huber loss increases linearly with &, until reaching a stable point (corresponding to ¢ = 4.6851 in [107]). Conversely,
the gradient of both DeepGUM and Biweight vanishes for large residuals (i.e. § > c). Importantly, DeepGUM offers
some flexibility as compared to Biweight. Indeed, we observe that when the amount of inliers increases (large =) or
the spread of outliers increases (small v), the importance given to inliers is higher, which is a desirable property. The
opposite effect takes place for lower amounts of inliers and/or reduced outlier spread.

IV.3.3 Training Algorithm

In order to train the proposed model, we assume the existence of a training and validation datasets, denoted 7 =
(il yT M and Vv = {3V, yY 1", respectively. The training alternates between the unsupervised EM algorithm of

n=1

Section[IV:3.7/and the supervised SGD algorithm of Section[[V.3.2} i.e. Algorithm[3] EM takes as input the training set,
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Algorithm 3: DeepGUM training.

input : 7 = (i, y"))",, V= {i\, 4"}, and e > 0 (convergence threshold).

Initialization: Run SGD on 7 to minimize (IV.7). repeat
EM algorithm: Unsupervised outlier detection. repeat
| Update the ,,’s with (IV.2). Update the mixture parameters with (IV.3), (IV.4), (IV.5).
until The parameters 0 are stable.
repeat
| Run SGD to minimize Lpgepcum in (IV.7).
until Early stop with a patience of K epochs.
until Lpeepcum grows on V.

alternates between responsibility evaluation, and mixture parameter update, (IV.3), (IV.4), (IV.5), and iterates until
convergence, namely until the mixture parameters do not evolve anymore. The current mixture parameters are used
to evaluate the responsibilities of the validation set. The SGD algorithm takes as input the training and validation sets
as well as the associated responsibilities. In order to prevent over-fitting, we perform early stopping on the validation
set with a patience of K epochs.

Notice that the training procedure requires neither specific annotation of outliers nor the ratio of outliers present
in the data. The procedure is initialized by executing SGD, as just described, with all the samples being supposed to
be inliers, i.e. r,, = 1, ¥n. Algorithm[3]is stopped when Lpeepcum does not decrease anymore. It is important to notice
that we do not need to constrain the model to avoid the trivial solution, namely all the samples are considered as
outliers. This is because after the first SGD execution, the network can discriminate between the two categories. In
the extreme case when DeepGUM would consider all the samples as outliers, the algorithm would stop after the first
SGD run and would output the initial model.

Since EM provides the data covariance matrix X, it may be tempting to use the Mahalanobis norm instead of the
Lo normin . The covariance matrix is narrow along output dimensions with low-amplitude noise and wide along
dimensions with high-amplitude noise. The Mahalanobis distance would give equal importance to low- and high-
amplitude noise dimensions which is not desired. Another interesting feature of the proposed algorithm is that the
posterior r,, weights the learning rate of sample n as its gradient is simply multiplied by r,,. Therefore, the proposed
algorithm automatically selects a learning rate for each individual training sample.

IV.4 Experiments

The purpose of the experimental validation is two-fold. First, we empirically validate DeepGUM with three datasets that
are naturally corrupted with outliers. The validations are carried out with the following applications: fashion landmark
detection (Section [IV.4.1), age estimation (Section and head pose estimation (Section [V.4.3). Second, we
delve into the robustness of DeepGUM and analyse its behavior in comparison with existing robust deep regression
techniques by corrupting the annotations with an increasing percentage of outliers on the facial landmark detection

task (Section|IV.4.4).

We systematically compare DeepGUM with the standard L, loss, the Huber loss and the Biweight loss (used
in [107]). In all these cases, we use the VGG-16 architecture [108] pre-trained on ImageNet [109]. We also tried to use
the architecture proposed in [107], but we were unable to reproduce the results reported in [107] on the LSP and Parse
datasets, using the code provided by the authors. Therefore, for the sake of reproducibility and for a fair compari-
son between different robust loss functions, we used VGG-16 in all our experiments. In detail, we fine-tune the last
convolutional block and both fully connected layers with a mini-batch of size 128 and learning rate set to 10~%. The
fine-tuning starts with 3 epochs of L, loss, before exploiting either the Biweight, Huber of DeepGUM loss. When using
any of these three losses, the network output is normalized with the median absolute deviation (as in [107]), computed
on the entire dataset after each epoch. Early stopping with a patience of K = 5 epochs is employed and the data is
augmented using mirroring.

In order to evaluate the methods, we report the mean absolute error (MAE) between the regression target and
the network output over the test set. In addition, we complete the evaluation with statistical tests that allow to point
out when the differences between methods are systematic and statistically significant or due to chance. Statistical
tests are run per-image regression errors and therefore can only be applied to the methods for which the code is
available, and not to average errors reported in the literature; in the latter case, only MAE are made available. In
practice, we use the non-parametric Wilcoxon signed-rank test [110] to assess whether the null hypothesis (the median
difference between pairs of observations is zero) is true or false. We denote the statistical significance with *, ** or
= corresponding to a p-value (the probability of the null hypothesis being true) smaller than p = 0.05, p = 0.01 or
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Table IV.1: Mean absolute error on the upper-body subset of FLD, per landmark and in average. The landmarks are left (L) and right
(R) collar (C), sleeve (S) and hem (H). The results of DFA are from |112] and therefore do not take part in the statistical comparison.

Upper-body landmarks
LC RC LS RS LH RH Avg.

DFA [112] (L2) 15.90 15.90 30.02 29.12 23.07 22.85 22.85
DFA [112] (5 VGG) 10.75 10.75 20.38 19.93 15.90 16.12 15.23

Method

Lo 12.08 12.08 18.87 18.91 16.47 16.40 15.80
Huber [113] 14.32 13.71 20.85 19.57 20.06 19.99 18.08
Biweight [107] 13.32 13.29 21.88 21.84 18.49 18.44 17.88
DeepGUM 11.97***  11.99*** 18.59*** 18.50*** 16.44*** 16.29*** 15.63***
2 (-1 -
o o A

Figure IV.3: Sample fashion landmarks detected by DeepGUM.

p = 0.001, respectively. We only report the statistical significance of the methods with the lowest MAE. For instance,
A*** means that the probability that method A is equivalent to any other method is less than p = 0.001.

IV.4.1 Fashion Landmark Detection

Visual fashion analysis presents a wide spectrum of applications such as cloth recognition, retrieval, and recommen-
dation. We employ the fashion landmark dataset (FLD) [111] that includes more than 120K images, where each image
is labeled with eight landmarks. The dataset is equally divided in three subsets: upper-body clothes (6 landmarks),
full-body clothes (8 landmarks) and lower-body clothes (4 landmarks). We randomly split each subset of the dataset
into test (5K), validation (5K) and training (~30K). Two metrics are used: the mean absolute error (MAE) of the
landmark localization and the percentage of failures (landmarks detected further from the ground truth than a given
threshold). We employ landmark-wise r,,.

Table[IV.T|reports the results obtained on the upper-body subset of the fashion landmark dataset (additional results
on full-body and lower-body subsets are included in the supplementary material). We report the mean average error (in
pixels) for each landmark individually, and the overall average (last column). While for the first subset we can compare
with the very recent results reported in [112], for the other there are no previously reported results. Generally speaking,
we outperform all other baselines in average, but also in each of the individual landmarks. The only exception is the
comparison against the method utilizing five VGG pipelines to estimate the position of the landmarks. Although this
method reports slightly better performance than DeepGUM for some columns of Table[IV.1] we recall that we are using
one single VGG as front-end, and therefore the representation power cannot be the same as the one associated to a
pipeline employing five VGG's trained for tasks such as pose estimation and cloth classification that clearly aid the
fashion landmark estimation task.

Interestingly, DeepGUM yields better results than L, regression and a major improvement over Biweight [107] and
Huber [113]. This behavior is systematic for all fashion landmarks and statistically significant (with p < 0.001). In
order to better understand this behavior, we computed the percentage of outliers detected by DeepGUM and Biweight,
which are 3% and 10% respectively (after convergence). We believe that within this difference (7% corresponds to
2.1K images) there are mostly “difficult” inliers, from which the network could learn a lot (and does it in DeepGUM)
if they were not discarded as happens with Biweight. This illustrates the importance of rejecting the outliers while
keeping the inliers in the learning loop, and exhibits the robustness of DeepGUM in doing so. Figure [[V.3displays a
few landmarks estimated by DeepGUM.

IV.4.2 Age Estimation

Age estimation from a single face image is an important task in computer vision with applications in access control
and human-computer interaction. This task is closely related to the prediction of other biometric and facial attributes,
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Method MAE

Lo 5.75
Huber [113] 5.59
Biweight [107] 5.55
Dex [86] 5.25
DexGUM™*** 5.14
DeepGUM***  5.08

Figure IV.4: Results on the CACD dataset: (left) mean absolute error and (right) images considered as outliers by DeepGUM, the
corresponding annotation is (left to right): 14, 14, 14, 16, 20, 23 (top row) and 49, 51, 60, 60, 60, 62 (bottom row).

such as gender, ethnicity, and hair color. We use the cross-age celebrity dataset (CACD) [114] that contains 163, 446
images from 2, 000 celebrities. The images are collected from search engines using the celebrity’s name and desired
year (from 2004 to 2013). The dataset splits into 3 parts, 1,800 celebrities are used for training, 80 for validation and
120 for testing. The validation and test sets are manually cleaned whereas the training set is noisy. In our experiments,
we report results using image-wise r,,.

Apart from DeepGUM, L,, Biweight and Huber, we also compare to the age estimation method based on deep
expectation (Dex) [86], which was the winner of the Looking at People 2015 challenge. This method uses the VGG-16
architecture and poses the age estimation problem as a classification problem followed by a softmax expected value
refinement. We report results with two different approaches using Dex. First, our implementation of the original Dex
model. Second, we add the GUM model on top the the Dex architecture; we termed this architecture DexGUM.

The table in Figure[[V.4]reports the results obtained on the CACD test set for age estimation. We report the mean
absolute error (in years) for size different methods. We can easily observe that DeepGUM exhibits the best results: 5.08
years of MAE (0.7 years better than L,). Importantly, the architectures using GUM (DeepGUM followed by DexGUM)
are the ones offering the best performance. This claim is supported by the results of the statistical tests, which say
that DexGUM and DeepGUM are statistically better than the rest (with p < 0.001), and that there are no statistical
differences between them. This is further supported by the histogram of the error included in the supplementary
material. DeepGUM considered that 7% of images were outliers and thus these images were undervalued during
training. The images in Figure[[V.4correspond to outliers detected by DeepGUM during training, and illustrate the ability
of DeepGUM to detect outliers. Since the dataset was automatically annotated, it is prone to corrupted annotations.
Indeed, the age of each celebrity is automatically annotated by subtracting the date of birth from the picture time-
stamp. Intuitively, this procedure is problematic since it assumes that the automatically collected and annotated
images show the right celebrity and that the times-tamp and date of birth are correct. Our experimental evaluation
clearly demonstrates the benefit of a robust regression technique to operate on datasets populated with outliers.

IV.4.3 Head Pose Estimation

The McGill real-world face video dataset [87] consists of 60 videos (a single participant per video, 31 women and 29
men) recorded with the goal of studying unconstrained face classification. The videos were recorded in both indoor
and outdoor environments under different illumination conditions and participants move freely. Consequently, some
frames suffer from important occlusions. The yaw angle (ranging from —90° to 90°) is annotated using a two-step
labeling procedure that, first, automatically provides the most probable angle as well as a degree of confidence, and
then the final label is chosen by a human annotator among the plausible angle values. Since the resulting annotations
are not perfect it makes this dataset suitable to benchmark robust regression models. As the training and test sets
are not separated in the original dataset, we perform a 7-fold cross-validation. We report the fold-wise MAE average
and standard deviation as well as the statistical significance corresponding to the concatenation of the test results
of the 7 folds. Importantly, only a subset of the dataset is publicly available (35 videos over 60).

In Table[IV.2] we report the results obtained with different methods and employ a dagger to indicate when a particu-
lar method uses the entire dataset (60 videos) for training. We can easily notice that DeepGUM exhibits the best results
compared to the other ConvNets methods (respectively 0.99°, 0.50° and 0.20° lower than Lo, Huber and Biweight in
MAE). The last three approaches, all using deep architectures, significantly outperform the current state-of-the-art
approach [115]. Among them, DeepGUM is significantly better than the rest with p < 0.001.



56 Chapter IV. Robust Deep Regression for Computer Vision

Table IV.2: Mean average error on the McGill dataset. The results of the first half of the table are directly taken from the respective
papers and therefore no statistical comparison is possible. TUses extra training data.

Method MAE RMSE

Xiong et al. [116]* - 29.81 £ 7.73
Zhu and Ramanan [54]f - 35.70 + 7.48
Demirkus et al. [87]T - 12.41 +1.60
Drouard et al. [115] 12.22 £6.42 23.00 £9.42
Lo 8.60+1.18 12.03 4+ 1.66
Huber [113] 811+1.08 11.7941.59
Biweight [107] 7.81 +£1.31 11.56 = 1.95
DeepGUM*** 7.61 +1.00 11.37+1.34

IV.4.4 Facial Landmark Detection

We perform experiments on the LFW and NET facial landmark detection datasets [88] that consist of 5590 and 7876
face images, respectively. We combined both datasets and employed the same data partition as in [88]. Each face is
labeled with the positions of five key-points in Cartesian coordinates, namely left and right eye, nose, and left and right
corners of the mouth. The detection error is measured with the Euclidean distance between the estimated and the
ground truth position of the landmark, divided by the width of the face image, as in [88]. The performance is measured
with the failure rate of each landmark, where errors larger than 5% are counted as failures. The two aforementioned
datasets can be considered as outlier-free since the average failure rate reported in the literature falls below 1%.
Therefore, we artificially modify the annotations of the datasets for facial landmark detection to find the breakdown
point of DeepGUM. Our purpose is to study the robustness of the proposed deep mixture model to outliers generated
in controlled conditions. We use three different types of outliers:

+ Normally Generated Outliers (NGO): A percentage of landmarks is selected, regardless of whether they belong to
the same image or not, and shifted a distance of d pixels in a uniformly chosen random direction. The distance
d follows a Gaussian distribution, N'(25,2). NGO simulates errors produced by human annotators that made a
mistake when clicking, thus annotating in a slightly wrong location.

+ Local - Uniformly Generated Outliers (I-UGO): It follows the same philosophy as NGO, sampling the distance d
from a uniform distribution over the image, instead of a Gaussian. Such errors simulate human errors that are
not related to the human precision, such as not selecting the point or misunderstanding the image.

* Global - Uniformly Generated Outliers (g-UGO): As in the previous case, the landmarks are corrupted with uniform
noise. However, in g-UGO the landmarks to be corrupted are grouped by image. In other words, we do not corrupt
a subset of all landmarks regardless of the image they belong to, but rather corrupt all landmarks of a subset of
the images. This strategy simulates problems with the annotation files or in the sensors in case of automatic
annotation.

The first and the second types of outlier contamination employ landmark-wise r,,, while the third uses image-wise r,,.

the plots in Figure[IV.5|report the failure rate of DeepGUM, Biweight, Huber and L. (top) and the outlier detection
precision and recall of all except for L, (bottom) for the three types of synthetic noise. The precision corresponds
to the percentage of training samples classified as outliers that are true outliers; and the recall corresponds to the
percentage of outliers that are classified as such. The first conclusion that can be drawn directly from this figure
are that, on the one hand, Biweight and Huber systematically present a lower recall than DeepGUM. In other words,
DeepGUM exhibits the highest reliability at identifying and, therefore, ignoring outliers during training. And, on the
other hand, DeepGUM tends to present a lower failure rate than Biweight, Huber and L, in most of the scenarios
contemplated.

Regarding the four most-left plots, I-UGO and g-UGO, we can clearly observe that, while for limited amounts of
outliers (i.e. < 10%) all methods report comparable performance, DeepGUM is clearly superior to L,, Biweight and
Huber for larger amounts of outliers. We can also safely identify a breakdown point of DeepGUM on -UGO at ~ 40%.
This is inline with the reported precision and recall for the outlier detection task. While for Biweight and Huber, both
decrease when increasing the number of outliers, these measures are constantly around 99% for DeepGUM (before
40% for I-UGO). The fact that the breakdown point of DeepGUM under g-UGO is higher than 50% is due to fact that the
a priori model of the outliers (i.e. uniform distribution) corresponds to the way the data is corrupted.

For NGO, the corrupted annotation is always around the ground truth, leading to a failure rate smaller than 7%
for all methods. We can see that all four methods exhibit comparable performance up to 30% of outliers. Beyond
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Figure IV.5: Evolution of the failure rate (top) when augmenting the noise for the 3 types of outliers considered (from left to right:
I-UGOQ, g-UGO and NGO). We also display the corresponding precisions and recalls in percentage (bottom) for the outlier class. Best
seen in color.

that threshold, Biweight outperforms the other methods in spite of presenting a progressively lower recall and a high
precision (i.e. Biweight identifies very few outliers, but the ones identified are true outliers). This behavior is also
exhibited by Huber. Regarding DeepGUM, we observe that in this particular setting the results are aligned with L,.
This is because the SGD procedure is not able to find a better optimum after the first epoch and therefore the early
stopping mechanism is triggeres and SFD output the initial network, which corresponds to L,. We can conclude
that the strategy of DeepGUM, consisting in removing all points detected as outliers, is not effective in this particular
experiment. In other words, having more noisy data is better than having only few clean data in this particular case
of 0-mean highly correlated noise. Nevertheless, we consider an attractive property of DeepGUM the fact that it can
automatically identify these particular cases and return an acceptable solution.

IV.5 Conclusions

This chapter introduced a deep robust regression learning method that uses a Gaussian-uniform mixture model. The
novelty resides in combining a probabilistic robust mixture model with deep learning in a jointly trainable fashion.
In this context, previous studies only dealt with the classical L, loss function or Tukey’s Biweight function, an M-
estimator robust to outliers [107]. Our proposal yields better performance than previous deep regression approaches
by proposing a novel technique, and the derived optimization procedure, that alternates between the unsupervised
task of outlier detection and the supervised task of learning network parameters. The experimental validation ad-
dresses four different tasks: facial and fashion landmark detection, age estimation, and head pose estimation. We
have empirically shown that DeepGUM (i) is a robust deep regression approach that does not need to rigidly specify
a priori the distribution (number and spread) of outliers, (ii) exhibits a higher breakdown point than existing methods
when the outliers are sampled from a uniform distribution (being able to deal with more than 50% of outlier contami-
nation without providing incorrect results), and (iii) is capable of providing comparable or better results than current
state-of-the-art approaches in the four aforementioned tasks. Finally, DeepGUM could be easily used to remove un-
desired samples that arise from tedious manual annotation. It could also deal with highly unusual training samples
inherently present in automatically collected huge datasets, a problem that is currently addressed using error-prone
and time-consuming human supervision.
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Chapter V

Variational Expectation-Maximisation for Audio-Visual Multi-Speaker Tracking
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Abstract In this chapter we address the problem of
tracking multiple speakers via the fusion of visual and
auditory information. We propose to exploit the com-
plementary nature and roles of these two modalities
in order to accurately estimate smooth trajectories of
the tracked persons, to deal with the partial or total
absence of one of the modalities over short periods
of time, and to estimate the acoustic status — either
speaking or silent — of each tracked person over time.
We propose to cast the problem at hand into a gen-
erative audio-visual fusion (or association) model for-
mulated as a latent-variable temporal graphical model.
This may well be viewed as the problem of maximiz-
ing the posterior joint distribution of a set of contin-
uous and discrete latent variables given the past and
current observations, which is intractable. ~We pro-
pose a variational inference model which amounts ap-
proximating the joint distribution with a factorized dis-
tribution. The solution takes the form of a closed-
form expectation maximization procedure. We de-
scribe in detail the inference algorithm, we evaluate
its performance and we compare it with several base-
line methods. These experiments show that the pro-
posed audio-visual tracker performs well in informal
meetings involving a time-varying number of people.

Chapter Pitch

Methodological contribution An audio-visual multi-observation multi-source linear dynamical system is proposed,
and a variational EM is derived to exploit this model in a computationally efficient manner.

Applicative task Audio-visual multi-person tracking.

Interesting insight Thanks to the variational approximation, the inference is performed by alternating N — the num-
ber of sources — Kalman filters/smoothers with T — the number of frames — GMM E-steps. In short, alternating

tracking and clustering.

Dissemination The multi-source AV tracker was published in IEEE Transactions on Pattern Analysis and Machine

Intelligence [117].
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V.1 Introduction

We address the problem of tracking multiple speakers via the fusion of visual and auditory information [118]-[124].
We propose to exploit the complementary nature of these two modalities in order to accurately estimate the position
of each person at each time step, to deal with the partial or total absence of one of the modalities over short periods
of time, and to estimate the acoustic status, either speaking or silent, of each tracked person. We propose to cast the
problem at hand into a generative audio-visual fusion (or association) model formulated as a latent-variable temporal
graphical model. We propose a tractable solver via a variational approximation.

We are particularly interested in tracking people involved in informal meetings and social gatherings.In this type
of scenarios, participants wander around, cross each other, move in and out the camera field of view, take speech
turns, etc. Acoustic room conditions, e.g. reverberation, and overlapping audio sources of various kinds drastically
deteriorate or modify the microphone signals. Likewise, occluded persons, lighting conditions and mid-range camera
distance complicate the task of visual processing. It is therefore impossible to gather reliable and continuous flows
of visual and audio observations. Hence one must design a fusion and tracking method that is able to deal with
intermittent visual and audio data.

We propose a multi-speaker tracking method based on a dynamic Bayesian model that fuses audio and visual in-
formation over time from their respective observation spaces. This may well be viewed as a generalization of single-
observation and single-target Kalman filtering — which yields an exact recursive solution - to multiple observations
and multiple targets, which makes the exact recursive solution computationally intractable. We propose a variational
approximation of the joint posterior distribution over the continuous variables (positions and velocities of tracked per-
sons) and discrete variables (observation-to-person associations) at each time step, given all the past and present
audio and visual observations. The proposed approximation consists on factorizing the joint distribution. We ob-
tain a variational expectation maximisation (VEM) algorithm that is not only computationally tractable, but also very
efficient.

In general, multiple object tracking consists of the temporal estimation of the kinematic state of each object,
i.e. position and velocity. In computer vision, local descriptors are used to better discriminate between objects, e.g.
person detectors/descriptors based on hand-crafted features [125] or on deep neural networks [126]. If the tracked
objects emit sounds, their states can be inferred as well using sound-source localization techniques combined with
tracking, e.g. [127]. These techniques are often based on the estimation of the sound’s direction of arrival (DOA)
using a microphone array, e.g. [128], or on a steered beamformer [127]. DOA estimation can be carried out either
in the temporal domain [129], or in the spectral (Fourier) domain [130]. However, spectral-domain DOA estimation
methods are more robust than temporal-domain methods, in particular in the presence of background noise and
reverberation [131], [132]. The multiple sound-source localization and tracking method of [127] combines a steered
beamformer with a particle filter. The loudest sound source is detected first, the second loudest one is next detected,
etc., and up to four sources. This leads to many false detections. Particle filtering is combined with source-to-track
assignment probabilities in order to determine whether a newly detected source is a false detection, a source that is
currently being tracked, or a new source. In practice, this method requires several empirically defined thresholds.

Via proper camera-microphone calibration, audio and visual observations can be aligned such that a DOA corre-
sponds to a 2D location in the image plane. We adopt the audio-visual alignment method of [133], which learns a
mapping from the space spanned by inter-channel spectral features (audio features) to the space of source locations,
which in our case corresponds to the image plane. Interestingly, the method of [133] estimates both this mapping and
its inverse via a closed-form EM algorithm. Moreover, this allows us to exploit the richness of representing acoustic
signals in the short-time Fourier domain [134] and to extract noise- and reverberation-free audio features [131].

We propose to represent the audio-visual fusion problem via two sets of independent variables, i.e. visual-feature-
to-person and audio-feature-to-person sets of assignment variables. An interesting characteristic of this way of doing
is that the proposed tracking algorithm can choose to use visual features, audio features, or a combination of both, and
this choice can be made independently for every person and for every time step. Indeed, audio and visual information
are rarely available simultaneously and continuously. Visual information suffers from limited camera field-of-view,
occlusions, false positives, missed detections, etc. Audio information is often corrupted by room acoustics, envi-
ronmental noise and overlapping acoustic signals. In particular speech signals are sparse, non-stationary and are
emitted intermittently, with silence intervals between speech utterances. Hence a robust audio-visual tracking must
explicitly take into account the temporal sparsity of the two modalities and this is exactly what we propose.

We use the AV16.3 [135] and the AVDIAR [136] datasets to evaluate the performance of the proposed audio-visual
tracker. We use the Multiple Object Tracking (MOT) metrics and the Optimal Sub Pattern Assignment fo Tracks (OSPA-
T) metrics to quantitatively assess method performance. MOT and in particular MOTA (tracking accuracy), which
combines false positives, false negatives, identity switches, by comparing the estimated tracks with the ground-truth
trajectories, is a commonly used score to assess the quality of a multiple person trackerlvj] OSPA-T measures the

Vhttps://motchallenge.net/
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distance between two point sets and hence it is also useful to compare ground-truth tracks with estimated tracks in
the context of multi-target tracking [137]. We use MOT and OSPA-T metrics to compare our method with two recently
proposed audio-visual tracking methods [121], [124] and with a visual tracker [125]. An interesting outcome of the
proposed method is that speaker diarization, i.e. who speaks when, can be coarsely inferred from the tracking output,
thanks to the audio-feature-to-person assignment variables. The speaker diarization results obtained with our method
are compared with two other methods [136], [138] based on the Diarization Error Rate (DER) score.

The remainder of the chapter is organized as follows. Section|V.2|describes the related work. Section|V.3|describes
in detail the proposed formulation. Section describes the proposed variational approximation and Section [V.5|
details the variational expectation-maximization procedure. The algorithm implementation is described in Section|V.6
Tracking resuEIt]s and comparisons with other methods are reported in Section Finally, Section [V.8| draws a few
conclusions

V.2 Related Work

In computer vision, there is along history of multiple object tracking methods. While these methods provide interesting
insights concerning the problem at hand, a detailed account of existing visual trackers is beyond our scope. Several
audio-visual tracking methods were proposed in the recent past, e.g. [118]-[120], [139]. These papers proposed to use
approximate inference of the filtering distribution using Markov chain Monte Carlo particle filter sampling (MCMC-PF).
These methods cannot provide estimates of the accuracy and merit of each modality with respect to each tracked
person.

More recently, audio-visual trackers based on particle filtering and probability hypothesis density (PHD) filters were
proposed, e.g. [121]-[124], [140]-[142]. [123] used DOAs of audio sources to guide the propagation of particles, and
combined the filter with a mean-shift algorithm to reduce the computational complexity. Some PHD filter variants were
proposed to improve the tracking performance [140], [141]. The method of [121] also used DOAs of active audio sources
to give more importance to particles located around DOAs. Along the same line of thought, [124] proposed a mean-
shift sequential Monte Carlo PHD (SMC-PHD) algorithm that used audio information to improve the performance of a
visual tracker. This implies that the persons being tracked must emit acoustic signals continuously and that multiple-
source audio localization is reliable enough for proper audio-visual alignment.

PHD-based tracking methods are computationally efficient but their inherent limitation is that they are unable to
associate observations to tracks. Hence they require an external post-processing mechanism that provides associ-
ations. Also, in the case of PF-based audio-visual filtering, the number of tracked persons must be set in advance
and sampling can be a computational burden. In contrast, the proposed variational formulation embeds association
variables within the model, uses a birth process to estimate the initial number of persons and to add new ones along
time, and an explicit dynamic model yields smooth trajectories.

Another limitation of the methods proposed in [118], [120], [123], [140]-[142] is that they need as input a contin-
uous flow of audio and visual observations. To some extent, this is also the case with [121], [124], where only the
audio observations are supposed to be continuous. All these methods showed good performance in the case of the
AV16.3 dataset [135] in which the participants spoke simultaneously and continuously — which is somehow artificial.
The AV16.3 dataset was recorded in a specially equipped meeting room using three cameras that generally guaran-
tee that frontal views of the participants were always available. This contrasts with the AVDIAR dataset which was
recorded with one sensor unit composed of two cameras and six microphones. The AVDIAR scenarios are composed
of participants that take speech turns while they look at each other, hence they speak intermittently and they do not
always face the cameras.

Recently, we proposed an audio-visual clustering method [17] and an audio-visual speaker diarization method [136].
The weighted-data clustering method of [17] analyzed a short time window composed of several audio and visual
frames and hence it was assumed that the speakers were static within such temporal windows. Binaural audio fea-
tures were mapped onto the image plane and were clustered with nearby visual features. There was no dynamic
model that allowed to track speakers. The audio-visual diarization method [136] used an external multi-object visual
tracker that provided trajectories for each tracked person. The audio-feature-space to image-plane mapping [133]
was used to assign audio information to each tracked person at each time step. Diarization itself was modeled with
a binary state variable (speaking or silent) associated with each person. The diarization transition probabilities (state
dynamics) were hand crafted, with the assumption that the speaking status of a person was independent of all the
other persons. Because of the small number of state configurations, i.e. {0,1}" (where N is the maximum number
of tracked persons), the MAP solution could be found by exhaustively searching the state space. In Section we
use the AVDIAR recordings to compare our diarization results with the results obtained with [136].

V-2Supplemental materials are available athttps://team. inria.fr/perception/research/var-av-track/
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The variational Bayesian inference method proposed we propose may well be viewed as a multimodal generaliza-
tion of variational expectation maximization algorithms for multiple object tracking using either visual-only informa-
tion [125] or audio-only information [143], [144]. We show that these models can be extended to deal with observations
living in completely different mathematical spaces. Indeed, we show that two (or several) different data-processing
pipelines can be embedded and treated on an equal footing in the proposed formulation. Special attention is given to
audio-visual alignment and to audio-to-person assignments: (i) we learn a mapping from the space of audio features
to the image plane, as well as the inverse of this mapping, which are integrated in the proposed generative approach,
and (ii) we show that the an increase in the number of assignment variables, due to the use of two modalities, do not
affect the complexity of the algorithm. Absence of observed data of any kind or erroneous data are carefully modeled:
this enables the algorithm to deal with intermittent observations, whether audio, visual, or both. This is probably one
of the most prominent features of the method, in contrast with most existing audio-visual tracking methods which
require continuous and simultaneous flows of visual and audio data. Moreover, we show that our tracker can be used
for audio-visual speaker diarization [136].

V.3 Proposed Model

V.3.1 Mathematical Definitions and Notations

Unless otherwise specified, uppercase letters denote random variables while lowercase letters denote their realiza-
tions, e.g. p(X = z), where p(-) denotes either a probability density function (pdf) or a probability mass function (pmf).
For the sake of conciseness we generally write p(z). Vectors are written in slanted bold, e.g. X, z, whereas matrices
are writteninbold, e.g. Y, y. Video and audio data are assumed to be synchronized, and let ¢t denote the common frame
index. Let N be the upper bound of the number of persons that can simultaneously be tracked at any time ¢, and let
n € {1... N} be the person index. Let n = 0 denote nobody. A t subscript denotes variable concatenation at time ¢,
eg. X =(Xu,..., X, .., Xn),and the subscript 1 : ¢ denotes concatenation from1to ¢, e.g. Xy, = (Xq, ..., X;).

Let X4, € X CR%, Yy, € Y Cc RZand W, € W C R? be three latent variables that correspond to the 2D position,
2D velocity and 2D size (width and height) of person n at ¢, respectively. Typically, X, and W, are the center and
size of a bounding box of a person while Y,,, is the velocity of X,,. Let §; = {(X] , W/ Y[ )TN | c RS be the
complete set of continuous latent variables at ¢, where T denotes the transpose operator. Without loss of generality,
we assume that a person is characterized with the bounding box of her/his head and the center of this bounding box

is assumed to be the location of the corresponding speech source.

We now define the observations.

At each time ¢ there are M, visual observations and K; audio observations. Let f, = {f,,,}}* and g, = {g,,.} 1,

be realizations of the visual and audio observed random variables {th}ﬁf;l and {Gtk}i{;l, respectively. Visual
observations, f,,, = (v/ ., u} )T, correspond to the bounding boxes of detected faces, namely the concatenation of
the bounding-box center, width and height, v,,, € V C R?, and of a feature vector u,, € % C R? that describes the
photometric content of that bounding box, i.e. a d-dimensional face descriptor. Audio observations, g,,, correspond
to inter-channel spectral features, where % is a frequency sub-band index. Let's assume that there are K sub-bands,
that K; < K sub-bands are active att, i.e. sub-bands with sufficient signal energy, and that there are .J frequencies per
sub-band. Hence, g,,, € R?’ corresponds to the real and imaginary parts of .7 complex-valued Fourier coefficients. It
is well established that inter-channel spectral features {g,, }+.*, contain audio-source localization information, which
is what is needed for tracking. These audio features are obtained by applying the multi-channel audio processing
method described below. Note that both the number of visual and of audio observations at ¢, M; and K, vary over
time. Let 0;.; = (04,...,0;) denote the set of observations from 1to ¢, where o, = (f;,g,).

Finally, we define the assignment variables of the proposed latent variable model. There is an assignment variable
(a discrete random variable) associated with each observed variable. Namely, let A;,, and B;; be associated with f,,,
and with g,,, respectively, e.g. p(A:, = n) denotes the probability of assigning visual observation m at ¢ to person n.
Note that p(A;,, = 0) and p(By, = 0) are the probabilities of assigning visual observation m and audio observation k
to none of the persons, or to nobody. In the visual domain, this may correspond to a false detection while in the audio
domain this may correspond to an audio signal that is not uttered by a person. There is an additional assignment
variable, Cy, that is associated with the audio generative model described in Section The assignment variables
are jointly denoted with Z; = (A;, By, C}).

V.3.2 The Filtering Distribution

We remind that the objective is to estimate the positions and velocities of participants (multiple person tracking) and,
possibly, to estimate their speaking status (speaker diarization). The audio-visual multiple-person tracking problem
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is cast into the problems of estimating the filtering distribution p(s;, z:|01.;) and of inferring the state variable S;.
Subsequently, speaker diarization can be obtained from audio-feature-to-person information via the estimation of the
assignment variables By, (Section|V.6.3).

We reasonably assume that the state variable S; follows a first-order Markov model, and that the visual and audio
observations only depend on S; and Z,. By applying Bayes rule, one can then write the filtering distribution of (s;, z;)
as:

P(St, 2¢|01:4) o< p(0¢|St, 21 )p(21[S¢)p(Se[01:4-1), (V1)
with:
p(0[st, z¢) = p(fe[se, ar)p(g,[st, b, ct), (V.2)
p(2¢[st) = p(at)p(by)p(clse, by), (V.3)
p(siforis) = [ plsilsi)p(slorii)dsi. (v4)

Eq. is the joint (audio-visual) observed-data likelihood. Visual and audio observations are assumed independent
conditionally to S;, and their distributions will be detailed in Sections and respectively["? Eq. is
the prior distribution of the assignment variable. The observation-to-person assignments are assumed to be a priori
independent so that the probabilities in factorize as:

M,

plar) = [] plasm), (V.5)
o

p(be) = [ p(ow), (V.6)
k‘;tl

p(ct|st, bt) = H p(ctk|3tn; By, = n) (V-7)
k=1

It makes sense to assume that these distributions do not depend on ¢ and that they are uniform. The following
notations are introduced: 7,,, = p(A4, = n) = 1/(N + 1) and pg,, = p(By = n) = 1/(N + 1). The probability
p(cir|8en, B, = n) is discussed below (Section|V.3.4).

Eq. (V.4) is the predictive distribution of s; given the past observations, i.e. from 1to ¢ — 1. The state dynamics in
(V.4) are modeled with a linear-Gaussian first-order Markov process. Moreover, it is assumed that the dynamics are
independent over speakers:

N
p(st‘st—l) - H N(st’M DSt—l ny Atn); (V8)

n=1

where A, is the dynamics’ covariance matrix and D is the state transition matrix, given by:

L loxo
X
D= 02><2

02><4 I2><2

As described in Section below, an important feature of the proposed model is that the predictive distribution
at frame t is computed from the state dynamics model and an approximation of the filtering distribution
p(si—1]01.4—1) at frame ¢ — 1, which also factorizes across speaker. As a result, the computation of factorizes
across speakers as well.

V.3.3 The Visual Observation Model

As already mentioned above (Section , a visual observation f,,, consists of the center, width and height of a
bounding box, namely v,,, € V C R%, as well as of a feature vector u,,, € H C R? describing the region inside the
bounding box. Since the velocity is not observed, a 4 x 6 projection matrix P; = (l4x4 04x2) is used to project sy,
onto V. Assuming that the M, visual observations {f,,,}2* | available at ¢ are independent, and that the appearance

V3We will see that G; depends on X; but depends neither on W; nor on Y, and F; depends on X; and W; but not on Y;.
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representation of a person is independent of his/her position in the image, e.g. CNN-based embedding, the visual
likelihood in (V.2) is defined as:

My
p(filsi, ar) = H P(VimSt, arm)p(wim b, apm), (V.9)

m=1

where the observed bounding-box centers, widths, heights, and feature vectors are drawn from the following distribu-
tions:

N0 PySin, Brm) if1<n<N
m|S ,A m = = — = V10
P(VimSt, At n) {Z/{(vtm; vol(V)) ifn=0, ( )
il A =) = | V.11
vl " {u(utm; vol(H)) ifn =0, (v.11)

where ®,,, ¢ R*** is a covariance matrix quantifying the measurement error in the bounding-box center and size,
U(-;vol(+)) is the uniform distribution with vol(:) being the volume of the support of the variable, B(-; h) is the Bhat-
tacharya distribution [145], and h = (hy, ..., hy) € R¥*¥ is a set of prototype feature vectors that model the appear-
ances of the IV persons.

V.3.4 The Audio Observation Model

Itis well established in the recent audio signal processing literature that inter-channel spectral features encode sound-
source localization information [130], [131], [133]. Therefore, observed audio features, g, = {g,;,}+.", are obtained
by considering all the pairs of a microphone array. Audio observations depend neither on the size of the bounding
box wy, nor on the velocity y,. Indeed, we note that the velocity of a sound source (a moving person) is of about 1
meter/second, which is negligible compared to the speed of sound. Moreover, the inter-microphone distance is small
compared to the source-to-microphone distance, hence the Doppler effect, if any, is similar across microphones.
Hence one can replace s with = Pys in the equations below, with P, = (l2x2 0244). By assuming independence
across frequency sub-bands (indexed by k), the audio likelihood in can be factorized as:

K

p(gtlst7 bt, Ct) = H p(gtk|xtbtk B} btk:a Ctk)- (V12)
k=1

While the inter-channel spectral features g,,, contain localization information, in complex acoustic environments there
is no explicit transformation that maps a source location onto an inter-channel spectral feature. We therefore make
recourse to modeling this mapping via learning a non-linear regression. We use the method of [131] to extract audio
features and the piecewise-linear regression model of [133] to learn a mapping between the space of audio-source
locations and the space of audio features. The method of [133] belongs to the mixture of experts (MOE) class of
models and hence it embeds well in our latent-variable mixture model. Let {h,}'=% be a set of linear regressions,
such that the r-th linear transformation Ay, maps « € R? onto g, € R?” for the frequency sub-band k. It follows that
(V.12) writes:

N (i hier (®4r), Bgr) {1 <n <N

U(gy,; vol(G)) ifn =0, (V.13)

p(gtk-|5cthtk =n,Cy, = 7‘) = {

where X, € R2?/%27 is a covariance matrix that captures the linear-mapping error and C,; is a discrete random
variable, such that Cy;, = r means that the audio feature g,,. is generated through the r-th linear transformation.

Please consult Appendix|[V.9|for details on how the parameters of the linear transformations £, are learned from
a training dataset.

V.4 Variational Approximation

Direct estimation of the filtering distribution p(s;, z;|01.¢) is computationally intractable. Consequently, evaluating
expectations over this distribution is intractable as well. We overcome this problem via variational inference and
associated EM closed-form solver [4], [7]. More precisely p(s;, z;|01.;) is approximated with the following factorized
form:

p(St, 2¢[01:4) = q(St, z¢) = q(St)q(2t), (V.14)
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which implies
My K

N
H Stn (Zt) = H q(atm H btkvctk (V-15)

where g(A:, = n) and ¢(By, = n, Cy, = r) are the variational posterior probabilities of assigning visual observation m
to person n and audio observation k to person n, respectively. The proposed variational approximation (V.14) amounts
to break the conditional dependence of S and Z with respect to 0;.; which causes the computational intractability.
Note that the visual, A,, and audio, B;, C;, assignment variables are independent, that the assignment variables for
each observation are also independent, and that B, and C;;, are conditionally dependent on the audio observation.
This factorized approximation makes the calculation of p(s;, z:|01.+) tractable. The optimal solution is given by an
instance of the variational expectation maximization (VEM) algorithm [4], |7], which alternates between two steps:

« Variational E-step: the approximate log-posterior distribution of each one of the latent variables is estimated by
taking the expectation of the complete-data log-likelihood over the remaining latent variables, i.e.
and (V.18) below, and

+ M-step: model parameters are estimated by maximizing the variational expected complete-data Iog—IikeIihoodE‘]

In the case of the proposed model the latent variable log-posteriors write:

log q(stn) = Eq(zt) oz a(see) [logp(st, Zt‘ol;tﬂ + const, (V16)
IOg q(atm) = IEq(s,,) Hé#m q(ate) [T, a(ber,cen) [Ing(st; Zt ‘olzt)] + COﬂSt, (V17)
log q(bek; ct) = Eq(s,) 1, alaim) [Toup albiecee) (108 P(St, 2¢[01:¢)] + const. (V.18)

A remarkable consequence of the factorization (V.14) is that p(s;_1]|01.;_1) is replaced with ¢(s;_;) = Hfj:l q(8t—1n),
consequently (V.4) becomes:

N
p(5t|01:t71)%/ (St|si—1 H St—11n)dSi_1. (V.19)

It is now assumed that the variational posterior distribution ¢(s;_; ,,) is Gaussian with mean p,_, ,, and covariance
thl ne

q(st—l n) - N(st—l nyMi_1 s Ft—l n)~ (VZO)
By substituting (V.20) into (V.19) and combining it with (V.8), the predictive distribution (V.19) becomes:
N
p(st‘olzt—l) ~ H N(Stn; D:u't—l ny Drt—l 'rLD—r + Atn)- (V21)
n=1

Note that the above distribution factorizes across persons. Now that all the factors in (V.1) have tractable expressions,
a VEM algorithm can be derived.

V.5 Variational Expectation Maximization

The proposed VEM algorithm iterates between an E-S-step, an E-Z-step, and an M-step on the following grounds.

V.5.1 E-S-step

the per-person variational posterior distribution of the state vector ¢(s;,) is evaluated by developing (V.16). The joint

posterior p(s;, z;/01.;) in (V.16) is the product of (V.2), (V.3) and (V.21). We thus first sum the logarithms of (V.2), of
(V-3) and of (V.21). Then we ignore the terms that do not involve s,,,. Evaluation of the expectation over all the latent

variables except s;,, yields the following Gaussian distribution:

q(8tn) = N (8tn; thin, Tin), (V.22)

VAEven if the M-step is in closed-form, the inference is based on the variational posterior distributions. Therefore, the M-step could also be
regarded as variational.
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with:
K R M, 4\ !
Ftn = <Z Z BtknTP;Lgrzl;rlLkrPg + Z atmnp}ré;rrlzpf + (Atn + DI‘tfl nDT) ) ) (V23)
k=1r=1 m=1
#1 #2 3
and with:

K R M, —1
Hin = Ftn ( Z Z ﬁtknrp;"/l—rzl;r‘l (gkr - lk?‘) + Z atm’ﬂp}r q);n}b’utm + (Atn + Drtfl nDT) Dl'l't—l n ) ’ (V24)

k=1r=1 m=1

#1 #2 #3
where aymn = ¢(Ayn = n) and Bigpnr = ¢(Bu = n, Cy, = 1) are computed in the E-Z-step below. A key point is that,
because of the recursive nature of the formulas above, it is sufficient to make the Gaussian assumption at ¢t = 1,
i.e. ¢(s1n) = N(81n; 11,,, T'1n ), Whose parameters may be easily initialized. It follows that ¢(s;,) is Gaussian at every
frame.

We note that both (V.23) and (V.24) are composed of three terms: the first (#1), second (#2) and third terms (#3)
of and of (V.24) correspond to the audio, visual, and past cumulated information contributions to the precision
matrix and the mean vector, respectively. Remind that the covariance ®,,, is associated with the visual observed
variable in (V.10). Matrices Ly, and vectors I, characterize the piecewise affine mappings from the space of person
locations to the space of audio features, i.e. Appendix|V.9] and covariances X, capture the errors that are associated
with both audio measurements and the piecewise affine approximation in (V.13). A similar interpretation holds for the

three terms of (V.24).

V.5.2 E-Z-step
by developing (V.17), along the same reasoning as above, we obtain the following closed-form expression for the

variational posterior distribution of the visual assignment variable:

T
Qgmn, = q(Atm = n) = ]\;Lnfnn7 (V25)
Zizo TtmiTlmi

where 7,,,, is given by:

- N (Vi Prprsn, Bim)e B(wim; hy) ifl<n<N
U(Vm; vOL(V))U (g ; vOL(H)) ifn =0.

Similarly, for the variational posterior distribution of the audio assignment variables, developing (V.18) leads to:

~tu (P2 PT.)

tm

RtknrPknTr (V26)

N R )
Zi:o Zj:l Ritkij PriT j

Biknr = (I(Btk =n,Cy, = 7“) =

where k., IS given by:

Ktknr = N(gtk; LkrPgIJJtn + lkr; Ekr)e
U(g,;vol(G))  ifn=0.

To obtain (V.27), an additional approximation is made. Indeed, the logarithm of (39) in Appendix [V.9]is part of the
complete-data log-likelihood and the denominator of this formula contains a weighted sum of Gaussian distributions.
Taking the expectation of this term is not tractable because of the denominator. Based on the dynamical model (V.8),
we replace the state variable x;,, in (39) with a “naive” estimate &;,, predicted from the position and velocity inferred
att — 11 =Tt 1n + Yiq -

-1 T PTL—r 71L~7~P( tn -~ 3
5t ( g brrZp, LerF Ty )N(wtn;yrvﬂr) fl1<n<N (V27)

V.5.3 M-step

The entries of the covariance matrix of the state dynamics, A;,,, are the only parameters that need be estimated. To
this aim, we develop E(s,)q(z,) [log p(St, 2:/01.¢)] and ignore the terms that do not depend on A;,,. We obtain:

J(Atn) = Eyger) [10g N (80;Dpt;_1 1, DTe1,D " + Ay)],
which can be further developed as:
J(Apn) =10g [DTy_1 ;D" + Ay | + Tr((DTy—1 D" + Apn) ™" (14 — Dty ) (B, —Dpty 1,,) " +Tin)).  (V.28)
Hence, by differentiating with respect to A, and equating to zero, we obtain:
Aty =T, — DIy nDT + (g — Dty 1) (B, — Dty g n)T~ (V.29)
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Algorithm 4: Variational audio-visual tracking (VAVIT).

Input: visual observations f1.; = {vy.;,&1.4};
audio observations g, ;;
Output: Parameters of ¢(S1.4): {f41.1.,, T1:.n }1—o (the estimated position of each person n is given by the two
first entries of py,; ,,);
Person speaking status for 1 : ¢
Initialization;
fort =1toenddo
Gather visual and audio observations at frame ¢;
Perform voice activity detection;
Initialization of E-Z step;
for iter = 1 to Njer do
E-Z-step (vision):
form e {1,...,M,;} do
forn € {0,..., N, } do
| Evaluate g(Ay,, = n) with (V.25);
end
end
E-Z-step (audio):
fork e {1,...,K;}do
forn e {0,....,N;}andr € {1,..., R} do
| Evaluate ¢(Byx = n, Cy, = r) with and (V.27);
end
end
E-S-step:
forn e {1,....,N;} do
| Evaluate T';,, and p,,, with and (V.:24);

end
M-step: Evaluate A;,, with (V.29);
end

Perform birth (see Section|V.6.2);
Output the results;
end

V.6 Algorithm Implementation

The VEM procedure above will be referred to as VAVIT which stands for variational audio-visual tracking, and pseudo-
code is shown in Algorithm |4} In theory, the order in which the two expectation steps are executed is not important.
In practice, the issue of initialization is crucial. In our case, it is more convenient to start with the E-Z step rather than
with the E-S step because the former is easier to initialize than the latter (see below). We start by explaining how the
algorithm is initialized at ¢ = 1 and then how the E-Z-step is initialized at each iteration. Next, we explain in detail
the birth process. An interesting feature of the proposed method is that it allows to estimate who speaks when (i.e.
perform speaker diarization) which is explained in detail at the end of the section.

V.6.1 Initialization

At ¢ = 1 one must provide initial values for the parameters of the distributions (V.22), namely y,,, and T'y,, for all
n € {1...N}. These parameters are initialized as follows. The means are initialized at the image center and the
covariances are given very large values, such that the variational distributions ¢(s1,,) are non-informative. Once these
parameters are initialized, they remain constant for a few frames, i.e. until the birth process is activated (see Sec-

tion below).

As already mentioned, it is preferable to start with the E-Z-step than with the E-S-step because the initialization of
the former is straightforward. Indeed, the E-S-step (Section|[V.5) requires current values for the posterior probabilities
and which are estimated during the E-Z-step and which are both difficult to initialize. Conversely, the
E-Z-step only requires current mean values, u,,,, which can be easily initialized by using the model dynamics (V.8),
namely /’l’tn = Du’tfln'
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V.6.2 Birth Process

We now explain in detail the birth process, which is executed at the start of the tracking to initialize a latent variable
for each detected person, as well as at any time ¢ to detect new persons. The birth process considers B consecutive
visual frames. At ¢, with ¢t > B, we consider the set of visual observations assigned to n = 0 from ¢ — B to ¢, namely
observations whose posteriors are maximized for n = 0 (at initialization all the observations are in this case).
We then build observation sequences from this set, namely sequences of the form (9,,,, _,,...,0m,)s € B, where m;
indexes the set of observations at ¢ assigned to n = 0 and 7 indexes the set B of all such sequences. Notice that
the birth process only uses the bounding-box center, width and size, v, and that the descriptor u is not used. Hence
the birth process is only based on the smoothness of an observed sequence of bounding boxes. Let's consider the
marginal likelihood of a sequence 7, namely:

L ((Dmy_ s+ s Oy )it) (V.30)
/ / 'Umt B|St Bn) .- (Umt|3t n)p(st ﬁ|3t71 ﬁ) .. .p(st,BJrl ﬁ|5th ﬁ)P(Sth ﬁ)dsth:tfu

where s, j; is the latent variable already defined and 7 indexes the set B. All the probability distributions in (V.30) were
already defined, namely and (V:10), with the exception of p(s;_p 7). Without loss of generality, we can assume
that the latter is a normal distribution centered at ©,,,, and with a large covariance. Therefore, the evaluation of
yields a closed-form expression for £;. A sequence 7 generated by a person is likely to be smooth and hence £; is
high, while for a non-smooth sequence the marginal likelihood is low. A newborn person is therefore created from a
sequence of observations 7 if £L; > 7, where 7 is a user-defined parameter. As just mentioned, the birth process is
executed to initialize persons as well as along time to add new persons. In practice, in (V.30) we set B = 3 and hence,
from¢ = 1to ¢t = 4 all the observations are initially assigned to n = 0.

V.6.3 Speaker Diarization

Speaker diarization consists of assigning temporal segment of speech to persons [146]. We introduce a binary variable
Xin SUch that y;,, = 1if person n speaks at time ¢ and x;,, = 0 otherwise. Traditionally, speaker diarization is based on
the following assumptions. First, it is assumed that speech signals are sparse in the time-frequency domain. Second,
it is assumed that each time-frequency point in such a spectrogram corresponds to a single speech source. Therefore,
the proposed speaker diarization method is based on assigning time-frequency points to persons.

In the case of the proposed model, speaker diarization can be coarsely inferred from frequency sub-bands in the
following way. The posterior probability that the speech signal available in the frequency sub-band & at frame ¢ was
uttered by person n, given the audio observation g,,, is:

R
p(Buk = nlgy) = Y _ p(Bix = n,Cip, = 7|g,1.), (V.31)
r=1

where By, is the audio assignment variable and Cy;, is the affine-mapping assignment variable defined in Section|V.3.4
and in Appendix[V.9] Using the variational approximation (V.26), this probability becomes:

R R
(B = n|gy,) = ZCI(Btk =n,Cy, =71) = Zﬂtknrv (V.32)
r=1 =
and by accumulating probabilities over all the frequency sub-bands, we obtain the following formula:

1oif LK R >
Xin = { 1 K, Ek:l r=1 Btknr =9 (V33)

0 otherwise,

where « is a user-defined threshold. Note that there is no dynamic model associated with diarization: x;,, is estimated
independently at each frame and for each person. More sophisticated diarization models can be found in [136], [147].

V.7 Experiments

V.7.1 Experimental Protocol

The AVDIAR Dataset We used the AVDIA dataset [136] to evaluate the performance of the proposed audio-visual
tracking method. This dataset is challenging in terms of audio-visual analysis. There are several participants involved

VShttps://team.inria.fr/perception/avdiar/
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in informal conversations while wandering around. They are in between two and four meters away from the audio-
visual recording device. They take speech turns and often there are speech overlaps. They turn their faces away from
the camera. The dataset is annotated as follows: The visual annotations comprise the centers, widths and heights of
two bounding boxes for each person and in each video frame, a face bounding box and an upper-body bounding box.
An identity (a number) is associated with each person through the entire dataset. The audio annotations comprise
the speech status of each person over time (speaking or silent), with a minimum speech duration of 0.2 s. The audio
source locations correspond to the centers of the face bounding boxes.

The dataset was recorded with a sensor composed of two cameras and six microphones, but only one camera is
used in the experiments described below. The videos were recorded at 25 FPS. The frame resolution is of 1920 x 1200
pixels corresponding to a field of view of 97° x 80°. The microphone signals are sampled at 16 kHz. The dataset
was recorded into two different rooms, living-room and meeting-room, e.g. Fig. and Fig. These two rooms
have quite different lighting conditions and acoustic properties (size, presence of furniture, background noise, etc.).
Altogether there are 18 sequences associated with living-room (26927 video frames) and 6 sequences with meeting-
room (6031 video frames). Additionally, there are two training datasets, 7; and 75 (one for each room) that contain
input-output pairs of multichannel audio features and audio-source locations that allow to estimate the parameters
of using the method of [133]. This yields a mapping between source locations in the image plane, x, and audio
features, g. Audio feature extraction is described in detail below.

One interesting characteristic of the proposed tracking is its flexibility in dealing only with visual data, only with
audio data, or with visual and audio data. Moreover, the algorithm is able to automatically switch from unimodal
(audio or visual) to multimodal (audio and visual). In order to quantitatively assess the performance and merits of
each one of these variants we used two configurations:

« Full camera field of view (FFOV): The entire horizontal field of view of the camera, i.e. 1920 pixels, or 97°, is being
used, such that visual and audio observations, if any, are simultaneously available, and

« Partial camera field of view (PFOV): The horizontal field of view is restricted to 768 pixels (or 49°) and there are
two blind strips (576 pixels each) on its left- and right-hand sides; the audio field of view remains unchanged,
1920 pixels, or 97°.

The PFOV configuration allows us to test scenarios in which a participant may leave the camera field of view and still
be heard. Notice that since ground-truth annotations are available for the full field of view, it is possible to assess the
performance of the tracker using audio observations only, as well as to analyse the behavior of the tracker when it
switches from audio-only tracking to audio-visual tracking.

The AV16.3 Dataset We also used the twelve recordings of the AV16.3 dataset [135] to evaluate the proposed method
and to compare it with [121] and with [124]. The dataset was recorded in a meeting room. The videos were recorded
at 25 FPS with three cameras fixed on the room ceiling. The image resolution is of 288 x 360 pixels. The audio signals
were recorded with two eight-microphone circular arrays, both placed onto a table top, and sampled at 16 kHz. In addi-
tion, the dataset comes with internal camera calibration parameters, as well as with external calibration parameters,
namely camera-to-camera and microphone-array-to-camera calibration parameters. We note that the scenarios as-
sociated with AV16.3 are somehow artificial in the sense that the participants speak simultaneously and continuously.
This stays in contrast with the AVDIAR recordings where people take speech turns in informal conversations.

Audio Features In the case of AVDIAR, the STFT (short-time Fourier transform) [134] is applied to each microphone
signal using a 16 ms Hann window (256 audio samples per window) and with an 8 ms shift between successive win-
dows (50% overlap), leading to 128 frequency bins and to 125 audio FPS. Inter-microphone spectral features are then
computed using [132]. These features - referred to in [132] as direct-path relative transfer function (DP-RTF) features
— are robust against background noise and against reverberations, hence they do not depend on the acoustic proper-
ties of the recording room, as they encode the direct path from the audio source to the microphones. Nevertheless,
they may depend on the orientation of the speaker’s face. If the microphones are positioned behind a speaker, the
direct-path sound wave (from the speaker to the microphones) propagates through the speaker’s head, hence it is
attenuated. This may have a negative impact on the direct-to-reverberation ratio. Here we assume that, altogether,
this has a limited effect.

The audio features are averaged over five audio frames in order to be properly aligned with the video frames. The
feature vector is then split into K = 16 sub-bands, each sub-band being composed of J = 8 frequencies; sub-bands
with low energy are disregarded. This yields the set of audio observations at ¢, {gtk},f;l, K; < K (see Sectionm

and Appendix [V.9).
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Figure V.1: This figure displays two DOAs, associated with one microphone array (bottom left), projected onto the image plane, and
illustrates the geometric relationship between a DOA and the current location of a speaker.

Interestingly, the computed inter-microphone DP-RTF features can be mapped onto the image plane and hence
they can be used to estimate directions of arrival (DOAs). Please consult [133] for more details. Alternatively, one can
compute DOAs explicitly from time differences of arrival (TDOAs) between the microphones of a microphone array,
provided that the inter-microphone geometry is known. The disadvantage is that DOAs based on TDOAs assume free-
field acoustic-wave propagation and hence they don't have a built-in reverberation model. Moreover, if the camera
parameters are known and if the camera location (extrinsic parameters) is known in the coordinate frame of the
microphone array, as is the case with the AV16.3 dataset, it is possible to project DOAs onto the image plane. We use
the multiple-speaker DOA estimator of [148] as it provides accurate results for the AV16.3 sensor setup [135]. Let d;,
be the line corresponding to the projection of a DOA onto the image plane and let x;,, be the location of person n at
time t. It is straightforward to determine the point &, € d; the closest to x;,, e.g. Fig. Hence the inter-channel
spectral features {gtk}f:t1 are replaced with {ﬁ:tk},f:tl and is replaced with:

N(ﬁntk;azm,al) 1f1§n§N

U(Zyp; vol(X)) ifn=0, (V.34)

p(i‘tk|~’13m, By = n) = {

where ¢l is an isotropic covariance that models the uncertainty of the DOA, e.g. Fig. third row.

Visual Features In both AVDIAR and AV16.3 datasets participants do not always face the cameras and hence face
detection is not robust. Instead we use the person detector of [149] from which we infer a body bounding-box and
a head bounding-box. We use the person re-identification CNN-based method [150] to extract an embedding (i.e. a
person descriptor) from the body bounding-box. This yields the feature vectors {u;,, }*, < R2048 (Section .
Similarly, the center, width and height of the head bounding-box yield the observations {v,,,}}* , ¢ R* at each frame
t.

Evaluation Metrics We used standard multi-object tracking (MOT) metrics [151] to quantitatively evaluate the perfor-
mance of the proposed tracking algorithm. The multi-object tracking accuracy (MOTA) is the most commonly used
metric for MOT. It is a combination of false positives (FP), false negatives (FN; i.e. missed persons), and identity
switches (IDs), and is defined as:

(V.35)

MOTA = 100 (1 Y (FPy+FN; + IDst)>

> GT,

where GT stands for the ground-truth person trajectories. After comparison with GT trajectories, each estimated
trajectory can be classified as mostly tracked (MT) and mostly lost (ML) depending on whether a trajectory is covered
by correct estimates more than 80% of the time (MT) or less than 20% of the time (ML). In the tables below, MT and
ML indicated the percentage of ground-truth tracks under each situation.

In addition to MOT, we also used the OSPA-T metric [137]. OSPA-T is based on a distance between two point
sets and combines various aspects of tracking performance, such as timeliness, track accuracy, continuity, data
associations and false tracks. It should be noted that OSPA-T involves a number of parameters whose values must
be provided in advance. We used the publicly available code provided by one of the authors of [137] for computing the
OSPA-T scores in all the experimental evaluations reported below["]

V8http://ba-tuong.vo-au.com/codes.html


http://ba-tuong.vo-au.com/codes.html

Towards Probabilistic Generative Models for Socially Intelligent Robots 73

Table V.1: OSPA-T and MOT scores for the living-room sequences (full camera field of view)

Method | OSPA-T(}) | MOTA(t) | FP(l)  FN() | IDs(l) | MT(1) ML(})

|
[21] | 2872 | 1037 |44.64% 43.95% | 732 | 20% 7.5%
f24] | 3003 | 1896 | 813% 72.09% | 581 | 17.5% 52.5%
f25] | 1479 | 9632 | 177% 179% | 80 |92.5% 0%
VAVIT | 1705 | 96.03 | 185%  2.0% | 86 |92.5% 0%

Table V.2: OSPA-T and MOT scores for the meeting-room sequences (full camera field of view).

Method | OSPA-T (1) | MOTA(1) | FP({)  FN()) | IDs(}) | MT(®)  ML(})

211 | 576 | 6243 |18.63% 17.19% | 297 | 70.59% 0%
[24] | 783 | 2848 | 0.93% 69.68% | 155 | 0%  52.94%
[125] | 3.02 | 9850 | 0.25% 1.11% | 25 |100.00% 0%
VAVIT | 357 | 9816 | 0.38% 127% | 32 |100.00% 0%

Table V.3: OSPA-T and MOT scores for the living-room sequences (partial camera field of view).

Method | OSPA-T(J) | MOTA() | FP(l)  FN(J)) | IDs(l) | MT(1) ML()
[121] 28.14 17.82 | 36.86% 42.88% | 1722 | 32.50% 7.5%
[124] | 2973 | 2061 | 554% 72.45% | 989 | 12.5%  40%
25| | 2225 | 6639 | 0.48% 3295% | 129 | 45%  7.5%
VAVIT | 2177 | 69.62 | 897% 21.18% | 152 | 70% 5%

Table V.4: OSPA-T and MOT scores for the meeting-room sequences (partial camera field of view).

Method | OSPA-T(}) | MOTA(1) | FP(J)  FN(J) | IDs(l) | MT(1)  ML()
[211 | 723 | 29.04 |23.05% 4519% | 461 | 29.41% 17.65%

[124] | 817 | 2695 | 105% 70.62% | 234 | 5.88% 52.94%
[125] | 580 | 6424 | 0.43% 3518% | 24 |36.84% 1579%
VAVIT | 581 | 6527 | 507% 29.5% | 26 |47.37% 10.53%

Table V.5: OSPA-T and MOT scores obtained with the AV16.3 dataset.

Method | OSPA-T (1) | MOTA() | FP(l)  FN() | IDs(J) | MT(1) ML)
[24] | 1728 | 364 |1672% 42.22% | 765 | 11.11% 0%
h25] | 1332 | 829 |529% 11.5% | 51 |852% 0%
VAVIT | 10.88 841 | 651% 9.18% | 29 |92.6% 0%

In our experiments, the threshold of overlap to consider that a ground truth is covered by an estimation is set to 0.1
intersection over union (loU). In the PFOV configuration, we need to evaluate the audio-only tracking, i.e. the speakers
are in the blind areas. As mentioned before, audio localization is less accurate than visual localization. Therefore, for
evaluating the audio-only tracker we relax by a factor of two the expected localization accuracy with respect to the
audio-visual localization accuracy.

V.7.2 Results and Discussion

Benchmarking with Baseline Methods To quantitatively evaluate its performance, we benchmarked the proposed
method with two state-of-the-art audio-visual tracking methods. The first one is the audio-assisted video adaptive
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particle filtering (AS-VA-PF) method of [121], and the second one is the sparse audio-visual mean-shift sequential
Monte-Carlo probability hypothesis density (AV-MSSMC-PHD) method of [124].

Notice that both these methods do not make recourse to a person detector as they use a tracking-by-detection
paradigm. This stays in contrast with our method which uses a person detector and probabilistically assigns each
detection to each person. In principle, the baseline methods can be modified to accept person detection as visual
information. However, we did not modify the baseline methods and used the software provided by the authors of [121]
and [124].

Sound locations are used to reshape the typical Gaussian noise distribution of particles in a propagation step,
then [121] uses the particles to weight the observation model. [124] uses audio information to improve the performance
and robustness of a visual SMC-PHD filter. Both [121] and [124] require input from a multiple sound-source localization
(SSL) algorithm. In the case of AVDIAR recordings, the multi-speaker localization method proposed in [132] is used
to provide input to [121] and [124]["] In the case of AV16.3 recordings the method of [135] is used to provide DOAs
to [121], [124] and to our method, as explained above.

We also compare the proposed method with a visual multiple-person tracker, more specifically the online Bayesian
variational tracker (OBVT) of [125], which is based on a similar variational inference as the one presented here. In [125]
visual observations were provided by color histograms. In our benchmark, for the sake of fairness, the proposed
tracker and [125] share the same visual observations.

The OSPA-T and MOT scores obtained with these methods as well as the proposed method are reported in Ta-
ble .1} Table [V.2} Table [V.3] Table [V.4] and Table The symbols 1 and | indicate higher the better and lower the
better, respectively. In the case of AVDIAR, we report results with both meeting-room and living-room in the two con-
figurations: FFOV, Table[V.7and Table[V.2|and PFOV, Table|[V.3|and Table[V.4] In the case of AV16.3 we report results
with the twelve recordings commonly used by audio-visual tracking algorithms, Table|[V.5

The most informative metrics are OSPA-T and MOTA (MOT accuracy) and one can easily see that both [125] and
the proposed method outperform the other two methods. The poorer performance of both [121] and [124] for all the
configurations is generally explained by the fact that these two methods expect audio and visual observations to be
simultaneously available. In particular, [121] is not robust against visual occlusions, which leads to poor IDs (identity
switches) scores.

The AV-MSSMC-PHD method [124] uses audio information in order to count the number of speakers. In practice,
we noticed that the algorithm behaves differently with the two datasets. In the case of AVDIAR, we noticed that the
algorithm assigns several visible participants to the same audio source, since in most of the cases there is only one
active audio source at a time. In the case of AV16.3 the algorithm performs much better, since participants speak
simultaneously and continuously. This explains why both FN (false negatives) and IDs (identity switches) scores are
high in the case of AVDIAR, i.e. Tables|[V1}[V.2] and

One can notice that in the case of FFOV, [125] and the proposed method yield similar results in terms of OSPA-T
and MOT scores: both methods exhibit low OSPA-T, FP, FN and IDs scores and, consequently, high MOTA scores.
Moreover, they have very good MT and ML scores (out of 40 sequences 37 are mostly tracked, 3 are partially tracked,
and none is mostly lost). As expected, the inferred trajectories are more accurate for visual tracking (whenever visual
observations are available) than for audio-visual tracking: indeed, the latter fuses visual and audio observations which
slightly degrades the accuracy because audio localization is less accurate than visual localization.

As for the PFOV configuration (Table[V.3|and Table|V.4), the proposed algorithm yields the best MOTA scores both
for meeting-room and for living-room. Both [121] and [124] have difficulties when visual information is not available:
both these algorithms fail to track speakers when they walk outside the visual field of view. While [124] can detect a
speaker when it re-enters the visual field of view, [121] cannot. Obviously, the visual-only tracker [125] fails outside the
camera field of view.

Audio-Visual Tracking Examples We now provide and discuss results obtained with three AVDIAR recordings and
one AV16.3 recording, namely the FFOV recording Seq13-4P-S2-M1 (Fig. , the PFOV recordings Seq19-2P-STM1
(Fig. and Seq22-1P-SOMT1 (Fig. [V.5), and the seq45-3p-1111 recording of AV16.3 (Fig. [V.4)["¥| All these recordings
are challenging in terms of audio-visual tracking: participants are seated, then they stand up or they wander around.
In the case of AVDIAR, some participants take speech turns and interrupt each other, while others remain silent.

The first rows of Fig. Fig.[V.3|and Fig. [V.4] show four frames sampled from two AVDIAR recordings and one
AV16.3 recording, respectively. The second rows show ellipses of constant density that correspond to visual uncer-
tainty (covariances). The third rows show the audio uncertainty. The audio uncertainties (covariances) are much

V7The authors of [121] and [124] kindly provided their software packages.
V8https://team.inria.fr/perception/research/variational_av_tracking/
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Figure V.2: Four frames sampled from Seq13-4P-S2M1 (living room). First row: green digits denote speakers while red digits denote
silent participants. Second, third and fourth rows: the ellipses visualize the visual, audio, and dynamic covariances, respectively, of
each tracked person. The tracked persons are color-coded: green, yellow, blue, and red.

Figure V.3: Four frames sampled from Seq19-2P-STM1 (living room). The camera field of view is limited to the central strip. Whenever
the participants are outside the central strip, the tracker entirely relies on audio observations and on the model’s dynamics.
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ously.

(a) Ground-truth trajectory (b) AS-VA-PF [121 (c) OBVT ﬁ (d) VAVIT (proposed)

Figure V.5: Trajectories associated with a tracked person under the PFOV configuration (sequence Seq22-1P-SOM1 recorded in meet-
ing room). The ground-truth trajectory (a) corresponds to the center of the bounding-box of the head. The trajectory (b) obtained
with [121] is non-smooth. Both [121] and fail to track outside the camera field of view. In the case of the OBVT trajectory (c), there
is an identity switch, from “red” (before the person leaves the visual field of view) to “blue” (after the person re-enters in the visual
field of view).

larger than the visual ones since audio localization is less accurate than visual localization. The fourth rows shows
the contribution of the dynamic model to the uncertainty, i.e. the inverse of the precision (#3) in eq. (V.23). Notice
that these “dynamic” covariances are small, in comparison with the “observation” covariances. This ensures tracking
continuity (smooth tracjectories) when audio or visual observations are either weak or totally absent. Fig.|V.3|shows a
tracking example with a partial camera field of view (PFOV) configuration. In this case, audio and visual observations
are barely available simultaneously. The independence of the visual and audio observation models and their fusion
within the same dynamic model guarantees robust tracking in this case.

Fig.shows the ground-truth trajectory of a person and the trajectories estimated with the audio-visual tracker [121],
with the visual tracker [125], and with the proposed method. The ground-truth trajectory corresponds to a sequence
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Table V.6: DER (diarization error rate) scores obtained with the AVDIAR dataset.

Sequence DiarTK [138]  [136] Proposed (FFOV) Proposed (PFOV)
Seq01-1P-SOM1 43.19 3.32 1.64 1.86
Seq02-1P-SO0M1 499 - 2.38 2.09
Seq03-1P-SO0M1 47.25 - 6.59 14.65
Seq04-1P-SOM1 32.62 9.44 496 10.45
Seq05-2P-STMO 37.76 - 29.76 30.78
Seq06-2P-STMO0 56.12 - 14.72 15.83
Seq07-2P-STMO0 41.43 - 42.36 37.56
Seq08-3P-S1M1 31.5 - 384 48.86
Seq09-3P-STM1 52.74 - 38.26 68.81
Seq10-3P-S1M1 56.95 - 54.26 54.04
Seq12-3P-S1M1 63.67 17.32 44.67 47.25
Seq13-4P-S2M1 47.56 29.62 43.45 43.17
Seq15-4P-S2M1 62.53 - 41.49 64.38
Seq17-2P-S1M1 17.24 - 16.53 15.63
Seq18-2P-S1M1 35.05 - 19.55 20.58
Seq19-2P-S1M1 38.96 - 26.47 27.84
Seq20-2P-S1M1 43.58 35.46 38.24 44.3
Seq21-2P-S1TM1 32.22 20.93 25.87 259
Seq22-1P-SOM1 23.53 493 2.79 3.32
Seq27-3P-S1M1 46.05 18.72 47.07 54.75
Seq28-3P-STM1 30.68 - 23.54 31.77
Seq29-3P-STMO0 38.68 - 30.74 35.92
Seq30-3P-STM1 51.15 - 49.71 57.94
Seq32-4P-STM1 41.51 30.20 46.25 43.03
Overall 42.58 18.88 28.73 33.36

of bounding-box centers. Both [121] and [125] failed to estimate a correct trajectory. Indeed, [121] requires simultane-
ous availability of audio-visual data while [125] cannot track outside the visual field of view. Notice the non-smooth
trajectory obtained with [121] in comparison with the smooth trajectories obtained with variational inference, i.e. [125]
and proposed.

Speaker Diarization Results As already mentioned in Section|V.6.3| speaker diarization information can be extracted
from the output of the proposed VAVIT algorithm. Notice that, while audio diarization is an extremely well investigated
topic, audio-visual diarization has received much less attention. In [147] it is proposed an audio-visual diarization
method based on a dynamic Bayesian network that is applied to video conferencing. Their method assumes that par-
ticipants take speech turns with a small silent interval between turns, which is an unrealistic hypothesis in the general
case. The diarization method of [152] requires audio, depth and RGB data. More recently, [136] proposed a Bayesian
dynamic model for audio-visual diarization that takes as input fused audio-visual information. Since diarization is not
our main objective, we only compared our diarization results with [136], which achieves state of the art results, and
with the diarization toolkit of [138] which only considers audio information.

The diarization error rate (DER) is generally used as a quantitative measure. As is the case with MOT, DER combines
false positives (FP), false negatives (FN) and identity swithches (IDs) scores within a single metric. The NIST-RT
evaluation toolbo@ is used. The results obtained with [136], [138] and with the proposed method are reported in
Table|V.6} for both the full field-of-view and partial field-of-view configurations (FFOV and PFOV). The proposed method
performs better than the audio-only baseline method [138]. In comparison with [136], the proposed method performs
slightly less well despite the lack of a special-purpose diarization model. Indeed, [136] implements diarization within
a hidden Markov model (HMM) that takes into account both diarization dynamics and the audio activity observed at
each time step, whereas our method is only based on observing the audio activity over time.

The ability of the proposed audio-visual tracker to perform diarization is illustrated in Fig. and in Fig. [V.7]with
a FFOV sequence (Seq13-4P-S2-M1, Fig. and with a PFOV sequence (Seq19-2P-S1M1, Fig. |V.3), respectively.

V9nttps://www.nist.gov/itl/iad/mig/rich-transcription-evaluation
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Figure V.6: Diarization results obtained with Seq13-4P-S2M1 (FFOV). The first row shows the audio signal recorded with one of
the microphones. The red boxes show the result of the voice activity detector which is applied to all the microphone signals prior
to tracking. For each speaker, correct detections are shown in blue, missed detections are shown in green, and false positives are
shown in magenta
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Figure V.7: Diarization results obtained with Seq19-2P-STM1 (PFOV).

V.8 Conclusions

We addressed the problem of tracking multiple speakers using audio and visual data. It is well known that the general-
ization of single-person tracking to multiple-person tracking is computationally intractable and a number of methods
were proposed in the past. Among these methods, sampling methods based on particle filtering (PF) or on PHD filters
have recently achieved the best tracking results. However, these methods have several drawbacks: (i) the quality of
the approximation of the filtering distribution increases with the number of particles, which also increases the com-
putational burden, (ii) the observation-to-person association problem is not explicitly modeled and a post-processing
association mechanism must be invoked, and (iii) audio and visual observations must be available simultaneously
and continuously. Some of these limitations were recently addressed both in [121] and in [124], where audio observa-
tions were used to compensate the temporal absence of visual observations. Nevertheless, people speak with pauses
and hence audio observations are rarely continuously available.

In contrast, we proposed a variational approximation of the filtering distribution and we derived a closed-form vari-
ational expectation-maximization algorithm. The observation-to-person association problem is fully integrated in our
model, rather than as a post-processing stage. The proposed VAVIT algorithm is able to deal with intermittent audio
or visual observations, such that one modality can compensate the other modality, whenever one of them is noisy,
too weak or totally missing. Using the OSPA-T and MOT scores we showed that the proposed method outperforms
the PF-based method [121].
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V.9 Appendix: Learning the parameters of the linear transformations

In this appendix we describe the audio observation model we use. More precisely, we make explicit the generative
model introduced in . For that purpose we consider a training set of audio features, or inter-channel spectral
features (which in practice correspond to the real and imaginary parts of complex-valued Fourier coefficients) and
their associated source locations, 7 = {(g,,x;)}._, andlet (g, ) € T. The vector g is the concatenation of K vectors
g =1g1]---94|---9gx] where [-|-] denotes vertical vector concatenation. We recall that for all sub-bands ;1 < k < K,
g, € R?/ where J is the number of frequencies in each sub-band. Without loss of generality we consider the sub-band
k. The joint probability of (g,, ) can be marginalized as:

R
Py ®) = > plgilz, Cr = r)p(xk|Cr = r)p(Cl = 7). (V.36)

r=1

Assuming Gaussian variables, we have p(g,|z,Cr = r) = N(gg|hir (@), Zr), p(x|Cr = 1) = N(2|vir, Q. ), and
p(Cy = 1) = T, Where hy,.(z) = Ly, + Ui, With Ly, € R?/>2 and I, € R?/, 3, € R?/*27 is the associated
covariance matrix, and « is drawn from a Gaussian mixture model with R components, each component r being
characterized by a prior 7., a mean v, € R? and a covariance Q, € R?*2. The parameter set of this model for
sub-band k is:

@k' = {Lk'T7 lk:?"7 Ekm Vi, Qk'r'a Wkr}:;{z- (V37)

These parameters can be estimated via a closed-form EM procedure from a training dataset, e.g. 7 (please consult
[133]).

One should notice that there is a parameter set for each sub-band k, 1 < k£ < K, hence there are K models that
need be trained in our case. It follows that (12) writes:

P(G4x|Tin, Bik =1, Crp = 1) = (V.38)
N(g; Lir@in, + Ui, Bgr) i1 <n <N
U(gyi; vol(G)) ifn=0.

The right-hand side of (7) can now be written as:

WTN(wtn; Vg, QT)
Zil TN (Ten; Vi, Q)

p(ctk = 7‘|$tn,Btk = n) = (V-39)






Chapter VI

Conditional Random Fields for Deep Pixel-Level Inference

Abstract Recent works have shown that exploiting multi-scale rep-
resentations deeply learned via convolutional neural networks (CNN)
is of tremendous importance for accurate contour detection. This
chapter presents a novel approach for predicting contours which ad-
vances the state of the art in two fundamental aspects, i.e. multi-scale
feature generation and fusion. Different from previous works directly
considering multi-scale feature maps obtained from the inner layers
of aprimary CNN architecture, we introduce a hierarchical deep model
which produces more rich and complementary representations. Fur-
thermore, to refine and robustly fuse the representations learned at
different scales, the novel Attention-Gated Conditional Random Fields
(AG-CRFs) are proposed. The experiments ran on two publicly avail-
able datasets (BSDS500 and NYUDv2) demonstrate the effectiveness
of the latent AG-CRF model and of the overall hierarchical framework.

Chapter Pitch

Methodological contribution A probabilistic model based on conditional random fields, that incorporates attention
under the form of binary gates. The posterior probability of these gates is computed using the sigmoid function o on
the a posteriori expectation of the binary potential.

B =32 onhi£)+ > > b pn(hi b))

s’',s 10,J

Gated pairwise potential

= E{gif,s} =0 _Eq(hg) ZEq(hi,) {iﬁh(hi»hi/)}
J

Applicative task Pixel-level inference tasks, in particular contour detection.

Interesting insight The gating formalism allows to model when the information from a certain random variable has
to be used when inferring a neighboring variable, which conceptually corresponds to the attention mechanism in deep
networks. The probabilistic formulation allows to formally interpret the a posteriori distribution of the gating variables
as attention tensors and implement the whole inference procedure within the deep neural network framework.

Dissemination The attention-gated CRF was published in Advances in Neural Information Processing Systems [153].
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VI.1 Introduction

Considered as one of the fundamental tasks in low-level vision, contour detection has been deeply studied in the past
decades. While early works mostly focused on low-level cues (e.g. colors, gradients, textures) and hand-crafted fea-
tures [154]-[156], more recent methods benefit from the representational power of deep learning models [157]-]161].
The ability to effectively exploit multi-scale feature representations is considered a crucial factor for achieving accu-
rate predictions of contours in both traditional [162] and CNN-based [159]-]161] approaches. Restricting the attention
on deep learning-based solutions, existing methods [159], [161] typically derive multi-scale representations by adopt-
ing standard CNN architectures and considering directly the feature maps associated to different inner layers. These
maps are highly complementary: while the features from the first layers are responsible for predicting fine details, the
ones from the higher layers are devoted to encode the basic structure of the objects. Traditionally, concatenation and
weighted averaging are very popular strategies to combine multi-scale representations (see Fig. [VI.1a). While these
strategies typically lead to an increased detection accuracy with respect to single-scale models, they severly simplify
the complex relationship between multi-scale feature maps.

The motivational cornerstone of this study is the following research question: is it worth modeling and exploiting
complex relationships between multiple scales of a deep representation for contour detection? In order to provide an
answer and inspired by recent works exploiting graphical models within deep learning architectures [163], [164], we
introduce Attention-Gated Conditional Random Fields (AG-CRFs), which allow to learn robust feature map represen-
tations at each scale by exploiting the information available from other scales. This is achieved by incorporating an
attention mechanism [165] seamlessly integrated into the multi-scale learning process under the form of gates [166].
Intuitively, the attention mechanism will further enhance the quality of the learned multi-scale representation, thus
improving the overall performance of the model.

We integrated the proposed AG-CRFs into a two-level hierarchical CNN model, defining a novel Attention-guided
Multi-scale Hierarchical deepNet (AMH-Net) for contour detection. The hierarchical network is able to learn richer
multi-scale features than conventional CNNs, the representational power of which is further enhanced by the proposed
AG-CRF model. We evaluate the effectiveness of the overall model on two publicly available datasets for the contour
detection task, i.e. BSDS500 [167] and NYU Depth v2 [168]. The results demonstrate that our approach is able to learn
rich and complementary features, thus outperforming state-of-the-art contour detection methods.

V1.2 Related work

In the last few years several deep learning models have been proposed for detecting contours [157]-]159], [161], [169],
[170]. Among these, some works explicitly focused on devising multi-scale CNN models in order to boost performance.
For instance, the Holistically-Nested Edge Detection method [159] employed multiple side outputs derived from the
inner layers of a primary CNN and combine them for the final prediction. Liu et. al. [170] introduced a framework to
learn rich deep representations by concatenating features derived from all convolutional layers of VGG16. Bertasius
et. al. |158| considered skip-layer CNNs to jointly combine feature maps from multiple layers. Maninis et. al. [161]
proposed Convolutional Oriented Boundaries (COB), where features from different layers are fused to compute ori-
ented contours and region hierarchies. However, these works combine the multi-scale representations from different
layers adopting concatenation and weighted averaging schemes while not considering the dependency between the
features. Furthermore, these works do not focus on generating more rich and diverse representations at each CNN
layer.

The combination of multi-scale representations has been also widely investigated for other pixel-level prediction
tasks, such as semantic segmentation [171], visual saliency detection [172] and monocular depth estimation [164],
pedestrian detection [153] and different deep architectures have been designed. For instance, to effectively aggregate
the multi-scale information, Yu et. al. [171] introduced dilated convolutions. Yang et. al. [173] proposed DAG-CNNs
where multi-scale feature outputs from different ReLU layers are combined through element-wise addition operator.
However, none of these works incorporate an attention mechanism into a multi-scale structured feature learning
framework.

Attention models have been successfully exploited in deep learning for various tasks such as image classifica-
tion [174), speech recognition [175] and image caption generation [176]. However, to our knowledge, this work is the
first to introduce an attention model for estimating contours. Furthermore, we are not aware of previous studies
integrating the attention mechanism into a probabilistic (CRF) framework to control the message passing between
hidden variables. We model the attention as gates [166], which have been used in previous deep models such as re-
stricted Boltzman machine for unsupervised feature learning [177], LSTM for sequence learning [178], [179] and CNN
forimage classification [180]. However, none of these works explore the possibility of jointly learning multi-scale deep
representations and an attention model within a unified probabilistic graphical model.
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III&IB

a) Multi-Scale Neural Network (b) Multi-Scale CRFs (c) Attention-Gated CRFs

Figure VI.1: An illustration of different schemes for multi-scale deep feature learning and fusion. (a) the traditional approach (e.qg.
concatenation, weighted average), (b) CRF implementing multi-scale feature fusion (c) the proposed AG-CRF-based approach.

V1.3 Attention-Gated CRFs for Deep Structured Multi-Scale Feature Learning

VI.3.1 Problem Definition and Notation

Given an input image I and a generic front-end CNN model with parameters W, we consider a set of S multi-scale
feature maps F = {f,}5_,. Being a generic framework, these feature maps can be the output of S intermediate
CNN layers or of another representation thus s is a virtual scale. The feature map at scale s, f, can be interpreted
as a set of feature vectors, f, = {f!},, where N is the number of pixels. Opposite to previous works adopting
simple concatenation or weighted averaging schemes [159], [181], we propose to combine the multi-scale feature
maps by learning a set of latent feature maps h, = {h}X, with a novel Attention-Gated CRF model sketched in
Fig/V.] Intuitively, this allows a joint refinement of the features by flowing information between different scales.
Moreover, since the information from one scale may or may not be relevant for the pixels at another scale, we utilise
the concept of gate, previously introduced in the literature in the case of graphical models [182], in our CRF formulation.
These gates are binary random hidden variables that permit or block the flow of information between scales at every
pixel. Formally, g . € {0,1} is the gate at pixel i of scale s, (receiver) from scale s. (emitter), and we also write
8s..s, = {9t .} ,. Precisely, when g . = 1 then the hidden variable h is updated taking (also) into account
the information from the s.-th layer, i.e. h,_. As shown in the following, the joint inference of the hidden features and
the gates leads to estimating the optimal features as well as the corresponding attention model, hence the name
Attention-Gated CRFs.

VI.3.2 Attention-Gated CRFs

Given the observed multi-scale feature maps F of image I, the objective is to estimate the hidden multi-scale rep-
resentation H = {h,};_, and, accessorily the attention gate variables G = {g, ., }; . —;. To do that, we formal-
ize the problem within a conditional random field framework and write the Gibbs distribution as P(H,G|I,0) =
exp (—FE(H,G,1,0))/Z (1,0), where O is the set of parameters and F is the energy function. As usual, we exploit
both unary and binary potentials to couple the hidden variables between them and to the observations. Importantly,
the proposed binary potential is gated, and thus only active when the gate is open. More formally the general for

of the energy function writes:

EM,G,10) =3 > én(hi,f)+ D > gl , vn(hi hl). (VI7)
s % Se, S 1,]
Unary potential Gated pairwise potential

The first term of the energy function is a classical unary term that relates the hidden features to the observed multi-
scale CNN representations. The second term synthesizes the theoretical contribution of the present study because
it conditions the effect of the pair-wise potential ¢, (h_, hJ ) upon the gate hidden variable ¢.__ . Fig. depicts
the model formulated in Equ.(VL.T). If we remove the attention gate variables, it becomes a general multi-scale CRFs

as shown in Fig.[VI.1p.

Given that formulation, and as it is typically the case in conditional random fields, we exploit the mean-field approx-
imation in order to derive a tractable inference procedure. Under this generic form, the mean-field inference procedure

VI10ne could certainly include a unary potential for the gate variables as well. However this would imply that there is a way to set/learn the a
priori distribution of opening/closing a gate. In practice we did not observe any notable difference between using or skipping the unary potential
on g.
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writes:
a(hd) o< exp (@n (0, ) + D S Eygyr, ) {9b JEgu, {Un (bl 1))} ), (V1.2)
s'#s J
a(gy ) o< exp (gi/,sEq(hg){ Z]Eq(hz,) {wh(hi, hg,)} }>, (VI.3)
J

where E, stands for the expectation with respect to the distribution g.

Before deriving these formulae for our precise choice of potentials, we remark that, since the gate is a binary vari-
able, the expectation of its value is the same as q(gg,,s = 1). By defining: M‘i/’s = Ey(ni) {Zj Eomi,) {wh(hg, hi)}}
the expected value of the gate writes: )

a9y s =1)
q(g9s o =0)+aqlgl , =

05;5/ = Eq(gi,‘b){g;/,s} = 1) =0 (7 ’;’,s) ) (VI4)
where o () denotes the sigmoid function. This finding is specially relevant in the framework of CNN since many of
the attention models are typically obtained after applying the sigmoid function to the features derived from a feed-
forward network. Importantly, since the quantity M?, . depends on the expected values of the hidden features h?, the
AG-CRF framework extends the unidirectional connectlon from the features to the attention model, to a b|d|rect|onal
connection in which the expected value of the gate allows to refine the distribution of the hidden features as well.

VI.3.3 AG-CRF Inference

In order to construct an operative model we need to define the unary and gated potentials ¢;, and v;,. In our case, the
unary potential corresponds to an isotropic Gaussian:

ai i i
én (b, £1) = =2 |[hy — £, (VL.5)

CREar

where o’ > 0 is a weighting factor.

The gated binary potential is specifically designed for a two-fold objective. On the one hand, we would like to
learn and further exploit the relationships between hidden vectors at the same, as well as at different scales. On the
other hand, we would like to exploit previous knowledge on attention models and include linear terms in the potential.
Indeed, this would implicitly shape the gate variable to include a linear operator on the features. Therefore, we chose
a bilinear potential: A

Yn(hi,h’,) = W K" b

s,8' s

(VL.6)

whereh! = (hiT,1)T and K*7/, € R(C:+1)x(C+1) being O, the size, i.e. the number of channels, of the representation
at scale s. If we write this matrix as K./, = (L.7,,127,;17/ ] 1), then L/, exploits the relationships between hidden
variables, while 1”, and IJ X |mplement the classically used linear reIat|onsh|ps of the attention models. In order
words, 1y, models the pair- W|se relationships between features with the upper-left block of the matrix. Furthemore,

1y, takes into account the linear relationships by completing the hidden vectors with the unity. In all, the energy function

writes:
E(H,G,1,0) ZZ S||hf — 2+ >0 > gl bl K7 Rl (V1.7)

Se Sy 1,7
Under these potentials, we can consequently update the mean-field inference equations to:
a(hl) ocexp ( - —(||h7 | = 20iTE) + > ol bl > (LR, + 1), (V1.8)
s'Fs J
where b/, is the expected a posteriori value of h’,.

The previous expression implies that the a posteriori distribution for h’ is a Gaussian. The mean vector of the
Gaussian and the function M write:

h ; ( + Z as ,8' Z Li:j;s’ljlg’ + ll’js’)) Mé’,s = Z (hlsL?]s hj’ + thl?]S/ Birli};)
/7&8 1 _]

which concludes the inference procedure. Furthermore, the proposed framework can be simplified to obtain the
traditional attention models. In most of the previous studies, the attention variables are computed directly from the
multi-scale features instead of computing them from the hidden variables. Indeed, since many of these studies do not
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propose a probabilistic formulation, there are no hidden variables and the attention is computed sequentially through
the scales. We can emulate the same behavior within the AG-CRF framework by modifying the gated potential as
follows: ‘ ‘ S N o

/&h(h; hiw f;v fg’) = th?,i’hi’ + nglg,Js’ + fg’les;Z,s' (Vlg)
This means that we keep the pair-wise relationships between hidden variables (as in any CRF) and let the attention
model be generated by a linear combination of the observed features from the CNN, as it is traditionally done. The
changes in the inference procedure are straightforward and reported in the supplementary material due to space
constraints. We refer to this model as partially-latent AG-CRFs (PLAG-CRFs), whereas the more general one is denoted
as fully-latent AG-CRFs (FLAG-CRFs).

V1.3.4 Implementation with neural network for joint learning

In order to infer the hidden variables and learn the parameters of the AG-CRFs together with those of the front-end
CNN, we implement the AG-CRFs updates in neural network with several steps: (i) message passing from the s.-
th scale to the current s,-th scale is performed with h,__,, <+ L, . ® h,_ , where ® denotes the convolutional
operation and L;__, . denotes the corresponding convolution kernel, (ii) attention map estimation ¢(gs, s, = 1) +
o(hs, © (Ls, s, @hs, )+ 1,5, @hs, + 15, 5. ®hy ), whereL,__,, 1, s andl, _,_ areconvolution kernels and ®
represents element-wise product operation, and (iii) attention-gated message passing from other scales and adding
unary term: h, = f, @ a,, > srs (A(8s.,s, = 1) ©® hs 5, ), Where a,, encodes the effect of the al for weighting
the message and can be implemented as a 1 x 1 convolution. The symbol & denotes element-wise addition. In
order to simplify the overall inference procedure, and because the magnitude of the linear term of v, is in practice
negligible compared to the quadratic term, we discard the message associated to the linear term. When the inference
is complete, the final estimate is obtained by convolving all the scales.

V1.4 Exploiting AG-CRFs with a Multi-scale Hierarchical Network

VI1.4.1 AMH-Net Architecture.

The proposed Attention-guided Multi-scale Hierarchical Network (AMH-Net), as sketched in Figure [VI.2] consists of
a multi-scale hierarchical network (MH-Net) together with the AG-CRF model described above. The MH-Net is con-
structed from a front-end CNN architecture such as the widely used AlexNet [81], VGG [183] and ResNet [184]. One
prominent feature of MH-Net is its ability to generate richer multi-scale representations. In order to do that, we per-
form distinct non-linear mappings (deconvolution D, convolution C and max-pooling M) upon f;, the CNN feature
representation from an intermediate layer I of the front-end CNN. This leads to a three-way representation: f°, £ and
fM. Remarkably, while D upsamples the feature map, C maintains its original size and M reduces it, and different
kernel size is utilized for them to have different receptive fields, then naturally obtaining complementary inter- and
multi-scale representations. The f€ and fM are further aligned to the dimensions of the feature map fP by the de-
convolutional operation. The hierarchy is implemented in two levels. The first level uses an AG-CRF model to fuse the
three representations of each layer [, thus refining the CNN features within the same scale. The second level of the
hierarchy uses an AG-CRF model to fuse the information coming from multiple CNN layers. The proposed hierarchi-
cal multi-scale structure is general purpose and able to involve an arbitrary number of layers and of diverse intra-layer
representations.

VI.4.2 End-to-End Network Optimization.

The parameters of the model consist of the front-end CNN parameters, W, the parameters to produce the richer
decomposition from each layer I, W,, the parameters of the AG-CRFs of the first level of the hierarchy, {W!}£ , and
the parameters of the AG-CRFs of the second level of the hierarchy, WL, L is the number of intermediate layers used
from the front-end CNN. In order to jointly optimize all these parameters we adopt deep supervision [159] and we add
an optimization loss associated to each AG-CRF module. In addition, since the contour detection problem is highly
unbalanced, i.e. contour pixels are significantly less than non-contour pixels, we employ the modified cross-entropy
loss function of [159]. Given a training data set D = {(I,,, E;,)}/_, consisting of P RGB-contour groundtruth pairs, the
loss function ¢ writes:

(W)=Y "8 Y logP(eh =1L; W) + (1—8) Y logP(ef = 0|L; W), (VI1.10)
P ckeE[ e €Ep

where g = [E}|/(|E}| + |E,|), E; is the set of contour pixels of image p and W is the set of all parameters. The

optimization is performed via the back-propagation algorithm with standard stochastic gradient descent.
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Figure VI.2: An overview of the proposed AMH-Net for contour detection.

VI1.4.3 AMH-Net for contour detection.

After training of the whole AMH-Net, the optimized network parameters W are used for the contour detection task.
Given a new test image I, the L + 1 classifiers produce a set of contour prediction maps {El}LJrl AMH-Net(I; W).
The E; are obtained from the AG-CRFs with elementary operations as detailed in the supplementary material. We
inspire from [159] to fuse the multiple scale predictions thus obtaining an average prediction E= 2 El/(L +1).

VI.5 Experiments

VI.5.1 Experimental Setup

Datasets To evaluate the proposed approach we employ two different benchmarks: the BSDS500 and the NYUDv2
datasets. The BSDS500 dataset is an extended dataset based on BSDS300 [167]. It consists of 200 training, 100
validation and 200 testing images. The groundtruth pixel-level labels for each sample are derived considering multiple
annotators. Following [159], [169], we use all the training and validation images for learning the proposed model and
perform data augmentation as described in [159]. The NYUDv2 [168] contains 1449 RGB-D images and it is split into
three subsets, comprising 381 training, 414 validation and 654 testing images. Following [159] in our experiments we
employ images at full resolution (i.e. 560 x 425 pixels) both in the training and in the testing phases.

Evaluation Metrics  During the test phase standard non-maximum suppression (NMS) [185] is first applied to produce
thinned contour maps. We then evaluate the detection performance of our approach according to different metrics,
including the F-measure at Optimal Dataset Scale (ODS) and Optimal Image Scale (OIS) and the Average Precision
(AP). The maximum tolerance allowed for correct matches of edge predictions to the ground truth is set to 0.0075
for the BSDS500 dataset, and to .011 for the NYUDv2 dataset as in previous works [159], [185], [186].

Implementation Details The proposed AMH-Net is implemented under the deep learning framework Caffe [187]. The
implementation code is available on GithuHVEl The training and testing phase are carried out on an Nvidia Titan X
GPU with 12GB memory. The ResNet50 network pretrained on ImageNet [188| is used to initialize the front-end CNN of
AMH-Net. Due to memory constraints, our implementation only considers three scales, i.e. we generate multi-scale
features from three different layers of the front-end CNN (i.e. res3d, res4f, res5c). In our CRF model we consider
dependencies between all scales. Within the AG-CRFs, the kernel size for all convolutional operations is set to 3 x 3
with stride 1 and padding 1. To simplify the model optimization, the parameters a’,_are set as 0.1 for all scales during
training. We choose this value as it corresponds to the best performance after cross-validation in the range [0, 1].
The initial learning rate is set to 1e-7 in all our experiments, and decreases 10 times after every 10k iterations. The
total number of iterations for BSDS500 and NYUD v2 is 40k and 30k, respectively. The momentum and weight decay
parameters are set to 0.9 and 0.0002, as in [159]. As the training images have different resolution, we need to set the
batch size to 1, and for the sake of smooth convergence we updated the parameters only every 10 iterations.

VI-Zhttps://github.com/danxuhk/AttentionGatedMulti-ScaleFeatureLearning
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Figure VI.3: Qualitative results on the BSDS500 (left) and the NYUDV2 (right) test samples. The 2nd (4th) and 3rd (6th) columns are
the ground-truth and estimated contour maps respectively.

Table VI.1: BSDS500 dataset: quantitative results. Table VI.2: NYUDv2 dataset: quantitative results.
Method | ODS OIS AP Method H ODS OIS AP
Human | 800 .800 - gPb-ucm [167 632 661 .562
Felz-Hutt[189 610 .640 .560 OEF [194] 651 .667 -
Mean Shift[l90 640 680 .560 ) _
Normalized Cuts[49] | .641 674 .447 Silberman et al. [168] || .658 .66
ISCRA[191 724 752 783 SemiContour [195] 680 .700 .690
gPb-ucm[167, 726 760 727 SE [196) 685 699 679
fﬂkceé?gTz ens|156} 727 746 780 gPb+NG 197 687 716 .629
: : : SE+NG+ [186 710 723 738
DeepEdge[158 753 772 .807
DeepContour|157] 756 773 797 HED (RGB) [159 720 734 734
LEP[193 757 793 .828 HED (HHA) [159 682 695 .702
i F oy HED (RGB + HHA) [159] || 746 761 786
COB [161 793 820 .859 RCF (RGB) +HHA) [170] || 757 771 -
RCF [170) (not comp.) || .811 830 - AMH-Net (RGB) 744 758 765
AMH-Net (fusion) | .798 .829 .869 AMH-Net (HHA) 716 729 734
AMH-Net (RGB+HHA) || .771 .786 .802

VI.5.2 Experimental Results

In this section, we present the results of our evaluation, comparing our approach with several state of the art methods.
We further conduct an in-depth analysis of our method, to show the impact of different components on the detection
performance.

Comparison with state of the art methods. We first consider the BSDS500 dataset and compare the performance of
our approach with several traditional contour detection methods, including Felz-Hut [189], MeanShift [190], Normalized
Cuts [49], ISCRA [191], gPb-ucm [167], SketchTokens [156], MCG [192], LEP [193], and more recent CNN-based methods,
including DeepEdge [158], DeepContour [157], HED [159], CEDN [169], COB [161]. We also report results of the RCF
method [170], although they are not comparable because in [170] an extra dataset (Pascal Context) was used during
RCF training to improve the results on BSDS500. In this series of experiments we consider AMH-Net with FLAG-CRFs.
The results of this comparison are shown in Table[VI.1land Fig.|[VI.4a. AMH-Net obtains an F-measure (ODS) of 0.798,
thus outperforms all previous methods. The improvement over the second and third best approaches, i.e. COB and
HED, is 0.5% and 1.0%, respectively, which is not trivial to achieve on this challenging dataset. Furthermore, when
considering the OIS and AP metrics, our approach is also better, with a clear performance gap.

To perform experiments on NYUDv2, following previous works we consider three different types of input
representations, i.e. RGB, HHA and RGB-HHA data. The results corresponding to the use of both RGB and HHA
data (i.e. RGB+HHA) are obtained by performing a weighted average of the estimates obtained from two AMH-Net
models trained separately on RGB and HHA representations. As baselines we consider gPb-ucm [167], OEF [194], the
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Figure VI.4: Precision-Recall Curves of different methods on two data sets.

Table VI.3: Performance analysis on NYUDv2 RGB data.

Method | ODS OIS AP
Hypercolumn [181] 718 729 731
HED [159] 720 734 734
AMH-Net (baseline) J11 720 724
AMH-Net (w/o AG-CRFs) 722 732 739
AMH-Net (w/ CRFs) 732 742 750
AMH-Net (w/o deep supervision) || .725 .738 .747
AMH-Net (w/ PLAG-CRFs) 737 749 746
AMH-Net (w/ FLAG-CRFs) 744 758 .765

method in [168], SemiContour [195], SE [196], gPb+NG [197], SE+NG+ [186], HED [159] and RCF [170]. In this case the
results are comparable to the RCF [170] since the experimental protocol is exactly the same. All of them are reported
in Table and Fig. [VI.4b. Again, our approach outperforms all previous methods. In particular, the increased
performance with respect to HED [159] and RCF [170] confirms the benefit of the proposed multi-scale feature learning
and fusion scheme. Examples of qualitative results on the BSDS500 and the NYUDv2 datasets are shown in Fig.[VI.3]
We show more examples of predictions from different multi-scale features on the BSDS500 dataset V1.5

Ablation Study. To further demonstrate the effectiveness of the proposed model and analyze the impact of the dif-
ferent components of AMH-Net on the countour detection task, we conduct an ablation study considering the NYUDv2
dataset (RGB data). We tested the following models: (i) AMH-Net (baseline), which removes the first-level hierarchy
and directly concatenates the feature maps for prediction, (i) AMH-Net (w/o0 AG-CRFs), which employs the proposed
multi-scale hierarchical structure but discards the AG-CRFs, (iii) AMH-Net (w/ CRFs), obtained by replacing our AG-
CRFs with a multi-scale CRF model without attention gating, (iv) AMH-Net (w/o deep supervision) obtained removing
intermediate loss functions in AMH-Net and (v) AMH-Net with the proposed two versions of the AG-CRFs model, i.e.
PLAG-CRFs and FLAG-CRFs. The results of our comparison are shown in Table[VI.3] where we also consider as refer-
ence traditional multi-scale deep learning models employing multi-scale representations, i.e. Hypercolumn [181] and
HED [159].

These results clearly show the advantages of our contributions. The ODS F-measure of AMH-Net (w/o AG-CRFs)
is 1.1% higher than AMH-Net (baseline), clearly demonstrating the effectiveness of the proposed hierarchical network
and confirming our intuition that exploiting more richer and diverse multi-scale representations is beneficial. Table[VI.3]
also shows that our AG-CRFs plays a fundamental role for accurate detection, as AMH-Net (w/ FLAG-CRFs) leads to
an improvement of 1.9% over AMH-Net (w/o AG-CRFs) in terms of OSD. Finally, AMH-Net (w/ FLAG-CRFs) is 1.2% and
1.5% better than AMH-Net (w/ CRFs) in ODS and AP metrics respectively, confirming the effectiveness of embedding
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b

Figure VI.5: Examples of predictions from different multi-scale features on BSDS500. The first column is the input test images. The
2nd to the 5nd columns show the predictions from different multi-scale features. The last column shows the final contour map after
standard NMS.

an attention mechanism in the multi-scale CRF model. AMH-Net (w/o deep supervision) decreases the overall perfor-
mance of our method by 1.9% in ODS, showing the crucial importance of deep supervision for better optimization of
the whole AMH-Net. Comparing the performance of the proposed two versions of the AG-CRF model, i.e. PLAG-CRFs
and FLAG-CRFs, we can see that AMH-Net (FLAG-CRFs) slightly outperforms AMH-Net (PLAG-CRFs) in both ODS and
OIS, while bringing a significant improvement (around 2%) in AP. Finally, considering HED [159] and Hypercolumn [181],
it is clear that our AMH-Net (FLAG-CRFs) is significantly better than these methods. Importantly, our approach utilizes
only three scales while for HED [159] and Hypercolumn [181] we consider five scales. We believe that our accuracy
could be further boosted by involving more scales.

V1.6 Conclusions

We presented a novel multi-scale hierarchical convolutional neural network for contour detection. The proposed
model introduces two main components, i.e. a hierarchical architecture for generating more rich and complemen-
tary multi-scale feature representations, and an Attention-Gated CRF model for robust feature refinement and fusion.
The effectiveness of our approach is demonstrated through extensive experiments on two public available datasets
and state of the art detection performance is achieved. The proposed approach addresses a general problem, i.e.
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how to generate rich multi-scale representations and optimally fuse them. Therefore, we believe it may be also useful
for other pixel-level tasks.



Chapter ViI

Variational Auto-Encoders for Audio-Visual Speech Enhancement

Abstract We are interested in unsupervised (unknown noise) speech enhancement using latent variable generative
models. We propose to learn generative models for clean speech spectrogram based on a variational autoencoder (VAE)
where both auditory and visual information are used to infer the posterior of the latent variables. This is motivated by the
fact that visual data, i.e. lips images of the speaker, provide helpful and complementary information about speech. As
such, they can help train a richer inference network, where the audio and visual information are fused. We propose two
different strategies, one systematically using audio and video, and a second one inferring the best combination of audio
and video. Moreover, during speech enhancement, visual data are used to initialize the latent variables, thus providing a
more robust initialization than using the noisy speech spectrogram. A variational inference approach is derived to train
the proposed VAE. Thanks to the novel inference procedure and the robust initialization, the proposed audio-visual VAEs
exhibit superior performance on speech enhancement than using the standard audio-only counterpart.

2oueleA

Chapter Pitch

Methodological contribution Two audio-visual speech generative models based on variational autoencoders. One
systematically employing both auditory and visual data, and a second one automatically infering the optimal balance
between the two modalities.

Applicative task Audio-visual speech enhancement.

Interesting insight The non-linearity associated to the variational autoencoders is attractive because it leads to
high representation power, but one must be careful about the additional computational burden. When dealing with
additional hidden variables (i.e. mixing variables), one must rederive appropriate learning and inference algorithms,
since the standard procedures for learning VAE are not sufficient anymore.

Dissemination The first method was published in IEEE Transactions on Audio, Speech and Language Process-
ing [198] and the second is Submitted to IEEE Transactions on Signal Processing [199].
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VIl.1 Introduction

Speech enhancement, or removing background noise from noisy speech [200], [201], is a classic yet very important
problem in signal processing and machine learning. Traditional solutions to this problem are based on spectral sub-
traction [202] and Wiener filtering [203], targeting noise and/or speech power spectral density (PSD) estimation in the
short-time Fourier transform (STFT) domain. The recent impressive performance of deep neural networks (DNNs) in
computer vision and machine learning has paved the way to revisit the speech enhancement problem. DNNs have
been widely utilized in this regard, where a neural network is trained to map a noisy speech spectrogram to its clean
version, or to a time frequency (TF) mask [204]-[206|. This is usually done in a supervised way, using a huge dataset
of noise and clean speech signals for training. As such, the performance of a supervised speech enhancement tech-
nigue often degrades when dealing with an unknown type of noise.

Unsupervised techniques offer another procedure for speech enhancement that does not use noise signals for
training. A popular unsupervised method is based on nonnegative matrix factorization (NMF) [207]-[209] for model-
ing the PSD of speech signals [210], which decomposes PSD as a product of two non-negative low-rank matrices (a
dictionary of basis spectra and the corresponding activations). An NMF-based speech enhancement method consists
of first learning a set of basis spectra for clean speech spectrograms at training phase, prior to speech enhancement
[208], [211], |212]. Then, by decomposing the noisy spectrogram as the sum of clean speech and noise spectrograms,
the corresponding clean speech activations as well as the NMF parameters of noise are estimated. While being com-
putationally efficient, this modeling and enhancement framework cannot properly explain complicated structure of
speech spectrogram due to the limited representational power dictated by the two low-rank matrices. A deep au-
toencoder (DAE) has been employed in [213] to model clean speech and noise spectrograms. A DAE is pre-trained
for clean speech spectrograms, while an extra DAE for noise spectrogram is trained at the enhancement stage us-
ing the noisy spectrogram. The corresponding inference problem is under-determined, and the authors proposed to
constrain the unknown speech using a pre-trained NMF model. As such, this DAE-based method might encounter the
same shortcomings as those of the NMF-based speech enhancement [214].

Deep latent variable models offer a more sophisticated and efficient modeling framework than NMF and DAE,
gaining much interest over the past few years |[214]-[219]. The first and main step is to train a generative model for
clean speech spectrogram using a variational auto-encoder (VAE) [9], [220]. VAE provides an efficient way to estimate
the parameters of a non-linear generative model, also called the decoder. This is done by approximating the intractable
posterior distribution of the latent variables using a Gaussian distribution parametrized by a neural network, called the
inference (encoder) network. The encoder and decoder are jointly trained to maximize a variational lower bound on the
marginal data log-likelihood. At test time, the trained generative model is combined with a noise model, e.g. NMF. The
unknown noise parameters and clean speech are then estimated from the observed noisy speech. Being independent
of the noise type at training, these methods show better generalization than the supervised approaches [214], [215].

Although it has been shown that the fusion of visual and audio information is beneficial for various speech per-
ception tasks, e.g. [221]-]223], audio-visual speech enhancement (AVSE) has been far less investigated than audio
speech enhancement (ASE). AVSE methods can be traced back to [224] and subsequent work, e.g. [225]-[230]. Not
surprisingly, AVSE has been recently addressed in the framework of deep neural networks (DNNs) and a number of
interesting architectures and well-performing algorithms were developed, e.g. [231]-[235]. In this chapter, we pro-
pose to fuse single-channel audio and single-camera visual information for speech enhancement in the framework
of VAEs. This may well be viewed as a multimodal extension of VAE-based methods of [214]-[218], [236] which, up
to our knowledge, yield state-of-the-art ASE performance in an unsupervised learning setting. In order to incorporate
visual observations into the VAE speech enhancement framework, we propose to investigate two strategies. First,
to systematically combine both streams, formulating the problem via a conditional VAE — we name this strategy AV-
VAE. Second, to automatically estimate the optimal balance between auditory and visual information, formulating the
problem via a mixture of interence networks — we name this strategy MIN-VAE.

For both strategies, as in [215] we proceed in three steps. First, the parameters of the generative architectures
are learned using synchronized clean audio-speech and visual-speech data. This yields an audio-visual speech prior
model. The training is totally unsupervised, in the sense that speech signals mixed with various types of noise signal
are not required. This stays in contrast with supervised DNN methods that need to be trained in the presence of many
noise types and noise levels in order to ensure generalization and good performance, e.g. [231]-[233]. Second, the
learned speech prior is used in conjunction with a mixture model and with a NMF noise variance model, to infer the
noise NMF parameters. Third, the clean speech is reconstructed using the speech prior (VAE parameters) as well
as the estimated noise variance model. The latter may well be viewed as a probabilistic Wiener filter. The learned
VAE architecture and the proposed speech reconstruction methods are thoroughly tested and compared with the
state-of-the-art method, using the NTCD-TIMIT dataset [237].

The rest of the chapter is structured as follows. Section|VIl.2|discusses the related work. Sections|VIl.3|and|VIl.4
discuss the audio-only VAE and the visual-only VAE, respectively. The AV-VAE is then discussed in Section |VII.5
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and the associated speech enhancement is presented in Section [VII.6l We then introduce the MIN-VAE model in
Section and the associated speech enhancement procedure in Section |VII.8l The conducted experiments are
presented in Section[VII.9] and Section|VII.10|concludes the chapter.

VIl.2 Related Work

Speech enhancement has been an extremely investigated topic for the last decades and a complete state-of-the-art
is beyond the scope of this chapter. We briefly review the literature on single-channel speech enhancement (SE) and
then we discuss the most significant work in AVSE. Classical methods use spectral subtraction [202] and Wiener
filtering |203] based on noise and/or speech PSD estimation in the STFT domain. Another popular family of methods
is the short-term spectral amplitude estimator [238], initially based on a local complex-valued Gaussian model of the
speech STFT coefficients and then extended to other density models [239], [240], and to a log-spectral amplitude
estimator [241], [242]. A popular technique for modeling the PSD of speech signals [210] is NMF, e.g. [207], [208],
[243].

More recently, SE has been addressed in the framework of DNNs [204]. Supervised methods learn mappings
between noisy-speech and clean-speech spectrograms, which are then used to reconstruct a speech waveform [205],
[244], [245]. Alternatively, the noisy input is mapped onto a TF mask, which is then applied to the input to remove
noise and to preserve speech information as much as possible [246]-[248]. In order for these supervised learning
methods to generalize well and to yield state-of-the-art results, the training data must contain a large variability in
terms of speakers and, even more critically, in terms of noise types and noise levels [205], [246]; in practice this leads
to cumbersome learning processes.

Alternatively, generative (or unsupervised) DNNs do not use any kind of noise information for training, and for this
reason they are very interesting because they have very good generalization capabilities. An interesting generative
formulation is provided by VAEs [8]. Combined with NMF, VAE-based methods yield state-of-the-art SE performance
[214]-[218], [236] for an unsupervised learning setting. VAEs conditioned on the speaker identity have also been used
for speaker-dependent multi-microphone speech separation [219], [249] and dereverberation [250].

The use of visual cues to complement audio, whenever the latter is noisy, ambiguous or incomplete, has been thor-
oughly studied in psychophysics [221]-]|223|. Indeed, speech production implies simultaneous air circulation through
the vocal tract and tongue and lip movements, and hence speech perception is multimodal. Several computational
models were proposed to exploit the correlation between audio and visual information for the perception of speech,
e.g. |1226], [229]. A multi-layer perceptron architecture was proposed in [225] to map noisy-speech linear prediction
features concatenated with visual features onto clean-speech linear prediction features. Then Wiener filters were built
for denoising. Audio-visual Wiener filtering was later extended using phoneme-specific Gaussian mixture regression
and filterbank audio features [251]. Other AVSE methods exploit noise-free visual information [227], [228] or make use
of twin hidden Markov models (HMMs) [230].

State-of-the-art supervised AVSE methods are based on DNNs. The rationale of [231], [233] is to use visual informa-
tion to predict a TF soft mask in the STFT domain and to apply this mask to the audio input in order to remove noise. In
[233] a video-to-speech architecture is trained for each speaker in the dataset, which yields a speaker-dependent AVSE
method. The architecture of [231] is composed of a magnitude subnetwork that takes both visual and audio data as
inputs, and a phase subnetwork that only takes audio as input. Both subnetworks are trained using ground-truth clean
speech. Then, the magnitude subnetwork predicts a binary mask which is then applied to both the magnitude and
phase spectrograms of the input signal, thus predicting a filtered speech spectrogram. The architectures of [234] and
[232] are quite similar: they are composed of two subnetworks, one for processing noisy speech and one for process-
ing visual speech. The two encodings are then concatenated and processed to eventually obtain an enhanced speech
spectrogram. The main difference between [234] and [232] is that the former predicts both enhanced visual and au-
dio speech, while the latter predicts only audio speech. The idea of obtaining a binary mask for separating speech
of an unseen speaker from an unknown noise was exploited in [235]: a hybrid DNN model integrates a stacked long
short-term memory (LSTM) and convolutional LSTM for audio-visual (AV) mask estimation.

In the supervised deep learning methods just mentioned, generalization to unseen data is a critical issue. The
major issues are noise and speaker variability. Therefore, training these methods requires noisy mixtures with a large
number of noise types and speakers, in order to guarantee generalization. In comparison, the proposed method is
totally unsupervised: its training is based on VAEs and it only requires clean audio speech and visual speech. The gain
and the noise variance are estimated at test time using a Monte Carlo expectation-maximization (MCEM) algorithm
[252]. The clean speech is then reconstructed from the audio and visual inputs using the learned parameters. The
latter may well be viewed as a probabilistic Wiener filter. This stays in contrast with the vast majority of supervised
DNN-based AVSE methods that predict a TF mask which is applied to the noisy input.
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VII.3 Audio VAE

In this section, we briefly review the deep generative speech model that was first proposed in [214] along with its
parameters estimation procedure using VAEs [8|. Let sy, denote the complex-valued speech STFT coefficient at
frequency index f € {0,..., F — 1} and at frame index n. At each TF bin, we have the following model which will be
referred to as audio VAE (A-VAE):

Synlzn ~ Ne(0,07(2zn)), (Vi1
z, ~ N(0,1) (VI1.2)

where z,, € RL, with L < F, is a latent random variable describing a speech generative process, N'(0,1) is a zero-
mean multivariate Gaussian distribution with identity covariance matrix, and NV,(0, o) is a univariate complex proper
Gaussian distribution with zero mean and variance o. Let s,, € C be the vector whose components are the speech
STFT coefficients at frame n. The set of non-linear functions {o; : RY RQ?;& are modeled as neural networks
sharing the input z,, € R”. The parameters of these neural networks are collectively denoted by 8. This variance can
be interpreted as a model for the short-term PSD of the speech signal.
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Figure VII.1: The A-VAE network used for learning a speech prior using audio data. The encoder network (left) takes as input
the squared magnitude vector §,, associated with the STFT frame s,, (outlined in green), and outputs the mean and variance of
the posterior distribution q (z.|s»; ). The decoder network (right) takes z,, as input (sampled from the posterior distribution) and
outputs the variance of p(sy|zn; 6).

Animportant property of VAEs is to provide an efficient way of learning the parameters 6 of such generative models
[8], taking ideas from variational inference [253], [254]. Lets = {s,, € (CF}ﬁ’go‘l be a training dataset of clean-speech
STFT frames and let z = {z,, € R¥}".~! be the associated latent variables. In the VAE framework, the parameters
0 are estimated by maximizing a lower bound of the log-likelihood, In p(s; 6), called evidence lower bound (ELBO),
defined by:

L(s;0,9) =Eq(ajsiy) [Inp (s]2;8)] — Diw (¢ (2ls; %) || p(2)), (VIL.3)

where ¢ (z|s; 1) denotes an approximation of the intractable true posterior distribution p(zls; ), p(z) is the prior dis-
tribution of z, and Dk (¢ || p) = E4[In(¢/p)] is the Kullback-Leibler divergence. Independently, for all i € {0, ...,L — 1}
and all n € {0, ..., Ny, — 1}, q(z[s; %) is defined by:

Zin|sn ~ N (fu (8,) .01 (81)), (Vi.4)

where 8, £ (|son|?. .. [sp—1,|?)". The non-linear functions {i; : RY ~— R}/! and {5; : RY — R}/ are modeled
as neural networks, sharing as input the speech power spectrum frame s,,, and collectively parameterized by 1. The
parameter set v is also estimated by maximizing the variational lower bound defined in @D which is actually equiv-
alent to minimizing the Kullback-Leibler divergence between ¢ (z|s; v») and the intractable true posterior distribution

p(z|s; 0) [253]. Using (VI1.1), (VI1.2) and (VII.4) we can develop this objective function as follows:

F—1N¢r—1
L (S; 07 1/’) =— Z Z IEq(zn|sn;w) |:d|S (Isfn|2 ; Uf(zn)):|
f=0 n=0
1 L—1 N¢pr—1
+ ) Z [ln&l (én) - ﬂlQ (én) ! (gn)] > (VIIS)
=0 n=0

where dis(x;y) = x/y —In(x/y) — 1 is the Itakura-Saito divergence [210]. Finally, using sampling techniques combined
with the so-called “reparametrization trick” [8] to approximate the intractable expectation in (VII.5), one obtains an
objective function which is differentiable with respect to both 8 and v and can be optimized using gradient-ascent
algorithms [8]. The encoder-decoder architecture of the A-VAE speech prior is summarized in Figure
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VIl.4 Visual VAE

We now introduce two VAE network variants for learning the speech prior from visual data, that will be referred to
as base visual VAE (V-VAE) and augmented V-VAE, and which are summarized in Figure [VIl.2] As it can be seen,
this architecture is similar to A-VAE, with the notable difference that it takes as input visual observations, namely lip
images. In more detail, standard computer vision algorithms are used to extract a fixed-sized bounding-box from the
image of a speaking face, with the lips in its center, i.e. a lip region of interest (ROI). This ROl is embedded into a visual
feature vector v,, € RM using a two-layer fully-connected network, referred below as the base network, where M is the
dimension of the visual embedding. Optionally, one can use an additional pre-trained front-end network (dashed box)
composed of a 3D convolution layer followed by a ResNet with 34 layers, as part of a network specifically trained for
the task of supervised audio-visual speech recognition [255]. This second option is referred to as augmented V-VAE.

In variational inference [253], [254], any distribution over the latent variables z can be considered for approximating
the intractable posterior p(z|s; 6) and for defining the ELBO. For the V-VAE model, we explore the use of an approximate
posterior distribution ¢(z|v;~) defined by:

Zin| Vi ~ N (i (vin), 01(vn)) , (VI1.6)
where v = {v,,}N"! is the training set of visual features, and where the non-linear functions {f; : R™ — R}/
and {; : RM s R} ! are collectively modeled with a neural network parameterized by ~ which takes v,, as input.
Notice that V-VAE and A-VAE share the same decoder architecture, i.e. (VII.1). Eventually, the objective function of
V-VAE has the same structure as and hence one can use the same gradient-ascent algorithm as above to
estimate the parameters of the V-VAE network.

Figure VII.2: The two V-VAE network variants (base and augmented) for learning speech prior from visual features. A lip ROl is
embedded into a visual feature vector, denoted by v, which is encoded and decoded using the same architecture and the same
learning method as A-VAE. Optionally, one can also use a pre-trained network (dashed box) composed of a 3D convolution layer
followed by a ResNet with 34 layers.

VII.5 Audio-visual VAE

We now investigate an audio-visual VAE model, namely a model that combines audio speech with visual speech. The
rationale behind this multimodal approach is that audio data are often corrupted by noise while visual data are not.
Without loss of generality, it will be assumed that audio and visual data are synchronized, i.e. there is a video frame
associated with each audio frame.

In order to combine the above A-VAE and V-VAE formulations, we consider the conditional variational auto-encoder
(CVAE) framework to learn structured-output representations [256]. At training, a CVAE is provided with data as well
as with associated class labels, such that the network is able to learn a structured data distribution. At test time,
the trained network is provided with a class label to generate samples from the corresponding class. CVAEs have
been proven to be very effective for missing-value inference problems, e.g. computer vision problems with partially
available input-output pairs [256].

VII.5.1 The Generative Model

In the case of AV speech enhancement we consider a training set of V;,. synchronized frames of AV features, namely
(s,v) = {sn,vn}t7"" where, as above, v,, € R is a lip ROl embedding. The clean audio speech, which is only
available at training, is conditioned on the observed visual speech. The visual information is however available both
at training and at testing, therefore it serves as a deterministic prior on the desired clean audio speech. Interestingly, it
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also affects the prior distribution of z,,. To summarize, the following latent space model is considered, independently
foralll € {0,...,L — 1} and all TF bins (f,n):

Sfﬂ|znvvn NNC(07Uf(ZnaVn))> (V||7)
2in |V ~ N (1 (Vin), 51(v)) s (VI1.8)

where the non-linear functions {o; : RY x RM ]RJF}}’;(} are modeled as a neural network parameterized by 6

and taking z,, and v,, as input, and where is identical to (VII.6) but the corresponding parameter set ~ will
have different estimates, as explained below. Also, notice that o in (VIL.T) and in are different, but they both
correspond to the PSD of the generative speech model. This motivates the abuse of notation that holds through the
chapter. The proposed architecture is referred to as audio-visual VAE (AV-VAE) and is shown in Fig. Compared
to A-VAE of Section|VII.3|and Figure[VIL.1} and with V-VAE of Section and Figure VII.2] the mean and variance of
the z,, prior distribution, are conditioned by visual inputs.

sample

Figure VII.3: Pipeline of the proposed AV-VAE architecture for learning an audio-visual speech prior for speech enhancement. The
encoder takes a single frame of squared magnitude of speech’s STFT, denoted by s,, as well as the corresponding visual feature
vector v,,, and outputs the parameters of the posterior distribution q (2. |s., v.;). The decoder network takes z,, sampled from
the posterior distribution, together with v,, as input and outputs the variance of p(s,|2zn, vn; 0).

VII.5.2 The Posterior Distribution

We now introduce the distribution ¢ (z|s, v; 1), which approximates the intractable posterior distribution p(z[s, v; 8),
defined, as above, independently for all / € {0, ...,L — 1} and all frames:

Zln|sn7 Vi N(ﬁl (éna Vn) ,01 (§n7 Vn)) s (Vllg)

where the non-linear functions {fi; : RY x RM — R}/ ' and {5; : RY x RM s R}~ " are collectively modeled as an
encoder neural network, parameterized by ), that takes as input the speech power spectrum and its associated visual
feature vector, at each frame. The complete set of model parameters, i.e. 4, 8 and v, can be estimated by maximizing
a lower bound of the conditional log-likelihood In p(s|v; 8,~) over the training dataset, defined by:

Lav-cvae (Sa v; 0., 7) = IEq(z|s,v;'&/’) [lnp (S|Z7 V3 0)] — D1 (q (Z|S, V3 d’) ” p(Z|V; 7)) : (V”10)

This network architecture appears to be very effective for the task at hand. In fact, if one looks at the cost function
in (VIL10), it can be seen that the KL term achieves its optimal value for ¢ (z]s, v;1) = p(z|v;~). By looking at the
encoder of Fig. this can happen by ignoring the contribution of the audio input. Moreover, the first term in the
cost function attempts to reconstruct as well as possible the audio speech vector at the output of the decoder.
This can be done by using the audio vector in the input of the encoder as much as possible. This stays in contrast
with the optimal behavior of the second term which tries to ignore the audio input. By minimizing the overall cost, the
visual and audio information can be fused in the encoder.

VII.5.3 Training of the AV-VAE

During the training of AV-VAE, the variable z,, is sampled from the approximate posterior modeled by the encoder,
and it is then passed to the decoder. However, at test time only the decoder and prior networks are used while the
encoder is discarded. Hence, z, is sampled from the prior network, which is basically different from the encoder
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network. The KL-divergence term in the cost function (VII.10) is responsible for reducing as much as possible the
discrepancy between the recognition and prior networks. One can even control this by weighting the KL-divergence
term with 8 > 1:

Lp-av-cvae (8, V;0,1%,7) = Eqals,vip) [Inp(s|z, v; )] — 8Dk (¢ (z[s, v; ) || p(z|v;v))- (VILT1)

This was introduced in [257], namely 3-VAE, and was shown to facilitate the automated discovery of interpretable
factorized latent representations. However, in the case of the proposed AV-VAE architecture, we follow a different
stragety, proposed in [256|, in order to decrease the gap between the recognition and prior networks. As a conse-
quence, the ELBO defined in (VI1.10) is modified as follows:

Eav—cvae (S> V; 07 Q/}? ’Y) = aﬁaV-CVae (S7 V; 0, ¢7 ’7) + (1 - a)E;D(Z\V;")’) [lnp (S|Z7 V; 0)] ) (V”12)

where 0 < o < 1 is a trade-off parameter. Note that the original ELBO is obtained by setting o« = 1. The new term
in the right-hand side of the above cost function is actually the original reconstruction cost in but with each
z,, being sampled from the prior distribution, i.e. p(z,|v,;~). In this way the prior network is forced to learn latent
vectors that are suitable for reconstructing the corresponding speech frames. As it will be shown below, this method
significantly improves the overall speech enhancement performance.

To develop the cost function in (VII.12), we note that the KL-divergence term admits a closed-form solution, be-
cause the involved distributions are Gaussian. Furthermore, since the expectations with respect to the approximate
posterior and prior of z,, are not tractable, we approximate them using Monte-Carlo estimations, as usually done in
practice. After some mathematical manipulations one obtains the following cost function:

R Nip—
Lavcvae (5,v;0,,7) =7 Z Z (alnp sn\znl,vn7 0)+(1— a)lnp(sn|zn2,vn;0)) (VI1.13)
r=1 n=0
L Lzl fo ( sn, vn) 106y (80, V) + (it (8, Vi) — m<vn>>2)
=0 n=0 Ul Vn 51(Vn) ’

where 251)1 ~ q(zp|sn, vn; ) and zn 2 ~ p(zn|vn;~). This cost function can be optimized in a similar way as with
classical VAEs, namely by using the reparametrization trick together with a stochastic gradient-ascent algorithm.

Notice that the reparameterization trick must be used twice, for z(r) and for z(r)
VII.6 AV-VAE for Speech Enhancement

This section describes the speech enhancement algorithm based on the proposed AV-VAE speech model. It is very
similar to the algorithm that was proposed in [215] for audio-only speech enhancement with VAE. The unsupervised
noise model is first presented, followed by the mixture model, and by the proposed algorithm to estimate the param-
eters of the n0|se model. F|naIIy, clean-speech inference procedure is described. Through this section, v = {V”}n 0
s = {sn}, and z = {zn}” o ! denote the test sets of visual features, clean-speech STFT features and latent vectors,
respectively These variables are associated with a noisy-speech test sequence of N frames. One should notice that
the test data are different than the training data used in the previous sections. The observed microphone (mixture)
frames are denoted by x = {x,,}. .

VII.6.1 Unsupervised Noise Modeling

As in [214], [215], we use an unsupervised NMF-based Gaussian noise model that assumes independence across TF
bins:
b ~ N, (o, (Wbe)fn) , (VII.14)

where W, € is a nonnegative matrix of spectral power patterns and H, € R¥*" is a nonnegative matrix of

temporal activations, with K being chosen such that K(F + N) < FN [210]. We remind that W, and H;, need to be
estimated from the observed microphone signal.

FxK
R-ﬁ-

The observed mixture (microphone) signal is modeled as follows:

for all TF bins (f,n), where g,, € R, represents a frame-dependent and frequency-independent gain, as suggested
in [215]. This gain provides robustness of the AV-VAE model with respect to the possibly highly varying loudness of
the speech signal across frames. Let us denote by g = (go...gn_1)" the vector of gain parameters that must be
estimated. The speech and noise signals are further assumed to be mutually independent, such that by combining
(V11.7), (V11.14) and (VI1.15), we obtain, for all TF bins (f, n):

2l Vi~ N (0,900 (20, vi) + (WoHL) 1) (VIL.16)
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VIl.6.2 Parameter Estimation

Having defined the speech generative model (VI1.7), (VI1.8), and the observed mixture model (VII.16), the inference
process requires to estimate the set of model parameters ¢ = {W,, H;, g} from the set of observed STFT coeffi-
cients x and of observed visual features v. Then, these parameters will be used to estimate the clean-speech STFT
coefficients. Since integration with respect to the latent variables is intractable, straightforward maximum likelihood
estimation of ¢ is not possible. Alternatively, the latent-variable structure of the model can be exploited to derive an
expectation-maximization (EM) algorithm [6]. Starting from an initial set of model parameters ¢*, EM consists of
iterating until convergence between:

- E-step: Evaluate Q(¢; ¢*) =E, (z/x,v:¢[In p(X, 2, v; @)];
- M-step: Update ¢* < argmax, Q(¢; ¢").

E-Step Because of the non-linear relation between the observations and the latent variables in (VII.16), we cannot
compute the posterior distribution p(z|x, v; ¢*), and hence we cannot evaluate Q(¢; ¢*) analytically. As in [215], we
thus rely on the following Monte Carlo approximation:

Q(¢; d)*) ~ Q¢ ¢") (VI1.17)

Z Z (ln (gnaf z, ,vn) (Wbe)f,n) + @ | fr,

2 )
r=1(fn) 9n0f(2Zn aVn)WL(Wbe)f’n

where = denotes equality up to additive terms that do not depend on ¢ and ¢*, and where {z(’")]»r:1 is a sequence of
samples drawn from the posterior p(z,|x,, v,; ®*) using Markov Chain Monte Carlo (MCMC) sampling. In practice
we use the Metropolis-Hastings algorithm [258], which forms the basis of the MCEM algorithm [252]. At the m-th
iteration of the Metropolis-Hastings algorithm and independently for all n € {0, ..., N — 1}, a sample z, is first drawn
from a proposal random walk distribution:

2|2V €2 ~ N (20 €2, (VI1.18)
Using the fact that this is a symmetric proposal distribution [258], the acceptance probability 1 is computed by:

7 = min (1 (X71|Znavn;¢*)p(zn|vn;7*)
( )

2" v ¢ (" (Vi )

where
F—1

p (X7L|Z’I'L7 Vs ¢*) = H p(-rfn|z’n7 Vi3 0;)7 (VII19)

F=0
With p( 15|z, v,; 07;) defined in (VIL16) and p (z,, |v,.; v*) defined in (VI.8). Next, « is drawn from a uniform distribution
U([0,1]). If u < n, the sample is accepted and we set 2\ = z,, otherwise the sample is rejected and we set 2™ =

zm Y . Only the last R samples are kept for computing Q(¢; ¢*) in (VII.17), i.e. the samples drawn during the so-called
burn-in period are discarded.

M-Step  Q(¢; ¢*) in is maximized with respect to the new model parameters ¢. As usual in the NMF litera-
ture [259], we adopt a bIock coordinate approach by successively and individually updating H,, W, and g, using the
auxiliary function technique as done in [215]. Following the same methodology, we obtain the following formula for
updating the NMF model parameters:

R o-2 ©1/2
wi (o £ (v) )
H, « H, ® =1 = (VI1.20)
wy y (V)
r=1
o2 o1/2
<|X|®2 (V;(ET)) ) HT
W, « W, 0 = (VI1.21)

i(mé)“HJ

r=1
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where (1)©() denotes element-wise exponentiation, (-) ® (-) denotes element-wise multiplication, and % denotes

element-wise division. Moreover, V{" e RT*" is the matrix with entries g, 0 ;(z\, v,,) + (WyH,),,,,and X € CF*N
is the matrix with entries (X),, = z,. The gains are updated as follows:

R ®-2
(e (v (62))
r=1

G

r=1

©1/2

, (VI1.22)

gl +g' ®

where 1 is a vector of ones with dimension F and V" € Ri“’ is the matrix with entries o (zﬁf), v,,). The nonnegative
property of H,, W}, and of g is ensured, provided that their entries are initialized with nonnegative values. In practice,
only one iteration of updates (VII.20), (VII.27) and (VII.22) is performed at each M-step.

VII.6.3 Speech Reconstruction with AV-VAE

Let ¢* = {W;,H;,g"} denote the set of parameters estimated by the above MCEM algorithm. Let 57, = /g7 sy
be the scaled version of the speech STFT coefficients as introduced in (VII.15), with g = (g*),.. The final step is to
estimate these coefficients according to their posterior mean [215]:

gfn = Ep(gfnle'ruand)*)[gfn] = ]Ep(zn‘xnvvn;d)*) I:]Ep(gfn‘zn,vn,xn;d)*)[gfn]] (V“23)

—F i 9,0§(Zn, Vi)
PPy | g0 (@, via) + (WiHG) £

Tfn-

This estimation corresponds to a “probabilistic” version of Wiener filtering, with an averaging of the filter over the
posterior distribution of the latent variables. As above, this expectation cannot be computed analytically, but instead
it can be approximated using the same Metropolis-Hastings algorithm of Section|[VI.6.2} The time-domain estimate
of the speech signal is finally obtained from the inverse STFT with overlap-add.

VIl.7 The Mixture of Inference Networks VAE

In this section, we aim to devise a framework able to choose the best combination between the auditory and visual
encodings, as opposed to systematically using both encodings like in AV-VAE. To achieve this goal, we propose a
probabilistic mixture of the audio and visual encoders, and name it mixture of inference networks VAE (MIN-VAE).
In a nutshell, the model learns to select if the posterior of z, should be audio- or video-based.. In the following we
introduce the mathematical formulation associated with the proposed MIN-VAE. The overall architecture is depicted

in the Figure|[VIT.4]
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Figure VII.4: Architecture of the proposed mixture of inference networks VAE (MIN-VAE). A mixture of an audio- and a video-based
encoder is used to approximate the intractable posterior distribution of the latent variables.
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VII.7.1 The Generative Model

We assume that each latent code is generated either from an audio or from a video prior. We model this with a mixing
variable «,, € {0, 1} describing whether the latent code z,, corresponds to the audio or to the visual prior. Once the
latent code is generated from the corresponding prior, the speech frame s,, follows a complex Gaussian with the
variance computed by the decoder. We recall that the variance is a non-linear transformation of the latent code.

Formally, each STFT time frame s,, is modeled as:

Sn|Zn, v ~ N (O,diag <as(zn,vn)>), (VI.24)
2|t ~ [N(ua,aal)r" - [N(u,u,avl)rian, (VI1.25)
o T x (1= 1)l (VI1.26)

where the audio and video priors are parametrized by (u,, 0,) and (u,,, o,,) respectively, and «,, is assumed to follow a
Bernoulli distribution with parameter 7. We propose two versions of this architecture, namely: MIN-VAE-v1 where the
decoder (VI1.24) takes the same form as and uses explicitly visual information (see Fig.|[VIl.4), and MIN-VAE-v2
where the decoder (VI1.24) takes the same form as and does not use explicitly visual information. In both cases
the parameters of the decoder are denoted by 6. The derivations will be done for the general case, that is MIN-VAE-v1.

VIl.7.2 The Posterior Distribution

In order to estimate the parameters of the generative model described above, i.e. ¥ = {u,, t,, 00,0, }, 0, @and m, we
follow a maximum likelihood procedure. To derive it, we need to compute the posterior of the latent variables:

p(zn, O‘n‘sna Vn) = p(zn|sn7 Vn, an) : p(an|sn7 Vn)- (V”27)

The individual factors in the right-hand side of the above equation cannot be computed in closed-form, due to the
non-linear generative model. As similarly done in VAE, we pursue an amortized inference approach to approximate
(2 |Sn, Vi, o) With @ parametric Gaussian distribution defined as follows:

. — 1
(250 Vs s ) = 4 LZnlSni Pa) - am =1, (VI1.28)
Q(Zn‘vn; ¢1)) Qp = Oa

in which, ¢ = {¢,,¢,}, and ¢, and ¢, denote the parameters of the associated audio and visual inference neu-
ral networks, taking the same architectures as those in (VI1.4) and (VII.6), respectively. For the posterior of o, i.e.
p(an|sn, vin), We resort to a variational approximation, denoted r(«, ). Put it all together, we have the following approx-
imate posterior:

Q(Zn|Sn, Vi, O @) - T(n) = D(Zn, O |Sn, Vi )- (VIL.29)

VII.7.3 Training the MIN-VAE

In order to train the MIN-VAE, we devise an optimization procedure alternating between estimating ® = {¢,0, v, 7}

and updating the variational posterior r. We recall the definition s = {sn}nN;q, and z, and define « and v analogously.
The full posterior of the latent variables can be written as:

p(z,a\s,v) — p(s,v,z,a) — p(slz’v70)p(z|a)p(a) . (V“30)

p(s,v) p(s,v;0)

We then target the KL-divergence between the approximate posterior and the true posterior which reads:

Dcr (alzls. v, $)r(@) [p(z. als,v)) =

- Jls v o d)r(ar) Jog LS V. s O)r(@)p(s, vi8)

= [ atels v oretog ey e

=—L(O,r) +logp(s,v;0) >0, (Vn.31)

s

where
p(s|z, v; 0)p(z|a)p(c)

q(Z|S7V7OL;¢)T(a) dzda. (V||32)

L(®.r) = / s v.aip)r(a)log
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From (VII.31) we can see that logp(s,v;0) > L(©,r). Therefore, instead of maximizing the intractable data log-
likelihood log p(s, v; @), we maximize its lower-bound, i.e. £(®,r), or equivalently:

©*,r* = argmin —L(O, r) (VII.33)
O,r

subject to the constraint that r integrates to one. We solve this problem by alternately optimizing the cost over r and
©. In the following, the two optimization steps are discussed.

Optimizing w.r.t. 7(a) With © being fixed to its current estimate, solving (VI1.33) boils down to:

. 7 (0n)
(an) | 1 + Jp (o) [da,, ¥n, VII.34
ri?if>AT (a )[ %8 o) (a )] Qi V1 ( )

meaning that the optimal r is separable on n, where,

q(Zn|Sn, Vi, 0n; @)
(Sn |Zn7 Vi, 0)p(Zn ‘O‘n)

= Dy (q(zn|sn, Vi, Ons ¢)|\p(zn|an)) — Eq(an (s, vn.an:) {logp(sn|zm Vi 0)] ) (VIL.35)

n

In(an,) =/q(znlsn,vn,an;d))10g
z P

Using calculus of variations, we find that 7, (av,) o p(a,) exp ( — Jn (o)), which is a Bernoulli distribution. To find
the associated parameter, we need to compute J, («,,). Since the expectation involved in (VII.35) is intractable to
compute, we approximate it using a single sample denoted z%~ drawn from ¢(z,|s,, V., a,; ¢), obtaining:

Jn(@n) = Dt (4(@a[0, Vo, @i $)[p(Enln) ) = Logpls, |57, vi: ), (VI1.36)

The parameter of the Bernoulli distribution then takes the following form:

T = 9(Jnlan = 0) = Ju(an = 1) +log 77— ), (VIL.37)

where g(x) = 1/(1 + exp(—=x)) is the sigmoid function. To compute the KL divergence terms, we use the following
lemma:

Lemma Let p; (x; p1, 1) and pa(x; o, Xo) be two multivariate Gaussian distributions in R™. Then, the KL diver-
gence between p; and p, reads:

1 3 _ _
Dralp) = 5 1ok 5%~ + trace (25751) + (1 )5 o~ ). (vil.38)
1

Utilizing the above lemma, we can write (for o, = 1):

Dt ((J(znlsn; ®a) | p(Zn|an)> = %log ‘diag (Zi(s ))’ - +T<diag (Ug(sn))zaj: ek em) = el - %, (VI1.39)

and analogously for the vision-based term (c,, = 0).

Optimizing w.r.t. ® With r being fixed to its current estimate, from (VI1.33)), we can write the optimization over © as:
q(zls, v, ; @)r(e)
(s|z, v; 0)p(z|a)p(a)

q(zls, v, o; @)
o O] + D (@) o)

dzdo

min q(z|s,v,a; @)r(a) log
i [ ol (e log -

= min E, [/qzs,v,a;q& log
in Evoy [ [ az o

= ngn % Er(a,) [Jn(an):| + Dre (T (an) || p(an))
n=0

= min > (Dx (a2l @)Ip(Enlcn = 1) = Egga, 6, | 8PS0 20, va:0)] ) +
n=0

(1= ) (D (4020 Vi 8,) [P(Znlcn = 0)) = Eyga, v,6,) [ 108 p(nl2n, v 0)] ) + D (7 () || plan)). (VIL.40)
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As before, the expectations involved in the above equation are approximated with a single sample drawn from the
associated posteriors, resulting in:

Nir
3 np (sa]2%:0) — (1 — 1) Inp (salz); 6) + Die (r (an) || p(an))—l— (VIL.47)
n=1

7 Dk (a(2nl803 60) || Pzl = 1) + (1= 7) Dt (402 vai 60) || 2l = 0)).

where, z& ~ q(z,|sn; @,) and z¥ ~ q(z,|v,; ¢, ). After computing the cost function, the parameters are updated
using a re-parametrization trick along with a stochastic gradient descent algorithm, e.g. the Adam optimizer. Finally,
optimizing (V11.41) over 7 leads to minimizing the following KL-divergence:

Tn 1—m,
Dxi (q (an) |l p(an)> =7, log — + (1 —mp)log — (VI.42)
yielding
1 NM‘
=N > T (VI1.43)
n=1

Now, with the derived variational inference formulas, we obtain the inference mixture for the MIN-VAE:
P(Zn|Sn, Vi) = ﬂ'n/\/'(ug(sn), diag (G‘Z‘(sn))) +(1— ﬂn)/\/<ug(vn), diag (ag(vn))) (VI.44)

The overall training algorithm then consists of alternating the variational distribution update of «,, via (VII.37), the
update of ¢, 6, and 1 via stochastic gradient descent of (VII.41), and the update of 7 using (VII.43).

VII.8 MIN-VAE for Speech enhancement

VII.8.1 Unsupervised Noise Modeling

At test time, once the MIN-VAE is trained, the STFT time frames of the observed noisy speech are modeled as x,, =
s, + by, forn = 0,..., N — 1, with b,, denoting noise STFT time frame. For the probabilistic modeling of s,,, we
use the generative model trained on clean data (i.e. the previous section). For b,,, the following NMF based model is
considered [215]{™]

by, ~ N (0, diag (Whn)), (VI1.45)

where, W € R¥*¥, and h,, denotes the n-th column of H € RY*". The parameters, i.e. {W,H}, as well as the
unknown speech are then estimated following a Monte-Carlo Expectation-Maximization (MCEM) method [260]. This
strategy is inspired by the recent literature [215], [261].

The generative model consists of (VII.24), (VI1.25), and (VII.26), where all the parameters except 7 have already
been trained on clean audio and visual data. The observations are noisy STFT frames x = {xn}sz_ol, as well as the

visual data v = {v,,}""!. The latent variables of the model are s = {s,}" ", z = {z,}.—,, and a = {a,} ).
Furthermore, the parameters of the model are © = {W ,H, 7}.

VIl.8.2 Parameter Estimation

The full posterior is written as:
P(Sn, Zn, O |Xny Vi ©) X D(Xns Sny Zny Vi, 0 ©) = p(Xp |83 ©) X p(Sp|Zin, Vi) X (2] n) X play,) (VI1.46)

To estimate the parameter set, we use variational expectation-maximization (VEM) [260], where in the variational
expectation step (VE-step), the above intractable posterior is approximated by a variational distribution r(s,,, z,, ay,),
as similarly done in [261]. The maximization step (M-step) performs parameters update using the obtained variational
distributions. We assume that r factorizes as follows:

T(Svmznv an) = T(Sn) X T(Zn) X T(an)- (V||47)

Denoting the current estimate of the parameters as ©°¢, the VEM approach consists of iterating between the VE-steps
and the M-step, which are detailed below.

VILTCompared to the noise model used with AV-VAE, we discard here the gain term. Both models, AV-VAE and MIN-VAE can be used with or without
the gain term. In the experiments we conducted, we did not see any advantage of using the gain, so we discarded it to reduce te computational
complexity. We believe that this phenomenon is due to the fact that the dataset we use is well balanced across samples, and therefore the gain
term does not play an important role. When using an imbalanced dataset, this term could have an important impact.
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VE-r(s,) step The variational distribution of s,, is computed as [260]:
T(Sn) X exp (Er(zn)r(an) [Ing(Xnv SnyZn, On, Vi GOld)} )

X exp (Er(z, ) [Ing(Xn‘Sn} @Old) + Ing(Sn|Zna Vn):|)

0 = spnl® | Ispnl?
( Zf: [ L. D (VI1.48)
where,
1 1
Vm =Bz, ld Z : (VI1.49)
g f(Zgz)avn) Dd 1Uef(zn 7vn)
D
and {z%d)}d is a sequence sampled from r(z,,). From (VI1.48), we can see that r(sy,,) = N.(my,, vsrn), Where:
=1
Vin Vin - (WH)fn
Mpp = ———— " Ty, and Vip = —— I VII1.50
! Vin t+ (WH)fn ! d + (WH)fn ( )
VE-r(z, ) step The variational distribution of z,, can be computed by the following standard formula:

71(zn) X exp (]Er(sn)~r(an) [Ing(Xna Sny Zn, On,y Vi @Old)}> X exp (Er(sn)-r(an) [Ing(Snlznv Vn) + Ing(Zn‘an)})

X exp (Z —log (asj(zn,vn)) — M + Z r(apy) - {logp(zﬂan)}) 2 ¥ (zy) (VIL.57)

7 s,f(Zn,Ve) | E2

This gives us an unnormalized distribution 7(z, ) whose normalization constant cannot be computed in closed-from,
due to the non-linear terms. However, we use the Metropolis-Hastings algorithm [260] to sample from it. To that end,
we need to start with an initialization, z(°). At the beginning of the inference, z(? is set to be the posterior mean in the
output of the visual-encoder, i.e. the bottom-left network in Fig. where v, is given as the input. Then, a candidate
sample denoted z(¢) is obtained by sampling from a proposal distribution, usually chosen to be a Gaussian:

29120 ~ N (20, eI), (VII.52)

where, ¢ > 0 controls the speed of convergence. Then, z(®) is set to be the next sample z(!) with the following
probability:

7(z(©)
p=min (1, TEZ(O);) (VI1.53)

That means, some « is drawn from a uniform distribution between 0 and 1. Then, if u < p, the sample is accepted and
z() = z(9), Otherwise, it is rejected and z(!) = z(°). This procedure is repeated until the required number of samples
is achieved. The first few samples are usually discarded, as they are not so reliable.

VE-r(cv,,) step The variational distribution of «,, is computed as:
r(an) x exp (Er(sn)_r(zn) [logp(xn, SnsZmns Oy Vi @Old)D
o p(ay) X exp (Er(zn) [an logp(zn|am = 1) + (1 — ) - log p(zn |, = O)D (VII.54)
which is a Bernoulli distribution with the following parameter:

p(Zn|an - 1)

T = 9 (Bria [ log o

} +log ﬁ) (VII.55)

with g(.) being the sigmoid function.

M-step After updating all the variational distributions, the next step is to update the set of parameters, i.e. © =
{W,H, r}. To do so, we need to optimize the complete-data log-likelihood which reads:

Q(O:0°) = Ere)r(a)r(a)| 08 P(x, 5,2, 0, Vi O)| & Erg) | log p(x[s: )] + Ey(ay) | log p(@)

ct:e. 7|xfn*mfn‘ + Vin

(WH)»,

—log(WH) ¢, + mp log 7 + (1 — 7,) log(1 — ) (VI11.56)
fin
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Figure VII.5: Performance comparison of different VAE architectures for speech enhancement (left SDR, middle PESQ, right STOI).
Top row shows the averaged results in terms of input noise levels, whereas the bottom row reports the averaged results versus
different noise types. Here, no noise was added to the input of the audio-encoders of MIN-VAE-v1 and MIN-VAE-v2 during training.
The update formulas for W and H can be obtained by using standard multiplicative updates [262]:

wT (V ® (WH)®_2)

H«Ho : VII.57
WT (WH)O! (.57)
(V © (WH)GH) HT
W Wo 5T , (VI1.58)
(WH)® 'HT
where V = ||z, —mp,|? + z/fn} Gy Optimizing over 7 leads to a similar update formula as in (VI1.43):
1 N
= Nzwn. (VI1.59)
n=1

VII.8.3 Speech Reconstruction with MIN-VAE

Let ©* = {W* H* =*} denote the optimal set of parameters found by the above VEM procedure. An estimation of
the clean speech is then obtained as the variational posterior mean (Vf, n):
. Vin
Sfn = ET‘ sia)lSfnl = —% * T *

T, (VIL.60)

where, 7;';”, defined in (VII.49), is computed using the optimal parameters.

VII.9 Experiments

In this section, we aim to evaluate the speech enhancement performance of different VAE architectures, including
A-VAE [215], V-VAE [263], AV-VAE |263], and the proposed MIN-VAE. We consider two versions of our proposed net-
work. The first one, named MIN-VAE-v1, is shown in Fig. The second version, referred to as MIN-VAE-v2, shares
the same architecture as MIN-VAE-v1 except that the visual features are not used in the decoder. To measure the
performance, we use standard scores, including the signal-to-distortion ratio (SDR) [264], the perceptual evaluation
of speech quality (PESQ) [265], and the short-time objective intelligibility (STOI) [266]. SDR is measured in decibels
(dB), while PESQ and STOlI values lie in the intervals [—0.5,4.5] and [0, 1], respectively (the higher the better). For each
measure, we report the averaged difference between the output value (evaluated on the enhanced speech signal) and
the input value (evaluated on the noisy/unprocessed mixture signal).
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Figure VII.6: Performance comparison of different VAE architectures for speech enhancement (left SDR, middle PESQ, right STOI).
Top row shows the averaged results in terms of input noise levels, whereas the bottom row reports the averaged results versus
different noise types. Here, some uniform noise was added to the input of the audio-encoders in MIN-VAE-v1 and MIN-VAE-v2 during
training.

VII.9.1 Experimental Set-up

Dataset We use the NTCD-TIMIT dataset [237], which contains AV recordings from 56 English speakers with an Irish
accent, uttering 5488 different TIMIT sentences [267]. The visual data consists of 30 FPS videos of lips ROIs. Each
frame (ROI) is of size 67x67 pixels. The speech signal is sampled at 16 kHz, and the audio spectral features are
computed using an STFT window of 64 ms (1024 samples per frame) with 47.9% overlap, hence ' = 513. The dataset
is divided into 39 speakers for training, 8 speakers for validation, and 9 speakers for testing, as proposed in [237]. The
test set includes about 1 hour noisy speech, along with their corresponding lips ROIs, with six different noise types,
including Living Room (LR), White, Cafe, Car, Babble, and Street, with noise levels: {—15,—-10, 5,0, 5,10, 15} dB.

Architecture and training details  The generative networks (decoders) of A-VAE and V-VAE consist of a single hidden
layer with 128 nodes and hyperbolic tangent activations. The dimension of the latent space is L = 32. The A-VAE
encoder has a single hidden layer with 128 nodes and hyperbolic tangent activations. The V-VAE encoder is similar to
that, except for extracting visual features embedding lip ROIs into a feature vector v,, € RM, with M = 128. This is
composed of two fully-connected layers with 512 and 128 nodes, respectively. The dimension of the input corresponds
to a single vectorized frame, namely 4489 = 67 x 67. AV-VAE combines the architectures of A-VAE and V-VAE as
illustrated in Fig[VIl.2]and The audio and the video encoders in Fig. Vil.4share also the same architectures as
those of A-VAE and V-VAE encoders, respectively.

To have a fair comparison, we fine-tunned the A-VAE and V-VAE of [263], which have been trained with a standard
Gaussian prior for the latent variables, by using a parametric Gaussian prior, as the ones in . The decoder
parameters of MIN-VAE-v1 and MIN-VAE-v2 are initialized with those of the pretrained AV-VAE and A-VAE, respectively.
The parameters of the audio and the video encoders are also initialized with the corresponding parameters in the
pretrained A-VAE and V-VAE encoders. Then, all the parameters are fine-tuned using the Adam optimizer |268] with a
step size of 104, for 100 epochs, and with a batch-size of 128.

We also considered another way to combine A-VAE with V-VAE, in which these two VAE architectures share the
same decoder, and they are trained alternately. That is, at each epoch, the shared decoder is trained using latent
samples coming from either the encoder of A-VAE or that of V-VAE. As a result, at each epoch, only the encoder
parameters of the corresponding VAE, i.e. A-VAE or V-VAE, are updated while those of the other encoder are kept
fixed. We refer to the resulting VAE as A\V-VAE.

Speech enhancement parameters For all the methods, the rank of W and H in the noise model (VII.45) is set to
K = 10, and these matrices are randomly initialized with non-negative entries. At the first iteration of the inference
algorithms, the Markov chain of the Metropolis-Hastings algorithm (see Section|VII.8.2) is initialized by using the noisy
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observed speech and the visual features as input to the associated encoders, and taking the posterior mean as the
initialization of the latent codes. For the proposed VAE architectures, i.e. MIN-VAE-v1, MIN-VAE-v2, and A\V-VAE, the
visual-encoders were used.

VIl.9.2 Results and Discussion

Figure [VI.5 summarizes the results of all the VAE architectures, in terms of SDR, PESQ, and STOI. The top row of
this figure reports the averaged results versus different noise levels, whereas the bottom row shows the averaged
results in terms of noise type. From this figure we can see that V-VAE performs pretty well at high noise levels.
However, the intelligibility improvements in terms of STOI are not as good as those of the other algorithms. A\V-VAE
outperforms other methods in terms of SDR and PESQ. Nevertheless, its intelligibility improvement is not satisfactory.
The proposed MIN-VAE methods also outperform A-VAE, especially at high noise levels. As explained earlier, this
might be due to the facts that the proposed networks efficiently make use of the robust initialization provided by the
visual data, and also by the richer generative models (decoders) which are trained using both audio and visual latent
codes. At high noise levels, MIN-VAE-v1 outperforms MIN-VAE-v2, implying the importance of using visual modality
in the decoder when the input speech is very noisy. A related observation is that, MIN-VAE-v2 outperforms both MIN-
VAE-v1 and AV-VAE when the level of noise is low, implying that the visual features in the generative model contribute
mainly in high noise regimes. Part of the worse performance of AV-VAE could be explained by the way the latent
codes are initialized, which is based on concatenation of noisy audio and clean visual data. It is worth mentioning
that in the low noise regime, the amount of performance improvement is decreasing for all the methods. In fact, it is
difficult to enhance a less noisy speech signal.

Regarding noise type, we see that the algorithms perform very differently. The Babble noise is the most difficult
noise environment according to the bottom row of Fig. In terms of SDR, all the methods show their best per-
formance for the Car noise, with a very large improvement achieved by the audio-visual based methods. In terms of
PESQ, the White noise is the easiest one for all the methods, especially A\V-VAE that shows the best performance.
Finally, in terms of STOI, MIN-VAE-v1 achieves the best performance for the Car noise.

To encourage the proposed MIN-VAE networks to make use of the visual data in the encoder more efficiently, we
added some uniform noise to about one-third of speech spectrogram time frames that are fed to the audio encoder
of the proposed VAE architectures. Figure|VII.6|presents the results of this experiment. A clear performance improve-
ment is observed compared to Fig. especially for ME-AVE-v2. With this new training, the proposed algorithms
outperform AV-VAE in all noise levels. The SDR improvements for high noise levels, however, are very close. As a con-
clusion, the best performing algorithm turns out to be MIN-VAE-v2, outperforming A\V-VAE, especially at low levels
of noise. Some audio examples are available at https://team.inria.fr/perception/research/av-vae-se/|and
https://team.inria.fr/perception/research/min-vae-se/,

VII.10 Conclusions

Inspired by the importance of latent variable initialization for VAE-based speech enhancement, and as another way
than simple concatenation to effectively fuse audio and visual modalities in the encoder of VAE, we proposed two VAE-
based audio-visual speech enhancement methods. First, AV-VAE which systematically uses both audio and visual
information. Second, MIN-VAE which uses a mixture of inference (audio and visual encoder) networks, which are
jointly trained with a shared generative network. The respective training algorithms are also provided. After training,
we propose to enhance the speech contaminated with an unknown noise type. Therefore, the noise model must
be estimate at test time, and two inference procedures (one for each generative speech model) are proposed. The
MCEM inference method of MIN-VAE is initialised on the visual modality, which is assumed to be clean in contrast
to audio data, as opposed to AV-VAE, which requires to be initialised with audio-visual data. Extensive experiments
allowed us to compare various VAE-based speech enhancement models. Some future works include making the
proposed algorithms robust to noisy visual data, e.g. by using the mixture idea suggested in [261), incorporating the
time dependency between audio and visual time frames by utilizing recurrent layers, and reducing the computational
complexity of the inference.
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Chapter ViiI

Conditional Adversarial Networks for Unsupervised Person Re-Identification

Abstract Unsupervised person re-ID is the task of identifying people on a target data set for which the ID labels are
unavailable during training. In this chapter, we propose to unify two trends in unsupervised person re-ID: clustering &
fine-tuning and adversarial learning. On one side, clustering groups training images into pseudo-ID labels, and uses them
to fine-tune the feature extractor. On the other side, adversarial learning is used, inspired by domain adaptation, to match
distributions from different domains. Since target data is distributed across different camera viewpoints, we propose
to model each camera as an independent domain, and aim to learn domain-independent features. Straightforward
adversarial learning yields negative transfer, we thus introduce a conditioning vector to mitigate this undesirable effect.
In our framework, the centroid of the cluster to which the visual sample belongs is used as conditioning vector of our
conditional adversarial network, where the vector is permutation invariant (clusters ordering does not matter) and its
size is independent of the number of clusters. To our knowledge, we are the first to propose the use of conditional
adversarial networks for unsupervised person re-ID. We evaluate the proposed architecture on top of two state-of-the-
art clustering-based unsupervised person re-identification (re-ID) methods on four different experimental settings with
three different data sets and set the new state-of-the-art performance on all four of them.

1- Clustering of target’s embedding vectors ¢(x;,) 2-Conditional Adversarial Training stage

Adversarial training

:op”

o ~ Camera-Discriminator f T X
A v D, i L can | <— ¢, camera index
C-CAM E
O e { o |
k7§
BN ID pseudo-label Eom <—DPy,: pseudo-label ID

classifier Cpg._ m

Computes embedding centroids ¢p,,

e AT . b e o T

Figure VIII.1: Pipeline of our method: alternatively (1) clustering target’s training data set using ¢ representation, producing noisy
pseudo-label ID p., alongside centroids ¢,, and (2) conditional adversarial training, using a Camera-Discriminator D¢ 4 conditioned
by ¢, to enforce camera invariance on a per identity basis to avoid negative transfer. Pseudo-label ID are used to train an ID classifier
Cps—1p alongside the discriminator.

Chapter Pitch

Methodological contribution A camera-conditional adversarial training framework for robust feature learning.

Applicative task Unsupervised person re-identification.

Interesting insight Setting an adversarial loss based on the cameras directly leads to a negative transfer effect, since
the distribution of identities is not uniforn w.r.t. the camera. We exploit clustering unsupervised re-id techniques, and
condition the camera adversarial network to the “pseudo-label” provided by the clustering algorithm.

Dissemination CANUREID will appear at the International Conference on Pattern Recognition [269].

107



108 Chapter VIIl. Conditional Adversarial Networks for Unsupervised Person Re-Identification

VIIl.1 Introduction

Person re-identification (re-ID) is a well-studied retrieval task |270]-[272] that consists in associating images of the
same person across cameras, places and time. Given a query image of a person, we aim to recover his/her identity
(ID) from a set of identity-labeled gallery images. The person re-ID task is particularly challenging for two reasons.
First, query and gallery images contain only IDs which have never been seen during training. Second, gallery and query
images are captured under a variety of background, illumination, viewpoints and occlusions.

Most re-ID models assume the availability of heavily labeled datasets and focus on improving their performance
on the very same data sets, see for instance [273], [274]. The limited generalization capabilities of such methods were
pointed out in previous literature [275], [276]. In the recent past, researchers attempted to overcome this limitation
by investigating a new person re-ID task, where there is a source dataset annotated with person IDs and another
unlabeled target dataset. This is called unsupervised person re-ID. Roughly speaking, the current trend is to use a pre-
trained base architecture to extract visual features, cluster them, and use the cluster assignments as pseudo-labels
to re-train the base architecture using standard supervised re-ID loss functions [277], [278].

In parallel, since generative adversarial networks were proposed, adversarial learning has gained popularity in
the domain adaptation field |279]-[281]. The underlying intuition is that learning a feature generator robust to the
domain shift between source and target would improve the target performance. The adversarial learning paradigm
has been successfully used for person re-ID in both the supervised [282], [283], and the unsupervised [276], [284]
learning paradigms.

We propose to unify these two trends in unsupervised person re-ID: hence using conditional adversarial networks
for unsupervised person re-ID. Our intuition is that good person re-ID visual features should be independent of the
camera/viewpoint, see Fig. 1. Naturally, one would expect that an adversarial game between a generator (feature
extractor) and a discriminator (camera classifier) should suffice. However, because the ID presence is not uniform in
all cameras, such simple strategy implies some negative transfer and limits — often decreases - the representational
power of the visual feature extractor. To overcome this issue, we propose to use conditional adversarial networks,
thus providing an additional identity representation to the camera discriminator. Since in the target dataset, the ID
labels are unavailable, we exploit the pseudo-labels. More precisely, we provide, as conditioning vector, the centroid
of the cluster to which the image belongs. Our contributions are the following:

+ We investigate the impact of a camera-adversarial strategy in the unsupervised person re-ID task.
+ We realize the negative transfer effect, and propose to use conditional adversarial networks.

+ The proposed method can be easily plugged into any unsupervised clustering-based person re-ID methods. We
experimentally combine CANU with two clustering-based unsupervised person re-ID methods, and propose to
use their cluster centroids as conditioning labels.

+ Finally, we perform an extensive experimental validation on four different unsupervised re-ID experimental set-
tings and outperform current state-of-the-art methods by a large margin on all settings.

The rest of the chapter is organized as follows. Section describes the state-of-the-art. Section dis-
cusses the basics of clustering-based unsupervised person re-ID and sets the notations. The proposed conditional
adversarial strategy is presented in Section|VIIl.4] The extensive experimental validation is discussed in Section|VII.5
before drawing the conclusions in Section|VIIIl.6

VIIl.2 Related work

Unsupervised person re-identification (re-ID) has drawn growing attention in the last few years, taking advantage of
the recent achievements of supervised person re-ID models, without requiring an expansive and tedious labeling pro-
cess of the target data set. A very important line of research starts from a pre-trained model on the source data set and
is based on clustering and fine-tuning |276]-[278], 1284, [285]. It alternates between a clustering step generating noisy
pseudo-labels, and a fine-tuning step adapting the network to the target data set distribution, leading to a progressive
label refinement. Thus, these methods do not use the source data set during adaptation. A lot of effort has been
invested in improving the quality of the pseudo-labels. Sampling from reliable clusters during adaptation [276|, gradu-
ally reducing the number of clusters and merging by exploiting intrinsic inter-ID diversity and intra-ID similarity [284], or
performing multiple clustering on visual sub-domains and enforcing consistency [277] have been investigated. More
recently, [278] investigated the interaction of two different models to assess and incorporate pseudo-label reliability
within a teacher-student framework.
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A different approach is directly inspired by Unsupervised Domain Adaptation (UDA) [275], |286]-[290]: using both
the source and target data sets during adaptation. These methods aim to match the distributions on the two data
sets while keeping its discriminative ability leveraging source ground truth ID labels. A first strategy learns to map
source’s detections to target'’s style detections, and train a re-ID model in a supervised setting using those only those
transferred detections [275], or in combination with the original target detections [286]. More standard UDA strategies
use adversarial learning to match the source and target distributions [280], [288].

Negative transfer has been investigated in unsupervised domain adaptation [291], especially for Partial Domain
Adaptation (PDA) [292]-]294], where target labels are only a subset of the source’s. Negative transfer is defined as
the inability of an adaptation method to find underlying common representation between data sets and is generally
caused by the gap between the distributions of the two data sets being too wide [295] for the algorithm to transfer
knowledge. Weighting mechanisms are generally employed to remove the impact of source’s outliers class on the
adaptation process, either for the matching part [293], [294], [296|, the classification part [295], or both [292]. Inter-
estingly, [295] uses a domain discriminator conditioned by source label to perform conditional distribution matching.
Investigating negative transfer is not limited to UDA settings. For example, a similar method has been proposed for
domain generalization [297], implementing a conditional discriminator to match conditioned domain distributions. By
doing so, the impact of the difference between prior label distributions on the discriminative ability of the model is
alleviated.

Within the task of unsupervised person re-ID, different cameras could be considered as different domains, and
standard matching strategies could be used. However, they would inevitably induce negative transfer as described
before for generic domain adaptation. Direct application of PDA methods into the person re-ID tasks is neither simple
nor expected to be successful. The main reason is that, while PDA methods handle a few dozens of classes, standard
re-ID data sets contain a few thousands of IDs. This change of scale requires a different strategy, and we propose
to use conditional adversarial networks, with a conditioning label that describes the average sample in the cluster,
rather than representing the cluster index. In conclusion, different from clustering and fine-tuning unsupervised per-
son re-ID methods, we propose to exploit (conditional) adversarial networks to learn visual features that are camera
independent and thus more robust to appear changes. Different from previous domain adaptation methods, we pro-
pose to match domains (cameras) with a conditioning label that evolves during training, since it is the centroid of the
cluster to which the visual sample is assigned, allowing us having a representation that is independent of the number
of clusters and the cluster index.

VIII.3 Clustering based Unsupervised Person Re-ID

We propose to combine conditional adversarial networks with clustering-based unsupervised person Re-ID. To detail
our contributions, we first set up the basics and notations of existing methods for unsupervised person re-ID.

Let S denote a source ID-annotated person re-ID dataset, containing N° images corresponding to MS different
person identities captured by K cameras. We write S = {(x5,pS,¢S)}Y°,, where each three-tuple consists of a
detection image, x5, a person ID one-hot vector, pS € {0,1}*° and a camera index one-hot vector, ¢§ € {0,1}%°.
Similarly, we define 7 = {(x7,¢7 )}, atarget person re-ID dataset, with K7 cameras and N7 element, without ID
labels.

Source pre-training Let ¢ be a convolutional neural network backbone (e.g. ResNet-50 [298]) served as a trainable
feature extractor. The goal of person re-ID is to be able to discriminate person identities, and therefore an identity
classifier C), is required. The output of C), is a MS-dimensional stochastic vector, encoding the probability of the
input to belong to each of the identities. The cross-entropy and triplet losses are usually employed:

LE(6,Cip) = —E(xs psy~s {log (Cio(6(x%)), p®) }, (VIILT)

L5 (9) ZE (x5 xs x5)~ps {0ax(0, [(x%) = o(x;)[| +m — [|¢(x7) — o(x3) )}, (ViI.2)

where E denotes the expectation, (-, -) the scalar product, ||-|| the L?-norm distance, x5 and x;; are the hardest positive
and negative example for x® in Ps the set of all triplets in S, and m = 0.5. We similarly denote £ and LS, the cross-
entropy and triplet losses evaluated on the target dataset. However, in unsupervised relD settings, target ID labels are
unavailable, and therefore we will need to use alternative pseudo-ID labels. The re-ID feature extractor ¢ is typically
trained using:

Li(6,Co) = L6, Cio) + ALy (0), (VIIL.3)

for a fixed balancing value ), achieving competitive performance on the source test set [299]. However, they notori-
ously lack generalization power and perform badly on datasets unseen during training |275|, thus requiring adaptation.
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Target fine-tuning As discussed above, target ID labels are unavailable. To overcome this while leveraging the
discriminative power of widely-used losses described in Eq. methods like [277], [278] use pseudo-labels. The
hypothesis of these methods is that the features learned during the pre-training stage are exploitable for the inference
of target’s ID labels to a certain extent. Starting from the pre-trained model, these methods alternate between (i)
pseudo ID label generation {f)[}fgl using a standard clustering algorithm (k-means or DBSCAN [300]) on the target
training set {¢(x]) nNle and (i) the update of ¢ using losses similar to Eq. supervised by {p/] Q’; Since our
approach is agnostic to the ID loss used at this step, we choose to denote it by Lps.p(®, Cesin), Crsap being an optional
classifier layer for the pseudo-labels, and develop it further in the experimental section.

VIIl.4 Beyond Unsupervised Person Re-ID with Adversarial Networks

In this section we discuss the main limitation of clustering-based unsupervised re-ID methods: we hypothesize that
viewpoint variability can make things difficult for clustering methods and propose two alternatives. First, an adversar-
ial network architecture targeting re-ID features that are camera-independent. This strategy could, however, induce
some negative transfer when the correlation between cameras and IDs is strong. Second, a conditional adversarial
network architecture specifically designed to overcome this negative transfer.

Camera adversarial-guided clustering We hypothesize that camera (viewpoint) variability is one of the major limit-
ing factors for clustering-based unsupervised re-ID methods. In plain, if the embedding space variance explained by
camera changes is high, the clustering method could be clustering images from the same camera, rather than im-
ages from the same ID. Therefore, ¢ will produce features that can very well discriminate the camera at the expense
of the ID. To alleviate this problem, we propose to directly enforce camera invariance in ¢'s representation by using
an adversarial strategy, where the discriminator is trained to recognize the camera used to capture the image. Conse-
quently, the generator, in our case ¢, is trained to remove any trace from the camera index (denoted by c). Intuitively,
this should reduce the viewpoint variance in the embedding space, improve pseudo-labels quality and increase the
generalization ability of ¢ to unseen IDs.

To do so, we require a camera discriminator D¢y (see Fig.|VIIl.1|for a complete overview of the architecture). The
generator ¢ and the discriminator D¢y Will be trained through a min-max formulation:

min max ﬁZ;—ID(Cb) Cps_”)) — /’L‘cz—AM (QZ), DCAM), (V“I4)

El CPS-ID DCAM

where 1 > 0 is a balance hyper-parameter that can be interpreted as a regularization parameter [280], and £Z,,, is
defined via the cross-entropy loss:

LL(0. Deam) = —Eer omy7 {10g (Deam(o(x7)), 7))} (VII.5)

On one side, the feature extractor ¢ must minimize the person re-ID loss Lps.p at the same time as making the
problem more challenging for the camera discriminator. On the other side, the camera discriminator tries to learn to
recognize the camera corresponding to the input image.

Adversarial negative transfer It has been shown [297] that minimizing (VI1I1.4) is equivalent to the following problem:
min LI 10(0, Cosp) (VIIL.6)

3y~ PS-ID

st ISDr(p(¢(x)lc = 1), .., p(6(x)[c = K)) =0,

where JSD+ stands for the multi-distribution Jensen-Shanon divergence [301] on the target set 7, and we dropped
the superscript 7 in the variables to ease the reading.

Since the distribution of ID labels may strongly depend on the camera, the plain adversarial strategy in (VII1.6) can
introduce negative transfer [295|. Formally, since we have:
p(plc =1i) #p(plc=j),i #j
then solving (VII1.6) is not equivalent (see [297]) to:
min Lo (6, Cosp) (VIIL.7)

3y~ PS-ID

s.t. ISD7(p(¢(x)|p,c = 1),...,p(¢(x)|p,c = K)) =0,

which is the problem we would implicitly want to solve. Intuitively, negative transfer means that the camera discrim-
inator learns p(c|p) instead of p(c|x, p), exploiting ID to infer camera information and decreasing the representation
power of ¢ due to the adversarial loss.
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Conditional adversarial networks  We propose to directly solve the optimization problem in Eq. [VIIl.7]to alleviate the
negative transfer. Similar to the original conditional GAN formulation [302], we condition the adversarial discriminator
with the input ID p. Given that ID labels are unavailable on the target set, we replace them by the pseudo-labels
obtained during the clustering phase.

However, since we are handling a large number of IDs (700 to 1500 in standard re-ID datasets), using a one-hot
representation turned out to be very ineffective. Indeed, such representation is not permutation-invariant, meaning that
if the clusters are re-ordered, the associated conditional vector changes, which does not make sense. We, therefore,
need a permutation-invariant conditioning label.

To do so, we propose to use the cluster centroids ¢, which are provided by the clustering algorithms at no extra
cost. This conditioning vectors are permutation invariant. Importantly, we do not back-propagate the adversarial loss
through the ID-branch, to avoid using an ID-dependant gradient from the adversarial loss. This boils down to defining
Lccam aS:

£(7;CAM(¢7 Dccam) = —]E(x.,p,c)~T {log (Dc-cam(9(x), bp), c)} (VII1.8)

and then solving:

¢H61‘m plax Ls1p(9, Cosn) = 1L oau(®s Docam)- (Vii.9)

VIII.5 Experimental Validation

In this section, we provide implementation details and an in-depth evaluation of the proposed methodology, setting
the new state-of-the-art in four different unsupervised person re-ID experimental settings. We also provide an ablation
study and insights on why conditional adversarial networks outperform existing approaches.

VIII.5.1 Evaluation Protocol

We first describe here the baselines, on which our proposed CANU is built and tested. The used datasets and the
evaluation metrics are then introduced.

Baselines The proposed CANU can be easily plugged into any clustering-based unsupervised person re-ID meth-
ods. Here, we experimentally test it on two state-of-the-art clustering-based unsupervised person re-ID methods, as
baselines.

First, self-similarity grouping [277] (SSG) performs independent clustering on the upper-, lower- and full-body fea-
tures, denoted as ¢V, ¢ and ¢F. They are extracted from three global average pooling layers of the convolutional
feature map of ResNet-50 [298]. The underlying hypothesis is that noisy global pseudo-label generation can be im-
proved by using multiple, but related clustering results, and enforcing consistency between them. The triplet loss is
used to train the overall architecture.

To implement CANU-SSG, we define three different camera discriminators, one for each embedding, DY.c v Dt.cam
and DE ..\, respectively, each fed with samples from the related representation and conditioned by the global embed-
ding ¢F. In the particular case of CANU-SSG, the generic optimisation problem in Eq. [VIIl.9|instantiates as:

m(gn Hﬁafgﬁg;e(fﬁ) - MEZCAM (¢”, Decam) — M‘C’ZCAM (8", De.cam) — MEZCAM(¢F’ Dt cam)- (Vii.10)

c-CAM

Second, Mutual Mean-Teaching [278] (MMT) reduces pseudo-label noise by using a combination of hard and soft
assignment: using hard labeling reduces the amount of information given to the model, and using soft labeling allows
the cluster’s confidence to be taken into account. MMT defines two different models (¢!, Ck.5) and (¢?, C%;), both
implemented with a IBN-ResNet-50 [303]| backbone, initialized with two different pre-trainings on the source dataset.
They are then jointly trained using pseudo labels as hard assignments, and inspired by teacher-student methods, using
their own pseudo ID predictions as soft pseudo-labels to supervise each other. Soft versions of cross-entropy and
triplet loss are used.

To implement CANU-MMT, similar to CANU-SSG, we define two camera discriminators D¢ ,, and D2, each
dedicated to one embedding, and train it using the following instantiation of the generic optimisation problem in

Eq. VIIL.9}
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min Q%Xﬂr\zl—m((bl’ Crsin) + Limar (07, Can) = 1LLeam(9"s Déoan) = HLLcam(9%5 Decam)- (Vi)

1,2 1,2
¢ TCPS>ID DC-CAM

While the clustering strategy used in SSG is DBSCAN [300], the one used in MMT is standard k-means. For a fair
comparison, we implemented CANU with DBSCAN, which has the advantage of automatically selecting the number of
clusters. We also evaluate the performance of MMT using the DBSCAN clustering strategy without CANU, to evaluate
the impact of our method on a fair basis.

Datasets The proposed adversarial strategies are evaluated using three datasets: Market-1501 (Mkt) [274], DukeMTMC-
relD (Duke) [273] and MSMT17 (MSMT) [304]. In all three cases, the dataset is divided into three parts: training, gallery,
and query. The query and the gallery are never available during training and only used for testing.

Mkt is composed of M = 1,501 (half for training and half for testing) different identities, observed through K = 6
different cameras (viewpoints). The deformable parts model [305] is used for person detection. As a consequence,
there are N = 12,936 training images and 19, 732 gallery images. In addition, there are 3,368 hand-drawn bounding
box queries.

Duke is composed of M = 1,404 (half for training and half for testing) identities captured from K = 8 cameras.
In addition, 408 other ID, called “distractors”, are added to the gallery. Detections are manually selected, leading to
N = 16,522 images for train, 17, 661 for the gallery and 2, 228 queries.

MSMT is the largest and most competitive dataset available, with M = 4,101 identities (1,041 for training, and
3,060 for test), K = 15 cameras, with N = 32, 621 images for training, 82, 161 for the Gallery and 11, 659 queries.

The unsupervised person re-ID experimental setting using dataset A as source and dataset B as the target is
denoted by A » B. We compare the proposed methodology in four different settings: Mkt » Duke, Duke » Mkt, Mkt »
MSMT and Duke » MSMT.

Evaluation metrics In order to provide an objective evaluation of the performance, we employ two standard metrics
in person re-ID [274]: Rank-1 (R1) and mean average-precision (mAP). Precisely, for each query image, we extract visual
features employing ¢, and we compare them to the features extracted from the gallery using the cosine distance.
Importantly, the gallery images captured with the same camera as the query image are not considered. For R1, a
query is well identified if the closest gallery feature vector corresponds to the same identity. In the case of mAPR,
the whole list of gallery images is considered, and precision at different ranking positions is averaged. See [274] for
details. For both metrics, the mean over the query set is reported.

Implementation details For both MMT and SSG, we use the models pre-trained on the source datasets (e.g. For
Mkt »Duke, we use the model pre-trained on the Market dataset and provided by [277] and [278]). DBSCAN is used at
the beginning of each training epoch, the parameters for DBSCAN are the same described as in [277]. The weight for
(conditional) adversarial losses p is set to 0.1 for MMT and to 0.05 for SSG, chosen according to a grid search with
values between [0.01, 1.8] (see below). The used conditional discriminator has two input branches, one as the (condi-
tional) ID branch and the other is the camera branch, both consist of four fully-connected layers, of size [2048, 1024],
[2048, 1024], [1024, 1024], [1024, number of cameras], respectively. Batch normalization [306] and ReLU activation are
used. For MMT, during the unsupervised learning, we train the IBN-ResNet-50 [303| feature extractor with Adam [307]
optimizer using a learning rate of 0.00035. As default in [278], the network is trained for 40 epochs but with fewer
iterations per epoch (400 v.s. 800 iterations) while keeping a similar or better performance. For SSG, we train the
ResNet-50 [298] with SGD optimizer using a learning rate of 6e-5. At each epoch, unlike MMT, we iterate through the
whole training set instead of training with a fix number of iterations.

After training, the discriminator is discarded and only the feature extractor is kept for evaluations. For SSG, first, it
combines the features extracted from the original image and the horizontally flipped image with a simple sum. Second,
the summed features are normalized by their L, norm. Finally, The full-, upper- and, lower-body normalized features
are concatenated to form the final features. For MMT, the features extracted from the feature extractor are directly
used for evaluations. Our code and model will be made publicly available at https://team.inria.fr/perception/
canu-reid/.

In the following, we first compare the proposed methodology with the state-of-the-art (see Sec.|VIIl.5.2). Secondly,
we discuss the benefit of using conditional camera-adversarial training in the ablation study (see Sec.|VIII.5.3), and

include several insights on the performance of CANU.
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Table VIII.1: Comparison of the proposed CANU methodology on the Mkt » Duke and Duke » Mkt unsupervised person re-ID settings.
CANU-MMT establishes a new state-of-the-art in both settings, and CANU-SGG outperforms SSG.

Mkt » Duke Duke » Mkt

Method

R1 mAP R1 mAP
PUL [276] 300 16.4 455 205
TJ-AIDL |308] 443 23.0 582 265
SPGAN [275] 411 223 515 228
HHL|286| 469 272 622 314
CFSM |287] 498 273 612 283
BUC [284] 474 275 662 383
ARN |309] 60.2 334 703 394
UDAP |289] 68.4 490 758 537
ENC [290] 63.3 404 751 43.0
UCDA-CCE [288] 477 31.0 604 30.9
PDA-Net [310] 63.2 451 752 476

PCB-PAST [285] 724 543 784 546
Co-teaching |311] 776 617 87.8 717

SSG [277] 73.0 53.4 80.0 583
CANU-SSG (ours) 76.1 57.0 833 619
MMT [278] 81.8 687 911 745

MMT (DBSCAN) 80.2 672 917 793
CANU-MMT (ours) 83.3 70.3 94.2 83.0

Table VIII.2: Comparison of the proposed CANU methodology on the Mkt » MSMT and Duke » MSMT unsupervised person re-ID
settings. CANU-MMT establishes a new state-of-the-art in both settings, and CANU-SGG outperforms SSG.

Mkt » MSMT  Duke » MSMT

Method

R1 mAP R1 mAP
PTGAN [312] 10.2 2.9 11.8 3.3
ENC [290] 25.3 8.5 30.2 10.2
SSG [277] 31.6 132 322 13.3
CANU-SSG (ours) 45.5 19.1 43.3 17.9
MMT [278] 54.4 26.6 58.2 29.3

MMT (DBSCAN) 51.6 266 59.0 320
CANU-MMT (ours) 61.7 34.6 669 38.3

VIII.5.2 Comparison with the State-of-the-Art

We compare CANU-SSG and CANU-MMT to the state-of-the-art methods and we demonstrate in Tables|VIIl.1land[VIIT.2|
that CANU-MMT sets a new state-of-the-art result compared to the existing unsupervised person re-ID methods by a
large margin. In addition, CANU-SSG outperforms SSG in all settings. Since the MSMT dataset is more recent, fewer
comparisons are available in the experiments involving this dataset, hence the two different tables.

More precisely, the proposed CANU significantly improves the performance of the baselines, SSG [277] and MMT [278].

In Mkt »Duke and Duke »Mkt (Table [VIII.1), CANU-SSG improves SSG by 13.1%/13.6% (R1/mAP, same in the follow-
ing.) and 13.3%/13.6% respectively, and CANU-MMT significantly outperforms MMT by 11.5%/11.6% and 13.1%/18.5%
respectively. Moreover, for the more challenging setting (Table [VII1.2), the improvement brought by CANU is even
more evident. For SSG, for example, we increase the R1/mAP by 113.9%/15.9% in Mkt »MSMT, and by 111.1%/14.6% in
Duke »MSMT. For MMT, CANU-MMT outperforms MMT by 17.3%/18.0% in Mkt »MSMT, and by 18.7%/19.0% in Duke »
MSMT. Finally, the consistent improvement in the four settings of CANU-MMT over MMT (DBSCAN) and the inconsis-
tent improvement of MMT (DBSCAN) over standard MMT proves that the increase of the performance is due to the
proposed methodology. To summarize, we greatly improve the baselines using the proposed CANU. More importantly,
to our best knowledge, we outperform the existing methods by a large margin and establish a new state-of-the-art
result.
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Table VIII.3: Impact of 1 in the performance of CANU. When the mAP values are equal, we highlight the one corresponding to higher
R1.

Mkt » Duke Duke » Mkt

Method

R1 mAP R1 mAP

0.01 728 533 79.7 572

8 0.05 76.1 57.0 833 619
\ 01 747 56.2 827 611
2 02 753 56.5 818 603
g 04 733 535 804 592
1.8 7.1 29 391 171

- 0.01 813 689 926 79.2
s 0.05 824 703 93.0 813
= 01 83.3 70.3 94.2 83.0
2 02 827 703 934 825
g 04 825 703 0938 820

1.8 828 699 931 813

Table VIII.4: Evaluation of the impact of the conditional strategy on SGG [277] and MMT [278] (using DSCAN). When the mAP values
are equal, we highlight the one corresponding to higher R1.

Mkt » Duke Duke » Mkt
R1 mAP R1 mAP

SSG [277] 73.0 53.4 80.0 583
SSG+Adv. 754 56.4 83.8 62.7
CANU-SSG 76.1 57.0 833 619

MMT (DBSCAN) 80.2 672 917 79.3
MMT+Adv.  82.6 703 93.6 822
CANU-MMT 833 70.3 94.2 83.0

Method

VIII.5.3 Ablation Study

In this section, we first perform a study to evaluate the impact of the value of u. Secondly, we demonstrate the
interest of the conditional strategy, versus its non-conditional counterpart. Thirdly, we study the evolution of the
mutual information between ground-truth camera indexes and pseudo-labels using MTT (DBSCAN), thus providing
some insights on the quality of the pseudo-labels and the impact of the conditional strategy on it. Finally, we visualize
the evolution of the number of lost person identities at each training epoch, to assess the impact of the variability of
the training set.

Selection of ;1 We ablate the value i by comparing the performance (R1and mAP) of models trained within the range
[0.01, 1.8]. From Tab.|VIIL.3} = 0.1 (CANU-MMT) and . = 0.05 (CANU-SSG) yield the best person re-ID performance.

Is conditional necessary? From Table|VIII.4} we show that the camera adversarial network can help the person re-ID
networks trained with clustering-based unsupervised methods better capture the person identity features: CANU and
adding a simple adversarial discriminator (+Adv.) significantly outperform the baseline methods in all settings. This
is due to the combination of the camera adversarial network with unsupervised clustering-based methods. By doing
so, the camera dependency is removed from the features of each person thus increasing the quality of the overall
clustering. However, because of the negative transfer effect, the camera adversarial network cannot fully exploit the
camera information while discarding the person ID information. For this reason, the proposed method CANU improves
the capacity of the camera adversarial network over the simple adversarial strategy. In summary, we demonstrate that
the camera adversarial network can help improve the results of unsupervised clustering-based person re-ID. Moreover,
the proposed CANU further improves the results by removing the link between camera and IDs.

Removing camera information Table |VIIl.4) demonstrates that removing camera information is globally positive,
but that can also be harmful if it is not done with care. In this section, we further demonstrate that the proposed
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Figure VII1.2: Mutual information between pseudo labels and camera index evolution for the MMT setting. Ground-truth ID compar-
ison is displayed in dashed lines for both datasets: Mkt » Duke (left) and Duke » Mkt (right).
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Figure VII1.3: Evolution of the number of lost person IDs during training using MMT on Duke » Mkt.

adversarial strategies actually reduce the camera dependency in clustering results and present some insights on
why the conditional strategy is better than the plain adversarial network. To do so, we plot the mutual information
between the pseudo-labels provided by DBSCAN, and the fixed camera index information, at each clustering stage
(i.e.training epoch) in Fig. Intuitively, the mutual information between two variables is a measure of mutual
dependence between them: the higher it is, the more predictable one is from knowing the other. We report the results
for MMT on Duke » Mkt and Mkt » Duke, CANU-MMT and the simple adversarial strategy. We observe that the mutual
information is systematically decreasing with the training, even for plain MMT. Both adversarial strategies significantly
outperform plain MMT at reducing the camera-pseudo-ID dependency, CANU-MMT being slightly less effective than
MMT+Adv. This is consistent with our theoretical framework, since matching ID-conditioned camera distribution in
¢ does not account for the ID-Camera dependency, and thus is less effective in terms of camera dependency, but
preserves identity information, see Table We also observe that there is a significant gap between the target
mutual information (i.e. measured between ground truth ID and camera index) for all methods, which exhibits the
performance gap between supervised and unsupervised person re-ID methods.

Evolution of the number of lost IDs Since we train the target dataset using unsupervised techniques, we do not
use the ground-truth labels in the target dataset during training. Instead, we make use of the pseudo labels provided
by DBSCAN. DBSCAN discards the outliers i.e. features that are not closed to others. It is natural to wonder how
many identities are “lost” at every iteration. We here visualize the number of lost ID (all those that are not present in
a training epoch) after each clustering step. We plot the evolution of this number with the training epoch for MMT,
MMT+Adv. and CANU-MMT on Duke » Mkt in Fig. [VII.3] The dual experiment, i.e. on Mkt » Duke revealed that no ID
was lost by any method. In Fig. [VIII.3] we first observe that the loss of person identities decreases with the clustering
steps. It means that the feature extractor provides more and more precise features representing person identities.
Secondly, the use of camera adversarial training can reduce the loss of person identities in the clustering algorithm,
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which reflects the benefit of camera adversarial networks to the clustering algorithm and thus to the unsupervised
person re-ID task.

VIIl.6 Conclusions

We demonstrate the benefit of unifying adversarial learning with current unsupervised clustering-based person re-
identification methods. We propose to condition the adversarial learning with the cluster centroids, being these repre-
sentations independent of the number of clusters and invariant to cluster index permutations. The proposed strategy
boosts existing clustering-based unsupervised person re-ID baselines and sets the new state-of-the-art performance
in four different unsupervised person re-ID experimental settings. We believe that the proposed method CANU was
a missing component in training unsupervised person re-identification networks and we hope that our work can give
insight to this direction in the person re-identification domain.



Chapter IX

Conclusion and Future Research Opportunities

IX.1 Summary

In this manuscript we discussed several approaches allowing to endow a robot — or an autonomous system - with
social intelligence. As presented in the introduction, we priviledge probabilistic generative models processing audi-
tory and visual data. However, when required, we focus on developing mono-modal approaches. Very importantly, all
these tasks have an underlying common motivation: they are building blocks useful to provide social intelligence to
robotic platforms. Chapter|[|describes the motivation of this global research direction, as well as the main method-
ological tools and the phylosophy behind. Inthere, we discussed probabilistic generative models, those with exact
and approximate inference, as well as the interest of learning from audio-visual data. After, we presented several
contributions that are here summarised.

Robust clustering for audio-visual speaker detection is discussed in Chapter|ll} To that aim, a weighted-data Gaus-
sian mixture model is proposed with two variants. The first one deals with fixed weights, while the second one models
the weights as random variables. In both cases, we present an exact expectation-maximisation algorithm. A mini-
mum message length criterion is derived to automatically infer the number of clusters — or speakers. Experiments on
standard clustering datasets as well as on audio-visual speakers data are presented and discussed. The detection of
speakers in the scene, together with their speaking status, is one of the most basic tasks to build social intelligence.

Chapter[llljintroduces a generic framework to adapt a regression model between two modalities to a new distribu-
tion of one of the modalities. Gaussian mixture models are selected to address this problem, and are experimentally
validated with the acoustico-articulatory task. Even if this task does not directly apply to social robotics, it is interest-
ing to be able to adapt a map between two modalities when there are changes in the data distribution of one modality.
For instance, one can imagine to adapt a previously learned audio-visual mapping, to the accoustic conditions of a
different room. Two version of the regression adaptation method are presented, differing on a probabilistic link be-
tween two of the random variables. The respective EM-algorithms are discussed, together with the relationship with
between the two GMM-based models.

A probabilistic model for robust deep regresion is introduced in Chapter|[[V] Classical deep regression methods
are typically trained with the Eucliean (distance) loss. For carefully annotated datasets, this is an appropriate loss
function to train a neural network for regression. However, curating large-scale datasets is very costly, and some
times a chimeric task. As a consequence, the community often relies in automatic annotation procedures and the
final dataset is prone to annotation errors. Ideally, one would like an automatic method to clean the training set at the
same time as (or prior to) training the deep neural network. We propose a mixture model consisting on a zero-centered
Gaussian plus a uniform distribution. While the Gaussian models the variance of the correctly annotated samples,
the uniform distribution allows to model large regression errors due to the annotation mistakes. The mixture model
is trained together with the network. The responsibilities computed with the E-step of the EM algorithm are then
exploited to weight the Euclidean loss used to train the neural network. In this way, the identification of outliers is
unsupervised, and the neural network is supervised only with clean data.

After three chapters using probabilistic models with exact inference procedures, the second part of the manuscript
discusses models with approximate inference algorithms. Firstly, we discuss a variational EM algorithm for tracking
multiple speakers with audio-visual data in Chapter [V} We model the dynamics with a Gaussian distribution, and
propose a model able to automatically assign the many auditory and visual observations to the sources (persons).
To that aim, observation-to-source latent variables are defined, and together with the position of the persons form the
set of hidden random variables. The posterior distribution of these latent variables is computationally intractable, and
we propose to approximate it with a separable distribution. The associated VEM consists on alternating a frame-wise
E-step of a GMM with several Kalman filters in parallel and the M-step. Additionally we managed to assess when each
of the speakers is active thanks to the audio-to-person assingment variables.
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After, in Chapter|VI] we discuss the use of conditional random fields for deep pixel-level inference. We re-introduce
the concept of gates within a probabilistic model on the top of a deep neural network. After proposing and deriving
the associated variational inference procedure, we can reinterpret the gates as attention variables. In addition, the
inference procedure is implemented within the neural network, allowing a fine merge between the probabilistic model
and the computational flow of a deep net.

Chapter V1| discusses the use of variational autoencoders for speech enhancement through the exploitation of
audio-visual data. Two models are presented: one systematically using auditory and visual data, and the second, au-
tomatically finding the optimal mix between the two modalitis to enhance the trained model. For each of the models,
an associated EM-like training procedure is discussed at enhancement time. Indeed, the models we proposed are in-
spired from the unsupervised speech enhancement literature, meaning that the noise type is not known during training
time. Therefore, we use a noise model that can be estimated at the same time as the speech signal is enhanced.

Finally, an adversarial strategy for unsupervised person re-identification is discussed in Chapter|[VIIl} The intuition
behind the method introduced in this chapter is to develop a visual representation for person re-id that is camera-
independent. Simply applying an adversarial game between a feature generator and a discriminator trying to recognise
which camera was the image taken with, is not a successful strategy. This is because there is a negative transfer effect
between the ID label and the camera label. We therefore provide the ID label to the network so as to palliate with this
negative transfer effect. In addition, since we aim to propose a method working in the unsupervised settings, we
cannot have access to any ID labels in the target dataset/task. The direct application of a conditional adversarial
network is not possible. We exploit recent advances in culstering-based person re-id, allowing us to use the cluster
membership as ID pseudo-labels.

IX.2 Conclusions

Overall, the work presented in this manuscript leads to several conslusions. First, even if the raise of deep neural
networks allowed great advances in several tasks, there are many others for which the combination of deep networks
with other frameworks — probabilistic models in particular — provides a good balance between representation power
and robustness to clutter. Importantly, probabilistic models also allow to exploit and account for uncertainty. There-
fore, combinations of probabilistic models and deep networks seem to be a good methodological framework when
dealing with realistic environments, for instance then ones derived from robotic applications. Another advantage of
probabilistic models is that they allow for a certain level of interpretability when, for instance, fusing information from
different modalities or discarding data points corrupted by noise.

Secondly, the fusion of auditory and visual data is a challenging research field, in which one tries to successfully
exploit the complementary nature of the two modalities. On the one hand, auditory data perceives sources standing
everywhere, and merges them by summing their corresponding signals. On the other hand, video data perceives
only within the camera(s) field of view, and merges the sources by superposition. Subsequently, beyond noise and
clutter, one of the main differences between audio and video is that while the audio signal within a time interval is
the combination of all active sound sources, the video signal will mostly contain sources on the foreground, since the
ones in the background will be occluded. The differences between the audio and video modalities provide the right
frame for scientific research: their fusion is as interesting as it is challenging.

Thirdly, developing learning models for robotic platforms is also motivating and not straightforward. While one
may perform computationally expensive tasks off-line, we must also be sure that the inference algorithms at test
(runtime) are light enough to fit the computational resources of the robotic platform. This constraint is difficult to
respect, since many of the high performance models used to process auditory and/or visual data are computationally
very costly. Therefore, the path towards socially intelligent robots does not only require the design of smart strategies
for audio-visual fusion, but also the derivation of light-weight algorithms for inference and on-line model update.

Finally, in this manuscript we have only discussed models, tools and algorithms for robotic perception. However,
a robot cannot be socially intelligent without taking socially pertinent actions. How to learn action policies that are
socially pertinent is out of the scope of my previous research, while it will be one of my future research guidelines.

IX.3 Future Research Opportunities

In the future we will investigate several directions of research. First a purely methodological direction based on deep
probabilistic models, then how to exploit these kind of methods to continue our research on robot perception, as well
as take the risk and investigate learning optimal action policies for socially pertinent robots.
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IX.3.1 Deep probabilistic models

Among the most common tools for processing sequences of data, there are probabilistic state-space models and
recurrent networks. While the later can effective learn complex temporal patterns, the former can exploit uncertainty
through time. VAE are a third class of methods able to model uncertainty through the use of deep architectures.
To overcome the limitations of this three classes of methods, a few recent studies were published at the cross-
roads of deep recurrent networks and of probabilistic models, and we reviewed them in a recent preprint [313]. In
this monograph, we have also proposed a new class of models, that is an umbrella of the recent literature on the
topic, unified the notation, and proposed several interesting future research lines. We termed this class of models
Dynamical Variational Autoencoders, or DVAE. In a sentence, this means that we aim to model a recurrent process
and its uncertainty by means of deep neural networks and probabilistic models. We name the big family of all these
methods as “Deep Probabilistic Models.”

Learning deep probabilistic models is challenging from the theoretical, methodological and computational points
of view. Indeed, the problem of learning, for instance, deep generative filters in the framework of nonlinear and non-
Gaussian SSMs remains intractable and approximate solutions, that are both optimal from a theoretical point of view
and efficient from a computational point of view, remain to be proposed. We plan to investigate both discriminative
and generative deep recurrent networks and to apply them to audio, visual and audio-visual processing tasks.

« Discriminative deep filters. We plan to address challenging problems associated with the temporal modeling of
human-behavior recognition. In particular we plan to devise novel algorithms to robustly track visual focus of
attention, eye-gaze, head-gaze, facial expressions, lip movements, as well as hand and body gestures. These
tasks require end-to-end learning, from the detection of facial and body landmarks to the prediction of their
trajectories and activity recognition. In particular, we will address the task of characterizing temporal patterns of
behavior in flexible settings, e.g. users not facing the camera. For example, lip reading for speech enhancement
and speech recognition must be performed in unconstrained settings, e.g. in the presence of rigid head motions
or when the user’s face is partially occluded.

* Generative recurrent deep networks. Most of the VAE-based methods in the literature are tailored to use uni-
modal data. VAE models for multimodal data are merely available and we are among the first to propose an
audio-visual VAE model for speech enhancement [261]. Nevertheless, the proposed framework treats the two
modalities unevenly. We started to investigate the use of mixture models in an attempt to put the two modalities
on an equal footing [198], [199]. However, this is a long term endeavor since it raises many difficult questions
from both theoretical and algorithmic points of view. Indeed, while the concept of noisy speech is well for-
malized in the audio signal processing domain, it is not understood in the computer vision domain. We plan
to thoroughly address the combination of generative deep networks with robust mixture modeling. We plan to
address the added complexity in the framework of variational approximation, possibly using robust probability
distributions. Eventually, we would like to combine VAEs with RNNs. As already mentioned, we started to inves-
tigate this problem in the framework of our work on speech enhancement [314], which may be viewed either as
a recurrent VAE or, more generally, as a non-linear DNN-based formulation of SSMs. We will apply this kind of
deep generative/recurrent architectures to other problems that are encountered in audio-visual perception and
we will propose case-by-case tractable and efficient solvers.

IX.3.2 Human behavior understanding

Interactions between a robot and a group of people require human behavior understanding (HBU) methods. Consider
for example the tasks of detecting eye-gaze and head-gaze and of tracking the gaze directions associated with a group
of participants. This means that, in addition to gaze detection and gaze tracking, it is important to detect persons and
to track them as well. Additionally, it is important to extract segments of speech, to associate these segments with
persons and hence to be able to determine over time who looks to whom and who is the speaker and who are the
listeners. The temporal and spatial fusion of visual and audio cues stands at the basis of understanding social roles
and of building a multimodal conversational model.

We propose to perform audio-visual HBU by taking explicitly into account the complementary nature of the audio
and video modalities. Indeed, in face-to-face communication, the robot must choose with whom it should engage dia-
log, e.g. based on proximity, eye gaze, head movements, lip movements, facial expressions, etc., in addition to speech.
Unlike in the single-user human-robot interaction case, it is crucial to associate temporal segments of speech with
participants and hence to combine speech diarization with spoken dialog. Under such scenarios, speech signals are
perturbed by noise, reverberation and competing audio sources, hence speech localization and speech enhancement
methods must be used in conjunction with speech recognition and with spoken dialog.
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« Deep visual descriptors. One of the most important ingredients of HBU is to learn visual representations of hu-
mans using deep discriminative networks. This process comprises detecting people and body parts in images
and then extracting 2D or 3D landmarks. We plan to combine body landmark detectors and facial landmark
detectors, based on feedforward architectures, with landmark tracking based on recurrent neural networks. The
advantage is twofold: to eliminate noise, outliers and artefacts, which are inherent to any imaging process,
and to build spatio-temporal representations for higher-level processes such as action and gesture recognition.
While the task of noise filtering can be carried out using existing techniques, the task of removing outliers and
artefacts is more difficult. Based on our recent work on robust deep regression, we plan to develop robust deep
learning methods to extract body and facial landmarks. In addition to the Gaussian-uniform mixture used in
[80], we plan to investigate the Student t-distribution and its variants as it has interesting statistical properties.
Moreover, we plan to combine deep learning methods with robust rigid registration methods in order to distin-
guish between rigid and non-rigid motion and to separate them. This research will combine robust probability
distributions functions with deep learning and hence will lead to novel algorithms for robustly detecting land-
marks and tracking them over time. Simultaneously, we will address the problem of assessing the quality of the
landmarks without systematic recourse to annotated datasets.

* Deep audio descriptors. We will also investigate methods for extracting descriptors from audio signals. These
descriptors must be free of noise and reverberation. While there are many noise filtering and dereverberation
methods available, they are not necessarily well adapted to the tasks involved in live interaction between a robot
and a group of people. In particular, they often treat the case of a static acoustic scene: both the sources and the
microphones remain fixed. This represents a strong limitation and the existing methods must be extended to
deal with dynamic acoustic scenes, e.g. [315]. We plan to develop deep audio descriptors that are robust against
noise and reverberation. In particular we plan to address speech enhancement and speech dereverbereration in
order to facilitate the tasks of speech-source localization and speech recognition. Moreover, we plan to develop
a speaker recognition method that can operate in a complex acoustic environment. Recent work and recently
released datasets provide a solid starting point for the task of in-the-wild speaker recognition.

IX.3.3 Learning robot actions

Whenever a robot acts in a populated space, it must perform social actions. Such robot social actions are typically
associated with the need to perceive a person or a group of persons in an optimal way as well as to take appropri-
ate decisions such as to safely move towards a selected group, to pop into a conversation or to answer a question.
Therefore, one can distinguish between two types of robot social actions: (i) physical actions which correspond to
synthesizing appropriate motions using the robot actuators (motors), possibly within a sensorimotor loop, so as to
enhance perception and maintain a natural interaction and (ii) spoken actions which correspond to synthesizing ap-
propriate speech utterances needed by a spoken dialog system. We will focus on the former, and integrate the latter
via collaborations with research groups having with established expertise in speech technologies.

In this context, we face three problems. First, given the complexity of the environment and the inherent limitations
of the robot’s perception capabilities, e.g. limited camera field of view, cluttered spaces, complex acoustic conditions,
etc., the robot will only have access to a partial representation of the environment, and up to a certain degree of
accuracy. Second, for learning purposes, there is no easy way to annotate which are the best actions the robot must
choose given a situation: supervised methods are therefore not an option. Finally, given that the robot moves within
a populated environment, it is desirable to have the capability to enforce certain constrains, thus limiting the range of
possible robot actions. There are mainly two methodologies for robot action. On the one hand we have sensor-based
robot control techniques, such as model predictive control (MPC), that require a faithful representation of the transition
function so as to compute the optimal action trajectory. On the other hand we have learning-based techniques, such
as deep Q networks, that allow to learn the transition function together with the optimal policy function, but they
cannot be coupled with hard-constraints. Our scenario is complex enough to require learning (part of) the transition
function, and at the same time we would like to enforce constraints when controling the robot.

+ Constrained RL. Naturally one may be tempted to combine MPC and DQN, but this is unfortunately not possible.
Indeed, DQN cannot disentangle the policy 7 from the environment f, and MPC requires an explicit expression
for f to solve the associated optimisation problem, their direct combination is not possible. We will investigate
two directions. First, to devise methodologies able to efficiently learn the transition function f, to later on use it
within the MPC framework. Second, to design learning methodologies that are combined with MPC, so that the
actions taken within the learning process satisfy the required constraints. A few combinations of RL and MPC
for robot navigation in human-free scenarios [316]-[318] as well as MPC variants driven by data [319], [320] have
recently appeared in the literature. How to adapt this recent trend to dynamic complex environments such as a
multi-party conversational situation is still to be investigated.
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« Meta RL. An additional challenge, independent to the learning and control combination foreseen, is the data dis-
tribution gap between the simulations and the real-world. Meta-learning, or the ability to learn how to learn, can
provide partial answers to this problem. Indeed, developing machine learning methods able to understand how
the learning is achieved can be used to extend this learning to a new task and speed up the learning process on
the new task. Recent developments proposed meta-learning strategies specifically conceived for reinforcement
learning, leading to Meta-RL methods [321]. One promising trend in Meta-RL is to have a probabilistic formula-
tion involving SSMs and VAEs, i.e. hence sharing the methodology based on dynamical variational autoencoders
described before [322]. Very importantly, we are not aware of any studies able to combine Meta-RL with MPC to
handle the constraints, and within a unified formulation. From a methodological perspective, this is animportant
challenge we face in the next few years.

1X.3.4 Statement of Scientific Ambition

In the near future, | would like to develop machine learning methods that enable social skills in robotic platforms. To do
so, | will continue deriving models, training and inference algorithms, and associated implementations, at the cross-
roads of probabilistic models and deep neural networks. In addition, | will do my best in contributing fundamentally
to the understanding of how to properly fuse auditory and visual information. Importantly, and this is a scientific risk
that | would like to embrace, | will invest significant efforts in developing learning methods for social robot actions,
thus endowing robotic platforms with action policies for social interaction. | hope that in a few years from now, | will
be able to present to the scientific community a consistent sequence of impactful contributions in these directions.
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