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Abstract

HIS THESIS is dedicated to the analysis of low-level software, like operating systems,

by abstract interpretation. Analyzing OSes is a crucial issue to guarantee the safety

of software systems since they are the layer immediately above the hardware and that

all applicative tasks rely on them. For critical applications, we want to prove that the

OS does not crash, and that it ensures the isolation of programs, so that an untrusted
program cannot disrupt a trusted one.

The analysis of this kind of programs raises specific issues. This is because OSes
must control hardware using instructions that are meaningless in ordinary programs.
In addition, because hardware features are outside the scope of C, source code includes
assembly blocks mixed with C code. These are the two main axes in this thesis: handling
mixed C and assembly, and precise abstraction of instructions that are specific to low-
level software. This work is motivated by the analysis of a case study emanating from
an industrial partner, which required the implementation of proposed methods in the
static analyzer ASTREE.

The first part is about the formalization of a language mixing simplified models of C
and assembly, from syntax to semantics. This specification is crucial to define what is
legal and what is a bug, while taking into account the intricacy of interactions of C and
assembly, in terms of data flow and control flow.

The second part is a short introduction to abstract interpretation focusing on what
is useful thereafter.

The third part proposes an abstraction of the semantics of mixed C and assembly.
This is actually a series of parametric abstractions handling each aspect of the semantics.

The fourth part is interested in the question of the abstraction of instructions specific
to low-level software. Interest properties can easily be proven using ghost variables,
but because of technical reasons, it is difficult to design a reduced product of abstract
domains that allows a satisfactory handling of ghost variables. This part builds such a
general framework with domains that allow us to solve our problem and many others.

The final part details properties to prove in order to guarantee isolation of programs
that have not been treated since they raise many complicated questions. We also give
some suggestions to improve the product of domains with ghost variables introduced in
the previous part, in terms of features and performances.
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Résumé

ETTE THESE est consacrée a I’analyse de logiciels de bas niveau, tels que les systémes
d’exploitation, par interprétation abstraite. L’analyse des OS est une question im-
portante pour garantir la stireté des systémes logiciels puisqu’ils forment le niveau immé-
diatement au dessus du matériel et que toutes les taches applicatives dépendent d’eux.
Pour des applications critiques, on veut s’assurer que 1’OS ne plante pas, mais aussi qu’il
assure l’isolation des programmes, de sorte qu’'un programme dont la fiabilité n’a pas
été établie ne puisse perturber un programme de confiance.

L’analyse de ce genre de programmes souleve des problemes spécifiques. Cela provient
du fait que les OS doivent controler le matériel avec des opérations qui n’ont pas de sens
dans un programme ordinaire. De plus, comme les fonctionnalités matérielles sont en
dehors du for du C, le code source contient des blocs de code assembleur mélés au C. Ce
sont les deux axes de cette these : gérer les mélanges de C et d’assembleur, et abstraire
finement les opérations spécifiques aux logiciels de bas niveau. Ce travail est guidé par
I’analyse d’un cas d’étude d’un partenaire industriel, ce qui a nécessité 'implémentation
des méthodes proposées dans I’analyseur statique ASTREE.

La premiere partie s’intéresse a la formalisation d’un langage mélangeant des mo-
deles simplifiés du C et de I'assembleur, depuis la syntaxe jusqu’a la sémantique. Cette
spécification est importante pour définir ce qui est légal et ce qui constitue une erreur,
tout en tenant compte de la complexité des interactions du C et de ’assembleur, tant
en termes de données que de flot de controle.

La seconde partie est une introduction sommaire a 'interprétation abstraite qui se
limite a ce qui est utile par la suite.

La troisieme partie propose une abstraction de la sémantique des mélanges de C et
d’assembleur. Il s’agit en fait d’une collection d’abstractions paramétriques qui gerent
chacun des aspects de cette sémantique.

La quatriéme partie s’intéresse a ’abstraction des opérations spécifiques aux logiciels
de bas niveau. Les propriétés d’intérét peuvent étre facilement prouvées a l'aide de
variables fantomes, mais pour des raisons techniques, il est difficile de concevoir un
produit réduit de domaines abstraits qui supporte une gestion satisfaisante des variables
fantomes. Cette partie construit un tel cadre tres général ainsi que des domaines qui
permettent de résoudre beaucoup de problémes dont le notre.

L’ultime partie présente quelques propriétés a prouver pour garantir ’isolation des
programmes, qui n’ont pas été traitées car elles posent de nouvelles et complexes ques-

1ii
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tions. On donne aussi quelques propositions d’amélioration du produit de domaines avec
variables fantomes introduit dans la partie précédente, tant en termes de fonctionnalités
que de performances.
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Chapter 1

Introduction

SOFTWARE SYSTEMS are everywhere. But can we trust them? Indeed, some software
are in charge of important missions and failures can be very grievous, such programs
are called critical. There are famous examples with various kind of consequences, for
instance:

— privacy: HEARTBLEED bug in OpenSSL (2014)*';

— money: maiden flight of ARIANE 5 launch vehicle (1996; $370 million for the
payload only [Dow97]);

— deaths and casualties: TOYOTA electronic throttle control system failure (2005;
> 89 deaths); surface-to-air (SAM) missile PATRIOT MIM-104 failure (1991;
28 deaths in its own army, not counting the deaths caused by the missile that
the PATRIOT did not intercept) [GAO92]; THERAC-25 radiation therapy machine
(1985-1987; 6 accidents) [LT93].

Even excluding such extreme cases whose cost cannot really be evaluated, NIST*
estimated in 2002 that software bugs cost U.S. economy between $22.2 and $59.9 billion
annually [NIST02]; one may imagine how costly bugs are worldwide in 2020. Tests
and documentation represent a vast majority of cost and efforts in critical software
development, and still represent a decent part of most regular program development.
Analyzing programs to detect errors is a crucial problem as it may avoid calamitous
consequences critical software may have, and decrease the cost of software development
while still producing more reliable applications.

Program analysis faces various challenges depending on the kind of software we study,
the programming language in which it is written and the properties in which we are
interested. These questions decide which methods can be used and how.

*CVE-2014-0160
"https://heartbleed.com/
fNational Institute of Standards and Technology


https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2014-0160
https://heartbleed.com/

2 CHAPTER 1. INTRODUCTION

1.1 Context

To produce safer code, we can use methods that constrain the developers to write pro-
grams in a way such that they are more likely to be correct, or we can work on a source
code to find errors. The first category is well represented by programming guidelines
(like MISRAS by impelling the programmer to avoid implicit behaviors), or by high-level
languages that provide more guarantees to the developer (for instance, languages that
detect errors and raise exceptions, rather than simply going into undefined behaviors, or
languages with richer libraries or features, assuming libraries and compiler implementa-
tions are reliable).

Once the code is written, we can work on it. Static analysis is the art of working
on the source code of a program without running it, unlike tests that run the program
on known inputs to compare the result with expected outputs. There are various kinds
of static analysis allowing various kinds of results. The most basic analyses are lexical:
they care about the formatting of the source code, without further considerations. A
classical example in this category is indentation check: even in languages where it is not
significant (like C), a bad indentation can be misleading for the developer, or may be the
sign that the developer misunderstood what the program is doing. We may also check
that variable names follow given guidelines, or that the spelling is correct.

We can be interested in more complex properties, especially syntactic ones: they
look at the structure of the program, but they ignore the formatting, and have no
consideration about the behavior of the program. This kind of analyses include the
detection of code duplication or the limitation of the number of execution paths in
functions. Lexical and syntactic analyses are very widespread, many compilers and
IDEs perform such analyses as they help developers to write better source code, and to
avoid risky idioms.

Some languages require the compiler to perform static analyses, like type checking or
type inference. These analyses are more advanced as they must care about the behavior
of the program: they are not syntactic. These properties are useful for safety concerns,
and to make the compiler able to choose appropriate data representation. Moreover,
compilers often run other complex analyses for optimization reasons, like pointer aliasing
analyses or dead code elimination. We can remark that trying to compile a program is
already a kind of static analysis, as it may succeed only if it is syntactically correct, and
if types match language requirements (if any). On the other hand, this analysis provides
very few guarantees: most programming languages allow writing programs that always
crash, for instance, programs whose first instruction is an unprotected division by 0. A
notable exception is Coq [Coq20], which requires the developer to provide a proof that
the program is correct, and rejects the program if the compiler fails to check the proof.

Nowadays, we daily use such analyses in software development without even knowing
it; thanks to them, developers can quickly notice likely errors. But for some applications,
this is not enough. For critical software, a failure can be disastrous, and common methods
are not reliable enough. For instance, the software involved in the crash of ARIANE 4

Shttps://www.misra.org.uk/
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was written in a high-level language (ADAY), following very strict guidelines, and was
extensively tested**; still ARIANE 5 crashed. For this kind of software, we need stronger
guarantees: we do not only need to detect probable bugs, but we want to prove that
bugs are impossible. The definition of “bug” depends on the context: we may want to
guarantee the absence of crash, the absence of private information leak or that the result
is correct according to some specification. These properties are about the behavior of
the program, they are semantic properties.

It is well known that interesting semantics questions cannot be solved using an al-
gorithm, for a good definition of interesting: this is RICE’s theorem. However, non-
automatic methods cannot be used on large codebases, or at the cost of a very long time
of expert work. Even if automatic methods cannot be infallible, we can strive to make
them successful on typical source codes. We may also develop semi-automatic methods
that do most of the job automatically but can be manually helped (preferably, by a
non-expert) when it fails.

1.2 Motivation

The main motivation of our work is to prove security properties on an embedded oper-
ating system (OS) from an industrial partner. This OS hosts several programs, some
are provided by the manufacturer and trusted, other are installed by the customer and
untrusted. In addition to the absence of run-time errors (RTEs) in the OS, which is
simply a safety property, we want to prove more complex properties like the absence
of information flow from a private source to a public memory, so that an untrusted
program cannot access data of trusted applications. Likewise, we want to prove that
public variables cannot interfere with trusted software, this way the behavior of trusted
programs does not depend on the behavior of untrusted ones.

In general, these properties are difficult to prove, and even difficult to express: they
cannot be formalized as sets of traces, but only as sets of sets of traces, what some
people call hyperproperties’. The absence of interference does not necessarily require
that the untrusted program never writes in a trusted memory, but only that whatever it
writes, the trusted program runs in the same way. We cannot directly use this property
as we do not know the program running in our host platform. A first step is to say that
the trusted memory can be modified by the untrusted program, but will eventually be
restored its initial value before the trusted program reads it. Instead of comparing sets
of traces, we only compare two traces: one real trace where the interaction happens, and
one forged when the interaction is suppressed. If both traces match before the trusted
program reads the memory, then, from its point of view, it is just like if the interaction
never happened. This method can already be used in some parts of the OS where we need

YADA is statically typed, has an unambiguous syntax and handle errors by exception (rather than
undefined behavior, like C).

**Indeed, in addition of tests during development, this software was used on the 113 successful flights
of ARIANE 4.

T At the risk of suffering the wrath of Patrick COUSOT.
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that a memory keeps its value at some times, but it is still too flexible to be used about
user-level programs, as we would still need to know their source codes. The ultimate
simplification is to simply forbid programs to read or write memory belonging to other
processes. Though it seems very natural, it is in fact a strong over-approximation of the
actually desired property. This property is interesting as it is a safety property, and that
it is indeed enforced by memory management features of modern processors.

We still have to prove that the processor makes a correct usage of these protection
features. They are way beyond the scope of C: these features cannot be controlled using
pure C, as they are very dependent on the architecture, and properties about these
features cannot be expressed in the memory model of C. We need to look at a lower
level: we need to analyze assembly source code. In our case, we are using a processor
with x86 architecture.

Of course, most OSes, and ours is not different, are not entirely written in assembly.
The largest part is written in C, and only hardware-dependent pieces are written in
assembly. This hides two problems. Firstly, we need to analyze mixed C and assembly
source code, though they are very different languages: they have very different memory
model, and while C is well-structured, assembly control flow is jump-based. The other
problem is the kind of operations required by low-level software, which are unusual, or
even illegal in standard C.

Since we want to prove properties on software, abstract interpretation is a convenient
framework. It allows building sound analyses which are able to find all possible errors
(at the risk of finding a bit more). The choice of the theoretical background was mainly
guided by the application: a large part of this work is implemented in a development
version of ASTREE static analyzer. ASTREE is a static analyzer relying on abstract
interpretation developed since 2001 that managed to prove the absence of RTEs in large
industrial embedded software [Bla+03; Cou+01; Cou+20; Cou+06a].

Because of the application, we not only need to find a solution to the problems we
mentioned: this solution has to be efficient enough to be usable on real-world programs
containing hundreds of thousand to millions lines of code.

1.3 Overview

We first consider the question of analyzing mixed C and assembly code. The first part
is dedicated to a definition of the semantics of mixed C and assembly. Of course, we
do not use C (which is very complex) or the whole assembly language, but a simpler
model instead of C, and a fragment of x86 instructions. First, we introduced this C-
like language from syntax to semantics. This language is not a subset of C as we need
extra hypotheses that are undefined, unspecified or implementation-defined behaviors
in C. We try to highlight these differences. Then, we introduce the memory model for
assembly and two semantics. The first semantics is very concrete, it is very close to how
computers work; the second semantics is slightly more symbolic to make interaction with
C easier, but it forbids some unwanted behaviors. We explain how to write mixed C
and assembly code, and give examples of complicated cases that justify why we cannot
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restrict the semantics too much. We explain the semantics of mixed code by looking at
each kind of statement, but we do not give a full formal definition as it is very heavy and
do not help to understand. The last chapter is about a library that we developed for
ASTREE, which is in charge of assembly-related problems, mainly deciding the length of
assembly instructions to resolve dynamic jumps.

The second part gives some context needed for the following. We give a quick
overview of abstract interpretation, and especially of products of domains. This does not
intend to be exhaustive as a lecture. We also introduce ASTREE, and explain some details
about the implementation. These details are useful to understand the implementation
choices made in the following.

The third part is about the abstraction of mixed C and assembly code. We divide
the work in instruction categories. For each category, we present our abstractions, and
the changes they imply in ASTREE.

We mentioned that low-level source codes perform strange operations. This problem
is discussed in the fourth part. Such cases can be solved by adding ghost variables:
they are quantities that does not directly appear in the program but help to represent
states. We found analogous notions in other domains; for instance, in physics, the law of
conservation of energy can be used to solve many problems, but requires the total energy
of a system to be explicit, which is an artificial value that has no existence in real life, just
like the limit of the system is arbitrary and human-made. Likewise, given a problem, any
solution that uses change of variables can be rephrased with ghost variables, e.g. variable
change in an integral computation or coordinate rewriting in a geometric problem. In
static analysis, ghost variables are very useful as well, but they are difficult to use in a
decentralized way with multiple abstract domains. In the fourth part, we build a product
of abstract domains that makes domains able to share ghost variables, and manage them
in a fully distributed way, while allowing domains to cooperate to improve their abstract
values. This allows the composite domain to express more complex properties.

The fifth part gives some perspectives and insights. We propose many extensions and
improvement of the work presented in previous parts. In particular, we propose some
advanced properties to prove that require the support of assembly. We also mention
many optimizations of the product of domains discussed in the fourth part, and some
extensions to allow even more complex domains and to make the product more general,
so that it can be used in many contexts.
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Chapter 2

The x86 Architecture and System
Programming

HIS CHAPTER explains relevant parts (for the following chapters) of the x86 architec-
ture and how these low-level features are used to build an OS. These explanations
can be arranged in two categories. The first kind is about the actual features of the
processor. Most of this information might be found in the INTEL Architectures Soft-
ware Developer Manual [Int20]. The second kind is the set of methods and practices
employed to build an OS using these features. In this matter, there is no absolute truth
but widespread good techniques and traditions. The INTEL Architectures Software De-
veloper Manuals gives some pieces of advice but the main part of these techniques rather
comes from tutorials and documentations about existing OSes, since most of them work
in similar ways. A most useful resource in this matter is OSDev [OSD20].

2.1 An Overview of the x86 Architecture

2.1.1 A Piece of History

The x86 architecture was born in 1978 with the release of the 8086 microprocessor,
the first INTEL’s 16-bit processor. As x86 maintained backward compatibility, novelties
introduced in the 8086 processor are still part of the modern x86 processors. Yet, the 8086
lacks fundamental features that are essential today, for instance to handle multitasking.
Consequently, since the 8086, the x86 architecture was enriched to deal with new needs.

A first important landmark is the introduction of a new memory management mode
by the 80286 processor in 1982. In the 8086 framework, the physical memory was
addressed directly by the program (real-address mode), preventing to run two programs
simultaneously as they could interfere. The 80286 added the protected mode: in this
framework, each program can only address its own virtual view (called segment) of the
memory, and the processor takes care to map views on separate areas of physical memory
as instructed by the system. Its successors (and contemporary) until the release of the
Pentium were named on the pattern 80x86, giving by apheresis the name x86.

7
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The 80386, released in 1985, was the first 32-bit x86 processor. It is also named 1386,
hence the informal name of the 32-bit generation of x86 architecture, otherwise called
IA-32. The 80386 brings a lot of changes. To offer better support for 8086 programs,
a new virtual mode was created to run real-address mode applications in an isolated
environment in protected mode. These programs were not designed to work with seg-
mentation or paging, and at this time, it was an important issue to be able to still run
these old programs on new processors. As such old software was gradually deprecated
and replaced by new programs designed to work with modern memory protection fea-
tures, virtual mode became less and less useful. The change to 32-bit generation did
not only extend registers, but also the external bus, allowing to address a much larger
memory (from 16 Mio to 4 Gio, see section A.1 “Architecture” (page 369) for units). In
parallel, a new memory management feature was added: paging. It provides a much
more flexible control of the memory by allowing to map segments to non-contiguous
small blocks of memory. With time, paging became more and more powerful so that
it entirely subsumed segmentation, which became unused and eventually removed from
the 64-bit generation (when operating in 64-bit mode).

Due to backward compatibility, even the very last x86 processor starts just as the
8086. The system is in charge to gradually change execution mode to the desired one.
During the following description of the x86 architecture, some points may seem odd,
even wrong. One should keep in mind that this is the result of many layers to add new
features while keeping the old ones.

2.1.2 Characteristics of the 32-bit x86 Architecture

An architecture (or instruction set architecture) is an abstraction of a processor: it
describes the available instructions, their semantics and their encoding.

The processor we are interested in is the Pentium MMX. Since it is a 32-bit, we
will not consider 64-bit architecture. However, we cannot escape the influence of 16-bit
processors, because of backward compatibility.

The x86 architecture is a CISC (complex instruction set computer) architecture, i.e.
there is a lot of instructions: there are multiple versions of simple operations (depending
on the type of the operand: literal value, register or memory operand) and very special-
ized instructions. In particular, most instructions can read or assign registers as well as
memory. Once encoded into machine language (binary encoding), each instruction will
take between 1 and 15 octets (tight bounds).

In x86, each byte is 8-bit long, that is a byte is an octet. This architecture uses
little-endian byte order and allows any unaligned access (though they might be slower).
All integer operations assume two’s complement representation.

In the following, we will only focus on the Pentium MMX. In fact, we will not look
at any feature that makes the Pentium MMX different from the P5, or most 32-bit x86
processors. However, really ancient processors may not have all the thereafter explained
features, and more recent x86 processors may have more (while keeping compatibility).
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2.1.3 Conventions

Most notations follow the INTEL’s manual [Int20]. This way, it is easy to find com-
plementary information. Moreover, due to INTEL’s influence, these notations are quite
common in a lot of resources. Let us explain them.

The first point is notation of integers in non-decimal form. Hexadecimal numbers
have the H suffix and use numbers 0 to 9 and A to F. Binary numbers have the B suffix
and use numbers 0 and 1. For instance 42 = 2AH = 101010B. In most programming
languages 2AH is written 0x2a.

When drawing data structures, lower addresses are at the bottom and the byte-offset
is written on the right. Bits are numbered from right to left. For instance, the array
of the 16 hexadecimal 4-bit digits in increasing order can be equivalently written as on
Figure 2.1 or Figure 2.2. The number of bytes per line depends on the context. Usually,
there are 1, 2 or 4 bytes per line.

15 12 11 8 7 4 3 0

w| N |w|H-

E D C 6
A 9 8 4
6 5 4 2
2 1 0 0

Figure 2.1: Hexadecimal numbers by 16-bit packs

31 28 27 24 23 20 19 16 15 1211 8 7 4 3 0

F E D C B A 9 8 4
7 6 5 4 3 2 1 0 0

Figure 2.2: Hexadecimal numbers by 32-bit packs

There is also a notation to extract some bits: alc:b]. This means “bits b to c of a”.
For instance if a is 12ABCDEFH, a[27:4] = 2ABCDEH (see section A.1 “Architecture”
(page 369) for a more detailed explanation). Bounds are reversed to match the bit order
of figures. Outside the context of figures, natural order is preferred (first index before
last index).

Reserved parts are in gray. A constant written in such a cell means that this field
shall always contain this constant. Otherwise, the content may be arbitrary.

When speaking about bits, saying it is cleared means that its value is 0, and we say
it is set if its value is 1.
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2.2 Execution Environment

2.2.1 Registers

Among other resources given to program running on the processors, there are the regis-
ters. They are small memories that exist only in the processor: they are not mapped in
memory, and consequently they have no address, thus no pointer can point to them. Let
us remark that “a memory” designates anything that can store data, but “the memory”
designates more precisely the memory external to the processor accessed by dereferenc-
ing, typically the random-access memory (RAM).

There are several categories of registers; we are going to present them in this subsec-
tion.

2.2.1.1 General-Purpose Registers

Some registers are available for the user without restriction. They are called general-
purpose registers (GPRs), or sometimes GP registers. There are 8 GPRs, all of them
are 32-bit wide. They are named EAX, ECX, EDX, EBX, EBP, ESP, ESI, and EDI.
As one may have noticed, EBX come after EDX, especially when it comes to encode
the instructions. This usually has no importance, but sometimes, it explains surprising
facts.

In addition to these registers, other names are defined to designate parts of these
registers. For EAX, the 16 lower bits are called AX, the 8 lower bits form AL and
the bits 8 to 15 are AH. This is illustrated on Figure 2.3. Similar names are given to
analogous parts of ECX, EDX and EBX.

31 16 15 8 7 0

AH AL
AX

EAX

Figure 2.3: Alternate EAX register names

The 16 lower bits of EBP, ESP, ESI and EDI are respectively called BP, SP, SI, and
DI. The “E” prefix stands for “extended”, since 32-bit registers are extension of the
former 16-bit registers.

These registers can be freely used to store any kind of data (integer or pointer, since
there is no typing at this level), without restriction, especially whatever the current
privilege level, and without any kind of check. While it is possible to store anything,
it is not always wise. Indeed, some instructions favor some registers. For instance,
addition is more efficient when using AL, AX or EAX: it is both faster and the encoding
is smaller. Moreover, some instructions exist only for some registers. For example, string
operations can only be performed using ESI as a pointer to the source operand and EDI
as a pointer to the destination operand, hence their names (see below). Likewise, when
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performing a stack operation, ESP will be interpreted as a pointer to the top of the stack.
Moreover, while all GPRs may be dereferenced to be used as memory operand, they are
not understood in the same way: during a dereference, pointers must be translated
to physical memory address, but this translation is done slightly differently depending
on the register. This will be explained with more detailed later (see subsection 2.3.2
“Segmentation” (page 18)).

Even if there is no intrinsic constraints on the respective usage of GPRs, their names
carry some hints:

— ESP: Stack Pointer

— EBP: Base Pointer (in stack)

— ESI: Source Index (for string operations)

— EDI: Destination Index (for string operations)

— EAX: Accumulator (for arithmetic operations)

— ECX: Counter (for string operations)

— EDX: Data pointer (for I/O operations)

— EBX: Base pointer (for 16-bit-style addressing)

While the 4 former are credible, the others look more dubious, or even apocryphal. In
practice, ESP and EBP are indeed bound to stack management.

It is important to remember that values are not typed in x86: they are just binary
sequences. It is true everywhere, but especially important to emphasize about GPRs
since they have no special meaning. The content of a register, or a memory operand,
can be interpreted as a pointer, a signed integer or an unsigned integer, depending on
the instruction. That’s why there are both MUL and IMUL: the former performs an
unsigned multiplication, while the latter performs a signed multiplication. Thanks to
two’s complement representation, some computations (such as addition) are the same in
both cases.

2.2.1.2 EFLAGS Register

The EFLAGS Register is another very important 32-bit register even for non-system
programs. It keeps 3 kinds of flags: status, control and system flags. Status flags give
some information on the last executed instruction. They are automatically updated and
consequently, from the software point of view, they are mainly intended to be read. A
control flag is rather meant to be modified: its value modifies the behavior of some
instructions. System flags are dedicated to system management and should not be
modified by an application program. Moreover, as a protection feature, one needs the
highest privileges to change these flags. The layout of the EFLAGS register is shown on
Figure 2.4. Some bits (in gray on the figure) cannot be changed.

The EFLAGS register cannot appear directly as an operand. To read or write it, one
can either use dedicated instructions that set or clear specific flags, or copy the whole
register from or to the stack. In most cases, flags are written and read automatically
without manipulating the EFLAGS register.

There are 6 status flags: Overflow Flags (OF), Sign Flag (SF), Zero Flag (ZF),
Auxiliary Carry Flag (AF), Parity Flag (PF), and Carry Flag (CF). They are set by
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Figure 2.4: EFLAGS register

arithmetic instructions (such as addition, multiplication. . .) depending on the result. For
instance, the Zero Flag is set if the result is null, and cleared otherwise. Testing status
flags is the main way to execute code conditionally, excluding tricks like dynamic jumps.
Conditional jump instructions might simply test the value of a flag or a combination
of flags. Moreover, most of these instructions have aliases. For instance JZ (jump if
zero) tests if ZF = 1, just as JE (jump if equal) which is a mere alias for convenience.
Indeed, comparison instruction (CMP) sets status flags just as SUB and does not modify
the operands: ZF is set if the difference is zero, i.e. if the operands are equal. Even if
it is equivalent, it is more natural to test whether the result of SUB is zero and whether
operands of CMP are equal; that why JZ and JE are aliases. Complex conditions are
used to provide convenient comparisons. For instance JA (jump if above, the unsigned
strict comparison) tests if ZF = 0 and CF = 0 without the need to use two instructions.
Since these registers are automatically written by arithmetic operations and read by
conditional operations (including, but not limited to, jumps), it is very unusual to read
or write status flags manually and x86 does not make it easy.

There is only one control flag: Direction Flag (DF). It is used to change the behavior
of string operations (MOVS, CMPS, SCAS, LODS, and ST0S). String operations process
contiguous block of data, by applying an instruction to each value in this block. DF flag
sets the direction in which the string is processed: from high to low addresses, or the
opposite. This flag can be set or cleared using dedicated instructions. We will not take
care of this flag anymore since we are not interested in string operations.

The other flags are system flags. One needs the highest privilege to modify them,
and they control some system features or indicate capabilities of the processor. Most
are not relevant for the following, the others will be detailed in due time.

2.2.1.3 Segment Registers

Segment registers allow some control on logical-to-physical address translation. There
are 6 of them (CS, DS, SS, ES, FS, and GS) and are 16-bit wide. Their role is explained
in subsection 2.3.2 “Segmentation” (page 18).

2.2.1.4 Instruction Pointer

The instruction pointer (EIP), as suggested by its name, points to the next instruction
to run. It is impossible for software to access it directly: it is automatically controlled
by control-flow instructions (jumps, calls...). Though, one can take advantage of these
instructions to get the current value or to assign an arbitrary value into EIP, it goes
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without saying that this is a very poor idea in most application programs. But sometimes
it can be necessary for system to use such trick.

2.2.1.5 Control Registers and Other System Registers

While all aforementioned registers may be manipulated (at least partially) by an appli-
cation program, there are others families of registers that are only intended to be used by
the system. The highest privilege is required to access them,and they are used to control
the mode of operation, memory management features and other sensitive parameters.
Relevant registers, with respect to our scope, will be detailed at an opportune moment
(especially subsection 2.3.2 “Segmentation” (page 18) and subsection 2.3.3 “Paging”
(page 25)). Important such registers are the control registers, named from CRO to CR4.

2.2.2 Stack

Most languages need a stack to store information about active subroutines. The stack
is not a distinct hardware feature, instead it takes place in the memory as a set of
consecutive cells. Nevertheless, x86 provides several operations to easily operate on a
stack. In x86, stacks grow downward, thus a PUSH will decrease the address of the top
of the stack. For all the stack operations, it is assumed that ESP points to the top
of the stack, that is the element with the lowest address of the stack. In addition to
store or retrieve data from the stack, these instructions update ESP accordingly. Some
relatively high-level instructions handle entire call frames, managing both EBP and ESP
to surround them, and keeping appropriate copies on the stack to be able to restore the
previous state. Thus, even if the stack is a purely logical structure, x86 processors
include several instructions to handle it pleasantly.

2.2.3 Privileges

Privileges have already been mentioned briefly. This is a mechanism to restrict some
sensitive operations only to some trusted programs (especially, the system) and to protect
these programs against less privileged tasks.

There are 4 privilege levels, called rings, numbered from 0 to 3. Ring 0 is the most
privileged level, while ring 3 is the least*. A numerically higher is in fact a lower privilege.
Most tasks (in particular, application programs) run in ring 3, only the OS kernel should
run in ring 0. Rings 1 and 2 used to be the privileges of OS services, such as drivers.
Nowadays, they are much less used for reasons related to hardware and software: on
the processor side, the 64-bit generation of x86 mostly dropped segmentation in favor
of paging, which has only a protection model with 2 levels; from the OS side, limiting

*Hence the name “ring”: privilege levels are like a succession of included circles, where ring 3 is the
outermost and ring 0 the innermost. This diagram can be found in many places, especially [Int20]. This
is the traditional representation, though it is counterintuitive from a set-theoretic point of view (since
the set of allowed operation for ring 3 is included in the set of allowed operation for ring 0). We may
rather interpret this representation like battlements in a fortified city: ring 0 is the innermost and thus
the most secured place.
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hardware-dependent code is an important issue for portability and maintainability, yet
some architectures only provide two privilege levels, thus on x86, two rings are left
unused.
Sometimes, it is useful to temporarily change ring to allow an application program
to perform privileged operation, such as allocating memory. Such calls are known as
system calls. There are several ways to increase privilege safely: we do not want the
unprivileged task to run arbitrary code with high privilege. These transfer mechanisms
are detailed in section 2.4 “Calls, Interrupts and Exceptions” (page 28) and section 2.6
“System Calls” (page 36). Whatever the way by which the transfer happens, it is crucial
to prevent the system to access sensitive data, or to run protected code, on behalf of an
application program.
To achieve delegation to higher privilege code while ensuring protection, x86 uses
three kinds of privileges:
— The current privilege level (CPL) is the privilege of the currently executing task.
— The descriptor privilege level (DPL) applies for data segments and gates (safe
proxies for privileged functions see subsubsection 2.4.2.3 “Inter-Privilege Calls”
(page 31)). They describe the required privilege to be allowed to access the data
(in the case of a data segment) or to run the code (for gates).

— The requested privilege level (RPL) is an override to access a data segment or a
gate with a numerically higher privilege level (less privileged). This is useful to
execute code or access data on behalf of a less privileged task.

2.2.4 Modes of Operation

Processor of the x86 family can run in three modes. Each mode determines a set of
available features and instructions.

The legacy mode is called real-address mode. This is the only mode of the 8086 thus,
for compatibility reasons, this is the mode of the processor at startup. Most protection
features are unavailable, so it is strongly advised that non-legacy software does not use
this mode.

The normal mode of operation is the protected mode. It can be accessed from
real-address mode and provides most features and instructions, in particular memory
protection features (hence the name) needed for multitasking. Moreover, since it is
designed to be the standard mode of operation, this is also the most optimized mode. In
most cases, the first task of the system is to transit from real-address mode to protected
mode. Tasks running in protected mode can be run with a special parameter so that the
processor emulates the real-address mode in a protected framework, allowing running
software designed for the 8086. While not technically being a distinct mode, this feature
is called the virtual-8086 mode.

The third mode is the system management mode. This mode is intended to run code
to manage hardware-specific features such as power management. It provides an easy
way to execute this code transparently (OS or application programs are automatically
suspended and resumed) in a isolated environment. This mode is out of our scope.
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2.2.5 Memory Protection Overview

Real-address mode allows programs to access physical memory directly. The only way
to run multiple tasks in such a mode would be to use disjoint addresses. This is not
feasible in practice: when choosing the addresses to store global variables and functions
(during compilation, typically), one would have to know which are available. In addition
to the annoyance due to accidental interference of genuine programs, there is no way to
protect data from an adversarial program.

To tackle this issue, protected mode provides features to isolate memory space of
programs. There are two consecutive mechanisms of address translation: segmentation
and paging. Enabling paging requires segmentation to be currently active. In normal
operation, both segmentation and paging are enabled. The state where segmentation is
enabled but not paging only appear shortly during boot. Since there are two translation
steps, there are three address spaces: logical, linear and physical addresses.

Logical Address
(or Far Pointer)

Segment l

Selector Offset Linear Address

| | [ | Space
i Linear Address
Global Descriptor .
Dir | Table | Offset Physical
Table (GDT) | [ | Physical
’ Space
Segment b bl
Segment age Table Page
Descriptor — | | | [ || || """~
> I Page Directory Py Addr
ﬂr Lin. Addr.
,,,,,, Entry P I
* Entry »

Segment_J g

Base Address

I~— Page

}7 Segmentation I Paging I

Figure 2.5: Segmentation and paging, from [Int20]

Segmentation translates logical addresses (also known as far pointers) to linear ad-
dresses. A logical address is the address from the program point of view. Such an
address has no meaning by itself, it should be interpreted in a segment. A segment is a
contiguous memory zone characterized by a base address (the beginning of the segment),
a size, and some flags. Segments are usually defined globally, but task-specific segments
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are also available. A logical address comes with a segment selector (stored in a segment
register), which is an index that specifies in which segment the logical address must
be interpreted. Then, the logical address is added to the base address of the segment
yielding the linear address. Checks are performed to ensure that the linear address does
not exceed the segment limit. This process is shown on the left part of Figure 2.5.

Depending on whether paging is enabled, the linear address may undergo another
translation. If paging is disabled linear address is directly interpreted as a physical
address. In this case, to ensure memory isolation, tasks must use disjoint segments. This
lacks flexibility since it implies that each task requires a contiguous block of memory. So,
memory allocation may require entire segments to be shifted if there is no space left after
the end of the segment. In addition, holes cannot be used easily and segmentation does
not allow easily storing allocated but unused memory on an external device (typically
a hard drive or a SSD) to make room for more frequently used data (this technique is
known as swapping).

To overcome these issues, we usually use paging which is a second translation step
that provides a useful mapping from linear addresses to physical addresses. Linear
address space is cut into small pieces called pages which are mapped anywhere in memory.
So, the processor determines to which page the linear address belongs and the offset
inside this page. Then it finds the physical base address of this page in a dedicated task-
dependent structure and adds the offset to get the physical address. In this framework
the granularity of memory is coarser: we cannot allocate less than a page. Yet, pages
are small (usually 4 Kio), so this is not an issue. This translation is illustrated on the
right part of Figure 2.5.

Paging solves all aforementioned issues. To allocate memory, the OS just needs to
find available space to put the pages. They do not even need to be adjacent. Swapping
can be done at page level: when the processor finds out that the requested page is
not in memory, it asks the OS to move it into memory before proceeding. To achieve
memory isolation, pages must not overlap, but segments are not important anymore:
the same linear address space is translated differently in the context of different tasks.
Consequently, in most OSes, segments are shared across all tasks and span over most
of the linear address space, so that the segmentation is almost trivial. This led to the
removal of most capabilities of segmentation in the long mode (64-bit mode) of x86_ 64.

Both segmentation and paging will be explained with more detailed in section 2.3
“Memory Management” (page 17).

2.2.6 Assembly Language

To be understood by the processor, instructions are encoded into binary sequences, this
is machine code. Yet, this format is clearly not human-friendly. Instead, we use an
assembly language (or assembler language): it is an understandable language very close
to the machine code.

There are several syntaxes for x86 assembly, the most popular ones are INTEL’s and
AT&T’s. We will use the INTEL’s syntax in the following since it has slightly more in
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common with other languages (direction of assignments) and has more understandable
syntax for complex addresses. Moreover, it is closer to the INTEL’s manual [Int20].

Assembly language use mnemonics followed by operands (separated by commas) to
specify the instruction. A mnemonic is a keyword encoding the kind of instruction. For
instance PUSH EAX is the instruction that pushes the content of EAX on the stack. The
mnemonic is PUSH and EAX is the argument. An example with a binary mnemonic:
ADD EAX, 5 adds 5 in the register EAX. More generally, when applicable, the source
operand is on the right while the destination operand is on the left, just like in most
languages. We can also remark that usually, mnemonics and other keywords (like reg-
ister names) are not case-sensitive. Indirection is denoted with brackets. For instance,
PUSH [EAX] pushes on the stack the content of the memory whose address is the content
of EAX.

Assembly languages usually include labels. They are identifiers followed by a colon
(e.g. my_label:) that marks a program point, making it easy to reference, for instance,
as the target of a jump or call instruction. Labels do not exist in machine language, and
they are replaced by the offset between the usage and the definition.

Assembly language is translated into machine language by an assembler program (or
simply assembler). Fancy assemblers can provide more advanced features like macros or
high-level style branching. This separates even more assembly language from machine
code, so we will not use such features.

2.3 Memory Management

2.3.1 Address and Operand Sizes

The processor can use 16-bit or 32-bit addresses and operands depending on the current
mode and configuration.

When using 16-bit addresses, the maximum legal value of a linear address (known
as limit) or segment offset is 216 — 1 (i.e. 64 Kio) and with 32-bit addresses, the limit is
232 — 1 (i.e. 4Gio). It is equally straightforward for operand size: 32-bit operand size
means that the size of operand is 32 bits by default.

In real-address mode, the default address and operand size is 16 bits. In protected
mode, it depends on a flag in the segment configuration. However, both address size
and operand size can be overridden temporarily by adding appropriate prefixes to the
instruction, so that an instruction in protected mode can access the whole memory (32-
bit address size), yet use AX register (16-bit operand size) by using the operand-size
override prefix while in 32-bit mode.

The recommended setting is to use 32-bit sizes. This offers more capabilities (wider
ranges for integers and larger addressable memory) while achieving better performances.
Only serious constraints should impose 16-bit addresses and operands. But, we cannot
totally escape 16-bit sizes because the processor starts in real-address mode, thus we are
compelled to use 16-bit code at least until we reach protected mode.
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2.3.2 Segmentation

While sharing the name, some terminology and segment registers, real-address mode
segmentation and protected mode segmentation are very different. The similarity is
that in both kinds, segments are contiguous zones of memory (like a segment in the
mathematical meaning) and the logical address is used as an offset inside this segment.
But the capabilities and the way to specify a segment have very few in common.

There are 6 16-bit segment registers: CS, SS, DS, ES, FS, and GS. While the way
they specify the segment varies between real-address mode and protected mode, they
are used in the same circumstances:

— CS (Code Segment): where instructions are fetched;

— SS (Stack Segment): when dereferencing EBP or ESP, or performing a stack op-

eration like a push or pop;

— ES (Extra Segment): destination of string operations;

— DS (Data Segment): for everything else.

For memory operands, the automatic (register-based) selection of segment may be over-
ridden, e.g. MOV EBX, [EAX] dereferences EAX in the data segment (DS) and stores the
result in EBX, but MOV EBX, SS: [EAX] will look in the stack segment. So MOV EBX, [EAX]
is equivalent to MOV EBX, DS:[EAX]. FS and GS segments are only used through such
explicit overrides, as they are never automatically selected.

2.3.2.1 Real-Address Mode Segmentation

In 16-bit processors, registers are 16-bit long. This provides an addressable space of 216
octets (64 Kio). It rapidly became too small regarding the development of software.

To extend the addressable space, the INTEL 8086 has a 20-bit memory bus, allowing it
to use 1 Mio. To achieve 20-bit addresses with only 16-bit registers, the physical address
is 10H x S 4+ O (see Figure 2.6) where S is the content of the segment register (known
as segment selector), O is the offset (logical address) and H is a suffix to denote that the
value is denoted in hexadecimal (so that 10H = 16).

19 4 3 0
Segment selector 0
19 16 15 + 0
0 Logical address
19 = 0
Physical address

Figure 2.6: Real-address mode address translation

Segments are 64 Kio long but spaced out by only 16 octets, thus they overlap. Conse-
quently, the same linear address can be obtained with up to 2'2 distinct pairs of segment
selector /offset.
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By using disjoint segments for code, data, and stack, we can avoid catastrophic
mistakes like writing in the code, or executing data. But this is only a protection against
some genuine mistakes, but it is useless against adversarial attackers, since the program
can change current segments (as there is no privilege mechanism in real-address mode),
and indeed execute data or write in the code. Real-mode is poorly suited to multitasking
(executing simultaneously two programs requires them to statically use disjoint memory
zones), so usually, there is only one program at a time in this mode, thus there is nothing
to attack except the attacker itself. But in a multitasking mode, we need better memory
protection.

2.3.2.2 Protected Mode Segmentation

This segmentation is much more flexible: segments may have arbitrary base address and
length. Available segments are described by segment descriptors, which can be stored in
a system-wide structure, the global descriptor table (GDT), or in a task-specific struc-
ture, the local descriptor table (LDT). Segment registers point to descriptors, specifying
indirectly the segment.

2.3.2.2.1 Segment Descriptor

A segment descriptor is a 64-bit structure that specifies segments parameters. The
layout is showed on Figure 2.7. The base address is the lowest linear address of the
segment. The limit field specifies indirectly the size of the segment depending on the G
(granularity) flag:
— if G is cleared, the limit is directly the 20-bit size, allowing sizes from 10 to 1 Mio,
by steps of 10;
— if G is set, the size of the segment is 2! times the value of the limit field, allowing
sizes from 4 Kio to 4 Gio, by steps of 4 Kio.
The granularity flag allows favoring either the precision or the amplitude. In practice,
we usually do not need to specify the segment size by less than 4 Kio since it is the
smallest possible size for a page. Moreover, we usually need to specify large segments.
So, the granularity flag is set in most use cases.

In a segment, the least logical address is 0 and the greatest is the limit (except for
expand-down segments). The base is thus an offset added to the logical address to get
the linear address. At this point, the least linear address is the base, and the greatest is
base 4+ limit.

The address translation of segmentation is rather trivial: it is a translation (in the
mathematical meaning) with bound checks. But segment descriptors also include several
flags to adapt segment settings and access rights:

— The DPL field specifies the privilege level of the segment, from 0 (most privileged)

to 3 (the less privileged). For a code segment, it specifies the maximum privilege
a task can have when running this code.

— The P (present) flag specifies whether the segment is available for use. If not, most

fields are ignored and the segment descriptor cannot be used.
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The AVL (available) flag is left available to the system developer.

The D/B flag specifies the default address and operand size.

Bit 21 of the second double word is reserved and should be 0.

The S (system) flag specifies whether the segment is a system segment, or a code
or data segment. System segments are special structures that will be explained

later.

The Type field defines the type of segment (code or data) and access policy:
execute-only or execute/read for code segments, or read-only or read/write for
data segments. This field stores more information that will be explained later.

31 24 23 22 21 20 19 16 15 14 13 12 11 8 7 0
DEAAL Limit
Base[31:24] Gl/|0|V 19:16] PIDPL|S| Type Base[23:16] 4
Bl |[L|
31 16 15 0
Base[15:0] Limit[15:0] 0

Figure 2.7: Layout of a segment descriptor

1 uint64_t /* A type of 64 bits */
2 build_segment_descriptor(uint32_t* base, uint32_t limit,

uint32_t
uint64_t
seg_desc
seg_desc
seg_desc
seg_desc
seg_desc
seg_desc
seg_desc
seg_desc

type, uint32_t flagsl, uint32_t flags2){
seg_desc = 0;

= limit & Oxffff;

= (base & Oxffff) << 16;

= ((base >> 16) & 0xff) << 32;

= (type & Oxf) << (32 + 8);

= (flagsl & Oxf) << (32 + 12);

= ((limit >> 16) & 0xf) << (32 + 16);

= (flags2 & 0xf) << (32 + 20);

= (base >> 24) << (32 + 24);

return seg_desc;

Listing 2.1: Building a segment descriptor

When S bit is set, the segment descriptor is not a system segment, oddly. Let us
describe the type field in the case of a non system segment:
— Bit 11 of the second double word is 0: Data segment:

- Bit 10:

(21 -1

expand-down. In this case, the greatest logical address is FFFFH
) if the B flag is cleared, FFFFFFFFH (232 — 1) otherwise, and the
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least logical address is limit 4+ 1. The base is still the least linear address of
the segment.

— Bit 9: write. If this bit is cleared, the segment is read-only, otherwise, write
is allowed.

— Bit 11 of the second double word is 1: Code segment:

— Bit 10: conforming. Whether code in this segment can be accessed by a less
privileged task, and run with current privilege.

— Bit 9: read. If cleared, this segment is execute only. Otherwise, read is
allowed.

— Bit 8: accessed. This bit is set when a selector to this segment is loaded, and should
be cleared explicitly. It can be used for debugging or memory management, but is
rarely useful, thanks to paging.

We can remark that a segment may not be executable and writable at the same time.
This is an obvious precaution to avoid catastrophic failures. But we can also note that the
same linear address might be in multiple segments, thus it is still possible to have a piece
of memory (in the linear address space) that is both executable and writable by reaching
it through different segments. This can be avoided using paging (see subsection 2.3.3
“Paging” (page 25)) to avoid execution of data or dynamically modification of the code,
but it can also be useful, precisely when dynamic code is needed.

Expand-down segments may seem weird, but they used to serve a reasonable purpose:
they were designed for stacks since in x86, they grow downward. If one uses an expand-
down segment for a stack, decreasing the limit of the segment allows more space to be
dynamically allocated on the stack, by decreasing the first illegal address. Modern (even
for our scope) virtual memory management does not use dynamic segments: allocation
is performed at page-level.

Conforming segment is a concept used to share pieces of system’s code that does
not require high privilege to run. For instance, a math or cryptographic library may be
useful in the OS, and can be made available to application programs since it does not
involve privileged operations.

It is important to mention that the field Base is a 32-bit address scattered all across
the segment descriptor, as shown by Figure 2.7. The limit is also cut in two parts. Build-
ing a segment descriptor is usually done by using bitwise operations, like in Listing 2.1.
Though building a segment descriptor requires such obscure manipulations, the inverse
process is transparent: the correct information is rebuilt by the processor automatically.

2.3.2.2.2 Segmenting the Linear Address Space

Segments can alias each other in arbitrary ways. When they do, a write in a segment may
be visible in another segment, but at a different logical address, which is not advised!
There are some standard ways to use segments for different use cases, and having a
predictable behavior.

The conceptually simplest safe way to avoid problematic behavior is to use non
aliased segments, i.e. segments that do not overlap. This is known as the multi-segment
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model: each task use its own segments. This method ensures memory isolation at linear
address space-level.

But this model is really heavy to implement and isolation at linear address space-
level is not always desirable. For instance, the DS segment is used for most memory
accesses while the ES segment is used for the output of string operations, but we usually
want to be in the same space: if several string operations are needed, the output of
an instruction may be the input of the following. So, it would be nice for DS and ES
to be the same segment. Another problematic case is the problem of dereferencing C
pointer. Let us consider the example of Listing 2.2. The variable a is a global variable,
it is stored in the heap, which is classically in the DS segment. On the other hand
b is local, thus allocated on the stack (SS segment). In the function £, one only see
X as a pointer, without knowing in which segment it should be interpreted, and, as
shown by the example, it can be one and the other. To make the compilation feasible
without having to transmit more information, the simplest way is to have the DS and
SS segments to be identical. One could also craft some imaginative example involving
function pointers to argue that CS and DS should be identical. More generally, we
often want all segments to be identical parts of linear space. We do not lose so much
in protection since segmentation has a quite austere style of protection while paging is
much more precise.

1 int a = 5;
2 void f(int* x) {

3 kX
4 X

5 int main(){

6 int b = 12;

7 £f(&a); // increments a
8 f(&b); // increments b
9 return O;

0}

Listing 2.2: Dereferencing a pointer to stack or heap

Based on this observation, a few variations exist. The most basic segmentation model
is to have two segments (code and data) mapped to the entire linear address space. A
variant is to have such a pair of segments for ring 0 and a pair of slightly shorter segments
for user programs, but still starting at linear address 0. Segments are not identical, but
where they overlap, each linear address corresponds to the same logical address in all
segments. Some space at the end is unavailable using user-level segments, and thus can
be used to store system data and code. The point of this style of segmentation will be
detailed further in subsubsection 2.3.3.4 “Translation Lookaside Buffers” (page 28).
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2.3.2.2.3 Global Descriptor Table

Until now, we have described the structure and the semantics of segment descriptors, but
not how we can make them available to use. Indeed, they should occupy a privileged
position to be used by the memory translation facilities of the processor. For that,
segment descriptors are gathered in a structure called the global descriptor table (GDT).

The GDT is simply an array of segment descriptors. They are just put next to each
other, with no gap. Thus, the byte-index of a segment descriptor is multiple of 8 (the
size of a segment descriptor).

This structure is referenced by the GDTR register. It is a special register that
contains the 32-bit address of the GDT in the linear address space, and a 16-bit limit,
which is the offset (with respect to the base address) of the last valid byte of the GDT.
Since all the fields are 8-byte wide, the limit should be the predecessor of a multiple of
8.

The GDTR is not directly accessible. It can only be written and read through special
instructions, respectively LGDT (load GDT) and SGDT (store GDT). These instructions
use a 48-bit memory operand: the 16 lower bits correspond to the limit part of the
GDTR, and the 32 upper bits are the base address. LGDT simply copies these bits from
memory to register and SGDT copies in the other direction. These operations require the
highest privilege.

The GDT is global to the whole system, and is designed to be long-lived. There is
another structure that provides more dynamic segmentation: the local descriptor table
(LDT). The most notable difference with a GDT is that the processor automatically
updates the current LDT when switching tasks. Once again, because of paging, this
feature is rarely used and, anyway, is out of our scope. Using LDT would not make so
much difference in the following.

2.3.2.2.4 Segment Selectors

15 3 2 1 0
T
Index[16:3] I RPL

Figure 2.8: Structure of a segment selector

Making the segments globally visible is not enough: we should have a way to reference
them. This is the role of segment selectors. They are 16-bit identifiers to specify a
segment descriptor that lies in the GDT (or LDT). Since segment descriptors are 8-byte
long, their byte-indices are multiple of 8, thus, the last 3 bits are always 0. So, in the
segment selector, these bits fulfill other purposes. The structure of a segment selector is
shown on Figure 2.8. The 3 lower bits of the index are omitted, since always null. The
TT (table indicator) bit specifies whether the segment is in GDT (if cleared) or LDT (if
set). The RPL field specifies the privilege level at which the segment should be viewed.
This matter has already been briefly discussed in subsection 2.2.3 “Privileges” (page 13).
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The RPL allows accessing a segment as another task would do it, so that, a privileged
task running code on the behalf on a less privileged task will not access sensitive code or
data. For an access to succeed, the RPL must not be numerically lower (more privileged)
than the CPL, and the RPL must not be numerically higher (less privileged) than the
DPL of the requested segment.

It is worth noticing that the CPL of a task is in fact the RPL of the currently
executing code segment.

To use a segment selector, it should be loaded into a segment register usually using
MOV or POP, for non CS, and with control flow operations (CALL, RET, JMP...), for CS.
Assigning a segment register is not an ordinary write. Indeed, segment registers contain a
visible and a hidden part. The visible part is the segment selector, while the hidden part
caches information of the segment descriptor. When a segment register is loaded, the
hidden part is loaded as well, so that modifying a segment descriptor without reloading
the segment register has no effect. The hidden part is managed only by the processor,
software has no access to this part.

Privilege checks also happen when the segment register is loaded.

2.3.2.2.5 System Descriptors

Since the GDT is a global structure, it is interesting to make it store other kind of
data than segment descriptors. Such structures are called system descriptors and have
roughly the same layout. The types of system descriptors are:

— LDT segment descriptor. This was already mentioned and will not be detailed
further.

— Task-state segment (TSS) descriptor. This is a descriptor to a special structure,
called TSS, that holds information about a task. This is used to save the current
state of a task during context-switch.

— Task-gate descriptor, a protected selector to a T'SS descriptor.

— Call-gate descriptor, a protected pointer to code that allow inter-privilege control
transfer.

— Interrupt-gate and trap-gate descriptors. These descriptors contain pointers to
procedures to run when the processor get an interrupt or an exception (see sub-
section 2.4.3 “Interrupts and Exceptions” (page 32)). These kinds of descriptors
are not useful in GDT but are placed in interrupt descriptor table (IDT).

They are a very heterogeneous family of descriptors that fulfill various goals. The
characteristic point they share is that they are useful only when they are globally acces-
sible, from any context. Moreover, they all can be put in the GDT because they all have
the same size (8 B) and the “type” field at the same place which allows the processor to
identify their kinds.
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2.3.3 Paging
2.3.3.1 Translation Mechanism

Paging takes place after segmentation and is optionally enabled, but requires segmenta-
tion to be enabled before. This is the modern way of managing memory. This mechanism
maps the linear address space to physical memory by small chunks. Paging will be ex-
plained with much fewer details than segmentation.

Linear Address
31 22 21 12 11 0

Directory Table Offset

12 4-KByte Page

10 10  Page Table Physical Address
Page Directory

—>» PTE >
20

> PDE with PS=0 —<>

/‘ 32
CR3

Figure 2.9: Paging, from [Int20]

Paging is controlled by flags in control registers, mainly by the PG flag (bit 31 of
register CR0O) that enables or disables paging. Two other flags are involved:

— PEA flag (physical address extension, bit 5 of CR4), allows using 36-bit physical

addresses

— PSE flag (page size extension, bit 4 of CR4), allows using larger pages.

In the standard setting, none of these features are used since they have some downsides
that we want to avoid unless these features are really needed.

Without these extensions, a page is 4 Kio (2!2 octets) long. With a 4 Gio (232 octets)
linear space, we need 22° pages to cover the entire linear address space.

The working of paging is mapped in Figure 2.9. Before explaining more precisely,
the idea is to cut the linear address in 3 parts: the two firsts are indices in cascading
registry of pages while the last part is the offset in the designated page.

Pages are 4 Kio long, and aligned on 4 Kio boundaries (i.e. the first address of each
page is a multiple of 4 Kio), so that their base address is always a multiple of 212 i.e. the
12 lower bits are always 0. This 4 Kio alignment constraint is not limited to pages: it is a
leitmotiv in everything involved into paging, so that, a lot of lower bits would not carry
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any information since they are always zero. In order not to waste such precious space,
some flags are stored instead, in the same way as the 3 lower bits of segment selectors
that store the RPL and the table indicator flag.

31 12 11 5 4 3 2 0
PP
Page-directory base address [31:12] CW
D|T
Figure 2.10: CR3 register
31 12 11 9 8 7 6 5 4 3 2 1 0
P PP UIR
Page-table base address [31:12] Available| G| o [O[A|C[W P
S S (W
D|T
Figure 2.11: Page-directory entry
31 12 11 9 8 7 6 5 4 3 2 1 0
PP UlR
Page base address [31:12] Available| G| 0 |D|A|C|W p
DIT S (W]

Figure 2.12: Page-table entry

At the root of paging, there is the CR3 register. It is shown on Figure 2.10. PCD and
PWT flags control the caching policy. The page directory is the first step to find a page.
As promised, page-directory is 4 Kio-aligned, thus bits 0 to 11 of its base address are 0.
This address is physical, because it would be inextricable to resolve a linear address in
the structure used for paging.

The page-directory is an array of 32-bit page directory entries. The page-directory
can contain up to 1024 (2!°) entries and thus, spans over up to 4 Kio. These entries
have a structure similar to the CR3 register: 20 upper bits of a base address, followed
by some flags (see Figure 2.11). An interesting flag is the P (present) flag: it specifies
whether the pointed page-table is currently in physical memory. If cleared, all the
other fields are ignored and a system handler is triggered so that the OS can load it
into physical memory. This flag is managed only by the system and is very useful to
implement transparent swapping. The other flags control page size, access parameters
and debugging information. The 10 upper bits of the linear address are used as an index
in the page-directory, to get the adequate page-table.

A page-table is very similar to a page directory: it is an array containing up to 1024
32-bit page-table entries. Thus, a page table is also up to 4 Kio long. Page-table entries
are very similar to page-directory entries, see Figure 2.12. They also include a P flag, for
the same purpose. Here, bits 12 to 31 of the linear address are used to select the right
page-table entry. This is the last indirection: the page-table entry contains the physical
address of the requested page. Lastly, the 12 lower bits of the linear address are used as
an offset in the page to get the physical address.
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2.3.3.2 Memory Isolation

It is important to understand how memory isolation is achieved through paging. We
claimed previously that segmentation is often used minimally, and in 64-bit x86, seg-
mentation is almost gone. Segments usually start at address 0 and use all (or almost
all) the linear address space, making translation from logical address to linear address
trivial. Thus, in this framework, a given logical address, even in distinct processes, is al-
ways translated to the same linear address. They are distinguished at paging level: each
process gets its own page-directory, and their own page-tables, so that the translation
context is different between two tasks, and the same linear address has different images,
depending on the task. To modify the paging context, the CR3 register is changed
during task-switch. It can be done using hardware task-switch (automatic) or software
task-switch (then the system should take care of assigning CR3 correctly). Since paging
is different for each task, it is not wise to think of linear addresses as a single space.
Each page directory defines a different linear address space, so that each process has its
own. These spaces are mostly independent, but they can have some intersection in case
of memory sharing.

To avoid catastrophic initiative from a user-level program, assigning CR3 (like any
control register) is a privileged operation. Page-directories and page-tables also should
not be modified by user programs. Otherwise, they could be changed to point anywhere,
allowing arbitrary access to physical memory.

Memory isolation is thus ensured by the system: it should not give the same physical
address to multiple pages, with a few exceptions. To share memory, the system needs
to assign the same physical address to appropriate linear addresses. Read-only data
can also be shared transparently. For read/write data, the same physical address can
be shared by multiple linear addresses (even in the same process) when implementing
copy-on-write. These few examples illustrate the flexibility of paging and why it became
the standard way to manage memory.

2.3.3.3 Identity Paging

Identity paging is a special kind of paging where a linear address is mapped to the same
physical address. It is very useful for the system in several cases:

— In protected mode, when activating paging, the next fetched instruction (pointed
by EIP register) is suddenly subject to paging. The physical address of this in-
struction does not change, but without identity paging, the linear address may
map to another physical address.

— Creating a task requires to create a new page-directory and some page-tables.
Memory allocation needs to modify these structures. Swapping pages from memory
to external storage requires to clear the present flag, and in the other direction we
need to set this flag and the new physical memory. Short: paging is a very dynamic
mechanism. However, CR3, page-directory entries and page-table entries contain
physical addresses. But for the developer, the only address space available is the
logic (or linear in the case of trivial segmentation) address space. Without identity
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mapping, the developer would have to work with physical addresses, even though
it cannot access this memory space. In fact, for application tasks, it is reasonably
achievable, but it is much more difficult for kernel memory that existed before
enabling paging.

Even for the first point, identity paging is not a formal requirement. One could
make the page containing the current EIP to be located elsewhere in memory but that
would require to copy the currently running code to this new page. This is known to
be excessively difficult. On the other hand, setting up identity paging on any memory
area before enabling paging is really easy: bits 12 to 31 of a page-table entry located in
the j*™ entry of the page table pointed by the i*® entry of the page directory should be
i x 219 4 5. To do so, we need to know where is located the current code in memory.
Since the code is loaded at the beginning of the boot by some software (see section 2.7
“Boot” (page 37)), we can safely assume that this address is known.

2.3.3.4 Translation Lookaside Buffers

Paging involves a lot of indirections, and accessing memory is quite slow. To improve
execution time, processors have caches to store recently used data and speed up most
memory operation by accessing this proxy instead. There is a similar mechanism for
paging: pairs of linear and physical address that have been recently computed are stored
in translation lookaside buffers (TLBs).

TLBs must be cleared when switching tasks, otherwise, linear addresses would still
be translated according to the previous page-directory and tables. In this order, the
processor automatically empties TLBs when CR3 is implicitly or explicitly assigned.
There is also an instruction to clear specific entries in the TLBs. That can be useful if
the system moves a page to another physical address or move it into external storage,
making it non-present.

This process seems very transparent and automatic, but it can be controlled in some
extent. Especially, the G (global) flag of page-directory entries and page-table entries
allows pages not to be automatically invalidated. This can be used to keep pages of
kernel memory (that are often useful) quickly accessible. In combination with identity
paging, a part of the linear address space is invariably mapped to kernel memory. To
prevent user programs to interfere, user code and data segments can be made shorter
that 4 Gio, and we can use the available linear space after the end of user segments to
store such sensitive data and code. This is an artful combination of segmentation and
paging that achieve isolation and fast lookup.

2.4 Calls, Interrupts and Exceptions

To build modular software, we need to be able to call a procedure that accomplishes
some task and resumes the execution of the previous procedure. This process is a call.
This is a very standard notion that exists in almost all programming languages. It is
crucial to make it possible and efficient. But calls can be more complex than just calling
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a procedure belonging to the same program. An important use case of complex calls
are system calls: when an application needs to run some privileged code (like allocating
memory), the control is given to the OS kernel that does privileged work, and then comes
back to the application. Since privilege level is an x86 feature, the processor is involved
in this operation. But it is not limited to software, for instance, when a requested page
is missing, the processor asks the OS to load the page into memory, and once it is done,
the processor gets the control back.

To handle all these kinds of control transfer x86 provides several kinds of calls that
address the different scenarios where calls are useful.

2.4.1 Near Calls

The simplest kind of calls are those requested by software and that lead to procedures
in the same code segment, they are called near calls (also named intra-segment calls).

Near call is the most minimal kind of call. Apart from some bound checks, it only
pushes the current value of EIP on the stack (that is the address of the following in-
struction) and updates EIP to the target of the call. This instruction has mnemonic
CALL.

The converse instruction is RET. It assigns EIP the value of the top of the stack and
pops the stack. The execution comes back to the instruction following the CALL.

One could notice that possible parameters of the subroutine are not handled by the
CALL and RET instructions. It is up to the software to manage it correctly. There are
indeed several ways to pass arguments and to transfer the returned value; such a standard
is called a “calling convention”. The preferred convention is not a crucial matter, but
the caller and the callee have to agree.

The CALL and RET instructions are purely an amenity. There is no guarantee that
a CALL will indeed end through a RET. Indeed, there is a programming technique in
which all jumps are performed by pushing the desired destination address on the stack
and run a RET instruction. The processor is tricked to interpret the top of the stack as
a return address and jump to this address. Likewise, after a CALL, one could pop the
return address from the stack to replace it with another one, so that RET instruction
does not resume the caller execution but end up somewhere else.

Like other horrific tricks, this is not the intended usage of these instructions. But
low-level software, such as an OS kernel, makes extended use of this kind of techniques
in artful ways.

For instance, Listing 2.3 gets the address of label 1, that is the value of EIP at the
first line since EIP is the address of the next instruction. Listing 2.4 shows a variant that
does not even require a label. The instruction CALL 0 performs a call whose destination
is 0 octets away, so it is line 2.

Once again, even if it is not the standard case, one should keep in mind that such
tricks exist and will always exist since OS developers have quite good reasons to do so.
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1 CALL 1
2 1: POP EAX

Listing 2.3: To get the value of EIP

1 CALL O
2 POP EAX

Listing 2.4: To get the value of EIP with guile

2.4.2 Far Calls

Far calls change the code segment. There are two kinds of far calls: to a segment of
the same privilege level, or to a segment of a different privilege. The former are intra-
privilege calls, and the latter inter-privilege calls. It is discovered dynamically whether
a far call is intra- or inter-privilege, thus privilege checks are always performed.

Far calls are, with other similar control flow instructions, the only way to change the
CS register.

2.4.2.1 A Syntactic Digression

Near calls and far calls have different opcodes, thus it must be determined statically (at
assembly-time) whether a call is near or far. There are several ways.

Since far calls need to update EIP and CS, it needs 6 bytes of parameters. It can be
a literal value (called immediate operand) or a memory operand. The parameter may
help to determine the kind of call.

In the case of an immediate value, the 6-byte immediate value allows the assembler
to distinguish a near from a far call. For instance CALL label is necessarily a near
call while CALL 11:1abel is a far call using segment selector 11, i.e. index 8 in the
GDT (since TI = 0) with RPL = 3 (see subsubsubsection 2.3.2.2.4 “Segment Selectors”
(page 23)).

But for a memory operand, it should be specified by other means. And it is especially
important because it changes the number of bytes to get from the dereference: as data
are not typed, the instruction fixes implicitly the type. INTEL’s syntax uses the suffix
FAR after the mnemonic, so that CALL [EAX] is a near call (and reads only 4 bytes at
address EAX), while CALL FAR [EAX] is a far call (and reads 6 bytes at address EAX).
AT&T’s syntax prefers the 1 prefix to the mnemonic (e.g. 1call (%eax)).

For consistence, FAR suffix (or 1 prefix) can be used even with immediate operand.
It is even mandatory by not very lenient assembler programs.

But another option is possible (and used): to specify manually the opcode. While
very unintelligible, it may be useful in some cases, for instance, when using a very old
assembler program that does not have a syntax for far calls, or when the code should
be compatible across several assembler programs (or several versions) that use slightly
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different syntaxes. The trick in this case is to simply dump the bytes of the machine code
instruction. The Listing 2.5 gives such an example using GNU assembler syntax. The
assembler replaces the label operand by the right address. These pseudo-instructions
write 7 bytes corresponding to a far call with immediate operand (opcode = 9AH) to
the target label with segment selector 11.

1 .byte 0x9a
2 .4byte label
3 .2byte 11

Listing 2.5: Writing a far call using defines

2.4.2.2 Intra-Privilege Calls

A far call to a segment of the same privilege is still quite simple. After mandatory
privilege checks, the processor pushes caller’s CS and EIP on the stack, then load the
given segment selector in CS and the target instruction in EIP.

The converse operation, far return, reads the caller’s EIP and CS on the stack and
thanks to privilege checks, it establishes that it is an intra-privilege return and just has
to load EIP and CS.

Like for near calls, one should not lack prudence for the exact same reasons: far calls
and far returns are not necessarily well-parenthesized, calling convention is up to the
software, and far calls can be used for other purposes than the intuitive one.

2.4.2.3 Inter-Privilege Calls

31 16 15 14 13 12 11 8 7 6 5 4 0
Type
Target[31:16] plppLS| P Parameter | 4
of1]1]o]ofolo]o| count
31 16 15 0
Segment Selector Target[15:0] 0

Figure 2.13: Structure of a 32-bit call gate

Inter-privilege calls are far calls whose target segment has a different privilege than
the caller task. However, this is not permitted in all cases. In particular, direct call
to a non-conforming code segment is allowed only within the same privilege-level and
to conforming code segment from numerically higher privilege (less privileged). For
conforming code segment, the CPL does not change, so both these mechanisms do not
allow privilege level to be changed. Indeed, it would be risky to allow tasks to climb
privilege levels without control.
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Fortunately, x86 provides a protected way to execute a procedure with higher privi-
lege: call gates. Call gates are system descriptors (and thus, lie in the GDT) that points
to another procedure. Their structure is shown on Figure 2.13 which is very close to
the structure of a segment descriptor (see Figure 2.7 “Layout of a segment descriptor”
(page 20)). Call gates contain a segment selector for the segment containing the target
procedure. This segment is usually more privileged than the CPL. The call gate also
contains the target (offset in the segment) of the procedure, that is, the address of the
first instruction. DPL field specifies the minimum (numerically larger) privilege to ac-
cess this call gate. There is an extra field that has no equivalent in any other kind of
descriptor: parameter count. It is the number of parameters to copy from the caller’s
stack to the callee’s stack if a task switch occurs.

Since call gates carry the offset of the target procedure, one cannot call arbitrary
code with high privilege. So, as long as the target procedure is reliable, this kind of
privilege transfer is safe. We can also notice that the offset part (non-segment selector)
of the operand of the instruction is ignored, although it is still required to have a well-
formed instruction. So, one can choose any arbitrary value, and typically 0. Since 0 is
rarely a desired offset, this helps to point out far calls to call gates.

An important limitation, often untold, of call gates is that they only allow calls
that transfer privilege to a higher level. The rationale is that less privileged code is
untrustworthy and thus, should not be called from higher privilege. This is generally
true, but sometimes it is useful to decrease privilege level. This process will be explained
in section 2.7 “Boot” (page 37).

An inter-privilege call, in addition to change CS and EIP requires to change the
current stack for a higher privilege stack. SS and ESP are thus saved as well, to be
restored later. Some other steps and checks are required but are out of our scope.

2.4.3 Interrupts and Exceptions

Interrupts and exceptions are forced control transfers between the currently running task
to a specific function (the handler). Interrupts and exceptions are really close but differ
in their origin. Usually, interrupts are external and asynchronous, while exceptions are
triggered when an abnormal condition is detected in an instruction execution.

There are 3 kinds of exceptions: faults, traps and aborts.

— A fault allows the processor to resume the execution of the faulting instruction.
This is useful in situation where the fault can be corrected. For instance, if a page
is missing in physical memory, it can be loaded, and the faulting instruction can
be correctly executed. Thus, a fault must be handled before the faulting instruc-
tion. Since x86 does not implement time travel, the processor simply restores the
machine state to the precondition of the faulting instruction before handling the
fault and retrying to run the instruction.

— On the other hand, traps are handled after the trapping instruction. Traps are
used when the instruction is completed correctly but something else must be done
in addition. Debugging instructions are traps whose purpose is to transfer control
to debugging functions.
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— Aborts, which form the last category, do not always provide their origin and thus
do not allow resuming execution. Aborts report catastrophic situations, such as
corrupted system structures, when there is no hope of recovery.

Interrupts, like traps, are handled after the current instruction.

Each interrupt and exception have an identifier between 0 and 255. Identifiers be-
tween 0 and 31 are dedicated to exception (and a special interrupt). Some identifiers of
this range are not used, but they are reserved. Identifier from 32 to 255 are available for
user-defined interrupts.

Most of the technical details are not relevant in our context. The interesting part is
control transfer. Interrupts and exceptions are so similar (especially in our scope) that
in the following, statements about one of them will apply to both, except if specified
otherwise.

31 16 15 14 13 12 11 8 7 6 5 4 0
Type
plppL>| VP 4
olof1]o]1]o|o]o
31 16 15 0
Task State Segment Selector 0

Figure 2.14: Structure of a task gate

31 16 15 14 13 12 11 8 7 6 5 4 0
Type
Target[31:16] plppL|>| P 4
o|pli]1]ofo|o]o
31 16 15 0
Segment Selector Target[15:0] 0

Figure 2.15: Structure of an interrupt gate

31 16 15 14 13 12 11 8 7 6 5 4 0
Type
Target[31:16] plppL|>| P 4
o|pl1]1]|1]o|o]o
31 16 15 0
Segment Selector Target[15:0] 0

Figure 2.16: Structure of a trap gate

To register a handler for an interrupt, there is a special structure very similar to the
GDT called IDT. Like GDT, it contains descriptors, but only among 3 kinds of system
descriptors: task gates (see Figure 2.14), interrupt gates (see Figure 2.15) and trap gates
(see Figure 2.16). The two latter are very close to a call gate. D flags specify whether
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the destination code segment is 16-bit (if cleared) or 32-bit (if set). The difference with
a call gate is that there is no parameter count field, since there is no parameter. Trap
and interrupt gates differ in the way they manage interrupts that are triggered during
the handling of another interrupt. Task gates are pointers to a TSS descriptor in the
GDT which are pointers to a complete procedure with context. Tasks will be explained
in section 2.5 “Tasks” (page 34).

To get the right gate for the i*" exception, the processor reads the it" descriptor
of the IDT, i.e. the entry with offset of 8/ bytes. The address of the IDT is stored by
the processor in the system register IDTR, which has the same structure as GDTR (see
subsubsubsection 2.3.2.2.3 “Global Descriptor Table” (page 23)), that is a 32-bit base
address and a 16-bit limit. IDTR is assigned using LIDT instruction, just as GDT is
assigned by LGDT. IDT, as well as GDT is designed to be a long-lived structure.

When an exception is handled, the stack of the handler contains CS and EIP of
the interrupted task, the value of EFLAGS register at the point of exception, and, if
a privilege change happens, SS and ESP or the interrupted task. Moreover, depending
on the exception and how it was generated, the stack may contain an error code. The
content of the stack allows the handler to retrieve the context and act properly. To return
from interrupt handler to the interrupted task, x86 provides the IRET instruction.

2.5 Tasks

Tasks are the elementary structures that x86 processors use to handle multitasking. A
task can achieve a high-level work (like a process) as well as a low-level one (like an
interrupt handler). A task is described by a task-state segment (TSS) that saves the
current state of a task when a task switch occurs, to be able to restore it later.

A task can be executed either explicitly (by using a jump or a call) or implicitly (as
an exception-handler).

2.5.1 Task-State Segment

The TSS contains two kinds of fields: dynamic and static. Dynamic fields are updated
when a task is suspended, so that they can be used to restore the current state. Dynamic
fields include the value of registers that may be changed by the user (general-purpose
registers, segment registers, EFLAGS and EIP) and a link to the previous task (to
allow task nesting). Static fields are set when the task is created and the user does not
have the privilege to change them. Among others, they store the value of CR3 register
(address of page-directory see subsubsection 2.3.3.1 “Translation Mechanism” (page 25))
and higher-privilege stacks (segment selectors and stack pointers) to use when a privilege
change occurs (e.g. because of an interruption handling or a call to a call-gate). It is
worth noticing that the memory space of a task is not contained in its TSS: it stays
in the memory. Indeed, we need to save registers because other tasks will overwrite
them, but if memory management is correctly implemented, the memory spaces of tasks
are disjoint. During the execution of a task, dynamic fields are not updated, and they
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probably do not match their respective registers; they are written only on task switch.

31 24 23 22 21 20 19 16 15 14 13 12 11 8 7 0
Base[31:24]  |Glojo]v| MM Iplppr|[S] YPC Base[23:16] | 4
L| [19:16] ol1]o|B|1
31 16 15 0
Base[15:0] Limit[15:0] 0

Figure 2.17: Structure of a TSS descriptor

The TSS is technically a segment, even it has a very precise structure and size. This
means that it has a descriptor in the GDT, called a TSS descriptor. Tasks may also
be accessed through a task gate. Task gates are safe pointers to a T'SS descriptor (see
Figure 2.14 “Structure of a task gate” (page 33)). They might be in the IDT so that a
task can be used as an interrupt (or exception) handler.

A TSS descriptor is shown on Figure 2.17. Flags have the same meaning as for data
segment descriptor (see subsubsubsection 2.3.2.2.1 “Segment Descriptor” (page 19)).

2.5.2 Task Register

When a task switch occurs, the processor must be able to locate the T'SS of the currently
active task, to know where to save the current context. During a privilege change (call-
gate or interrupt handler), the processor must get the privileged stack to use. This is
also stored in the T'SS of the currently executing task.

To be able to get the current TSS, there is a special register that keeps the TSS
selector, in the same way as segment registers keep their respective segment selectors.
This segment is called task register (TR). Like segment registers, TR is made of a visible
part that holds the selector and which is the only part accessible to software, and a hidden
part which is managed by the processor and stores the content of the TSS descriptor.

The task register must be loaded explicitly at least once (to set up the first task).
This is done using the LTR privileged instruction. After that, the task register may still
be managed manually, but it will be automatically updated during task switch.

2.5.3 Using Tasks

Tasks are not limited to be independent processes: they also can be linked. When a task
calls another, the old task is saved, the new task is promoted to be the active task and a
link to the old task is stored in new task’s TSS. The link allows returning from the new
task to the old one, like a return from a call would. Iterating this process allows nesting
arbitrarily many tasks, though each task can only appear once in the list. Indeed, a task
that is pointed by another task is marked as busy and, to avoid nasty recursion, calls to
busy tasks are forbidden.

As powerful tasks can be, tasks are very rarely used beyond minimal requirement.
Though x86 provides task switching facility using x86 tasks, it can also be done at the
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software level, by the system, by modifying the current task so that is contains the state
of the new task. Indeed, this is the preferred way, since hardware context-switches have
two main flaws.

The first drawback of hardware task switching is the lack of portability. This variant
of context switching is very specific to x86 and it would imply an additional cost to
adapt a kernel to an architecture without this facility.

The second problem of hardware context switching is more linked to the modern
usage of protection features. We have already seen that segmentation is minimally used.
In particular, since paging does most of the work, all unprivileged tasks use the same code
and data segments. Moreover, we do not use LDT, privileged stacks are the same for all
tasks, and so on. But a hardware context switch saves, uselessly, all these parameters,
performs checks on the new values and assigns them. With modern usage of protection
features, this is a waste a time. Software context switching saves no more that required
and performs fewer checks since there are fewer risky assignments. As surprising as
it might be, software context switching is usually faster since it performs much fewer
instructions.

2.6 System Calls

A system call (abbreviated as syscall) is a request made by an unprivileged program to
ask the system a job that requires privileges, and possibly knowledge about the system
state. Syscalls are used for a large variety of tasks, for instance allocating or sharing
memory, creating process, device access (especially to access files), sending signals, or
setting up timers.

2.6.1 Triggering a System Call

There are many ways to transit to high privilege. They all have advantages and draw-
backs. The very common trade-off is portability vs. performance and security.

A common way to implement system calls is to use interruption. One chooses an
arbitrary user-defined interrupt vector (in Linux, for instance, it is 80H) and set up the
correct handler for this vector in the IDT. Parameters are passed through registers, in
particular, one of them (usually (E)AX) stores the code for the desired syscall. The
interrupt handler is a mere dispatcher that calls the appropriate function, according to
the code. Return to the user application is done thanks to an interrupt return (IRET).
If applicable, general-purpose registers holds result values. This method is relatively
portable and the standard way with 32-bit x86.

Rather that going through an interrupt, one can directly use a call gate. This is
more architecture-specific: while some kind of interrupts exists in a lot of architectures
(requiring only to adapt the handling), call gates are more particular to x86. Moreover,
to do the actual syscall, we need to know where the call gate is placed in the GDT.

Some architectures, such as 64-bit x86, include a specific operation designed to travel
between user and kernel land. These instructions are usually preferred when available.
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Not only this kind of instructions becomes more and more widespread, but since they
are specifically designed for implementing syscall, they are more efficient because they
take the liberty of not providing useless flexibility.

There are some other possibilities, but largely minor and not detailed here

2.6.2 Passing Arguments

To pass parameters to a syscall, there are mainly 3 solutions: using registers, stack or
memory. Registers are really fast, but provide very limited space and force the caller
to save them if it needs their previous contents. Stack is not limited, compatible with
most C calling conventions and allows nested syscalls, but it is not as fast as registers.
Memory is even more unlimited but requires one of the previous methods to pass the
pointer to the parameters.

With none of these methods, the syscall handler has guarantees that the caller passes
the appropriate number of parameters. Thus, the system must be really careful: checking
that integers are in allowed ranges, pointers are valid, sizes are non-negative, and so on.
It is important that even an illegal call does not disturb other processes and does not
compromise system integrity.

2.7 Boot

When powering up the machine, firmware finds the starting point for the OS. We are
not interested in the specification of these very first steps, but rather in what happens
once this entry point is loaded into memory and it starts running.

At this point, the processor is usually in real-address mode. On some machines, the
firmware takes the initiative to enable protected mode. This may look appealing, but it
might make some unfortunate choices. If this is not done already, the first step is to set
up segments (at least kernel segments) and enable protected mode by setting the right
flag (PE (Protection Enable), bit 0 in CR0). To complete protection activation, one
should use a far jump to set the current code segment. Since real-address mode is only
able to address 1 Mio of memory, it might be difficult to set up all the kernel structures
this early. It is wiser to transit to protected mode before, allowing addressing 4 Gio.

Once protected mode is enabled, the addressing space is drastically extended. We
can serenely setup big structures directly at the right address. We need especially to
set up the IDT and paging. The real challenge it to get into ring 3. If they were not
defined before, we need data and code segments for user-level tasks and at least one
TSS (as explained in section 2.5 “Tasks” (page 34)). We should also have taken care
of providing a way to make syscalls. This last point is not a formal requirement, but a
system without syscall would be very limited. Changing to ring 3 is a difficulty per se.
In x86, there are ways to call higher privilege code with current privilege, or to call a
specific procedure with high privilege, but, since it is not a good idea to run unprivileged
(so untrusted code) from high privilege, x86 does not provide any facility to lower the
privilege level. The solution is to trick the processor to make it believe we used to be
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in ring 3. One artificially builds a stack as it would be after a privilege change from
ring 3 to ring 0 and instructs the processor to perform a return from inter-privilege call,
making it arrive into ring 3.

The first process to be called is the initialization process (like init in Unix-like OSes)
whose task is to launch other processes. Once the initialization program is started, the
system has a much more discreet role: system functions are called mainly by syscalls or
through interrupt handlers, but they are not constantly running. An interesting example
is the scheduler.

The scheduler is the part of the kernel that chooses the task to execute next, and
performs task switch. It might be called from anywhere in the kernel, but we need to be
able to trigger the scheduler directly, and not wait to get into kernel land, otherwise it
might not be called for an arbitrary long time. This is achieved by configuring a timer,
an external piece of hardware that triggers an interrupt at given frequency. When this
interrupt is detected, the processor will call the given handler installed by the system.
This handler is an entry point that triggers rescheduling.

Overall, the kernel is just waiting in the limbo of IDT, GDT, and similar structures,
waiting to be called upon for a syscall, or an interrupt or exception handling.

Short, we have presented the x86 architecture and, in particular, memory protection
features. We have also explained how to set them up and use it in a modern operating
system.
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Semantics of Mixed C and x86
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Chapter 3

Introduction

HEN writing low-level source code, like an OS, we need to use assembly code to
W control things that are beyond the model of C. Since C aims to be platform-
independent, everything about processors features must be done in assembly. For in-
stance, in the framework of system development on x86, this includes the setup of seg-
mentation, paging and IDT.

However, assembly is not really friendly for the developer: there is no high-level
control flow (like while loops or “else if” branching), no complex expressions, no types and
no scopes. Thus, for all the parts that do not really need to use assembly code, we prefer
using a high-level language. Among other constraints, the chosen high-level language
must have an extended control on memory allocation, be able to manage data structures
with specific bits arrangements and interface nicely with assembly code. Because of
these conditions, and the weight of history, a common choice is C.

Linking objects files coming from C and assembly is already nice, but most compilers
go even further and allow writing small piece of assembly in the body of C functions.
Otherwise, we would need to keep the assembly in separate files and perform calls to
jump between C and assembly parts. The first issue of keeping languages separated is
a readability problem (having to look in another file for a small snippet of assembly
that makes no sense alone), and the second is that it might pull down performance by
performing a call/return rather than just executing a linear sequence of instructions.

Such inclusions of piece of x86 assembly in C are quite harmless if they just perform
simple actions like loading a segment register, but in practice, such assembly snippets are
used to do much more complex operations, including complex control flow instructions.
This is a major problem since C and assembly have very different control flow structures.
Inline assembly blocks may also modify variables that are visible from C (and not only
registers), which may be difficult to understand since assembly and C have very different
memory models.

In this part, we will study the semantics of mixed C and x86 assembly source code
with very few unnecessary hypotheses. Indeed, using abstract interpretation on such
code requires a notion of soundness that is defined with respect to the semantics.

Due to the complexity of C, we will not directly work with it, but rather with a
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subset that contains interesting features. The first step will be to define this language
and its semantics. Similarly, we will define the interesting part of the x86 assembly
language and its semantics. Given these languages, we will see how they are mixed from
the developer point of view. Then we will study complex but realistic examples that
justify some choices for the following and show that we cannot make a lot of hypotheses,
even among reasonable ones. Once we have defined all the background and have all the
constraints, we will propose a semantics for mixed C and assembly. In a final chapter,
we will address an ambiguity problem caused by the INTEL’s syntax of assembly.



Chapter 4

A Minimal C-like Language

ET US DEFINE the C-like language used in the following. It looks like a small fragment
L of C, but it already includes some difficulties like pointers and functions. We name it
AscLEPIUS for Architecture-Specialized C-like Language Expressly Planned to Interact
with Underlying System, and to evoke the hero and god of medicine (‘Aoxhinmiéc) in
ancient Greek mythology: this language heals some aspects of C that are problematic
for our usage*. Discussion about the main differences with C can be found in section 4.4
“Comparison with Real C and Thoughts” (page 58).

4.1 Syntax

We give the syntax from the top, using the extended BACKUS-NAUR syntax (ISO/IEC
14977:1996). In this syntax, {group} stands for repeated groups and [group] for optional
groups.

Definition 4.1 — Top-level definitions

(program) = {(toplevel)}
(toplevel) = (function__definition)

| (global__definition)
(function__definition) == (type) (fun_name) C[(params)]‘)’
(params) = (type)(name)*,’ (params)

| (type)(name)
(type) = ‘int8’ | ‘int16’ | ‘int32’

| (type)*’

*Future historians working on the psychological impact of COVID-19 pandemic, please note that this
name was chosen way before the apparition of this disease.
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(global__definition) == (type) (name)‘;’

We defined top-level declarations; they include functions and global variables. The
only types we consider are integer types or any depth of pointer to an integer type. Vari-
able names, called (name) in the syntax, belong to an arbitrary set, assumed to be big
enough, denoted by V, and functions names ({fun_name)) are from a disjoint set de-
noted IF. The last non-terminal symbol to define is ¢__stat. It corresponds to statements,
which are the operational part of the language: they make effective computations.

’_[ Definition 4.2 — Programs, functions and bodies }

We denote P¢ the set of programs, and given P € P¢, F [P] C F the set of function
names used in the program P.

Given P € Pi and f € F[P], Bodyp (f) is the body of the function f in program
P.

,_[ Definition 4.3 — Statements |

J

(block) = L{ (c_stat) }'¥Y

(c__stat) = (block)

| {type) (name)'s’

| (lvalue) ‘=" (expr)‘;’

| (lwalue) ‘=" (fun_name)‘ C[(expr_list)]) *;’
| if’ “C (expr) *)’ (c_stat)

| ‘while’ ‘C (expr) ‘)’ (c_stat)

| ‘return’ (expr)‘;’

(lvalue) == (name) | ‘*’;(expr)

(3]

(expr) | (expr)t,” (expr_list)

(expr_list)

<€.’L‘p’f’> = c[vaa’v b‘],
| ‘& (lvalue)
|
|

(lvalue)

(op): C(expr){{expr)}*)’

The 7 subscript on the * of lvalues stands for the number of bytes dereferenced. It
is useful to be able to size any lvalue. Indeed, (name) has a size determined by the
declaration of the variable. It still allows overriding the size through a simple trick: for
instance, if x has size 4, but we want to write only 2 bytes at its address we can do *9&x.

Notation 4.1 — Size of lvalues J

For a lvalue [, we denote [I| the size of the lvalue. ]
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Notation 4.2 — Set of statements ]
We denote Statc the set of statements.

We will not define the non-terminal (op), because it would be much ado about noth-
ing. But we make some assumptions. They are pure operators: unlike some C operators
(like = or +=), they have no side effect. To stay on the safe side, function calls are ex-
cluded, even calls of pure functions. We allow any arithmetic or logic operator we want,
whatever the arity. To interpret such an expression as a Boolean value, we do the same
as in C: 0 is false, everything else is true. For instance, legal operators include unary
minus (unary operator), addition (binary operator) or ternary expressions (like C’s cond
7t f).

4.2 Labels

To be able to mix finely C and assembly, we want to have a precise description of the
evaluation of C code, that is an operational semantics. The selected formal framework
is a transition system-based semantics. A transition system inventories all possible
configurations and connects them with valid transitions. Any path in the transition
system is a correct execution of the program. Configurations must contain two pieces
of information: the state of the memory and the current point of the program. We thus
need a way to specify a position in a program.

To indicate program points, we use labels. A frequent solution is to insert labels
into the syntax of the language, but this solution is in fact quite hard to deal with. It
is difficult to adapt these rules such that each statement is surrounded by labels, while
avoiding duplicates (multiple labels at the same program point). Another approach to
annotate each component of the program is to give axioms about labels for each com-
ponent of the program. This part is largely inspired by [Cou99] (section 12 “Semantics
of Imperative Programs” (page 40)).

In our context, statements belong to functions. They are not organized as a tree but
as a forest where each function is the root of a tree.

Definition 4.4 — Paths

A path 7 = (f,p) is an ordered pair where f € F is a function name and p € J N¢
€N

is a finite sequence of integers. The set of paths is denoted II.

We define the concatenation function . : IT x N — II that extends the sequence by

(fa (pO’ cee apn))'i = (fa (pO’ cee 7pn7i))
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Definition 4.5 — Components
Given 7 € II, we define Cmp” : Statc — P (Statc x II) by

Cmp™ ({51 ... Sn}) :={({S1... S}, m)} U Cmp™ (S)

1=1
Cmp” (return e;) := {(return e;,n)}
Cmp™ (I = e;)={( = e;,m)}
Cmp”™ (I = f(eq,...,en);):={( = fler,...,en);,m)}

Cmp”™ (if(C) S
Cmp”™ (while(C) S
Cmp” (type name;

if(C) S,7)}UCmp™ (S)
while(C) S,m)} UCmp7r1 (S)
type name;, )} U Cmp™ (S)

) :
e;)
;)
):
):
):

Given a program P € Pg, we define

Cmpp : F[P] — P (Statc x II)
f + Cmp) (Bodyp (f))

where ¢ is the empty sequence.
Lastly, we define

Cmp : Pc — P (State x II)

P U Cmpp (f)
JEFP]

Components are not easily usable: we are rather interested in adjacent statements
rather by their path from the root of the function. But we can use these paths to
have a context-sensitive definition of labels, thus not giving the same label to identical
statements with distinct positions in the program.

We introduce L¢, the set of all labels. It is disjoint from any previously introduced
sets. Given a program P € P¢, we are interested in two functions

atp :Cmp (P) — L¢
afterp : Cmp (P) — L¢

but for the sake of formalization, we also need a third function:
inp : Cmp (P) — P (L¢)
We will not define these functions, but give axioms on them and assume such functions

exist. However, they can be built using a syntax-directed positioning of labels and
smashing rules to identify labels that are at the same place.
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'_[ Axiom 4.1 — Labeling of programs ]

47

We are given a program P € Pg. We globally have
VC € Cmp (P) ,atp (C) # afterp (C)

Moreover, for C' € Cmp (P) depending on the case:
- IfC=(if (&) S,m)

inp (C) = {atp (C),afterp (C)} Uinp ((S,7.1))
Natp (C),afterp (C)} Ninp ((S,7.1)) = @

— If C = (while (e) S,m)

inp (C) = {atp (C),afterp (C)} Uinp ((S,7.1))
Natp (C),afterp (C)} Ninp ((S,7.1)) = @

~IfC=({S...S.},7)

atp (C) € | inp ((Si,7.4))

=l

Aafterp (C) & U inp ((Si,7.7))

Ninp (C) = {atp (C) ,afterp (C)} U | ) inp ((S;, 7.4))
i=1
AYi € [1,n — 1], afterp ((S;, 7.9)) = atp ((Six1, 7.0 + 1))
AYi € [1,n —1],inp ((S;, 7.9)) Ninp ((Siy1, 7.4 + 1)) = {afterp ((S;, 7.i))}
AVi € ﬂl,n]],Vj € [[Z + 2,71]],11113 ((Sl,ﬂ'z)) Ninp ((Sj,ﬂ'j)) =9

— otherwise
inp (C) = {atp (C),afterp (C)}

\.

,_[ Notation 4.3 — Labeled statement |

J

Given a program P € P¢, a statement S and two labels (I,m) € L2, we write

8™ 1 Ir € I : atp ((S, 7)) = | A afterp ((S, 7)) =m

4.3 Semantics

The next step toward a definition of a semantics is to choose the memory model.
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4.3.1 Memory Model

To simplify the semantics, we will make a few assumptions that do not change the ex-
pressive power of the language. First, though we have some scopes, we forbid shadowing.
Even with this restriction, scopes are not useless: they still allow variables to have a
limited lifetime. We also consider that pointers are 4-byte integers.

Notation 4.4 — Size of types ]

For a type t, we denote |t| the size of a variable of type t. ]

This mimics the notation for sizes of lvalues (see notation 4.1 “Size of lvalues”
(page 44)). It is good to note that types are not very useful in our language: they
just give hints to the developer and specify sizes of variables.

Since we use pointers and variable names, a good guess is to use a memory model
made of a pair of a stack of environments and a heap: the environments map names to
addresses and the heap maps addresses to values. We use a stack of environments to
handle correctly function calls, during which some variable names became momentarily
unknown. We also need an additional environment for global variables. Formally, we
let A = [[O, 232 _ 1]] the set of addresses, I := [[O, 28 — 1]] the set of potential values of
a byte, and

EC =V = A
HC =A -1
Mc := Ec™ x Lo* x E¢ x He

with some restrictions: given <(vi)ie[[1,n]]7 (pi)ie[[lm]],g, h) € M then

supp (h) = Im (g) U | ) Im (vy)
i=1
n=m-+1

where supp (h) is the support of h and Im (g) is the image of g (see section A.5 “Function
Theory” (page 374)), and

V(a,b) € ({vi |i € [L,n]} U {g})*,Y(z,y) € V2,
[a(z), a(z) + [« = 1] O [b(y),b(y) + |y = 1] # @ =a=bArz =y

(variables have distinct memory location). Moreover, there are some restrictions that are
more contextual. Global variables can only appear in the third component of a memory
state. Each map of the first component is only about local variables of a single function.

Let us explain how the parts of a memory state will be used. The first part is a
stack of environments: they store the addresses of the local variables of functions in the
call stack. The second component is the stack of return addresses. They allow jumping
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back when a return is encountered to the function call. The third component is the
environment of global variables. This one is constant along all the execution. The last
part is the heap: it represents the mapping from addresses to values. This is where
values are actually stored.

The first and second components are modified by calls and returns: calls append
a local environment and a return address, and returns pop them. Values on these
stacks cannot be modified in-place. The third component is immutable: it is non-
deterministically chosen in the initial state and is not modified in the execution. The
fourth component is very mutable: it can be modified by any assignment, for instance.

4.3.2 Transition Systems

We use [CCT77]-style semantics: based on a transition system.

Definition 4.6 — Transition system

A transition system is a 3-tuple (Q, I, 7) where
— @ is a set of state (non-necessarily finite),
— I C (@ is the set of initial states,
— 7 C @ x @ is the transition relation.

| Notation 4.5 |

Given (a,b) € Q% and 7 a transition relation over @,

a—;b:s (a,b) €T

It could be written a — b if 7 is clear in the context.

The transition system of a program has @ = (Lo x Mc)W$ and its transition relation
is defined by induction over the syntax. Here €2 is a set of possible errors that can occur
during the execution.

4.3.3 Semantics of Lvalues and Expressions

We need the semantics of lvalues and expressions. Since lvalues can be the left-hand
side of an assignment, we are interested in the address they point to and not the pointed
value: we need to know where to write, not what will be overwritten.
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Definition 4.7 — Address of a variable
Let n € N, (vi)ie[[l,n]] € E¢" and h € Eqc. We define

get_address :V—A

Ui)ie[l,nﬂ7g
Iy vn(l) if I € supp (v,) (local variable)
g(l)  otherwise (global variable)

the function that returns the address of a variable.

The map getiaddress(vi)ieﬂl)nﬂjg is a partial function whose support is the union of
support of v, and g. This is what we expect since a well-formed program only reference
visible variables, i.e. variables who belong to the support of getiaddress(vi)ie[[lm]] .- This
is a syntactical property, so it is a reasonable assumption. We can also remark that

variables of deeper functions are not visible.

Definition 4.8 — Dereferencing
Let h € Hg. We define

deref), : Z x N* — P (Z) x P (2)
(

&, {wa}) if [a,a + size — 1] € A
o578 1= (o, {wa}) if [a,a + size — 1] < supp (h)
({Szi_l (a+1)- 281}, @) otherwise
i=0

where w, is the error raised by an illegal memory access.
We extend it to the power set:

derefy, : P (Z) x N* = P (Z) x P (Q)

(A, size) — (U 71 (d) , U 2 (d))

acA acA
where d = deref) (a, size)

The first case of the definition of deref’, is in fact redundant since supp (k) C A, but
they are intuitively two different kinds of errors: in the first case, the address is outside
bounds, while in the second, the address might be valid, but is not in this particular
heap.

We can note that we only get non-negative integers by dereference. If we need a
signed integer (for instance, represented by two’s complement), we just have to wrap the
dereference by a unary operation that performs the conversion.
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’_[ Notation 4.6 — Semantics of operations }

Given an n-ary operation op, we denote
[op] : (P (2) x P (2))" — P (Z) x P (©)

is the semantics of op.

. J

It is interesting to remark that op is able to remove some errors. This is useful to
mimic the behavior of C’s ternary operator, or short circuit semantics of logical operators.
For instance x = 0 7 1 : 1/x does not cause a division by 0. But in our semantics,
1/x is computed even if not necessary, so we need to make the error disappear if needed.

’_{ Definition 4.9 — Semantics of a lvalue and expression ]

We define the semantics of lvalues and expressions by mutual recursion.
The semantics of an lvalue [ is

(1) : Mg — P (A) x P(Q)
(e) (m) if | = *;e

= h
m = (v,p,g,h) — {({getaddressv,g(l)}a @) iflevV

and the semantics of an expression e is

(e) : Mg — P (Z) x P ()

(([[avb]]vg) ife= [a,b]
1) (m) if e = &l
(V,0u 0"

m (vypv g, ) where (‘/’7 OI) — derefh (A’ ’6’) if e = <l’UGlU€>

where (4,0) = {e) (m)
([op] (Cex) (m) ..., (en) (m)) if e = op(e1,...,en)

Since these functions are defined inductively on the structure of expressions, they
are well-founded.

4.3.4 Semantics of Statements

Let us start by a few notations that will come in handy very soon.

Notation 4.7 — Variables at program point }

Given a label I, we denote V [I] C V the set of variables that can be alive at this
program point, that is the set of variables declared in current and outer scopes,
including global definitions.
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It is good to remark that variables declared in the body of a while-loop can be alive
at the beginning of the block, since they are not killed between the first and the second
iteration.

,_[ Notation 4.8 |

J A

Given a memory state p = ((vi)ie[[lyn]],p,g,h) € Mc and a variable set V, we
denote ppy the restriction of visible variables in p to V, that is

((Ula <oy Un—1, U/) y Dy 9,7 h|Im(U’)UIm(g’))
where
'U/ = ’Un\\/
g =gv

and fi4 is the restriction of the function f to the support A (see section A.5
“Function Theory” (page 374)).

\. J

’_[ Notation 4.9 — Memory state on given support ]

Given a variable set V' C V, we denote M [V] the set of memory states whose set
of living variables is V, that is

{((vi)ie[p,n]]ap,g, h) € Mc ‘ supp (vn) U supp (g) = V}

4.3.4.1 Transition Relation

Now we have the semantics of expressions, we can define the semantics of programs. We
will define a function that returns the transition graph generated by a statement in a
program. We recall that the set of states of the transition system is (Lo x M) U Q.
Q) is a set of errors. Once the system falls into such a state, we consider that the
program stops. Consequently, there is no transition whose left-hand side is in . We
denote 7& [*S’] € P ((Lc x Mc) x ((Le x Mc) UQ)) the set of transitions generated
by the statement “S® in program P. We have already explained that this definition is
inductive, now we detail the rules for each kind of statement.

4.3.4.1.1 Blocks

For a block, there are 2 special transitions: one that enters the block, without changing
the memory state, and one that exits the block. This exiting transition is a bit more
complicated since it kills variables that fall out of scope. Moreover, we add all the
transitions generated by the statements in the block.
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17:0) - (G/o,p) | p e M[V [IH}
aTHP) - (ma pr[m}) ’ peM [V [an“}

Tg [l{ ag 61 an-1 Snan}m} _

If the block is empty, there is no a; label, thus we simply short circuit the block.

& [ ¥] = {0p) = (m,p) [ p €MV (]}

4.3.4.1.2 Conditional Branching

The semantics of branching statement is not surprising. We have transitions to go from
the beginning of the statement to the body for memory states for which the condition
may be true (non-zero). Contrariwise, there are transitions that shortcut the branching
when the condition can be false (zero value). In addition, if the condition returns errors,
appropriate transitions are added. There are also transitions to exit the body of the
statement and the transitions corresponding to the statement.

£llag 8| = {(Lp) = (a.p) | p €MV Z N () (0) # 2}

(Lp
U{{,p) = (m,p) | p e M[V[I]],0 € 71 ((e) ()}
U{ll,p) 2 w|peMI[V[]],w e m((e)(p))

ot 5]

U {(b p (vapW[m]) { peM [V [b]]}

(
}

4.3.4.1.3 Loop Statements

This is also very straightforward. The main difference with the case of the conditional
branching statement is that exiting transitions lead to the head of the loop to test the
condition again.

It is interesting here to remark that local variables declared in the body of the loop
are not killed at the end of the block since they can be alive everywhere in the loop,
typically after the first iteration. However, they are killed when quitting the loop since
these local variables fall out of scope at this point.
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p € MV [[JJUMI[V o],
zxnm ((e)(p) # 2

[V
MV []] UM
U {(l,p)—> (m, prvim)) gim [(((e[))ﬂ(p)) ' H]}

UL(l,p) = wlpeMVIJUM[V [, w e m ((e) (p)}

U Tg [“Sb}

U {(b,p) = (L,p) [ p € MV [b]]}

‘while(e) “S° m} = {(l p) — (a,p)

4.3.4.1.4 Assignments

This statement modifies the appropriate bytes in the heap. The first byte to be modified
is given by the lvalue and the number of modified bytes is the size of the lvalue. There
are also all the required error transition to handle cases where the evaluation of the
left-hand side or right-hand side of the expression may fail.

p = (@ieqiup 2 9:h) €MV,

h e He:
EIyEm(((e))(p)):ElaEm((] [> ):
W o=hla+i— yl8i:8i+7)""
UA{(l,p) »w|peM[V[]],w e m((e)(p)}

U{lp) = w|peMV[]],wem ({I)(p)}

Tg [lx = e;m} =< (l,p) — (m, (v,p, 9, h’))

4.3.4.1.5 Declarations

This statement is much more tricky. The simplest case (last in the formula) is the
situation where the variable already exists (typically, in a loop). In this case, the memory
state is not modified.

If the variable does not exist, it is more complicated. We need to find an address a
such that the memory block of the appropriate size is free. The heap is updated with
arbitrary bytes and the current local environment is updated to make the name point
to the address a.

If there is no memory block large enough to store the variable, we transit to a special
error state w, (out of memory).
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\

p= (@Wieqnpp29.h) €MV ],
p e M[V[m]]:
Ja € A 3(b)icpo jrypel 1y € TP :
' € Eq:3n € He :
[a,a + [type| — 1] € A,
[a,a + |type| — 1] Nsupp (h) = &,
W = hla+ i bl
name ¢ supp (vy,) ,
v = v, [name — al,
p = ((vl, e ,vn_l,v’) ,p,g,h’)
p= (Wiequnp 2 9:h) € MV :
name ¢& supp (vy,) ,
U< (l,p) = we Va € A,
[a,a+ |type] — 1] C A =

la, a + [type| — 1] Nsupp (h) # &

p= ((00)icprapp29:0) € MIVI]

name € supp (vy,)

& | "type name; ™| = < (1, p) — (m, p')

U (lp) = (m,p)

4.3.4.1.6 Return Statements

To come back from a function, we read the return address (as a label) in the memory
state (the top of the second component). Thanks to this label, we can know which
statement has made the call to the current function. From the statement, we get the
variable in which the returned value must be written. We get the address of this variable
in the local environment of the calling function (so the second topmost in the stack),
and we update the heap accordingly. Finally, the transition pops the stacks of local
environments and return addresses and jump to the return address.

If the return expression evaluates with an error, appropriate error transitions are

added.

If the stack of local environments has size 1, this means there is no calling function:
this is the end of main function, and thus the end of the program. In this case, no
transitions are generated and the execution end in a regular (non-error) state.
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p e MI[V[l]],ret € Lg,p’ € M[ret] :
JxeV:dnell:JyeZ:IreA:
3(h,h') € He? : In € N*: 3g € E¢
Wi)ieqing € Bc™ 1 I0i)iepin-1] € Lot

p= ((Ui)ie[[Ln}]a (pi)ie[[lm—l]]ag’ h)
n=2Aret =py1 Ay € m((e)(p)),
afterp ((x = f(...),m)) = ret,

r = get_address

& |'return e;™| = { (I, p) — (ret, p')

vi)ie[[l,n—l]]’g(x)’
Wo=hlr+imy8i:8 + 757

p= <(Ui)ie[[1,n—1]}’ (Pi)iepin—21 9> h’)
U{(l,p) »w|peMV[]],wem((e)(p)}

|V[ret]

where size is the size of the return type of the current function.

4.3.4.1.7 Function Calls

This statement is the more complex but not complicated. We push a new local environ-
ment on the stack. This new environment is initialized with the values of parameters,
and the heap is updated accordingly.

If there is no more room in the memory, the transition leads to error state w,.

If any of the parameters of the function call may evaluate into an error, transitions
to these errors are added.
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$lle = fle, ... ,en);"”} =

p = (@ieqinp Poliepn-y 9:7) € MV,
c€Lg,p e M[]:
Hai)iep,ng € A" 2 I(range;)cp o € P (A)"™:
Jvpp1 €Be: 3N € Hp : I’ € B
E|p, e L™
Vi € [1,n],range; = [a;, a; + |x;| — 1],
(Lp) = (e ) Vi € [1,n],range; C A A range; Nsupp (h) = &,
Vi € [1,n],range; N U range; = &,

i#]

Vi € [1,n], vni1(x;) = ai,
Vi e [[1’ TL]], bi € m (((el)) (p)) )
W =hla;+j > b; [85 : 8f + 7]J7, 771

l=1_j:0
'U/ = (Ulv v 71)7171}77,-}—1) 7p/ = (pla v ,pn_l,/ﬂl) )
L pl = (Ulvp/aga h/) ,c=atp (BOdyP (f))

p = ((00)ieqrn (Pieqinoys 9:1) € MV ]
V(ai)ieping € A", V(range;);cp g € P (A)",

U< (I, p) = w, | Vi € [1,n],range; = [ai, a; + |ai| — 1],
Jiel,n]:

range; € AV range; Nsupp (h) # @ V range; N U range; # &
i )
UA{(lp) »wlpeM[V[]], i€ [1,n],wem((e)(p)} UTE Bodyp (f))

where x; are the names of the parameter of function f.

It is interesting to remark that the functions that are not reachable from the entry
point of the program are not translated, and thus generate no transition. It is similar to
program linking where functions that are never referenced are not included in the final
binary.

4.3.4.2 Initial States

To build the legal initial environments, we have to choose an entry point. The classical
choice is to start by executing the function named main.

The stack of local environments contains a single empty call frame, the one of the
main function. The stack of return address is empty. On the other hand, the environment
for global variables is already full and the heap is initialized accordingly.
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Formally
( le€lLlc,p€eEg: )
v eEq:TheHe: g € Eg: H(ai)ie[[l,n]} e A"
supp (v) = &,
V(i,5) € [1,n)*i#j =
[ai, ai + [t — 1] N [a;, a5 + |t;] — 1] = 2,
I'=14(p)

supp (h) = | [as, @i + [t:] — 1],
=1

supp (9) = {=1,.. ., 2n},

Vi € [1,n], 9(xi) = ai,

p = ((’l)),€,g,h> )

[ = atp (main)

where t; x;;, with ¢ € [1,n] are the global definitions, where ¢; is a type and x; a variable
name.

4.4 Comparison with Real C and Thoughts

ASCLEPIUS is clearly inspired by C, but have some differences. Some are significant,
others are just a matter of syntactic sugar.

4.4.1 The Place of Undefined, Unspecified and Implementation-Defined
Behaviors

There is a lot of cases in which C specifies that the behavior is undefined, that is
anything can happen. This is definitely something to avoid. Implementation-defined and
unspecified behaviors are less harmful: the standard lets some liberty to the compiler
and the environment but it can still specify a set of allowed behaviors. The difference
between both notions is that an implementation-defined behavior must be documented
by the implementation (typically the compiler), while for an unspecified behavior, the
implementation does not have to make a choice. For instance, the number of bits in
a byte is implementation-defined, so the compiler must document its choice and stick
with it. But the evaluation order of sub-expressions in an expression is unspecified (in
most cases), so the compiler can choose any order and does not have to be consistent
in any way, neither across several occurrences of identical expressions nor across several
evaluations of the same expression. It is still correct for the compiler to specify an
unspecified behavior (according to the standard), but we cannot expect it to do so.
These kinds of behaviors are treated in very various ways in ASCLEPIUS. First, it
is good to note that a lot of such problems in C come from modular programming
(like external declaration) or from standard library functions. Since we do not have
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these features with ASCLEPIUS, we do not have to bother about that. Other cases are
also out of our scope, like the possible data-race in sub-expression evaluation without
sequence point', since expressions of the minimal language are pure. Everything related
to storage classes or qualifiers is also not applicable. Nevertheless, there is some place left
for undefined behavior like dereferencing an illegal pointer or dividing by 0. The default
behavior for ASCLEPIUS is to transit to an error state. Such situations can be detected
dynamically since our abstract language is not subjected to the thousand natural shocks
that software engineering is heir to: no architecture constraint, no efficiency problem. ...
For instance, it is possible to know which addresses are valid by looking which belong
to the support of the heap. In practice, this is not possible. Thus, while a real-life
dereference might be dangerous, in ASCLEPIUS, we can safely decide whether it is safe
or not.

From the perspective of unspecified and implementation-defined behaviors, once we
have ignored everything that is not applicable, what is left is largely defined in ASCLE-
PIUS. Some strong choices have been made here because of the application: to model
interactions of C and assembly, we need a more precise description of some aspects of the
language, way beyond the C standard. C is made to be (mostly) platform-independent,
and to be efficiently achievable on a large variety of architectures, it needs to leave a
lot of details unclear: these are the undefined, unspecified and implementation-defined
behaviors. While working on mix of C and assembly, such details are very important,
and we perfectly know on which architecture we are working on. We have at the same
time both the necessity and the opportunity to define the language much more precisely.

One could argue that such extra hypotheses are not portable and that changing the
architecture (or the compiler) may invalid most of the following. This is perfectly true,
both conceptually and in practice. Indeed, in OSes, parts that interact with assembly or
anything related to the architecture must exist in several versions, for each of supported
architectures. The point is to make such parts as small as possible so that most code
can be shared using regular platform-independent C or C++ (most of the time). Since
we are interested into a specific architecture, we can make these assumptions. Moreover,
without them, we would not be able to define a satisfactory semantics since we indeed
use the specifics of the architecture.

4.4.2 Desugaring C

C has many features that do not exist in ASCLEPIUS, like for-loops, branching with else
(and else-if) or switch statements. These features are very handy for the developer but
can be easily avoided thanks to a simple desugaring.

C expressions are very rich and their semantics is very complicated. There are two
main difficulties: side effects and types. C expressions may include assignments in a
lot of places: they are regular expressions; this is not possible with ASCLEPIUS where
expressions are pure and assignments are statements. C has some very complicated rules

tFor instance (*x = *x) | (*y = *y) is an undefined behavior if x and y are aliases. From such
expression, the compiler may safely assume that x and y point to disjoint memory blocks.
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to deduce the type of expressions (and sub-expressions) based on the types of variables.
This is not only a matter of bounds, since the semantics of operators changes depending
on the types. For instance, an addition on unsigned integers is computed with modular
arithmetic, but an overflow with signed integers is an undefined behavior. ASCLEPIUS
dissimulates this problem under the chaste veil of n-ary operators in expressions. This
set of operators is not fixed, we just need to know their semantics. In particular, we can
interpret all implicit transformations in expressions (like integer conversions) in terms
of such operators. In the same way, we can have operators for unsigned addition and
others for signed addition for each type combination allowed by the C standard (after
automatic conversions). Such transformation are performed by most tools working on
C semantics, like compilers and analyzers, to clarify the expected behavior.

A missing feature in ASCLEPIUS, compared to C, is function pointers. This deserves
some comments since we use them intensively with assembly. We can still emulate
function pointers by using identifiers instead. So that, rather than writing p(x) where
p is a function pointer, we could write call(p, x) where

1 int call(int id, int x) {

2 if(id == 0)

3 return f(x);
4 if(id == 1)

5 return g(x);
6 // etc.

7 X

This is a bit long and not modular (since we need to be aware of all existing functions),
but it has the expected behavior. Using a bit of sugar, we can make it the general case. In
AscLEPIUS’ model, functions do not exist in the heap, so that, it is impossible to read or
write their code, just as it is forbidden by C. By isolating functions from the memory, we
do not let it happens. To add function pointers into ASCLEPIUS without compromising
this isolation, a strategy is to have a global environment for functions: it is an injective
partial mapping from addresses to functions. It is like having randomized identifiers.
Calling a function by its address behaves like the call function: the semantics finds the
requested function and calls it. Any function pointer that is not exactly the address of
a function (or a function with a wrong type) is an immediate error.

4.4.3 A Computability Digression

ASCLEPIUS uses a finite memory: the heap is finite and environments are not usable as
storage from the program’s point of view. Moreover, since parameters are stored in the
heap, even the recursion depth of a function with at least one parameter is limited. Only
the number of calls of function without parameters are unlimited, since return addresses
do not require any space. Such calls correspond to empty environments and can only
read and write global variables, and thus have limited storage. Thus, we can decide
whether such calls terminate in finite time since the number of configurations of global
variables is an upper bound on the number of calls while still terminating.
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Overall, due to memory limitation, ASCLEPIUS is not TURING-complete, but in the
exact same way a computer with finite memory is not TURING-complete either. The
amount of memory is fixed because of the application of this work (32-bit x86 archi-
tecture without external storage) and so it would mainly be a burden to make the
available memory parametric, but could be done easily: we just need to change the size
of addresses and extend the heap appropriately. Such parameters can be adapted to
make any program run satisfactorily by providing an arbitrarily big memory: terminat-
ing programs will eventually be able to terminate without running out of memory and
non-terminating programs can run for an arbitrarily long time (allowing, for instance, a
non-terminating machine to generate as many decimal of a real number as wanted).

Beyond the concern of computable functions, we can wonder if the number of states
is small enough to reasonably allow methods based on exhaustive state enumeration.
In our case, it is clearly not reasonable. Moreover, if any restriction in ASCLEPIUS had
made any of such method doable, it would not have been a good idea since it would not
adapt well to an architecture with more memory or with external storage.

4.4.4 Non-determinism and Memory Usage

The semantics of ASCLEPIUS is non-deterministic in several ways. The most obvious one,
and yet the most standard, is that expressions are non-deterministic. A more problematic
point is memory allocation: when a variable is declared, it is placed wherever there is
available space in the heap. This is a way a bit extreme to avoid strong assumptions on
memory allocation policy; since there are many ways to manage memory, it is hard to
accept only reasonable ones. But the good side is that what we will be able to prove
with such weak hypotheses still hold with more. Making this few assumptions has two
main consequences.

Firstly, since variables can be placed with any chaotic layout, we can fill 1 GiB us-
ing 23° 1-byte variables spaced out by 3 bytes. If we try to allocate a 4-byte variable,
allocation will fail since there is no hole big enough, though we use only a fourth of the
memory. If the memory is tidy, we can put all the 230 1-byte variables at the beginning
and still have an available contiguous block of 3 GiB, so that the next allocation will
succeed. The moral of this example is that we should not attach too much importance
to memory allocation errors. This may look like a limitation of this model but it is much
wider. When we analyze some source code, we may consider that memory allocation
functions (like malloc) can fail, but we rarely take into account that the declaration of
a local variable may lead to a stack overflow and thus a crash of a perfectly legitimate
program (from the point of view of C standard). To correctly take into account such
kind of errors, we must go beyond C standard and know more precisely the memory
management policy (are call frames very tight, or do we allocate 1 MiB of memory, even
if we use only one integer?) and the available space. Such checks can only been meaning-
fully performed at a lower level. That is, for instance, what StackAnalyzer [Abs20] does.
Another approach is to impose restrictions strong enough so that there is no memory
layout messy enough to make allocations fail. For instance, we can prove that if we use
a fraction smaller than 1/n of the total memory (where n is the byte-size of the wider
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type), no allocation can fail according to ASCLEPIUS’ semantics. Such a hypothesis is
very sensible for the following: most variables are global and recursion is forbidden, so
memory usage of local variables is bounded. To sum up, we have strong hypotheses that
encourage us not to worry about allocation errors, but if we really want to, it would
need another analysis based on a more precise model.

1 int main() {

2 int x;

3 *((int*)42) = 1337;
4 return O;

5 )

Listing 4.1: Dereferencing an arbitrary integer

The second consequence of allocation at arbitrary addresses is that, perchance, a
random integer can be a legal address. Let us consider the example shown on Listing 4.1.
If x is allocated at address 42, x receives the value 1337. In any other situations, an
illegal memory access happens and the program terminates in an error state. Thus, we
need all executions to be valid, whatever the position of each variable in the heap, to
declare the program valid. Some approaches avoid this problem by handling pointer
more symbolically: by restraining how a pointer can be built and the valid operations
on them (typically sum and difference). With this approach, pointers are characterized
by the pointed variable and an offset. The non-deterministic part (the address of the
pointed variable) is abstracted away. A major downside is that it does not allow arbitrary
computations on pointers, like C does. In C, it is possible to convert integer into pointers
and conversely (even if the behavior is implementation-defined) and low-level source
codes make extensive use of such conversions and perform complex (arithmetic and
bitwise) computations on pointers. To represent faithfully such computations, we need
to treat pointers like integers, even if it means to pay the price of additional non-
determinism.



Chapter 5

The Assembly Language

NTRODUCING ASCLEPIUS as a model of C is the first part toward the modeling of mixed

C and assembly. It is now time to study the assembly language of x86 processors.
It is very different from a C-like language: it has no structures, there is no arbitrarily
complex expressions and no compound statements. Most instructions are quite simple,
but they are many of them. Moreover, the notion of undefined behavior is very different:
it is more similar to unspecified behavior of C. Implementation-defined behavior is not
a relevant notion since we are already at the lower level*. For all these differences, our
approach of x86 is not the same as for C. We do not need a more precise model, but we
are interested only in a fragment of the language since there are too many instructions
to treat them all.

An interesting, and almost exhaustive, work on the semantics of x86 assembly can
be found in [Das+19]. Unfortunately, it is not very useful here. First, it focuses only on
user-level instructions and, while we still need to handle some of them, we are mostly
interested into system-level instructions. Though a formalization could have been useful
to solve ambiguities of [Int20]", we mostly needed it about instructions out of the scope
of [Das+19]. Moreover, it does not take mixed C and assembly into account, which is
our main problem. Finally, in [Das+19], everything is made in the K framework, which
is not at all our context.

We give two semantics for assembly. The first one is very low-level: it sees programs
as sequences of bytes in memory. This is a very permissive semantics: we can write
everywhere, including in the code, and run data. Actually, there is no formal distinction

*There are in fact some degrees of liberty in the x86 architecture left to the implementation (i.e. the
actual hardware). This implementation-defined behavior are quite rare, and should rarely be considered
as C-style implementation-defined behavior, and are rather the result of history. First, we cannot
expect the manufacturer to document it, or the processor to stick with a single behavior. Moreover,
unlike a compiler that is useful only when the developer compiles the program (only once in a known
environment), the processor is used at each run, and is outside the scope of the developer since it is on
the user’s computer. Thus, except for very specific cases, one should avoid these implementation-defined
behaviors.

fIndeed, the semantics is often specified using natural language and might not be univocal. Even in
pseudo-code, some elementary operations are written in natural language, especially those that are too
complex to be written formally. Unfortunately, they are often also the most ambiguous statements.
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between code and data. This semantics is interesting as it is very close to the processor’s
behavior. Moreover, it is quite simple and some parts are common with the second
semantics. It is simpler to define the semantics of some instructions according to the
first semantics, and then to make the few adaptations needed for the second one.

The second semantics models code as a sequence of statements that are in memory,
but with an unknown layout. This part of memory is not writable, so that the sequence of
statements is immutable. However, data (the writable part of memory) is still executable,
since this is something that exists in our study case.

5.1 Structure of x86 Assembly Language

As far as we are concerned, assembly code contains instructions, labels and pseudo-
instructions (or directives). Instructions are translated by the assembler but the binary
encoding is almost equivalent. Labels are used to mark points in the source code. They
are removed at assemble-time and replaced by their respective address (or by the offset,
if applicable). Pseudo-instructions are instructions executed by the assembler. They
allow manually writing bytes in the binary, and they provide a preprocessing mechanism
similar to C’s preprocessor. We will only use directives that place bytes manually where
these directives are written.

Instructions are identified by a keyword (called mnemonic?), followed by comma-
separated arguments. Once assembled, the instruction is identified by a binary sequence
of 1 or 2 bytes. Different mnemonics can be aliases for the same opcode. Depending on
the opcode, there can be 0 to 2 arguments. Labels are identifiers followed by a colon.
Directives are the responsibility of the assembler, the syntax is more fluctuating. They
may look like instructions whose opcode is not an x86 instruction, or can be prefixed
with a single dot. Examples are given on Listing 5.1. Comments begin with a semicolon
and stop at the end of the line. Keywords are not case-sensitive.

Instructions may be ambiguous (or at least, hard to fully determine) in various way:
size of the assembled instruction, operand size, ambiguous mnemonics. ... Such ambi-
guities exist only in assembly language, but not in machine language (binary encoding):
they are solved by the assembler. Consequently, we assume for now that instructions
are fully explicit, even if it means that we add some annotations. The resolution of
ambiguity will be treated later in chapter 9 “AMICAL” (page 121).

They are three kinds of operands: register, memory and immediate. Register operands
designate a register by its name. Memory operands are dereference, optionally with an
explicit segment selection. Immediate operands are constant values, corresponding to
literal constants of most languages. In practice, some operands may be written as a
name, e.g. immediate operands designating an address may be expressed as a label or a
memory operand designating a global variable may be expressed as the variable’s name.

Memory operands, when not expressed as a variable name, allow some level of com-
plexity in addresses. Allowed address forms are shown on Figure 5.1. The displacement

'From Ancient Greek “uvnuovixdc” (of memory), since mnemonics are easier to recall than binary
encoding.
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1 MOV EAX, 5 ; A binary instruction

2 a_label: push ebp ,; A4 labeled unary instruction
3 call a_label ; An unary instruction

4+ pushad ; A zeroary instruction

5 .byte 0x01, 0x8b ; -\
6 .4byte 0x00004242 ; -+-> Two directives.

7 ; They define the sequence 01 8b 42 42 00 00
8 ; which corresponds to the instruction

9 ; add DWORD PTR [EBX + Owz4242], ECX

10 ; which adds the wvalue of ECX into the

11 ; 32-bit variable at address EBX + 0x4242

Listing 5.1: Example of assembly language elements

EAX EAX
EBX
EBX
ECX ECX 1 None
EDX 1 mpx | x| 2 ||+ | &Pt
ESP EBP 4 16-bit
EBP ESI 8 32-bit
EDI Scale Displacement
L EDI | |
— L Index |
Base

Figure 5.1: Allowed memory addresses

is a literal offset to add. For instance, in the address EDX + EDI * 4 + 0x0ff537, EDX
is the base, EDI is the index, 4 is the scale and 0ff537H is the displacement. In this
example, the displacement is 20-bit large and thus, will only fit in a 32-bit displacement.
All of these fields are optional and, in most cases, they are not all used at the same
time. The scale provides a nice way to iterate over arrays with 2-, 4- or 8-bytes cells. If
the scale is 1, it can be implicit. The base have a special role since it is the one used to
choose the segment in which the memory operand should be translated, except when it
is explicitly specified.

5.2 Memory Model for Assembly

In assembly, the memory is view through segments and paging (see section 2.3 “Memory
Management” (page 17)). We will abstract paging away since it is not always enabled
and linear address space is already concrete enough for our concern. We do not need to
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know how linear address space is mapped over physical memory as long as it behaves
like a 4 Gio memory block.

On the other hand we must take segmentation into account, in some extent. Indeed,
we have already explained that it is common to have segments that alias each other (see
subsubsubsection 2.3.2.2.2 “Segmenting the Linear Address Space” (page 21)). But to
know the effect that an assignment has in other segments, we must know precisely how
they alias. So, we will only consider the case where all segments start at address 0 and
have the same size. This means we should check that this is true when we load a segment
register. On the good side, this is a powerful assumption that allows us to almost forget
about segments. Segmentation being trivial, working with linear addresses is almost the
same as working with physical addresses.

Another touchy point is about memory allocation. It is very different depending on
the context. In the system world, at boot, all the memory is its kingdom. Nevertheless,
the system must be very careful not to use memory that will be allocated for ordinary
programs later. For a user land program, it is the opposite: any memory access that
have not been explicitly granted is strictly forbidden. Each piece of memory must be
allocated either at program launch (for static and global variables) by the loader, or
dynamically (for dynamically allocated blocks) by calling functions such as malloc.

In our context, we will avoid allocation questions. We are interested in an embedded
OS: it does not perform dynamic allocation for itself, all long-lived structures are global
variables. The only dynamic structure is the stack though it has bounded size. We can
model it as a static block of memory at the end of which ESP initially points to. It is
very similar in ASCLEPIUS: the only way to allocate a non-constant amount of memory
is thanks to local variables.

In addition to the linear memory, we need to add registers into account. We have
to be able to use registers as lvalue while they are not accessible through a pointer. To
do that while being as close as possible to the formalism of ASCLEPIUS, we enrich the
domain of the heap with special values that are not integers, and we forbid to take the
address of an lvalue located in such special zone. Moreover, we add special mappings in
the global environment for registers.

More formally, let Ar be a set of identifiers for each register byte such that ANAr =
@. We denote such identifier by the register names, excluding alternate names for shorter
parts (e.g. AX, see subsubsection 2.2.1.1 “General-Purpose Registers” (page 10)), with
the byte number. That is

EAX,, EAX;, EAX,, EAXj;, EBX,, EBX;, EBX,, EBXj
ECXy, ECX;, ECX,, ECX;, EDX,, EDX;, EDX,, EDXj;
Ag:={ ESI,, ESI,, ESI, ESI;, EDI,, EDIL, EDI,, EDI;
ESP,, ESP;, ESP,, ESP;, EBP,, EBP;, EBP,, EBP;
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We also need a set of register names R, including alternate names i.e.

EAX AX AL AH
ESP EBP SP BP

R:=9 EST EDI s DI

We define the set of enriched heaps:
Hasm = {f : (A&JAR) — 1 ‘ Ag C supp (f)}
and we add a global constant mapping

reg: R — Ap
EAX — EAXj
AX — EAXj
AL — EAXq
AH — EAX;

that maps register names to their first byte in Ag, and we extend the function | - | to R
to give as well the byte-size of registers:

|-]: R— N*
EAX — 4
AX +— 2
AL—1
AH—1

On the other hand the environment has the same type as it maps only global variables
to their address:
Eosm i=Ec =V — A

The memory model is then very close to the one of ASCLEPIUS, except that local
variables are not relevant here and do not exist in assembly. Thus, we just need an
environment for global variables and a heap. Like global variables, the stack has an
arbitrary position in the heap at the beginning of the program.

There is the subtle problem of the place of the program in memory. We can indeed
take the address of some program point (usually thanks to a label) and use them in
control flow instructions. It may be possible to read code as data, depending on code
segment permission flags. Moreover, we can write code through the data segment and
run it through the code segment. A simple strategy is to forbid it, but even if these
manipulations are risky, but they exist, and we must take them into account.
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The idea is similar to the allocation of global variables: we choose an arbitrary
position in memory for the source code, and we keep it. Thus, we have to represent the
program as bytes and to be able to disassemble those bytes to get instructions. For this
purpose, we let Stat,g, the set of assembly statements, and we define the function

disassemble : Hysp — (Statasm X A) W Q

that takes a heap (with register), disassembles the instruction at the address in EIP and
yields this instruction with the address of the next instruction. We need the address
of the next instruction since they have non-constant size in x86. In case of error, an
element of §2 is returned instead: w, if an attempt to access a non-reserved memory zone
is made, and w; (illegal instruction) if the byte sequence at the given address is not a
legal instruction.

To start correctly the program, we have to make a few assumptions: initially,

— ESP points to the byte after the end of the stack,

— EIP points to the first program instruction.
In addition, we need hypotheses on the state of the system, especially if protection
features are used. For instance, if PE (protection enable) flag (bit 0 of CRO) is set:

— GDTR points to a correct GDT,

— CS selects a code segment,

— other segment registers select a data segment.

5.3 The Reduced Instruction Set

The complete instruction set of x86 is huge, even for the relatively old processor we are
studying. There are several reasons for that:

— there are a lot of mnemonics providing a very broad set of operations including
complex floating-point, binary-coded decimal (BCD) and other complex computa-
tions,

— a lot of mnemonics have several variants for various types of arguments,

— the complexity of x86 architecture requires many instructions to control it.

We are not so concerned about the types of arguments as it is mainly an encoding
concern, and we are not interested in for now. The multiplicity of instructions is a
problem, but there are big categories. There are many instructions that take a lvalue
and an operand, perform a binary operation (like the addition or the bitwise and) and
write the result in the lvalue. This family includes a lot of arithmetic or logic operations,
sometimes unexpected. They are also very close to the MOV instruction that copies a value
into an lvalue. Another category often distinguished is the set of control flow operations,
like jumps, calls and returns.

Technically, control flow instructions might be understood as compound instructions
made of MOV-like instructions, since a near jump is just an assignment in EIP. The
only MOV instruction is surprisingly powerful as it is TURING-complete by itself [Doll3;
Dom15]. Control flow operations do not have a particular status like they have in most
languages. However, they are good didactic examples and thus are worth to be detailed.
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On the other hand, the semantics of a lot of complex instructions can be expressed as a
composition of simpler transfer functions; they will not be detailed further.

We can thus drastically restrict the instruction set. We will use:

MOV, as it is very fundamental,

ADD, to give an example of binary operation that both reads and writes a lvalue,

— JMP, CALL, RET, to show basic control flow instructions that will be extended when
interacting with C code,

— JZ, to illustrate conditional control flow,

PUSH and POP, as stack operations are very common and good examples.

From there, we trust that we can easily generalize to other instructions.

5.4 A Very Concrete Semantics

In the next chapters we will want to glue semantics of C (approximated by ASCLEPIUS)
and assembly. For this purpose, it is wise to choose the same formalism, so the seman-
tics of an assembly program is given as a transition system as well (see definition 4.6
“Transition system” (page 49)).

These transition systems have a major difference with the ones for ASCLEPIUS pro-
grams: the set of states is very different: the memory model is enriched with registers,
and we have no label to get the program point. Indeed, it is stored in the EIP register
as the address of the next instruction to run.

In this semantics, since we are considering machine code instead of assembly lan-
guage, there is no name, so no need for an environment.

Mb = Hasm

asm

and thus, the set of state simply is

Q:=M_ wQ

asm

Another fundamental difference between C and assembly is that, in assembly the
program is in the memory, not external. Thus, transitions between states do not depend
on an external current statement since the current statement is in the memory. Conse-
quently, there is not a transition system for each program, but a single, huge transition
system between memory states.

This semantics is the most concrete possible. We will define another one later that
is slightly more constraint as it rejects some unwanted behaviors.

There are two kinds of lvalues (registers and memory references) and three kinds of
operand (registers, memory references and immediate operands).
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Definition 5.1 — Dereferencing

Let h € Hagm.

deref), : P (AW Ag) x N* = P (Z) x P ()

(A, size) — (U 71 (d), U T2 (d))

acA acA
where d = deref) (a, size)

where

deref), : (AW Ag) x N* = P (Z) x P ()

( . Jae AN
(@, {wa}) if {[[a, a + size — 1] € supp (h)
size—1
N o8 . a e A/\
. ({ g) (atd) -2 }’®> if {[[a,a—l—size— 1] € supp (h)
(a, size) — ! 0= R € Auh
(@, {wa}) (absurd) if { e OR
i € [0,size — 1] : Rpti & Ar
size—1 —
. o8i . a = Rn S AR/\
({ i=0 it }’ ®> if {Vi € [0,size — 1] : Ryy; € Ag

where w, is the error raised by an illegal memory access.

The case marked as impossible is it since a register name is always valid, but this
case is specified for exhaustiveness.

It may seem a bit restrictive to return an error in case of an illegal memory access
since in reality it will raise an exception that can be handled. Actually, the error can
be captured and treated in any way by the semantics of instructions. In practice, we do
not want such accesses and it is safe to consider them as errors, but it is interesting to
remark that returning an error is not an intrinsic requirement.

Definition 5.2 — Semantics of lvalues and expressions

Semantics of lvalues and expressions are defined by mutual recursion.
The semantics of an lvalue [ is

Qi) M2, — P (AwAR) x P(Q)

asm
(b + scale x i + v) mod 232,
<Ob UO; U0, )
where (b, Op) = (base) (h) if | = [base+scalexindex+imm]
= | and (i, 0;) = (index) (r)

and (v, 0y) = (imm) (h)
 (reg (1), 2) ifleR
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and the semantics of an expression e is

(e) : M>, — P(Z)xP(Q)

(e mod 28°1¢l @) ifeeZ
(v,ouo)
where (V,0') = derefy, (4, |e]) if e = (lvalue)
where (4,0) = {e) (m)

h—

Now, let build the transition system. We assume we are given a memory space for
the stack called stack. It is a set of consecutive cells in memory.

Let h € M’ a memory state. Let d = disassemble (h). If d € Q, then d is the only
successor of h.

If d = (stat,new_eip) € Statasy X A, we let h' = h[EIP — new_ eip] € MP,. We
perform a case analysis on stat to deduce the set of states we can reach from h.

— stat = MOV 1, r:

JveZ:JacA:

= Mgsm vem ((r)(h),aem ((]lb (h)) :
W =h [a+iev[8i:8i+ 7))
( JveZ:3R, € Ag :

Ul h" eM,, |vem ((r)(h), R, €m ({1 (h))
W' = b [Rpyi — v[8i: 8i + 7]}
U {w SRy | w € o (((r)) (h'))}

U{weQ|wem (1) (1))}

The bytes of r are copied in 1.
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— stat = ADD 1, r:

(

hy € M

asim

U< hg € MZsm

(w1, vo, eflags) € Z2 : Jv € [o, 232 _ 1] )
JaeA:3h eM,,

v € m1 ((1) (h)) w2 € 1 ((r) (h))

aem ({1)(h)

v = (v1 4 v2) mod 23

hy=h[a+iv[8i:8i+7)I"

eflags = m ((EFLAGS) (h1))

he = hy [EFLAGS; — update_eflags(vi + vo, eflags) [8i : 8i + 7]]23:0
3(v1,v2, eflags) € Z3 : v € [[(), 232 _ 1]] :

IR, € Ag : 3hy e M’ -

v1 € T ((1) (h)), vz € m ((r) (h))

R, €m (1) (h)),

v = (v1 4 v2) mod 23

hy = h' [Royi > v [8i : 8i + 7)1

eflags = m ((EFLAGS) (h1))

ho = h1 [EFLAGS; — update_eflags(vi + v2, eflags) [8i : 8i + 7]]?:0

U{weQ|wem((r) (1))}
U{we|wem () (K))}
U{we|wem (@b (1))}

where

update_ eflags : Z x [[O, 232 _ 1]] — [[O, 232 _ 1]]

(v,e) > c+p+a+z+s+o
+ > 2eliti]
i€{1,3,5}
+2%.¢[8:10] + 2" - e[12: 31]
where ¢ = 20 . [v<0\/v>232]

7
and p = 2! [Zv[z’:i]EO[S}]

i=0
and a = 2% [/
and z = 20 [v =0 [232}]
and s = 27 -0 [31 : 31]
and o = 2! . [v <=2voy> 231]
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where [P] is IVERSON’s bracket (see section A.2 “Logic” (page 370)) and 7 is the
condition for AF flag$.
Bytes of the result of the addition are written into 1.

— stat = JMP m where m is a memory operand:

Jda € A:
W' eM,, |acm ((m)(h))
B' = I [EIP; — (amod 2°?) [8i : 8i + 7]]7_,
U {w €N ‘ w € ma (([m]) (h'))}

EIP is updated to the value contained in m.
— stat = JMP o where o is an immediate offset:

( a,eip) €Z*:Id € A :
a€m ((o) (1))
W' e M, | eip € m ((EIP) (7))

d = (a + eip) mod 232

W' =K [EIP; > d[8i : 8 + 7)|3_, )
U {w € Q‘w € Ty (([0)) (h'))}

U{weQ|wem ((BIP) (7))}

EIP is incremented by of o. It is worth noticing that the EIP we increment is
already the address of the next instruction.

STt is too difficult to formalize here, especially for a flag we do not use. But such a condition exists,
that’s all we need. Since we do not use this flag¥, we can simply exclude it from the model.
Y1t is relevant only for BCD computations.



74

CHAPTER 5. THE ASSEMBLY LANGUAGE

— stat = CALL m where m is a memory operand:

JveZ:3acA:3I(h1,ha) € Mgsm2 : I(esp, eip) € Z* )
v Em (([m)) (h'))
a = vmod 232
hy = h' [EIP; s a[8i : 8i + 7]]>_,
hs € Ml | esp € m ((ESP) (1))
eip € m ((EIP) (h'))
[(esp — 1) mod 232 (esp — 4) mod 232]] C stack
ha = hy [ESP; — ((esp — 4) mod 2°2) [8i : 8i + 7]],_
hs = hs [esp — i — 1~ (eipmod 2°%) [8i : 8i + 7]]?:0
Jdesp € Z:
USw, €QJespem (((ESP)) (h'))
L [(esp — 1) mod 2°2, (esp — 4) mod 2°%] ¢ stack

U{weQ|wem((m)(H))}
U{weQ|wem ((BSP) (1))}
U {weQ|wem ((EIP) (1))}

It is similar to JMP m but EIP is pushed on the stack.
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— stat = CALL o where o is an immediate offset:

b
hs € Magm [[(esp — 1)mod 232, (esp — 4) mod 232]] C stack

JaeZ:3d € A:3(hy,hy) € M, ° : (esp, eip) € Z2 :
a €m (((0)) (h’))

a' = amod 23
esp € m (([ESP)) (h'))
eip € m ((EIP) (h'))

d = (d’ + eip) mod 232

hy = B [EIP; s d [8i : 8i + 7]]2_,

ho = hy [ESP; > ((esp — 4) mod 2%2) [8i : 8i + 7]]°_,
hs = hs [esp + i — (eipmod 2?) [8i : 8i + 7]]?:0

Jesp € 7% :

U { w, € Q |esp e m ((ESP) (1))

[(esp — 1) mod 232 (esp — 4) mod 232]] & stack

U{weQ|wem((o)(h))}
U{weQ|wem ((ESP)(H))}
U {w €N ‘ w € mo ((EIP) (h/))}

It is similar to JMP o but EIP is pushed on the stack.

— stat = RET:

he € M, | €D €T ((EIP) (1))

Jv € Z: Iesp, eip) € Z* : Ihy € MU, : )
v e m (([ESP]) (R))
esp € m (((ESP)) (h’ )

[[esp mod 232, (esp + 3) mod 232]] C stack

hy = I [EIP; — (vmod 2°2) [8i : 8i + 7],

hy = hy [ESP; +— ((esp + 4) mod 2°%) [8i : 8i + 7]]
desp € Z:

3
1=07

U { w €9 |espem ((ESP) (1))

[[esp mod 232, (esp + 3) mod 232]] ¢ stack

U{w e Q|we m (([ESP1) ()}
U{weQ|wem ((ESP)(h))}
U {weQ|wem ((EIP) (7))}

Vg

75
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This instruction pops the top of the stack and stores it in EIP.
— stat = JZ o where o is an immediate offset:

( a,eip) € Z*:Id € A
W (EFLAGS) [6: 6] = 1

. X a € m (((0)) (h,))
R e M2, eip € m ((EIP) (1))

d = (a + eip) mod 232
W' =1 [EIP; v d[8i : 8i + 7], )
U {h’ e M, ] K (EFLAGS) [6 : 6] = o}

U{weQ|wem((o)(h))}
U {weQ|wem ((EIP) (1))}

This instruction performs a relative jump if ZF flag is set. Otherwise, it does
nothing.
— stat = PUSH r:

J(v,esp) € Z* : Ihy € M,
v E M (([m)) (h'))

esp € T (([ESP)) (h'))
he € Mo, [(esp — 1) mod 232 (esp — |r|) mod 232]] C stack
hy = I’ [ESP w5 ((esp — |r[) mod 2%%) [8i : 8i + 7]]_,
ho = hy [esp+ 8i — (vmod 2°) [8i : 8i + 7]]_,

Jdesp € Z:
USw, €N |espem (((ESP)) (h’))

[(esp — 1) mod 2°2, (esp — |r|) mod 2°%] Z stack

U {w €N ‘ w € Ty (((m) (h’))}
U{weQ|wem ((ESP) (h))}

It pushes the value of r on the stack.
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— stat = POP 1: It pops the top of the stack and stores it 1.

J(v,esp) € Z? : Fa € A : Thy € MY, )

v € m (([ESP1) (h)),a € m ({1} (h))
esp € m (((ESP)) (h’))

b
ha € M ¢ [[espmod 232, (esp + |I] — 1) mod 232]] C stack
hi =Hh [a+i (vmod2*?) [8i: 8 + 7]]1'1?)1
ha = h [ESP; - ((esp + [1]) mod 2°2) 81 : 81 + 7)),

( J(v,esp) € Z* : AR, € Ag : Ih; € M:sm :
v € m (([ESP1) (h)), R, € m (1) (R))
.| esp e m ((ESP) (1))
12 € Maom [espmod 272, (esp + |I| — 1) mod 2%°] C stack

Iy = I [Rpgi = (vmod 2%2) [8i : 8i 4 7]

ho = hy [ESP; = ((esp + |I]) mod 2°%) [8i : 8i + 7]]_,
Jesp € Z -

U { w, € Q| esp e m ((ESP) (1))

[espmod 232 (esp + |I| — 1) mod 232]] & stack
U{weQ|wem (([ESP]) (h))}

U {w e } w € Ty (([ESP) (h'))}

U{weQ|wem () (r))}

This is the transition relation. We need the initial states. Informally, they are the
states were global variables, stack and code are disjoint. ESP points at the end of the
stack, and EIP points in the code.

5.5 A More Symbolic Semantics

The previous semantics is almost what the processor does. It is interesting because it
is quite simple and it helps to describe what we can expect from a higher-level point
of view: assembly language source code. Though assembly and machine code are very
close they have slightly different constraints that we have to take correctly into account.

We have global variables designated by their names and program points are pointed
by labels. Moreover, we do not have access to the machine code, but only the assembly
source code. Since the assembling is not unique and a single assembly instruction may
have machine encoding of different length, this has some consequences on control flow
operations: the destination of a jump whose destination is dynamic is not precisely
known. Moreover, if a jump leads to the middle of an instruction, we consider it as
an error. Indeed, such jumps are dubious, for the least, and since we do not know the
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machine code, we do not know what instructions we would get by reading them with
some offset™.

At this level, a program is a sequence of statements. Since it has a flat structure,
we can use integers to specify a program point: the index of the statement following the
program point. There is no need for complicated labels like in ASCLEPIUS. Moreover,
labels (in the assembly meaning) are mere aliases for program points. We need to assume
that the code lies in memory so instructions have conventional addresses, but we do not
want the code to be writable, since the assembly statements are seen as immutable.
Nevertheless, we cannot completely get rid of dynamic code, so we need to allow data
to be run as code. It is not so often useful, but since it happens in the study case, we
need to model it.

1 mov EAX, label ; EAX <- label

2 mov EBX, label ; EBX <- label

3 and EAX, Oxffff ; EAX stores the 16 lower bits of label
4+ and EBX, Oxffff0000 ; EBX stores the 16 higher bits of label
5 or EAX, EBX ; EAX == label

6 Jjmp EAX ; Jump to label

7y ..

s label:

Listing 5.2: Computing on labels

Executing assembly source code is like executing a single sequence. Running dynamic
code (byte sequence in a variable, typically an array) is the same as previously: we dis-
assemble bytes to get corresponding instructions. However, the world of assembly source
code is not entirely separated from the data world: each program point correspond to
an address in memory. It is similar to the variables in ASCLEPIUS; they can be accessed
through their names or by a pointer which may be the result of complicated computa-
tions. For instance, Listing 5.2 shows an example where we perform computations on
labels but still get a valid destination anyway.

It is not always straightforward to transform an address to a program point for two
reasons: the position of the source code is not statically know, and a statement may be
assembled in multiple byte sequences with unequal lengths. For instance, the statement
add EAX, 3 can be assembled in three ways:

— 0x05 0x03 0x00 0x00 0x00: using the opcode that adds a 32-bit immediate

operand to EAX;

— 0x81 0xcO 0x03 0x00 0x00 0x00: using the opcode that adds a 32-bit immediate

operand to a register or memory operand;

**In fact, we can find all possible byte sequences and read them starting with some offset. But we
would get a titanic number of possibilities, involving very different kinds of instructions, so it is useless
to try to handle such behavior that is buggy in legitimate code. Nevertheless, this method is used on
purpose in security attacks.
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— 0x83 0xcO 0x03: using the opcode that adds a 8-bit immediate operand to a
register or memory operand.

These sequences have respectively size 5, 6 and 3. Thus, the code in Listing 5.3 is valid
only if the assembler choose the 3-bit assembling so, in general, this code is invalid since
we cannot guarantee the behavior of the assembler. In fact, most assemblers claim to
choose the shortest assembling possible, but we have tested several common assemblers,
and they all failed at least once to do so. There are some good reasons to choose another
sequence, but the point is that we cannot rely on this assumption. This is slightly more
developed in section 9.2 “Assembling” (page 125).

1 jmp 3
2 add EAX, 3

Listing 5.3: A dubious jump

To take this difficulty into account, at the beginning, we choose the length of each
statement and the position of the code, just like we choose the position of the stack.

We will not give explicit formal rules like before because it does not make the se-
mantics more understandable. Nevertheless, it is important to detail the type of the set
of states of the transition system.

States must keep the program point. This is stored indirectly: the current code
pointer is stored in EIP. Moreover, in the initial state, we choose the size of each
instruction and the position of the code in memory. This allows deciding whether the
code pointer is a valid program point and, in this case, to get it. So, in addition of the
heap, we need the base address of the source code and a map of type

statement_ size : [0,n — 1] — N*

where n is the number of statements, such that statement_ size (i) is the size of the i*®
statement. The base address should be such that the last byte of the last statement is
still in A. Function statement_ size belongs to the state since it is not intrinsic to the
program (since there are several possible mapping), but it is constant along an execution
trace. This map is chosen in the initial states.

Overall, the memory model for this adapted semantics is
Mgy i= Hagm x A x N*[0n—1]

The first component is the content of the memory strictly speaking. The second is the
address of the first instruction in memory. The third component is the size of each
instruction, so that we known the position of each instruction in memory. As said
before, only the first component can change along an execution trace, the two others are
immutable.
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5.6 Comparison of Semantics

The first semantics is very close to the way the processor indeed runs the program. It
assumes we have chosen a place in memory for the program (for which we have only
the binary encoding) and the stack. This transition system is a bit heavy to write, but
conceptually simple. Though it is not suited to the formalization of interactions with C.
In C (like most programming language), we abstract the actual layout of memory (we
see it only through variables) and the code is considered immutable.

The second semantics is very similar up to slight adaptations that aim to solve these
problems. The goal is to make it as close as possible of the version we will have in
mixed code, while still making sense in pure assembly code. In this semantics, the code
is considered as an immutable sequence of instructions in a known region of memory,
but with unknown binary content. There are several implications, among them, we can
highlight that

— there is no need to disassemble regular code (only when executing data);

— writing into code is illegal and results into error state w, (invalid address).

Other changes include using global variables designated by their name as an alias for a
memory location (with non-deterministic position in code), and labels in assembly code.

We do not allow the program to modify its own source code, since it is considered
buggy, and we should not be able to do it anyway, thanks to memory protection features.
But we cannot only rely on them for two reasons. Firstly, such features must be config-
ured and enabled, and before that, there is no such protection, but we would like not to
write the code anyway. Moreover, even if such protections are activated, a program that
tries to modify a read-only memory (like its code) will be terminated, which is not a
desirable behavior. Protections features are still useful for untrusted programs, so that
we can ensure they will not modify its own code. For instance, this is useful to avoid
dangerous instructions: if they are not in the executable generated by the compiler and
the program is unable to modify its code, they will never appear later' .

Overall, to build the second semantics, we have applied very light changes, but make
this model of assembly much closer to what we will find mixed with C. Remaining
problems are only about interaction, like operand sharing and control flow.

TA typical example is the Pentium FOOF bug: the illegal instruction lock cmpxchg8b EAX (encoded
as FO OF C7 C8) freezes some Pentium processors rather than raising an exception [Int99; Col98].



Chapter 6

Non-semantic Aspects of Mixed
C and Assembly

E HAVE already examined C and assembly separately, we are now interested into
mixing them. Such combination of languages is not straightforward at all and
problems appear even at syntactic level. This chapter is dedicated to the description
of mixed C and assembly code from a non-semantic point of view. Semantics questions
will be considered later.

6.1 Syntax of Assembly Blocks

There is a widespread GNU extension that defines a syntax to add assembly blocks in
C source code. Sadly, this is not the syntax used by the study case. In our syntax,
assembly blocks are opened by “asm {” and closed by “}”. Such blocks can only appear
in C functions, not as top-level declarations®. An example of such code is given in
Listing 6.1.

1 int c_function() {

2 // C code

3 asm {

4 ; 86 code
5 }

6 // C code

Listing 6.1: Generic example of mixed C and assembly

*In some variation of this syntax, blocks can be top-level items, especially to define functions. In
our case assembly functions are always wrapped into a dummy C function. We will show an example
in Listing 6.8 of section 6.3 “Sharing Symbols” (page 85). Supporting top-level assembly blocks would
imply a minor modification of the parser, and a relatively light update of the following.

81
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GNU-style inline assembly requires specifying more than just the assembly code.
There are also fields to list the read expressions, written lvalues and modified registers.
There are no such things in this syntax. Operands will be detailed in the next section,
but they do not need to be given explicitly to the assembly block. This is quite handy
for the user but it has an obvious drawback. Either the compiler must parse assembly
blocks to infer which register are modified, which variables may be written etc., or it
has to compile just as if every assembly block can read and write everything, limiting
greatly the optimization potential.

6.2 Sharing Operands

To allow interaction of C and assembly, they must share variables. Registers are not
visible from C, consequently it should go the other way: C variables are used in assembly.
The way a variable may be used in assembly varies according to its storage class.

6.2.1 Global Variables

The simplest case is the one of global variables. Referencing a global variable is a mem-
ory operand whose content is the variable itself. Indeed, global variables are statically
allocated into the heap, so naming the global variable is just like dereferencing the ad-
dress at which the compiler stored it. It is the same in assembly, and the dereferencing is
also implicit. Consequently, in Listing 6.2, naming x in the assembly code is like writing
[foo] where foo = &x. The assembly block in this example is equivalent to the simple
C statement x = 4;.

Since x86 statements can have at most one memory operand, the example of List-
ing 6.3 is illegal since the MOV instruction has two memory operands: [EAX] (the value
pointed by EAX) and x (a global variable obtained by dereferencing its static address).
When we try to assemble such an instruction, GNU Assembler 2.30 emits the error
message “too many memory references for mov”.

1 int x;

3 void £(O) {

4 asm {

5 mov x, 4 , Stores 4 in T
6 }

7

Listing 6.2: Using a C global variable in an assembly block
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1 int x;

2

3 void £(O) {

4 asm {

5 mov x, [EAX] ,; Illegal
6 }

7}

Listing 6.3: An illegal example involving too many memory operands

6.2.2 Register Storage Class

In C, variables can be declared with the register storage class, thanks to the eponymous
keyword. This keyword declares an automatic variablef, but also hints the compiler to
store this variable into a register, mainly for performance purpose. This keyword is
deprecated in C++, and even unused since C++17. Indeed, compilers are incredibly
efficient nowadays and it is almost always better to let them make this kind of choices. In
C, its meaning slightly changed: since registers cannot be reached through dereferencing,
declaring a variable with the register storage class forbids to take its address (C’s unary
operator &), which can help alias analysis.

However, in our case, this keyword is important: it is not just a hint, but it enforces
that the variable is indeed stored in a register. The point is not a performance issue,
but that we can use this variable as a register operand in assembly instructions. In
particular, it can be used with opcode that can only take a register as parameter (like
MOV from or to a control register) and be used in a statement whose other argument is
a memory operand. For instance, Listing 6.4 is valid since x is a register operand here.

1 void £() {

2 register int x;
3 asm {

4 mov x, [EAX]
5 }

6 X

Listing 6.4: Using a C variable with register storage class in an assembly block

6.2.3 Static Local Variables

Static local variables are local only from the perspective of scopes (where the name of the
variable exists), but from the function where it is defined, a static local variable seems
global (static storage duration: the lifetime of a static local variable is unbounded).

fThat is, a local variable, which is automatically deleted at the end of the block.
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Indeed, for the value to be preserved, it is stored on the heap like a global variable,
but the compiler takes care to check it is only accessed by its name in the function it is
declared in, though it can still be accessed through a pointer.

Thus, using a static local variable in assembly is like using a global variable: it is a
memory operand and it is used simply by its name. Listing 6.5 shows such an example.

1 void £() {

2 static int x;

3 asm {

4 mov x, 4 ; x 75 a memory operand
5 3

6

Listing 6.5: Using a C static local variable in an assembly block

6.2.4 Regular Local Variables

Regular local variables are much weirder. They are stored in the stack thus they are a
memory operand, but their addresses are not static since it depends on the size (and the
position) of the stack, which adds a difficulty.

1 void £ {

2 int x;

3 if (7 {

4 int y;

5 10: // C code
6 /).

7 }

8 else {

9 11:  // C code
10 /S

11 }

12}

Listing 6.6: Non-constant set of living local variables

Let us make an aside on compilation. When a function is called in C, the stack
contains the parameters, the return address, and the previous copies of ESP and EBP,
all of them according to a layout defined by the calling convention. Later, in section 6.5
“Calling Convention” (page 87), we will see more about calling conventions. On the top
of this (so, at lower addresses), there are local variables. Usually (but this is up to the
compiler), EBP is used to point the first local variable, while ESP still points to the
top of the stack. Thus, all local variables are stored between EBP and ESP. The top
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1 void O {

2 int x;

3 asm {

4 mov x[EBP], 4 ,; Stores 4 in z
5 }

6

Listing 6.7: Assigning a C local variable from assembly

of the stack may vary. For instance in the code on Listing 6.6, at label 10, there are
two living local variable (x and y), while at label 11, x is the only living local variable.
In this kind of situation, the compiler can act in various way. It can only allocate x at
the beginning of the function, and then decrease ESP to allocate y on demand. With
this strategy, if we go by the “else” branch, no additional space is allocated. This is
very frugal way to handle memory, but it requires more stack operation. Another way
to manage local variable is to get enough room for x and y in the first place, then we
do not have to change ESP again. However, at label 11, we waste a few bytes. If x
is not used once y is initialized, another solution is to use the same address for both.
Globally, the point is that ESP may change and it is not reliable, but EBP do not move
throughout the execution of the function and local variables are always allocated at the
same place, relatively to EBP.

The idea is thus to refer to local variables relatively to EBP. Luckily, in our syntax
for assembly blocks, the compiler provides a name for the offset between EBP and a
local variable: it is the name of the local variable itself. This is illustrated in Listing 6.7:
x in assembly block is the offset (i.e. a compile-time constant integer value) between
EBP and the address of C variable x. Thus, EBP + x is the address of the local variable
x, then [EBP + x] is the local variable. It is written in the alternative form x[EBP]
as a[b] is an alias for [a + b]. It is sometimes more user-friendly since it mimics the
syntax for array access in C.

6.3 Sharing Symbols

We have seen how C and assembly can interact through data, using the same variables.
There is another kind of interaction: through the control flow.

Or course, as usual, C functions can call C functions, and assembly statements may
jump into assembly code. But there are also mixed possibilities: assembly can call a C
function, and conversely, C code can call an assembly label just as if it was a C function.

Assembly code sees all C symbols. The converse is not true: C code does not see
assembly labels, the only names defined by assembly. However, there is a trick illustrated
on Listing 6.8. The assembly label £ is not directly visible, but an external function with
the appropriate type and the same name is declared (but not defined). This way, the C
compiler allows C code to call f. Later, during linking, the reference to f is recognized
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1 extern void f(void);

3 void f_wrapper (O{

1 asm {

5 f:

6 ; Assembly code
7 }

s }

Listing 6.8: An assembly label as a function callable from C

as the assembly label.
The way such pseudo-functions get their arguments and provide their return values
will be explained in section 6.5 “Calling Convention” (page 87).

6.4 Assembly-Induced Assumptions

1 int £O {

2 int a, b, c;

3 // ... C code ...

4 asm {

5 mov EAX, al[EBP];

6 add EAX, b[EBP];

7 mod c[EBP], EAX;

8 } // Like ¢ = a + b, but with safe integer overflow
9 // ... C code ...

0 F

Listing 6.9: Adding with safe wrap-around

To make C and assembly interact nicely, some characteristics of x86 must be applied
to C. An important subject is the representation of values: they must be understood
in the same way by C and assembly code. This property requires that endianness and
representation of signed integers must be shared. Thus, C code uses little endianness
and two’s complement representation, like x86 processors.

These assumptions go beyond the C standard, but we should be careful about the
implications. Two’s complement representation allows nice wrap-around when integer
overflow occurs in assembly. However, unsigned integer overflows are still undefined in
C. If we want to perform an arithmetic operation with wrap-around on overflow, it can
be done in assembly, where it is perfectly defined, just like in Listing 6.9. Otherwise,
we need to assume the compiler defines this behavior, which does not imply (and once
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again, is not implied by) the two’s complement representation.

6.5 Calling Convention

1 extern int g(int, int);

3 int g_wrapper(O{ /* This name has no importance as %t is not meant

4 * to be directly called as a C function */
5 asm {

6 g: ; The label must match the external
7 ; declaration

8 mov EAX, [ESP] ; Top of the stack is the first

9 ; paramater so EAX == 1

10 push EBX ; Saves EBX

11 ; since it is a callee-saved register
12 ; Here, the stack contains the two
13 ; parameters and the saved EBX

14 mov EBX, [ESP+8] ; EBX ==

15 ; ... x©86 code ...

16 pop EBX ; Restores EBX

17 mov EAX, 4 ; Returned wvalue

18 ret

19 }

20 }

21

22 int £ {

23 return g(1, 2); // Returns 4

24 }

Listing 6.10: C-to-assembly mixed function

A calling convention describes how functions get their parameters and how they
should return their results. This is crucial to allow modular programming: functions
defined in different files can call each other as long as they agree on the calling convention.
In the same way, it allows code to be shared more globally, through libraries. The calling
convention is thus a part of the application binary interface (ABI).

C developers should not really care about calling convention: they work at a higher
level of abstraction, and the compiler is in charge of implementing the calling convention.
But the calling convention is visible in assembly and to make assembly and C to work
together, we have to manually implement it on the assembly side of calls.

There are many conventions. They depend, in particular, on features of the processor
and the environment (e.g. the operating system). For instance, on 32-bit x86 processors,
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1 int g(int a, int b){

2 // Here a == 1 and b ==

3 // ... C code ...

4 return 4;

5 F

6

7 int £O {

8 int x;

9 asm {

10 push ECX ; We might want to save it,

11 ; since it is a caller-saved register,
12 ; even if we do not use it here.
13 push 2 ; Second parameter

14 push 1 ; First paramter

15 call g ; Call C function

16 mov x[EBP], EAX ; Here EAX == J

17 add ESP, 8 ; Stack clean-up

18 pop ECX

19 }

20 return x; // Returns 4

21 }

Listing 6.11: Assembly-to-C mixed call

since there are few registers, parameters are usually given on the stack. On processors
with more registers (like 64-bit x86 or other architectures), for performance reasons, we
can pass parameters in registers. However, even for the given processor, Unix-like and
Windows environments use different conventions. For instance, for 64-bit x86 processors,
their respective conventions differ on the registers to use. There are usually no objective
reasons to favor some registers over others, this is just a matter of history.

The calling convention we are interested in is called cdecl (for “C declaration”).
According to this convention, parameters are passed on the stack in right-to-left order,
this means that parameters on the right (with respect to the C prototype) must be
pushed first, and the leftmost one is the last pushed, and thus is the closest to the top.
After the call, parameters are still on the stack and it is the responsibility of the caller
to remove them. We say that this is a caller clean-up convention. It is very convenient
for variadic functions: the callee does not have to be aware of the number of arguments,
and their respective sizes, to infer the number of bytes to clean.

For small non-float types i.e. types that fit in 32 bits (such as integers or pointers),
the returned value is stored in register EAX. We will not consider other cases where the
returned type is a floating-point type or a type bigger than 32 bits, like aggregate types
(array or structures).
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Since EAX is used for the returned value, its content is obviously not preserved. But
it is not the only one: EAX, ECX and EDX are caller-saved. This means that the called
function (the callee) can use them freely and let them in any state at the end*. On the
other hand all other registers are callee-saved: the called function must let the registers
in the same state as how they initially were (at the beginning of the call). So, the callee
has two options: not to use them or to save them (usually on the stack) and restore
them at the end.

To respect the calling convention, when an assembly function is called from C, we
must check that the assembly callee preserves the value of all other registers. Conversely,
when a C function is called from assembly, the value of caller-saved registers are unknown
when the callee returns.

Examples of mixed calls are given on Listing 6.10 and Listing 6.11. An interesting
fact shown by Listing 6.11 is that g cannot see ECX on the stack since it is too deep: g
has 2 parameters, therefore everything deeper is hidden.

Both these examples show consistent returns: in Listing 6.10, the callee is an assembly
function and it returns with the assembly instruction RET while in Listing 6.11, the callee
is a C function that returns using a C return statement. It is absolutely required to do
so: a C callee cannot return through an assembly RET instruction, and an assembly
callee cannot return using a C return statement. Indeed, C functions have preludes and
postludes that handle call frame management. If we call a C function, its prelude is
run, some space on the stack is allocated, and ESP and EBP are updated accordingly.
The postlude cleans up what the prelude did. But if we simply run a RET instruction
after the prelude but without executing the postlude, it will not behave as wanted since
at this point, the top of the stack is not the return address. Conversely, if we run the
postlude in a context where the prelude has not been run, it will free some space that
has not been allocated, and it will probably destroy the call frame of the caller. Even if
C functions must end by a C return statement, there might be some assembly blocks in
it, as long as they preserve the stack.

For security reasons, for instance in cryptography libraries, the callee might be interested in resetting
them anyway. It would be regrettable to leak private data through these registers. The same kind of
leak may happen through the stack: if it is not reset, the caller may inspect the state of callee’s local
variables. Unfortunately, compilers rarely provides an easy-to-use and portable solutions.
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Chapter 7

Pathological and Didactic
Examples

HE SEMANTICS we will define in the next chapter is very general and is quite tricky.
Because the formalization may seem austere and not very explanatory, we will
begin by giving examples that illustrate strange cases, justify why the semantics is that
complicated, and why we do not exclude apparently undesirable behaviors.
One must keep in mind that these examples are not made up, they are all distilled
versions of problems that appear in our study case.

7.1 Assembly Returning from Another Function

In this section, we will explain the Listing 7.1. For the sake of simplicity, all functions
have type void(void).

We assume that the entry point of this snippet is £. C function f calls the pseudo-
function® g. Then, in g, there is a jump to the label h that is in an assembly block in
another C function. The ret instruction is contained in this function, and returns from
the call.

The interesting point is that, in contrast with pure C, function enters and exits are
not well-parenthesized: the last called function is not necessarily the first returning one.
Here, we escape a function without a return. We can see this trick as a horizontal
transfer of control.

Let us explain what happens in this snippet. When g is called, the caller () saves
appropriate caller-saved registers and may initialize the call frame for the callee. Since
g is an assembly label, nothing hidden is run, especially, no prelude. At this point, the
stack is in the same state as how it was let by £ at g() (line 18). The stack contains
what f has set and the return address on top of it. The instruction jmp h just changes
the current program point, thus the stack is preserved. The ret instruction pops the
return address on the top of the stack and jumps to it, without running any postlude.

*That is, an assembly label declared as external C function.
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This return address leads to after the call of g and then, the return part of the calling
convention is executed: registers are restored, stack is cleaned up and the remaining of
the function runs normally.

1 extern void g(void);

3 void h_wrapper() {

4 asm {

5 h:

6 ret

7 }

s X

9

10 void g_wrapper() {
11 asm {

12 g:

13 jmp h
14 }

15 F

16

17 void f(O) {

18 gO;

19 F

Listing 7.1: Returning from another function

7.2 Irregular Usages of Assembly RET

In the example of Listing 7.2, we call an assembly label, g, from a C function f, then
we call the assembly label h from assembly. At this point, the top of the stack is the
address after call h, under which, there is the return address of g(). Then, from h,
we hack to return directly to £. The trick is to pop the top of the stack to expose the
return address and perform the ret from there, skipping return to g. The surprising
point that undermines the larger part of attempts to define the semantics, is that there
is not the same number of CALL and RET. It is not the same as the previous case where
the control is horizontally transferred since there still were, at least, the same number
of CALL and RET instructions.

Another way to strangely use RET is shown on Listing 7.3. Here, the instructions
push h and ret act like jmp h. Then, it is similar to the example shown in section 7.1
“Assembly Returning from Another Function” (page 91). The point is that the first RET
executed does not return from a previous call. The control flow cannot be inferred only
from the kind of instructions.
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1 extern void g(void);

3 void h_wrapper() {

4 asm {

5 h:

6 add ESP, 4
7 ret

8

9 }

10 }

11

12 void g_wrapper() {
13 asm {

14 g:

15 call h

16 }

17}

18

19 void f(O) {

20 g

21 }

Listing 7.2: A deep return

We need to discover dynamically the role of each control flow instructions.

93

This

deduction is based on the destinations which can be computed from the mmnemonics,

arguments and memory states.
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1 extern void g(void);

3 void h_wrapper() {

4 asm {

5 h:

6 ret

7 }

s X

9

10 void g_wrapper() {
11 asm {

12 g:

13 push h
14 ret

15 }

16}

17

18 void f() {

19 gO;

20 }

Listing 7.3: A return to a new function

7.3 Dynamic Jump

With the previous examples, we have shown that the control flow is not as straight-
forward as one may think. But, at least, it was static: there was only one execution
path possible. Even with conditional branching, the control flow graph can be inferred
statically, like in C. Even function pointers have a very limited impact on the CFG, since
it can be desugared using the transformation explained in subsection 4.4.2 “Desugaring
C” (page 59): it adds relatively few edges, at most one from each call by pointer to each
function with correct type. But assembly allows much more complicated control flows:
destination of calls can be computed dynamically directly as an address, and not just as
a selection of a label. Since each dynamic jump could lead anywhere, a directed acyclic
graph (DAG) built without semantic analysis should have an edge from each dynamic
jump to every other program point. A CFG is far less useful in such case.

The snippet of Listing 7.4 shows such a tricky example of dynamic jump. It is worth
some explanations. Once again, the entry point is f, which has a parameter int n; this
parameter will be forwarded indirectly to h. The C function g is not useful per se, but it
hosts a big assembly block that contains only a repetition of call h. The first and the
second are marked respectively with labels zero and one. To make this labels visible for
C code, they are declared as external functions, but they are never called; they are only
used in address computations. Under the assumption that all occurrences of call h are
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assembled in the same way (and thus have the same length), int d is initialized with
the address of the n'"" occurrence.

When the n' occurrence of call h is called, the address of the next instruction is
pushed on the stack (so the address of the (n+ 1) occurrence of call h) and control is
given to h. In h, we copy in int d the return address and, by a similar computation as
the one in £, we deduce which instruction was executed (in int n). Both local variables
are static, so they are globally allocated, and they do not require the preamble to be
run before exiting the function.

We can do computations involving n, they are skipped here, then we pop the stack to
get the return address to £, and we return. If the stack is not popped before returning,
the control will go the next call h and so on.

One should not forget this is a simplified version. There is a good (though incredibly
complicated) reason not to directly pass n as a parameter of h in the real code. And,
handling the real code is almost equivalent to handle this polished version.

This shows how complicated can be address computations and that we need to handle
it with full generality. This also demonstrate a major difference with C and why assembly
cannot be easily compiled to C and then handled for free in any tool that works on C. The
C language does not have anything similar. Very close features are functions pointers
and label as values (which is a GNU extension, so non-standard). But these features are
not so flexible: because of the very nature of C, we cannot jump to a destination that
have no name since we cannot predict how C statements will be compiled, and thus, the
size they will take.
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extern void h(void);
extern void zero(void);
extern void one(void);

void h_wrapper() {
static int d;
static int n;

asm {
h:
mov EAX, [ESP] ; return address of n-th call
mov d, EAX ; so address of (n+1)-th call
}
n = (d - (int)one) / ((int)one - (int)zero);
asm { ; " not zero, to get the address of the n-th call
add ESP, 4
ret
}
+
void g() {
asm {
zero: call h
one: call h
call h
call h
call h ; ... and so on
call h
}
}

void f(int n) {
int d = (int)zero + n * ((int)one - (int)zero);
asm {
call d[EBP]

Listing 7.4: A complicated dynamic jump
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7.4 Sub-registers

This example shows a simple and very common hack that adapts very poorly in C. The
trick is to get a part (in a bitwise meaning) of a value by writing a register and reading
a sub-register. For instance, in Listing 7.5, short m is assigned with the 16 lower bits
of int n. There is no complication here.

1 void f(int n) {

2 short m;

3 asm {

4 mov EAX, n[EBP]
5 mov m[EBP], AX
6 }

7}

Listing 7.5: Writing EAX and reading AX

1 struct {

2 union {

3 struct {

4 int8 AL;
5 int8 AH;
6 } al;

7 struct {

8 int16 AX;
9 } ax;

10 int32 EAX;

11 } eax;

12 /* ... same with other registers ... */
13} regs;

Listing 7.6: A naive C model of registers

The difficulty comes when one may try to adapt it brutally in C. A naive way is
shown in Listing 7.6. It models the state of the register as a C structure, in which each
register is a union, allowing to select the whole register or just sub-registers. But C
does not behave this way. Writing regs.eax.EAX and then reading regs.eax.ax.AX is
illegal: except if types of initial fields are compatible!, it is not allowed to read a field
of a union type that have not been the last written. Indeed, there is no guarantee that
the fields are located as we may think, for instance, AX may be located in the middle
of EAX. Making the hypotheses required to make this model works may lead to accept

fThat is, they have the same types, but may have different names.
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some illegal behavior in pure C.
It may seem like a mere technical difficulty, but it is another argument that dissuades
us to try to reduce assembly into C.

7.5 Peroration

We have seen various difficulties that undermine efforts to understand assembly as a
C-like language: we cannot compile assembly into C (even enriched with registers), and
we cannot assume assembly has a nice C-like control-flow structure. In particular, we
cannot understand CALL and RET instructions as the C concepts of calls and returns, and
we cannot assume calls and returns are well-parenthesized (or even in equal numbers).

Of course, this is not an exhaustive list of problems we found in our study case, but
it is a sufficient subset to justify the choices of the following chapter. More importantly,
we can handle them using relatively few (and reasonable) assumptions on the compiler
and the environment. Without these assumptions, we could do almost nothing.

Our study case contains other issues that are not illustrated by these examples, and
not quite handled by the following semantics. It can be easily adapted to handle them,
but only using very strong assumptions. Since we want the semantics to stay as portable
as possible, we will not add these assumptions from the beginning. Moreover, such code
is not in the analyzed fragment of the study case, thus we may ignore these problems
for now. Such problems, with solutions, will be explained in section 8.4 “Summary and
Extension” (page 117).



Chapter 8

Semantics of Mixed C and
Assembly

HIS CHAPTER is dedicated to a formalization of the semantics of mixed C and as-
T sembly. In previous chapters, we introduced all the concepts useful here, especially,
the semantics of a C-like language, the semantics of assembly and what to expect from
the semantics of the mix. The time has come to formalize this last semantics.

This formalization is not so meant to be an explanatory approach of mix C and
assembly, but to be the theoretical background for the following. As we want to analyze
such code, we will design abstractions and formally establish their soundness. Yet,
soundness is always relative to the concrete semantics of the language. This is what we
will define here. Abstractions will be explained in Part III “Abstraction of Mixed C and
x86 Assembly” (page 173).

8.1 The Formal Language

In chapter 4 “A Minimal C-like Language” (page 43), we defined ASCLEPIUS to be a
model of C. We will now enrich it with assembly blocks. We call this enriched version
PANACEA *, for Plump ASCLEPIUS as a Neat Approximation of C Enriched with As-
sembly. Moreover, in ancient Greek mythology, PANACEA (ITavdxeia) is the daughter of
AscLEPIUS and a goddess of universal remedy. With that name, we express the hope
that PANACEA is the final formalization solving all the problems, after a lot of trials and
errors.

Definition 8.1 — Statements of PANACEA

We extend the non-terminal symbol (c_stat) of the syntax of ASCLEPIUS (see
definition 4.3 “Statements” (page 44)) as follows:

(c_stat) 5= A

*The note about ASCLEPIUS (see page 43) applies also about PANACEA.
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| ‘asm’ ‘{’ (asm__block) ‘¥’
(asm__block) = { (asm_item) }

(asm__item) = (asm__statement)
| (asm__label)

(asm__label) = (identifier)‘:’

where
(asm__label) € Statasm

\.

’_[ Definition 8.2 — Statements and programs ]

We denote Stat the set of PANACEA statements.
We denote P the set of PANACEA programs.

We need to extend the labels of ASCLEPIUS to PANACEA. For this purpose, we first
need to define components of PANACEA programs.

’_[ Definition 8.3 — Components ]

Given m € II, we extend Cmp” : Stat — P (Stat x II) of definition 4.5 “Compo-
nents” (page 46) by

Cmp” (asm {S1...5.}) :={(asm {S;...S.},m)} U U Cmp™ (S;)
i=1
Cmp” ({(asm__stat)) := {({(asm__stat) ,7)}
Cmp” ({(asm__label)) := @

Likewise, we extend

Cmpp : F[P] — P (Stat x II)
f = Cmp!?) (Bodyp (f))

and

Cmp : P — P (Stat x II)

P U Cmpp (f)
fEF[P]

J

It is interesting to remark that labels are not components since they disappear at
compile-time. Indeed, we do not want to put labels around assembly labels: assembly
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labels mark program points, they are not instructions.

1 asm {

2 mov EAX, 1
3 a_label:

4 mov EAX, 2
5 %

Listing 8.1: Two instructions separated by a label

We can remark that the last part of paths of assembly statements separated by a label
are not consecutive integers. For instance, in Listing 8.1 if the assembly block is located
at path 7 € II, the instruction mov EAX, 1 is located at path 7.1, and mov EAX, 2 is
located at path 7.3, but path 7.2 does not exist since labels are omitted from components.
This does not matter for the following since we never use paths explicitly, and it makes
the formalization much simpler.

In addition to ASCLEPIUS labels (elements of L), we need to label assembly state-
ments. Since assembly blocks are only a sequence of statements, we just need labels at
the beginning of the block, at the end and between each pair of consecutive statements.
We can identify such labels as an ordered pair (I,7) where | € L¢ is the label of the
assembly block (as an ASCLEPIUS component) and ¢ € N is the number of the program
point in this block (which implies we skip labels). Formally, we define

Lasm = ]LC x N

and

L:=LcWLasm

Likewise, we extend
atp :Cmp (P) = L
afterp : Cmp (P) — L
inp : Cmp (P) — P (L)

We need to add a labeling axiom to handle the case of assembly blocks.

Axiom 8.1 — Labeling of programs J

We are given a program P € P. We have the hypotheses of labeling of ASCLEPIUS
programs (see axiom 4.1 “Labeling of programs” (page 47)).
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Moreover, for C € Cmp (P), if C' = <asm {(ai)ie[[l,m]]}ﬂ-r):
inp (C) = {atp (C),afterp (C), (atp (C),0)}
g .U inp (50, 0(6)

{atp (C),afterp (C

Vi € [1,n],inp ((s;, 7.(7)
Vi € [1,n],atp ((si, m.p(4)
Vi € [1,n], afterp ((si, m.o(7)

| ﬁ

{atP ((si, m.0(2))) , afterp ((si, 7.¢(7)))} S Lasm
(atp (C),i — 1) € Lagm
(a’tP( ) Z) € ]Lasm

)}
)
)
)

where (Si)z‘e[[l,n]] is the extracted sequence of a that keeps only the statements,
that is, there exists n € [1,m] and ¢ : [1,n] — [1,m] increasing (i.e. ¢ is an
extraction) such that

Vi € [[1,71]], 8i = Qy(s)

Vi € [1,m],a; € Statasm < @ € Im (p)

7

Even if the assembly block contains no instruction (it is empty or contains only
assembly labels), there still is a label (in L,gy) inside. It is useful in the case where an
assembly block only contains an assembly label: the PANACEA label marks the program
point that can be the destination of jumps.

’_{ Notation 8.1 — Labeled empty assembly blocks ]

We extend the notation 4.3 “Labeled statement” (page 47) for the case of empty
assembly blocks.

Given a program P € P, and three labels (k,1,m) € L3 if

atp ((asm { },7m)) = I
Irell: ¢ A afterp((asm { },7)) = m
A inp ((asm { },7)) = {k,I,m}

then we write l
asm { k }m

J

This rule is much more simple and constructive than other labeling axioms. If we
look at Listing 8.1 “Two instructions separated by a label” (page 101) again, and we
call [ the label before the assembly block, the program point before the first instruction
will be (1,0). The program point between both instructions is labeled (I,1) (and is a
synonymous for “a_label”) and the last program point in the block is (/,2). Labeling
of assembly blocks is that simple because they have a flat structure.
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1 // Label: |l €Lg

2> asm {

3 5 (l« ()) € Lasm

4 mov EAX, 1

5 a_label: ; ([ 1) S La,sm
6 mov EAX, 2

7 5 (]« 2) € Lasm

s}

Listing 8.2: Explicitly labeled version of Listing 8.1

8.2 Memory Model

We need a memory model that allows both pure C and pure assembly to be run together;
it is necessarily a mix of memory models of both languages. There are two approaches:
defining an almighty memory model to use in C and assembly, or using a memory model
for C program points (where there are no registers) and another for assembly program
points, and transiting between both when entering or leaving assembly blocks.

In subsection 4.3.1 “Memory Model” (page 48), we defined a C memory state as a
4-tuple containing a stack of local environments, a stack of return addresses, a global
environment and a heap. In section 5.2 “Memory Model for Assembly” (page 65), we
defined assembly memory states as an enriched heap, that models both the main memory
and registers. In pure assembly, no distinction was made between registers, but in
C, we need to distinguish general-purpose registers from others (see subsection 2.2.1
“Registers” (page 10)). Indeed, general-purpose registers are subject to be modified
arbitrarily, while system registers (such as segment registers) are not modified by C
code. The EFLAGS register is a special case: status flags may be modified but system
and control flags are constant. In the first approach (an almighty memory model), we
would keep general-purpose registers alive all the time, but assigning them arbitrary
values at each step in C code. In the second approach (two specialized memory models),
general-purpose registers would exist only in assembly blocks, but absent from the C-
specific memory model.

The correspondence between both approaches is quite trivial. Since C statements
modify arbitrarily registers and are not accessible, we can forget it. Conversely, in
a model without registers at C program points, we can consider they have arbitrary
values. However, there is a non-obvious difference that favors a formalization based on
a single almighty model: when an assembly block is immediately followed by another
one, nothing is run between them, and value of registers are preserved, as illustrated on
Listing 8.3. It is exactly as if there was only one block. To simplify this case, we choose
to keep the registers at all times.

We thus keep the enriched heap (heap with registers). We also need an environment
for global variables (the address of global variables). The remaining component of the
memory model in ASCLEPIUS makes the call stack: there are local environments and
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1 void f(void) {

2 asm {

3 mov EAX, 42

4 }

5 asm {

6 cmp EAX, 42 ; Will set ZF status flag since EAX == 42 here
7 }

Listing 8.3: Two immediately successive assembly blocks

return labels. We cannot use directly the same kind of stack since an assembly can
be called from C, just like a C function, but at the destination point, there is no local
environment. On the other hand, the stack is explicit. The solution is to have a stack
in memory that is divided into call frames. An assembly call frame is an explicit array,
while a C call frame is a black box of unknown content. The only thing we know about C
call frames is that they contain the local variables, but with unknown padding, order. . ..
The call frame contains also other data, such as the return address, saved registers,
etc. These bytes must stay unchanged not to risk corrupting the call frame, unlike local
variables that can be safely modified, either modified by name or pointer.

First, we need to define the set of environments that allow variables declared with
appropriate keyword to be stored in registers, that is

EiZVA(AL‘HAR)

A C call frame is a 4tuple (v, a, s, f) where v € E is the local environment, a € L is
the return address given as a label, s € N is the size of the call frame and f € F is the
function whose prelude built this call frame. The content of an assembly call frame is
explicitly defined in memory, and we just need to remember its size. Since call frames
are contiguous, and we know the base address of the stack, we can compute the base
address of each call frame. Both kind of call frames still miss a component to correctly
handle mixed calls. For calls from C to assembly, we need to check that assembly restore
the registers as required by the calling convention and touched anything in C call frames,
except local variables. For calls from assembly to C, we need to be able to retrieve the
original value of registers, as ensured by the calling convention. To perform these tasks,
we keep a copy of the heap. Overall, call frames are elements of the set

(ExLxNxTF)#N) x Hygm
Thus, the set of memory state is
M := E¢ X Hagm X ((E XL x N x F) WN) x Hasm)™ x A x Nx A x N x A

The first component (E¢) is the global environment, the second (H,gpy ) is the enriched
heap. The third component ((((E x L x N x F) W N) x H,gy,)*) is the sequence of call
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stacks with saved registers (in the H,gy, component). The fourth and fifth components
(A xN) are respectively the base address of the stack and the size (counted downward) of
the stack. The sixth and seventh components (A x N) are respectively the base address
and the size of the code (which is a write-only zone). The eighth component (A") is a
map that gives the memory address of each program point. These addresses must be
contained in the memory block dedicated to the code and be consistent with instruction
encoding, i.e. the distance between the addresses of consecutive assembly program points
must be the size of a possible encoding for the instruction between these two program
points. This question is detailed further in chapter 9 “AmMICAL” (page 121).

We can remark that every C call frame has a return address, including the first one
(the call frame of main function). This is to simplify this complex enough definition. We
shall simply use an arbitrary value since it will never be used. We can also remark that
the first call frame is always a C call frame.

8.3 Semantics

We will not present the semantics of PANACEA with the same level of formalization as
AsCLEPIUS. Indeed, it was already tedious and not so clear for ASCLEPIUS; for PANACEA,
it would be pantagruelian. The semantics is given in a more operational way. We always
start by giving the intuition of what we shall do in the first paragraphs, before formalizing
it. The reader can jump directly to the next title to skip formal details without missing
any explanation.

Formally, we define the semantics of PANACEA as a transition system whose states
are ordered pairs of a label (in L) and a memory state (in M), that is, this is a transition
system whose set of states is L. x M.

We can distinguish cases according to the kind of statement we consider: some of
them are easy.

8.3.1 Where it is Legal to Write

Global variables are always accessible and writable. But, in the case of local variables,
this is not so straightforward. Local variables are located in the stack, but the stack
contains many things: it is split in call frames. Assembly call frames are very explicit:
we know what they contain. On the other hand, C call frames are guaranteed to contain
local variables, but not only. Modifying local variables of deeper call frames is legal; these
variables may be accessed through pointer. But writing in a C call frame, anywhere else
is considered an immediate error (wg: invalid address).

Lastly, it is illegal to write in the region of memory that contains code. Of course,
the code, the stack and global variables cannot alias each other in any way.

We can formalize whether a region is writable. We start by a utility function that
gives the size of a call frame.
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cs_size: (ExLxNxF)yN — N
(, ,n,_) € ExLxNxF — n
n € N —=on

Then we can easily check where a region of size s, starting at address a is writable in
the memory state m.

is_writable : Ml x A x N* — {ff #}
(m,a,s) — let ((ci,_));eq ny = 73 (m) in
v eV:fa,a+s—1] C [r1 (m) (v), 71 (M) (v) + |v] — 1]

1
VIie[l,n]:c; e NAO <7r4(m)—a—2(:sisize(cj) <

j=1

)

VI3ie[l,n]:ge ExLxNAlet (e,
JveV:]a,a+s—1] C [e(v),e(v) + |v] — 1]

= ¢; in

It simply checks whether the given region is in a global or local variable, or in an assembly
call frame.

This check must be performed when getting the address of an lvalue (that is com-
puting (1)), when we intend to write it. If the result of is_writable(m,a,s) is ff, the
transition gives only wy.

8.3.2 Pure C and Pure Assembly Statements

We start by examining the case of pure C and assembly statement. The idea is to
transform pure C or assembly transitions to PANACEA transitions.

8.3.2.1 Pure Assembly Statements

In the set of assembly statements, this family includes non-control statements or control
statements whose destination is in the current assembly block. For these kinds of state-
ments, the transitions are very similar as the one for pure assembly, adapted for the new
memory model.

We assume we are given a program P € P. Let (m,m') € M? be two memory
states such that Vi € {1} U [4,8],m; (m) = m; (m’). Let (l,l ) € Lasm? such that there
exists an instruction s € Statag, such that 317 € Lagm : 's . Let a := 7g (m) (1) and
s :=mg (m) (I") — w3 (m) (1). Then the transition (I,m) — (I',m’) is valid if and only if:

— the transition (w2 (m),a, (0 +— s)) — (w2 (m),a, (0 — s)) is valid in pure assembly

for the program containing only the instruction s at address a,

— lvalues pass the is_writable check,

— topmost call frames of m and m’ are assembly call frame,

— (ESP) (m)+s=(ESP)(m')+s" where s (resp. s') is the size of the topmost call

frame of m (resp. m’); this guarantee the size of the call frame is updated correctly
when a stack instruction occurs,
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— EIP needs to be updated. Since it will be a common operation, we define a function
to do that:

update EIP : Hogn x L x AY — Hog
(h. 1, pp) + h[EIP; — pp(l) [8i : 8i + T]J2

We shall have
Vi € [0, 3], update_EIP(my (m), !, ws (m))(EIP;) = w3 (m') (EIP;)

We shall be careful about RET statements. Indeed, we cannot syntactically check
whether the return address is an assembly program point, since it is contained on the
stack. If the return address is indeed an assembly address, the previous criterion is
valid, otherwise, this is likely a return from a C-to-assembly mixed call, which will be
explained later (see subsubsection 8.3.4.1 “Calls from C to Assembly” (page 110)). To
know if the given return address ra is a regular return, we shall just test whether there
is an assembly program point with this address, that is

Al € Lagm : 78 (m) (1) =ra

We may also go even further. If the address is between two program points in the same
assembly block, the return address is at the middle of an assembly instruction. This
means it cannot be a return from a mixed call and the RET is not valid. Formally, if

atp (c) = [ Aafterp (¢) = I' A s € Statasm

3(1,1") € Lagm? : 3¢ = (s,7) € Cmp (P) :
(1) € Lasm (5,7) p(P) Arg(m) (1) < ra < mg(m)(I')

then the return address is in the middle of an assembly instruction, and thus, we transit
immediately to the error state wy.

8.3.2.2 Pure C Statements

It is similar for ASCLEPIUS statements, the only non-trivial transitions are at the interface
between languages: beginning and end of assembly blocks, and calls to assembly pseudo-
functions. All other transitions are very close to the one we defined for ASCLEPIUS, but
with a precaution: general-purpose registers may be used arbitrarily. Thus, to adapt
ASCLEPIUS transitions to PANACEA, we make them to modify arbitrarily all the general-
purpose registers. Indeed, not only registers are unknown in C, but they can change at
each step.

Let us formalize that, too. Let (m,m/) € M? be two memory states such that
Vi€ {1} U [4,8],m (m) = m; (m/). Let (I,I) € Lo? such that there exists an instruction
s € Statc such that 31" € L : 's'". Let h := my (m), and R’ := my (m'), be the non-
enriched heaps. We assume that Vr € R, ms (m) (1) = m2 (m') (r) where R C Ay is the
set of non-general-purpose registers that are guaranteed to be untouched by C, that is R
contains segment registers ((CS;);cpo.17: (DSi)iepop» - - -)» system registers ((CR3;);c0.575
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..) and other special registers. Let ((¢;,hi));epr o = T3 (m) and ((627}7’;))2'6[[1 o =
73 (m'), be sequences of call frames without saved heaps. We assume that n—p € [—1,1]
and Vi € [0, min(n,p)], (¢, hi) = (¢}, h}). Let ((vs,ai, —))ieﬂo,a]] the sequence of C call

frames in ¢ and ((v},a},

17
transition (I,m) — (I',m’) is valid if and only if:

— the transition

(Z, ((”i)ie[[o,a]v (ai)ie[[Laﬂ,m (m), h)) — (l’, <(U/i)ie[[o,a]]’ (a'i)ie[17aﬂ, 71 (m), h’))

is valid in pure ASCLEPIUS for P without assembly blocks (thus, with the same
context of global and local variables),

— lvalues pass the is_ writable check,

— label I" belongs to function fj € F,

., fi/))ie[[o 4] the sequence of C call frames in ¢/. Then the

Vi € [0, 3], update_EIP(ma (m), I, w5 (m))(EIP;) = 3 (m') (EIP;)

There is a special case to treat: returns. The problem is similar as the one for
RET statements explained before. We can determine which C calls lead to a C function
rather than an assembly label, since we do not have function pointers. But this is not
the case for return statements, whose destination is known by the content of the call
frame. The additional check to perform is that the return address in the current call
frame must be a label in C code, and the function name in the current call frame must be
the function containing the return statement. This is a protection to avoid returning
from a function whose prelude has not been run. It is not possible to do so in pure
ASCLEPIUS, but assembly gives the power to jump between functions. We will treat
later the behavior if the return address is not in L¢ (see subsubsection 8.3.4.2 “Calls
from Assembly to C” (page 114)). If the current function is not the one specified in the
call frame, the program transits to w;.

8.3.3 Entering and Leaving Blocks

Another family of transitions are very easy: entering and exiting assembly blocks. In
fact, these transitions do not even involve C or assembly statements, they just update the
current program point, without modification on the memory. This way, two consecutive
assembly blocks behave just like one.

8.3.3.1 Entering Blocks

Formally, let us consider the component “asm{’S; ... S, “}%. We assume that the current
program point is a, and the memory state is m. The memory state can be decomposed:

(gv h7 (Ci)ie[[om]]v Sbv S8, Cba Cs,pp) =m
We start by changing EIP to its new value:
hy := update_ EIP(h, b, pp)
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We craft a new assembly call frame, initially empty:

Cp+1 = (07 h)

where §j is an arbitrary heap chosen non-deterministically. Once we entered the block,
the new state is
(b,m’)

where
!

m' = (g,hl, (Ci)z‘e[[o,p+1]]75b7 ss, cb, cs,pp)

8.3.3.2 Leaving Blocks

Exiting the block is slightly more subtle: it depends on whether the next transition is
entering a block again. If not, in addition to changing the program point and updating
EIP, we need to check if the assembly call frame is empty before removing it. We assume
that the current state is (¢, m). Let

(ga h, (Ci)ie[[Qp]]a sb, ss, cb, CS,pp) =m
and
(size, ):=¢p

If size # 0, then the system transits to w;. Otherwise, we update EIP:
hi := update_EIP(h, d, pp)
and remove the topmost call frame:

/

m' = (g,hl, (¢i)iefo p—1]> b, 55, b, cs,pp)
to get the new memory state. The new state is

(d,m)

8.3.3.3 Bridging Blocks

If the next transition enters an assembly block (that is, there are two immediately
consecutive assembly blocks), we only update the program point (and EIP), without
removing the call frame. Likewise, to enter the next assembly block, we do not add a
new call frame. There are two ways to do that. Either, we statically detect consecutive
assembly blocks, and we merge them, or adapt the transition between them. Otherwise,
we could keep the call frame when exiting the block, but we remove it lazily, if anything
happens except entering a block. This is simpler to implement because it is very local:
we do not have to check the next statements. But for the sake of the formalization, we
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prefer to do it statically. Thus, in the special case '} asm{ where [ € Lygn, in memory
state m, we simply update EIP

(gu h? (Ci)i€[07pﬂ7 Sb7 Ss, Cb7 CS,pp) =m

hy := update_EIP(h,!’, pp)
The new memory state is

/

m' = (g,hl, (Ci)ie[[o,p}]:Sba ss, cb, cs,pp)
and with the new program point, the new state is
(', m')

It allows not only keeping the state of general-purpose registers, but also the stack
suffix must not be empty when leaving a block to immediately enter another one.

8.3.4 Mixed Calls

Mixed calls allow C code to call an assembly function and assembly code to call a C
function. This is a nice way to mix C and assembly; this is even the most common way
to interface multiple languages, usually through a foreign function interface (FFI). This
way of interfacing allows both languages to be strictly separated with explicit interaction
(the call). As it is quite clean, we examine these cases now, and we will later see a more
vicious interaction between C and assembly: inter-blocks jumps.

8.3.4.1 Calls from C to Assembly
8.3.4.1.1 Calling

When an assembly function is called from C, a size for the current call frame is non-
deterministically chosen. Accordingly with the calling convention, the parameters are
pushed on the stack in right-to-left order, followed by the return address. The return
address is an arbitrary 4-byte integer that does not alias with any variable and is not
located in an assembly block (i.e. between the address of the beginning of a block and the
address of the end of the block). At this point, we make a copy of the current enriched
heap in the caller’s call frame. Here, general-purpose registers have arbitrary value but,
for callee-saved registers, the same value must be restored at the return.

Formally, we have a call 'v = £(ey,... e in a memory state m where £ is an
assembly label. The precondition is (I,m). We call f € L,sym the PANACEA label at
assembly label f. Let us deconstruct m:

(gu h’ (Ci)ie[[()’p]]u Sba 88, Cba CS,PP) =m
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We start by adding a call frame of size 4(n 4 1): 4 bytes for each parameter and for the
return address. The base address of this call stack is

csb := sb — chs_size(ci)
i=0

The call frame should be contained in the stack region of the memory, thus if csb—4(n+
1) < sb — ss, then we transit to w,. We assume we have adapted (/) and (e) to work
with this memory model of type M. This is simply the given definition where we ignore
irrelevant parts of the new memory state type.

hy = hlesb—4i+j — 3 (eip1) (m) [85 1 85 + 70 g

We need to add the return address. The return address ra is chosen non-deterministically.
It should be consistent with pp: it must be greater than pp(l) and not greater than pp(!’).
It is not necessarily pp(l’) since the caller might want to restore caller-saved registers
before running the next instruction. Moreover, there are several constraints: it is located
in the code region, that is in [¢b, cb 4+ ¢s — 1], but which is not contained in an assembly
block. That is,

Ve € Cmp (P),3(\, N) € Lasm? : *sV A s € Stataem = ra ¢C [pp(A), pp(\)]
The new heap is
ho :=hi[csb—4n+j—3— ra[8j : 85+ 7]]5-’:0
The new call stack is an assembly one, thus, it is simply its size, with a dummy heap:
1= (4(n+1),h)

where b is an arbitrary heap chosen non-deterministically. We save the current heap in
the caller call frame, and for that we redefine c,:

cp = (1 (cp) , h2)
Now, we need to update EIP register:
hs := update_ EIP(ha, f,pp)
The new memory state is

!/

m’ = (g, hs, (Ci)ie[[o,p+1]]’ sb, ss, cb, cs,pp)
thus, the new state in the transition system is
(f,m")

Let us emphasize that this is not a single state: several values, such as the return address
ra, are chosen non-deterministically. Thus, there is in fact a set of possible states.
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8.3.4.1.2 Returning

Such a call can only be ended by a RET when the stack has the same height as at call
time and the top of the stack is the return address, but the parameters may have been
modified. Equivalently, we can also jump to the return address with a stack that is
4-byte shorter than the initial one.

A RET instruction with an assembly destination is performed as a jump (see sub-
subsection 8.3.2.1 “Pure Assembly Statements” (page 106) for intra-block jumps and
subsection 8.3.5 “Other Control Statements” (page 116) otherwise) and, in any other
cases, it fails in wy,.

At the end of the call, we check whether callee-saved registers have indeed the same
value as initially, EAX register is used as returned value and the execution of the C
function continues. If an assumption of the calling convention is not matched, the
system makes a transition to w; (illegal instruction).

Let us formalize this return. We run the statement 'RET", in the memory state
m. Thanks to the criterion explained in subsubsection 8.3.2.2 “Pure C Statements”
(page 107), we can tell if this is a return from a mixed call. If the return address is not
a C program point, this is a classical assembly instruction. Let us deconstruct m:

(g, h; (¢i)iefo ] 5bs 58, b, cs,pp) =m
We also deconstruct the topmost call frame, this is necessarily an assembly call frame:
(size, ):=¢,
and we need the stack saved in the caller’s call frame, which is always a C call frame:
(_,hs):=cp
We check that the stack has the correct height:
Vi € [0, 3], hs(ESP;) = h(ESP;)

If this condition is not matched, the system transits to the immediate error w;. If it is
correct, we know the top of the stack contains 4 bytes for each parameter and 4 bytes for
the return address. The state of parameters is irrelevant, but the return address must
be unaltered: we shall check if the top of the stack is the same as in hs. The base of the
call stack is
csh := sb — Zp — lcs_size(c;)
i=0
We check whether

Vi € [0,3], h(csb — 4(size — 1) — i) = hs(csb — 4(size — 1) — i)

If this condition is false, the return address has been altered, and the system transits to
wq. Now, we shall check that callee-saved registers are unchanged or have been correctly
restored. We check whether

Vr € {EBX, EDX, ESI, EDI, EBP}, Vi € [0, 3], h(r;) = hs(r;)
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If this condition is not matched, the system transits to w;. Now, we can perform the
actual return. Let us determine the return program point. The 4 bytes at the top of the
stack is the return address, that is

3
ra = Z 25" h(csb — 4(size — 1) — 1)
i=0
Thanks to pp map, we find the appropriate program point, that is the program point
rpp such that pp(rpp) = ra. We look for the call instruction just before this label, that

is the call such that

l//
~v = fleq,...,ey)

Such a call necessarily exists since a C return address is stored in the saved heap only
when executing a call. We copy the returned value from EAX to v. The actual address
of v is found in the global environment or the caller’s call stack, we can use {v) for that
purpose. We need a memory state where caller’s local are visible. We build this state

my = (97 h’v (Ci)ie[[(]’pfl]p 3b7 ss, va Cs,pp)

where the assembly call frame is removed. We can now update the return variable:

hi = h[{I) (m)+i h(EAXiH)]:::o

The last thing to do is to change arbitrarily some registers. In particular, we change
general-purpose registers and EIP. Let

R := {EAX, ECX,EDX, EBX, EDI, ESI, EBP, ESP}
an non-deterministically chosen map x : R x [0,3] — I, and
ho = hy [r; — x(r7i)]reR,ie[[0,3]]

We update EIP:
h3 := update_EIP(ha, 7pp, pp)

The resulting memory state is

!/

m’ = (g,hg, (¢i)ieqo,p—1- Sb: 55, b, cs,pp)
and the new state in the transition system is

(rpp,m’)

Since this way of calling function does not go through a C function prelude, no local
variables can be declared as long as the stack ends with an assembly call frame. Calling a
C function from assembly is a solution to get back into a nice setup with local variables.
In the same idea, since we do not want to run a postlude: an ASCLEPIUS return in a
context where the current call frame is an assembly call frame is an immediate error

(wi).
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8.3.4.2 Calls from Assembly to C
8.3.4.2.1 Calling

The converse operation consists of an assembly CALL to a C function. The number of
parameters of the callee is known from its prototype. If the assembly call frame is not
deep enough (that is, it is smaller than the cumulative size of arguments), the system
terminates with error w;. Caller’s CALL instruction is executed: it pushes the current
return address on the stack and jump to the beginning of C function. At this point,
before executing the callee, the heap is saved in caller’s call frame.

Let us formalize that. We want to run the statement ‘call £/ where f is a C function
with n parameters called z1 to x,, with respective types t1 to t, Let us call [” the first
label in function £. We call m the current memory state. We ritually deconstruct m:

(.97 h7 (Ci)ie[[om]]v Sbv $s, cb, cs,pp) =m
The topmost call frame is an assembly one. We decompose it:

(size, ):i=¢p

n

First, if size < ) |t;|, the system transits to w;, otherwise the execution continues. We
i=1

need to build the new call frame. First, let us choose a size s € N. It should be big

enough to store local variables and the return address. The base address of the new call
stack is

P
csb := sb — Z cs__size(c;)
i=0

Let us initialize the new local environment:

e:{x;|ie[l,n]} — A
i—1
x; — csb+ 1—|—Z|tj|
j=1
Overall, the new call frame is

cpr1 = ((e,l',5,£),h)

and we save the heap in the caller’s call frame:

¢p = (m1(cp), h)

Now, we simply need to make general-purpose registers unknown, just like before:

hi = hri = 2(r,1)],c g icgo]
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where x : R x [0,3] — I is a non-deterministically chosen arbitrary map. We update
EIP:
hy = update_ EIP(hy,1”, pp)

The resulting memory state is

m = (g, ha, (¢i)ieqo,p+1- Sb: 55, b, cs,pp)
and the new state in the transition system is
(l//7 m/)

8.3.4.2.2 Returning

Such a calls end with an ASCLEPIUS return statement. According to the calling con-
vention, we copy back the original value of callee-saved registers from the saved heap to
registers. The return value is copied into EAX and the stack is popped so that only the
parameters are left. We can remark that the callee may have modified the parameters
since they are local variables from its point of view.

Once again, we have to first check if this is a return from a mixed call, or a regular
AscLEPIUS call. This has been already explained: we just need to see if the return label
is an assembly program point. Otherwise, see subsubsection 8.3.2.2 “Pure C Statements”
(page 107).

’
We want to run ‘return e;/

in the memory state m. Let

(ga h> (Ci)ie[[o,p]]’ Sba SS, Cb7 cs,pp) =m

and
((v,rl, size, f), ) i=c¢p

First, let us check we will indeed run the correct postlude: the label [ must be in the
function f. If is not, the system transits to w;. If everything is correct, we may copy the
returned value to EAX, as commanded by the calling convention.

hy i= h[EAX; — (e) (m) [8i : 8 + 7]]>_,

The calling convention also orders the callee to restore some registers. We define this
set of registers:

R := {EBX, EBP, ESP, ESI, EDI}

We also need the enriched heap saved in the caller’s call frame:
(_,hs) =cp
Thanks to this saved heap, we can restore registers:

hy = hy [ri = hs(ri),er icpo.]
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We now need to update EIP:
hs := update_ EIP(hs, rl, pp)
The new memory state is

m = (g, hs, (Ci)z‘e[[o,p—l]]7 sb, ss, cb, cs,pp)
and the new state is
(rl,m’)

8.3.5 Other Control Statements

In assembly, there is no fundamental difference between JMP, RET and CALL. We can
break down the two latter as stack operations and a JMP. The stack operation may
succeed or fail the same way as real stack operations. Thus, we will just consider the
case of JMP.

A JMP instruction simply updates the current instruction pointer. Thanks to the
mapping between assembly program points and addresses, we can deduce whether the
destination is indeed a legal program point or if it is outside assembly blocks or in the
middle of an assembly instruction. If the destination is not legal, this is an immediate
error (w,). However, even if the destination is legal, the jump may lead to other problems.
There are two cases: whether the destination is in an assembly block in the same function
or not.

If the destination is in the same function, local variables may still be accessible. In
fact, it depends on how the compiler allocates local variables. If they are all allocated at
the beginning of the function, they are all accessible at any point of the body, but if they
are allocated when declared, we can access local variables if the sets of local variables
alive at the source and at the destination are identical.

To formalize that, we need stronger assumptions on the compiler. Unlike many
assumptions made until now, these would not be reasonably generalizable. In our ap-
plication, C is limited to ANSI C (C89), where local variables should be declared only
at the beginning of the function: in the outermost local scope, before the first state-
ment. Because of these assembly blocks, the compiler is very little optimizing, and local
variables are always allocated; even if two variables have disjoint lifetime, they will not
share a memory cell. The nice consequence is that all intra-function jumps are valid.
Formally, to tun !jmp k" in memory environment m, with

(g, h, (Ci)z’e[[o,p]]v sb, ss, cb, cs,pp) =m
we simply have to update EIP
hy := update_EIP(h, k, pp)
where k € gy, is the label at assembly label k. The new memory state is

m/ = (g’ hl; (Ci)iEHO,pH’ Sb, S8, Cb; CS,pp)
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and the new state is
(k,m’)

If the destination is in another function, since the stack is not updated, local variables
of the destination function are not allocated since we did not run the prelude. Local
variables of the source function are not in the current scope and thus cannot be accessed
by their name; this is not the concern of the semantics: we can check syntactically the
scope of variables. Thus, in the destination function, we can only access global variables,
and, if the control eventually returns to the source function, the stack must be in the
same state to ensure that the execution continues correctly.

Once again, we need extra hypotheses for such tricky jumps. The safer way to handle
them is to forbid it. Sadly, this is not always possible: system developers’ hands are
more stained that Lady MACBETH’s (see [Sha06]); they fear no hack to achieve their
goals. In our case, we restrict the problem to functions that have no local variables!.
Thanks to this restriction, we may handle inter-function jumps exactly like intra-function
jumps. It is worth noticing that we allow static local variable, as shown in Listing 7.4
“A complicated dynamic jump” (page 96) since they are statically allocated, and do no
depend on a prelude/postlude pair.

If we need to support functions with local variables, we must instrument the seman-
tics to know whether local variables have been allocated: if they have not been allocated
while an expression tries to access them, the system must transit to an error state.

8.4 Summary and Extension

We saw how to handle mixed code. We have chosen a single memory model compatible
with both C and assembly code. We have seen that transitions can be categorized in a
few classes:

— Intra-language transitions can be easily adapted to this mixed code.

— Entering an assembly block requires only to update the current program point and
add an empty assembly call frame. Leaving a block is more subtle: if the next
transition is to enter another one, we only update the program point, otherwise,
we check is the current assembly call frame is empty, and we remove it.

— Mixed calls is a lot of work, but ultimately, the interface is clean. This is very
dependent on the calling convention.

— Assembly jumps between blocks require very precise assumptions on the compiler.
With our assumptions, these cases are quite easy.

States of the transition system are pairs of a program point (as an element of L)
and a memory state. The memory state contains the value of EIP register (instruction
pointer). Since the memory state also keeps the mapping between program points and
addresses, having both is redundant. In fact, we need the label since it is a simpler way

tIn section 6.1 “Syntax of Assembly Blocks” (page 81), we mentioned that, in a syntactic extension,
assembly functions can be declared as top-level items. Since there is no C function wrapping them, there
is no way to declare C local variables. Excluding local variable is not a strong hypothesis: it comes
naturally when assembly blocks are wrapped in dummy C functions.
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to specify the current program point, and we modeled EIP for completeness. In fact,
EIP is never used by its own and will be ignored from abstractions. When its value is
needed, we will only use the label symbolically. This is similar to pointers: we do not
care about the actual value of a pointer (and we often do not know it), but only to which
variable it points. In the same way, the content of EIP is useless; we are only interested
to know which program point it designates.

1 void g(void) {

2 asm {

3 mov EAX, X[EBP] ; What should be X to retrieve 42 ?
4 }

5}

6

7 void f(void) {
8 asm {

9 push 42
10 call g
11 }

12 }

Listing 8.4: Accessing deep assembly call frames

We have mentioned in section 7.5 “Peroration” (page 98) that some issues are not
handled by this semantics. For instance, we cannot reach a deeper assembly call frame
since we do not know the size of C call frames, and thus, the number of bytes to skip.
For instance, in Listing 8.4, at line 3, we have a stack made of 4 parts (from the topmost
call frame):

— an empty assembly call frame for the assembly block in g;

— the C call frame of g;

— the assembly call frame of the assembly block in f (8-byte long and containing 42

and the return address of the call);

— the C call frame of f.

From the assembly call frame in g, we would like to access the assembly call frame in
f. It could be done easily using a pointer: if we had saved the value of ESP after line
9, it would still point to the desired value. But in the study case, it is simply done by
using an offset relative to current EBP: we need to skip g’s call frame, and the return
address pushed by call g instruction. To do so, we need to know the size of call frame
of C functions, even if they have local variables: for the sake of simplicity g does not in
our example, but could. This behavior is easy to handle in the semantics: rather than
choosing a non-deterministic value for the size of C call-frames, they get a statically
chosen size. Of course, it requires more hypotheses on the compiler to be able to ensure
that the size of C call frames of each function is constant, and to indeed predict it.

We can go slightly further and try to handle the access to deep C call frames, as
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illustrated on Listing 8.5. To access a local variable in a deep call frame, we need to
precisely know the layout of C call frames. This is a very strong assumption, and it
might be tempting to simply make all the stack explicit, up to a few opaque segments
(like where register are saved) of known size. But if we do so, we may still ensure
that C statements sees variables independently, otherwise, it would wrongly allow some
undefined behavior, like array overflow. Just like knowing the representation of signed
integers does not allow signed modular arithmetic (see section 6.4 “Assembly-Induced
Assumptions” (page 86)), knowing the layout does not allow overflow. For instance, in
Listing 8.6, even if we know that n is located just after a, the loop is still faulty. Indeed,
the compiler can assume array overflow does not happen, and generate optimized code
accordingly. For instance, since it sees the loop iterates over a, and performs at least
4 steps, it may infer that it clears all (and only) the array a, and generate an SIMD?
instruction to write 16 bytes at once, and not modify n at all.

1 void g(void) {

2 asm {

3 mov EAX, X[EBP] ; What should be X to retrieve n 2
a }

5 %

6

7 void f(void) {
8 int n = 42;
9 asm {

10 call g
11 }

12 }

Listing 8.5: Accessing deep assembly call frames

1 void f(void) {

2 int al4];

3 int n = 42;

4 int 1i;

5 for(i = 0; i < 5; i++) {
6 ali] = 0;

7 }

s X

Listing 8.6: Array overflow

This particular problem is a bit strange to handle: for signed arithmetic with two’s

isingle instruction, multiple data
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complement, it is easy to distinguish two kinds of addition (wrapping around or not);
it is simply a different function to call. Here, it is more technical to know the layout
but forbid array overflow. For pure C statements, the concrete structure of the stack
must be totally forgotten, and we keep only the stack of environments. But if the heap
has still a constant structure, we will accept faulty programs such as Listing 8.6. So, in
addition, we shall scramble the heap to randomize the address of variables: we have to
put blinders on C not to allow extra behaviors.

We did not solve these problems directly in the semantics since it requires stronger
assumptions that we do not want to make mandatory. Moreover, it is not on the analyzed
fragment of the study case, and we have no satisfactory abstraction to handle such codes.



Chapter 9

Amical

ETERMINING the size of instructions is a crucial matter to infer the destination of
dynamic jumps. This is the job of a library called AMICAL (for AsM Intel in
oCAmL)*, we wrote specially for ASTREE as part of this work. Moreover, it can disas-
semble byte sequences (see subsubsection 2.4.2.1 “A Syntactic Digression” (page 30)),
even partly symbolic. This is useful when the opcode is manually specified in the source
code using assembler directives. AMICAL also has a standalone version that takes as-
sembly instructions and returns the possible encodings. This mode is very limited since
there is no C context (e.g. providing variables), but very useful to debug.
AMICAL solves another problem: determining the operand size. While it can be
written explicitly®, it is usually implicit. In fact, in our study case, such annotations are
explicitly written only when they are required. For instance, the instruction

1 mov [EAX], 1

is ambiguous because there is no way to know how many bytes are dereferenced by
the memory operand; we could write 1, 2 or 4 bytes at once. An assembler would fail
to process it, for instance GNU Assembler 2.30 will emit the error message “ambiguous
operand size for mov”. If we want to write 4 bytes, we can write one of these possibilities:

— mov DWORD PTR [EAX], 1

— mov [EAX], DWORD PTR 1

— mov DWORD PTR [EAX], DWORD PTR 1
It is worth mentioning that this problem exists only with INTEL’s syntax, since AT&T’s
syntax makes the operand size a required suffix of the mnemonic. In AT&T’s syntax,
the previous example would be written:

1 movl $1, (Yeax)

in which the suffix 1 (that stands for “long”) specifies that the instruction has 4-byte
operands. Nevertheless, the problem of instruction size still applies.
There is a major semantic difference between this instruction

*Amical is french for “friendly”. Indeed, AMICAL is a nice tool that takes care of a painful problem
for us.
"Using keywords BYTE PTR (1 byte), WORD PTR (2 bytes), DWORD PTR (4 bytes), in INTEL syntax.
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1 mov DWORD PTR [EAX], 1
and this one
1 mov BYTE PTR [EAX], 1

The latter writes 1 in a single byte, while the former writes 1 in lower byte and 0 in the 3
other bytes. Thus, determining the size of memory operands is crucial. Sizes of register
operands is trivial, since each register name comes with a size: 4 bytes for registers
prefixed by E, 1 for registers matching [A-D] [HL], 2 for the others.

Clearly, the size of memory operands is important since it has a semantic impact.
But, maybe surprisingly, operand size of immediate operands is also crucial, and no more
trivial to infer. For instance, the instruction

1 add BL, 256

does not add 256 in BL: BL is a 8-bit register, and the immediate operand is expected
to be 8-bit long as well. 256 does not fit in a single byte (it is 1 0000 0000B), thus, only
the result of the modulo is kept in the binary: 0. This is different from adding 256 in
modular arithmetic. Indeed, adding 256 always causes an overflow (and sets EFLAGS
register accordingly), which never happens when adding 0. This is a reason why the size
of immediate operands has a semantic impact as well.

Moreover, the size of an immediate operand is not always the same as the size of the
other operand. For instance, the instruction

1 add DWORD PTR [EAX], 1

can be assembled in different ways: the immediate operand can be 1-byte (and sign-
extended?) or 4-byte. Such special rules exist to propose smallest encoding for usual
operations$, like adding small numbers. But the instruction

1 add DWORD PTR [EAX], 256

does not raise this issue: since 256 does not fit in a single byte, this instruction will
be assembled using a 4-byte immediate operand. Since the destination is indeed 32-bit
wide, the value of the immediate operand is not affected. While the operand size has no
effect on the semantics in the penultimate case, it changes the legal encodings, and thus
the possible total lengths. This is an example of how the problem of the instruction size
and the problem of operands sizes are linked.

We can remark that these problems appear only because we are working on source
code. If we were working with the binary, assembling is already performed, and thus
operand size would be explicit and instruction lengths would have been already chosen by
the assembler. On the other hand, in binary, syntactic structures have been lost, which

¥That is, extended to the 32-bit encoding with the same value when interpreted as an integer with
two’s complement representation.
$Smaller encoding allows smaller executable file size, and quicker decoding, thus faster execution.
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are very useful to analyze C. The question of simplified compiled program¥ vs. original
source code is a leitmotiv in program analysis. As a rule of thumb, we often choose
the original source code since it contains all syntactic information used by heuristics to
improve precision. Indeed, to use heuristics on compiled programs, we often need some
steps of decompilation to try to retrieve original structures. Similar questions will be
discussed later.

9.1 The x86 Instruction Encoding

Before explaining how assembling and disassembling work, we will explain the instruction
format. The following does not include anything from the 64-bit generation as it is
irrelevant here.

Prefixes Opcode ModR/M SIB Displacement | Immediate

Figure 9.1: Instruction format

Each instruction is encoded according to the general pattern shown on Figure 9.1.
Let us detail each field.

There are up to 4 1-byte prefixes, at most one of each prefix class, and they are all
optional. The 4 classes of prefixes are:

— Lock and repeat prefixes. They are mainly out of our scope but quickly discussed

in section 16.5 “String Instructions” (page 204).

— Segment override prefixes. They allow overriding the segment in which a memory

operand is resolved, rather than using register-directed disambiguation.

— Operand-size override prefix. It allows 16-bit parameters while working in 32-bit

mode, and conversely.

— Address-size override prefix. It allows 16-bit addressing style in 32-bit mode, and

conversely.

The opcode identifies the instruction. It is 1 or 2 bytes long. As the opcode defines
the operation, it specifies what kind of parameters is expected and their size.

ModR/M and SIB are two 1-byte fields used to encode register and memory operands.
These fields are optional since they are not needed when the instruction requires no such
operand. It is important to clarify what can be encoded here. These bytes can store
a register-only operand (denoted r) and an operand that can be either a register or a
memory operand (denoted r/m). For instance, in the instruction mov EAX, EBX, there
are two register operands, thus one of them is encoded as a register-only operand, and
the other as a register-or-memory operand.

Displacement field can be 1, 2 or 4 bytes large (depending on ModR/M and SIB
fields) and represent a literal offset in a memory operand.

TIt can be a full compilation in the usual meaning, or a mere simplification to remove redundant
constructs of C.
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Immediate field is also 1, 2 or 4 bytes large (depending on the opcode) and stores an
immediate operand, that is a literal value.

Yet, there are irregularities to this general layout. Two of them are quite interesting
in our scope. For some opcode, additional precision can be stored in the ModR/M byte.
Specifically, this byte holds 3 bits to specify a register operand that may be used to
precise the opcode, in which case, this instruction cannot have a register-only operand.
The most important example is the case of opcodes 80H, 81H and 83H. Depending on the
supplementary bits in the ModR /M byte, it can either be instructions ADD, OR, ADC (add
with carry), SBB (subtract with borrow), AND, SUB, XOR and CMP. All these variants of
these instructions have no register-only operand but a register-or-memory operand (r/m)
and an immediate operand. The second irregularity is somehow the opposite: the opcode
contains the argument. A classic example is the instruction DEC (decrement). There are
two variants: one with a register/memory operand that has a regular encoding, and
one with register-only operand. For the latter variant, the 5 upper bits of the opcode
are 01001B and the 3 lower bits encode the register to decrement. Thus, 01001000H
is DEC EAX, 01001001H is DEC ECX (sic), and so on. We can consider this family of
instructions as 8 zeroary opcode to interpret this case as 8 regular encoding rules.

It is interesting to note that arguments are not ordered. For instance, the only differ-
ence between mov EAX, [EBX] and mov [EBX], EAX is the opcode, but the parameters
will be encoded in the same way.

Assembling rules are provided as on Table 9.1. The first column describes the binary
encoding: the first number is the opcode in hexadecimal and the following specifies
the fields used in the encoding. For instance, ib, iw and id are respectively immediate
arguments of size 8, 16 and 32. The specifier /r means that there is a ModR/M byte
(and optionally a SIB byte and a displacement) to encode a register-only operand and
a register-or-memory operand.

The second column is about the syntax of the assembly instruction. For instance,
the first line of Table 9.1 allows AL as left-hand side operand and any 8-bit immediate
operand on the right-hand side. The description column is for documentation purpose.

The correspondence between the argument and the encoding is not explicitly stated,
but there is no ambiguity since each kind of argument may only have one of each kind.
For instance, for the instruction add [EAX], EBX, the only possible is “ADD r/m32,
r32”. Since the ModR/M byte can encode exactly one register operand and one r/m
operand, there is no ambiguity.

The assembling rule is subject to ambiguity. For instance, add EAX, EBX can be
assembled using the rule “ADD r/m32, r32” or “ADD r32, r/m32”. In the first case
we result with encoding 01 D8 while, with the latter rule, we get 03 C3. Here, both
encoding have the same size (2B), so, in our case, it makes no difference since we are
only interested in the size of instructions. But other cases may have several encoding
of various sizes. We already gave the example of add EAX, 3 in section 5.5 “A More
Symbolic Semantics” (page 77).

Assembling has another purpose: deciding the size of memory operands. The size of
register operands is unambiguous, since it is specified by their name, for instance EAX is
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Opcode Instruction Description

04 ib ADD AL, imm8 Add immS8 to AL

05 iw ADD AX, imml6 Add imm16 to AX

05 id ADD EAX, imm32 Add imm32 to EAX

80 /0 ib ADD r/m8, imm8 Add imm8 to r/m8

81 /0 iw ADD r/ml6, imml6 Add imml6 to r/ml16

81 /0 id ADD r/m32, imm32 Add imm32 to r/m32

83 /0 ib ADD r/ml6, imm8  Add sign-extended imm8 to r/m16
83 /0 ib ADD r/m32, imm8  Add sign-extended imm8 to r/m32
00 /r ADD r/mS8, r8 Add r8 to r/m8

01 /r ADD r/ml6, r16 Add r16 to r/m16

01 /r ADD r/m32, r32 Add r32 to r/m32

02 /r ADD 18, r/m8 Add r/ms8 to r8

03 /r ADD rl6, r/ml16 Add r/m16 to r16

03 /r ADD 132, r/m32 Add r/m32 to r32

Table 9.1: Assembling rules for ADD

always a 4-byte operand while AX is a 2-byte one. But the size of memory operands may
be unclear without context. One may specify it explicitly, it is even required in some
cases. For example, the instruction add [EAX], 1 may be assembled using five rules (all
rules of the form “ADD r/m?, imm?”). But these rules does not have the same semantics
since they do not dereference the same size in memory, thus we should specify the size
of the memory operand so as to decide which rule to choose. We can, for instance,
write add DWORD PTR [EAX], 1 to specify that memory operands are 32-bit long and
thus legal rules have the form “ADD r/m32, imm?”. There are still two legal rules, but
we can decide which to choose according to the immediate operand, and if both rules
are still legal, they have the same semantics. But even when it is mandatory to specify
the size, it may be not so trivial, for instance, we can write add [EAX], DWORD PTR 1,
where we specify the size of the immediate operand which is enough to decide the size
of the memory operand. Even when specifying the size is not required (when there is no
ambiguity), it is not always obvious to decide the size since it depends on the mnemonics
and the other operand (if applicable).

The following sections will explain how we exploit these rules to deduce the size of
instructions and to disassemble binary sequences.

9.2 Assembling

AMICAL is in charge of deducing the size of instructions and memory operands. But it
goes even further: it assembles completely so that it produces the final machine code.
Indeed, once we have done everything to deduce the size of an instruction, computing
the corresponding machine code is quite easy. Moreover, it helps to debug since we
can see the binary sequences behind each size. In particular, we can use mainstream
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tools, to disassemble the sequence obtained with AMICAL, and check if it matches the
input instruction. During AMICAL development, we assembled binary sequences using
GNU Assembler 2.30 (using directive to manually define put bytes), and disassemble the
resulting object file using GNU objdump 2.30.

AMICAL works in 4 mains step:

1. It selects all the assembling rules that match the mnemonic and the operands.

2. Among the rules selected previously, it excludes some of them according to ad-
ditional assumptions. Here, it already knows the operand sizes according to the
remaining rules.

3. It unifies the operands with the fields of the binary encoding. At this point, we
can compute the size.

4. It puts the fields in the appropriate order to get the binary encoding.

To select the assembling rules, we first select the rules with the appropriate mnemonic.
This is really easy when the rules are stored in an associative container whose keys are
the mnemonics and values are set of rules. This step is fast and restrains greatly the set
of rules to examine.

For the remaining rules, we must look at each one independently. It is an acceptable
cost since they are relatively few rules for a given mnemonic**. For each rule, we check
if each parameter of the actual instruction matches the corresponding operand pattern.
For instance 1 can be imm8, imm16 or imm32, and EAX can be r32 or r/m32.

At this point, we have selected all the rules that match the instruction. It is important
to get all rules because we do not know which one the assembler would choose. Indeed,
while assemblers claim to always select the smallest encoding possible, this is not truefT.
Sometimes this is just a bug, but sometimes it is because of alignment or to generate
relocatable code (or any technical reason). Yet there might be good reasons, it is
hard to predict when the assembler will use a suboptimal encoding. Moreover, a longer
encoding could be chosen because of a reason that may not always apply’S. So, to
stay on the safe side, we must consider all possible encodings. However, sometimes, we
have selected rules that are actually discarded by additional hypotheses. For instance,
the instruction push [EAX], in 32-bit mode, pushes a 32-bit value on the stack, while
in 16-bit mode (or 32-bit with operand size override), it pushes only a 16-bit value.
The assembler assumes that it knows the current execution mode and that we want the
default behavior, i.e. to push a 32-bit value. But AMICAL would have selected both
rules “PUSH r/m16” and “PUSH r/m32”. At this point, we discard the 16-bit version
since assumptions of the assembler avoid an ambiguity here. More generally, AMICAL
needs to know the current execution mode and it will only select rules that are available
in this execution mode if there are any, discarding rules that require a operand-size
override prefix. If there is no rule for the current execution mode, AMICAL keeps all

**Up to 23 for rules implemented in AMICAL.

Or at least, not true without more constraints.

#Qiven a set of such constraints, some assemblers may be optimal, though it would be wise to stay
skeptical.

55 Assembler usually have very limited static analysis abilities, making them usually unable to decide
whether a suboptimal encoding is indeed required.
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rules previously selected. This allows AMICAL to reject rules that would require an
operand-size override that has not been explicitly required, while still accepting them
if the operand size is constrained. For instance, the instruction push WORD PTR [EAX]
explicitly specifies that the operand size is 16 bits. Thus, only the rule “PUSH r/m16”
would match, and not “PUSH r/m32”. Since they are no rule for the current execution
mode, the other one is selected.

Here, we have selected all the rules we will work with. Since patterns of operands
specify the size, we already know the possible sizes of all operands, but we still need to
compute the size of the encoded instruction. For each rule, we determine which fields are
allowed based on the specifiers of the “Opcode” column of Table 9.1, and infer how the
arguments are arranged in these fields. Moreover, we must detect whether this rule needs
an operand-size override or an address-size override prefix. This is mostly a matter of
case analysis. We have here computed the content of all allowed fields in each rule. The
sum of the sizes of all fields is the size of this encoding. But, to allow easier debugging,
we put these fields in a row in the right order to give the correct instruction.

AMICAL is able to assemble instructions that contain labels and C variable names.
Once again, it is only possible with additional hypotheses, e.g. the size of C variables
must be provided. For labels, if they are in other blocks, we have no idea how far they
are, and thus, whether the offset fits in a 8-bit, 16-bit or 32-bit integer, and we must
consider that everything is possible. If the label is in the same block as its usage, we
may compute possible distances as sums¥¥ of possible sizes of all instructions in between.
Thanks to the set of possible distances, we can discard some possibilities: when the label
is at least 129 B away, the distance cannot fit in a 8-bit relative offset; or when it is at
least 32769 B away, the relative offset can only by 32-bit wide. Contexts containing the
position of labels can be provided to AMICAL or computed automatically when it works
on a sequence of assembly instructions and labels.

9.3 Disassembling

We already mentioned that we also need to disassemble binary sequences. This was
briefly discussed in subsubsection 2.4.2.1 “A Syntactic Digression” (page 30) and illus-
trated on Listing 2.5 “Writing a far call using defines” (page 31). We will not linger on
the reasons that lead the developer to write instructions in such a displeasing way; we
will only explain how we solve that problem and find the correct instruction. Indeed,
the internal representation of instructions in AMICAL can be as precise as the machine
code (and thus more precise than assembly language), thus even instructions that must
be written in binary in the source code can be expressed unambiguously in the internal
format.

The problem of disassembling is much easier than assembling. First, we precisely
know the size of the instruction. Moreover, finding the corresponding statement is very
linear.

9More precisely, the MINKOWSKI sum.
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To disassemble, AMICAL takes a list of bytes (or symbolic bytes, such as labels).
Then, they are consumed in very simple steps that follow the structure of instruction
format as shown on Figure 9.1 “Instruction format” (page 123).

1. We read prefixes: they are 12 of them in 4 categories. Each category may appear

up to once.

2. We read one byte of the opcode: if it is OFH, the opcode is made of 2 bytes, and
we read a second byte; otherwise the opcode is a single byte.

3. Based on the prefixes, the opcode and the current execution mode (which is a
part of the configuration), we can find the corresponding assembling rule. Since
different rules give different encodings, we are sure there is only one possible rule.

4. Using the specifier of the “Opcode” column, we know which fields are present: we
fill them with the appropriate number of bytes. At this point it is interesting to
remark that literal bytes, such as a label, must all be consumed at once and cannot
be split.

5. From the value of each field and the form of the instruction, we can infer by which
field is encoded each parameter, and thus we can rebuild the whole instruction.
Leftover bytes belongs to the next instruction.

Disassembling is really the easy way: there is only one involved rule, and we know

the most precise representation, the binary sequence.

9.4 A more Concise Syntax for Assembling Rules

For each opcode, there can be many assembling rules, but they are often several of them
that are very similar and follow quite regular patterns. Let us look again at the case of
ADD instruction, the rules are given in Table 9.1 “Assembling rules for ADD” (page 125):
there are 14 cases. But we can observe some regularity that is even documented in [Int20].
First, 16-bit and 32-bit versions share the same opcode. Moreover, between the 8-bit
and the 16/32-bit version, the difference is only the last bit of the opcode. When the
two operands are writable (typically, a register-only operand and a register-or-memory
operand), the direction is given by bit 1 (counting from 0), so between “ADD r32, r/m32”
and “ADD r/m32, r32”, only one bit in the opcode is flipped.

To be able to feed all rules to AMICAL without having to write too much manually
(with the associated risk of mistakes, especially coming from copy-pastes), we developed
a language to exploit patterns in assembly rules such that each line expand to several
rules.

For instance, the 14 rules of ADD are reduced to 4 combined rules, as show on Table 9.2.
The first, third and fourth lines expand into 3 rules each, and the second line expands
to 5 rules.

The details are not relevant here, but we can give the overall idea. Since rules can
differ from very few, we make these variations parameterizable. After the opcode, these
parameters allow changing some bits, by default from the lower bits, but it can be
specified otherwise. After a specifier or an operand pattern, it allows changing the size
by using the “w” parameter (byte-size or full-size) and the “osa” parameter (operand
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Opcode Instruction Description

04.w i.w.osa ADD A .w.osa, imm.w.osa Add imm to A__

Add (possibly sign-
extended) imm to r/m
00.w  /r ADD r/m.w.osa, r.w.osa Add r to r/m

02w /r ADD r.w.osa, r/m.w.osa Add r/m tor

80.s.w /0 iw.osa.s ADD r/m.w.osa, seimm.w.osa

Table 9.2: Combined assembling rules for ADD

size attribute: 16- or 32-bit).

Opcode Instruction Description
70.tttn  cb J.tttn  rel8 Conditional jump with 8-bit offset
OF &80.tttn c.osa J.tttn  rel.osa Conditional jump with 16/32-bit offset

Table 9.3: Combined assembling rules for Jcc

There are 3 other parameters to allow rules to be compressed even more efficiently
where possible. We will not detail everything and the subtleties of the syntax, but we
can give a remarkable example: the case of conditional jumps. There are 16 kinds of
conditional jumps and, as some of them have aliases, there are 30 mnemonics. Since each
kind of condition is always encoded in the same way and use the same kind of suffix***,
we can compress them efficiently. The result is shown in Table 9.3. The first line expand
to 30 rules, while the second line, which has an additional parameter (16- or 32-bit),
is expanded to 60 rules. To achieve such compression, we allow the mnemonic to be
also parameterizable: the parameter tttn is understood as the encoding of the condition
when it is part of the opcode, but in the mnemonic, it is interpreted as the condition
name (and various aliases).

Of course, a rule without parameter will not be expended, and kept as is. This allows
specifying rules explicitly, just like in [Int20].

***Conditions are encoded in a 4-bit field called tttn in [Int20].
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Chapter 10

Introduction

O GUARANTEE the safety of a program we must check that all executions are correct.

As a consequence of RICE’s theorem [Ric53], this is impossible to do automatically.

A solution to still check all executions without giving up the benefit of an automatic

process is to check a bigger set of executions: by adding some not-actually-possible

executions, we can make a bigger set on which the problem is decidable. The drawback

is clear: if some impossible executions we added are faulty while all possible executions

are error-free, we detect an error that cannot actually happen. Moreover, for every way

to choose these additional impossible executions, there exists correct programs on which

the analysis will unjustly detect errors. On the bright side, if the program is correct
even with the extra traces, possible executions are necessarily also correct.

The way we add extra executions is not entirely artificial. Since we cannot auto-
matically deduce the exact set of possible states of a program, we only work with a
partial knowledge of possible states, thus allowing impossible states. This technique is
called abstract interpretation. Before diving into mathematical details, let us illustrate
abstract interpretation thanks to simple examples.

The most canonical example, given in [CC77], is about the sign of the result of
arithmetic operations given the sign of the operands. For instance, if an operand is
negative and the other is positive, the result of the multiplication is negative. All the
cases are summed up in Table 10.1. With a partial knowledge of the input, as we just
know the sign but not the value, we can already deduce properties on the output. Of
course, the result is also imprecise: we cannot get an exact result, but hopefully, we are
only interested in the sign.

X || + LO L —

+ (0] —
0 010]0
—T=10]+

Table 10.1: Rule of signs for multiplication

With another operation, the partial information may be insufficient. Let us consider
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the addition instead of the multiplication. We know that the sum of two positive (resp.
negative) numbers is positive (resp. negative). But when a term is positive and the other
is negative, we cannot say the sign of the result in general. In addition to the sign, we
would need to know which has the bigger absolute value. The rule is given by Table 10.2.
In this table ? means that we cannot say anything about the result: it can be positive,
negative or null, i.e. the partial knowledge of the input is not precise enough to deduce
anything. This special value (the complete absence of information) is usually denoted
T. We can remark that for the addition, if one of the term has an unknown sign, we
cannot tell anything on the result. This is not an intrinsic property of T, for instance,
the product of 7 and 0 is always 0. Nevertheless, getting this most imprecise value is
often a bad omen, and it usually spreads quickly. When we lose all precision, we cannot
deduce anything non-trivial (something that is not always true or always false).

++]0|-]7
++1+]2]7
oll+]o0 ?
21 =7=12?
22121212

Table 10.2: Rule of signs for addition

?
+ 0 —
€
Figure 10.1: Sign lattice

The partial knowledge of a value is called an abstract value. Each abstract value
represents a set of possible numbers, for instance + stands for all positive numbers, i.e.
N* (or {1,2,3,4,...}). The interpretation of an abstract value is the concretization.
Some abstract values are more precise than others, for instance 7 (that stands for all
integers i.e. Z) is coarser than +; but some are not comparable, like + and —. We can
present the allowed abstract values as on Figure 10.1: the higher an abstract value is,
the less precise it is. At the very bottom, the special value | stands for the set of all
integers that are simultaneously positive, negative and null: this represents the empty
set, since no concrete value matches this constraint. Such a representation is called a
HAsSE diagram.

Another simple example is searching a word in a dictionary. The standard method
is a binary search: we start somewhere in the dictionary (usually, hinted by the rank
of the first letter in the alphabet, but this is not a requirement), and depending on the
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word we see, we know if the one we search is before or after. The principle behind is
that we know that all the words that come before a given word are a subset of all the
sequences of letters that are smaller (according to lexicographic order) than the given
word. We do not need to know the exact set of words: we may not know all the words
of the dictionary or, on the contrary, some words may be missing. But if the word we
search is not in the huge set of all sequences that would come before, it can only be after
(if it is in the dictionary). Here, concrete values are sets of words and abstract values
are properties of the form “all words before (resp. after) the word w”.

Abstract interpretation can be also found in disguise in many computer science meth-
ods. For example, let us consider the maximum satisfiability problem (MAX-SAT): given
a formula in conjunctive normal form, what is the maximum number of clauses that can
be satisfied by an assignment of Boolean variables, or alternatively, is it possible to sat-
isfy at least K clauses (for a given K). This problem is well-known to be NP-complete,
so we do not know polynomial algorithm to solve it, but we can strive to speed up res-
olution algorithms. Exhaustive search for a formula with V' Boolean variables requires
trying 2V assignments, which is quickly prohibitive. Fortunately, this may be improved
easily. We use by a DPLL-like algorithm [DLL62]: it works by selecting an unassigned
variable*, assigning it a truth value, simplifying the formula, proceeding recursively to
find a solution, and eventually backtracking to try the other truth value for the selected
variable. From a partial assignment, we can tell if a clause is satisfied (if at least a literal
is tt), refuted (if all literals are ff), or has still an unknown truth value (if all assigned
literals are ff and there is at least one unassigned literal). Let us assume that we have
already found a solution that satisfies m clauses, but we have not yet finished the search.
Let us also assume that with the current partial assignment, i clauses are satisfied, j are
refuted and [ have still an unknown truth value. In the best case, at most 7 + [ clauses
can be satisfied by completing the current partial assignment. If ¢ +1 < m, it is useless
to continue the search with this partial assignment: it cannot give a better solution.
Here, without knowing exactly which clauses will be satisfied by deeper search, we can
tell whether the current state might lead to a better solution (otherwise, it definitely
cannot), allowing us to reduce the search space. This is an example of branch and bound
algorithm. The common idea in all these algorithms is to cut some branches of a search
tree by recognizing early when an inner node cannot have leaves that beat the current
best solution. This can be understood as abstract interpretation as inner nodes encode
partial knowledge of a candidate solution!, and we only want to deduce bounds on the
objective function.

In the context of program analysis, we want to approximate the semantics of the
program: we run the program using imprecise states. At each step, from an approximate
description of the precondition, we compute an approximation of the postcondition. It
allows us to decide whether forbidden values (like a null variable just before dividing by
this variable) are indeed avoided or if we cannot exclude them (though it does not mean
they are really possible.).

*The selection order might be static, heuristic-directed or even coming from an oracle.
TThus, this is a set of candidate solutions.
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The following of this part will explain the bases of abstract interpretation in general.
First, we will explain the theory of abstract interpretation, from the order theory. We
will focus on parts that are useful afterwards (in this part and the following ones), we will
not give a comprehensive overview of abstract interpretation. Since the general theory
does not provide an effective way to build abstract analyzers, we will then study the
construction of complex abstract domains by product and reduction. Finally, we will
explain the general architecture of ASTREE, and some implementation details relevant
for the following, either to explain some abstraction choices, or to give some context to
subsequent comments on the implementation.



Chapter 11

Abstract Interpretation Theory

THIS CHAPTER explains bases of abstract interpretation. The erudite reader that is
aware of this matter may skip it safely.

11.1 Ordering and Lattices

This introductory chapter may be quite dry, but it requires little background. We start
by elementary definitions and properties of order theory.

Definition 11.1 — Poset

A poset (for partially ordered set) is a tuple (E,C) where E is a set and C an
order relation over E, that is a relation which satisfies:

— reflexivity: Ve € E,x C x

— antisymmetry: V(z,y) € B2, (r CyAyCa)=>2z=y

— transitivity: V(z,y,2) € E3,(x CyAyC2) =z C 2

In abstract interpretation, elements of posets are usually properties about the state
of a program (or its execution trace). If an element z is smaller than an element y,
then z is more precise than y, x carries more data. Indeed, it is always easy to say
that anything can happen (the biggest element), while knowing the exact values of each
variable is way more interesting.

'_[ Proposition 11.1 — Duality of posets ]
Let £ = (E,C) be a poset. Let J the relation defined by:

V(z,y) € E>,a 3b:=bCa

The tuple (F,3) is a poset, called the dual poset of £.

Proof. — Reflexivity. Let x € E. We have x C x, thus z J z.
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— Antisymmetry. Let (z,y) € E2. We assume that 2 D yAy J . Thus, y Cz Az C
y, then z = y.
— Transitivity. Let (x,9,2) € E3. We assume that + 2 y Ay 3 2. We have
yCaxAzCy, thus zC x and z 3 z.
O

The notion of duality allows theorems to be easily transposed when reversing the
order relation.

,_[ Notation 11.1 ] .
Given a poset £, we denote € the dual poset of €.

\. J

'_[ Proposition 11.2 ]

For all poset &,

||

=i

Proof. Let €& = (E,C) a poset. The dual is £ = (F, J) where
V(z,y) € E>,a Jb:=bCa
The dual of the dual is & = (E,C') where
V(z,y) € B ,aC' b= bJa

Thus
V(z,y) € E>,aC' b alb

,_[ Notation 11.2 ] |
Let (E,C) a poset, A C E, and z € E. We denote

A ={zcE|yecA: 2Ty}

AE ={zrecE|FyecA:yCa}= A=
$¢E::{$}¢E

#1E 1= {z}1C

. J

This notation will be useful in Part IV “A Reduced Product with Ghost Variables”
(page 229).

Definition 11.2 — Total order ]
Let (E,C) be a poset. We say that C is a total order if

Y(z,y) € B>,z CyVyCx
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Posets are rarely totally ordered in abstract interpretation, this is a much too strong
structure. In a totally ordered set, there are only various levels of precision, we cannot
express two unrelated states, with the incomparable precision. Total orders are useful
only on subsets of posets. Such orders appear (indirectly) in the hypotheses of theorems
about loop stabilization (fixpoint theorems). This is because the semantics of loops keeps
previous iterations, thus we get an increasing sequence of states, that is, a sequence of
states less and less precise, totally ordered.

,_{ Definition 11.3 — Extremum ] .
Let (E,C) be a poset, A C E and z € A. z is a minimum of A if

Vye E,x Cy

z is a maximum of A if
Vye E,yCx

Proposition 11.3 — Unicity of extremum ]

Let (E,C) be a poset, A C F and (z,y) € A% If x and y are minima (resp.
maxima) of A, then z = y.

Proof. We assume that z and y are minima of A. Because x is a minimum and y € A,

we have z C y. Symmetrically, we prove y C x. By antisymmetry, x = y. O
,_[ Notation 11.3 — Extremum } \
Let (E,C) be a poset, A C E. The minimum of A (if it exists) is denoted
min- A
or
min A

if the order is clear in the context.
Similarly, the maximum (if it exists) is denoted The minimum of A is denoted

maxc A

or
max A

if the order is clear in the context.
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Definition 11.4 — Least upper bound

Let (E,C) be a poset, AC F and = € E.
x is an upper bound of A if
Vye A,yC x

x is a least upper bound of A if

(VyeA,yCa)A(Vz€ E,(Vye A,yCz) =2 L 2)

Hence, the least upper bound is, as indicated by its name, an upper bound that is
less than any other upper bound. We see in the next result that when it exists, it is
unique hence it can be called the least upper bound. In abstract interpretation, when
we know that either the property x or y is true, any upper bound of {z,y} is correct
(since it is less precise than z and y), and the least upper bound is the best of these
approximations.

Proposition 11.4 — Unicity of least upper bound ]

Let (E,C) be a poset, A C E and (z,y) € E2.
If  and y are least upper bounds of A, then z = y (i.e. the least upper bound is
unique).

Proof. Since x is a upper bound of A and y a least upper bound, then y C z. Symmet-
rically  C y. Thus, by antisymmetry of C, z = y. O

Notation 11.4 — Least upper bound ]

When it exists, the least upper bound of A in the poset £ is denoted Lig A. ]

We can omit the subscript, and chose a notation that matches the symbol for the
order of the poset. For instance, if the order is denoted C, the least upper bound can
be noted U; if the order is denoted <, the least upper bound may be written V.

Definition 11.5 — Greatest lower bound

Let (E,C) be a poset, AC F and = € E.
x is a lower bound of A if
Vye A,z Cy

x is a greatest lower bound of A if

MyeAzCyyAN(VzeE,Vye A,zCy)= 2L x)

We can remark that the greatest lower bound of A in a poset £ is the least upper
bound of A in £. The meaning in abstract interpretation is also dual: if a lower bound
of {x,y} is true, then = and y are both true. In particular, the greatest lower bound is
the coarsest value that allows this deduction.
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Proposition 11.5 — Unicity of greatest lower bound ]

Let (E,C) be a poset, A C F and (,y) € E.
If x and y are greatest lower bounds of A, then z = y (i.e. the greatest lower
bound is unique).

Proof. Similar to proof of proposition 11.4, by duality. O

Notation 11.5 — Greatest lower bound J
The greatest lower bound of A in poset £ is denoted Mg A.

The comment about the notation of the least upper bound applies here also.

’_{ Definition 11.6 — Complete lattice ]
A complete lattice is a poset £ = (E,C) such that VA C E, Lig A exists.

\.

'_[ Proposition 11.6 — Alternative definition ]
Let £ = (F,C) a complete lattice, thus VA C F, Mg A exists.

Proof. Indeed, MgA =Ug{y € E|Vz € A,y C z}. O

Proposition 11.7 — Duality of complete lattices ]

Let € be a poset. If £ is a complete lattice, so is €.

Proof. By duality, assuming that the greatest lower bound always exists implies that
the least upper bound exists. O

This is an alternative definition of complete lattices.

Proposition 11.8 |

J

Let £ = (F,C) be a complete lattice; E is not empty.

Proof. @ C E, thus MNeg@ exists and belongs to F. O

Notation 11.6 — Extrema in a complete lattice ]

In a complete lattice £ = (E,C), we denote | :=Ug@ =TM¢F and T := UgFE =
MNed

Thanks to these properties, we can prove many properties on complete lattices. They
are very nice structures for abstract interpretation: the least upper bound is useful when
a program point is accessible from multiple points, greatest lower bound allows refining
a state given a known constraint.
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Definition 11.7 — Lattice

A lattice is a poset & = (F,C) such that V(z,y) € E?, Ug{z,y} and Me{y,x}
exist.

Proposition 11.9 J

Every complete lattice is a lattice.

Proof. Indeed, if the least upper bound exists for any subset, it exists a fortiori for any
pair. ]

Lattices are weaker than complete lattices, some theorems do not hold on them, but
some structures used in abstract interpretation may not have the structure of a complete
lattice.

Definition 11.8 — Monotone maps

Let (E,C) be a poset and f : E — E. f is monotone if and only if

V(z,y) € B>,z Ty = f(z) C f(y)

In semantics, monotone maps are a hypothesis of many theorems, and fortunately,
they are very common. Indeed, it is very natural to think that if the precondition is less
precise (greater), the postcondition will be less precise as well. It would be odd to gain
precision on the result by losing some on the input. More inputs means more outputs.

We can note that this is true for the concrete execution, but not necessarily for an
approximation of the execution. For instance, if approximate values are in a subset of
concrete values, we can approximate a state by picking any bigger one that is an allowed
approximate value. If the state is itself an allowed approximation, there is nothing to
do. But if it is not, we may be very bad at finding an approximation, and not necessarily
find the better one: with a slightly more precise input, we can obtain a worse output.

Definition 11.9 — Chain

Let (E,C) be a poset. Let A C E. We say that A is a chain if min A exists and
(A, C) is totally ordered.

Definition 11.10 — Continuous maps

Let £ = (F,C) be a poset and f: E — E. f is continuous if and only if

Ug f(A) exists whenever Lg A exists

V chain A C F,
{ and f(UgA) = Ue f(A4)
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’_[ Definition 11.11 — Contractive and extensive maps ]

Let (E,C) be a poset and f: E — E.
f is contractive if

Ve e E, f(z) Cx

f is extensive if
Ve € E,z C f(z)

’_[ Definition 11.12 — Fixpoint }
Given (E,C)and amap f: E — E. Let z € E.
— If f(x) =z, then z is a fixpoint of f.
— If  C f(x), then z is a pre-fixpoint of f.
— If f(x) C 2, then z is a post-fixpoint of f.

'_[ Notation 11.7 — Fixpoint ]

Let (E,C) be a poset and f : E— E, we denote fp f the set of fixpoint of f, that
is:

fpfi={recElf(z)=u}

Let x € E. We denote lfp, f the least fixpoint of f greater than z if it exists, that
is:

Ifp, f:=minc {y €fp f|zCy}
The least fixpoint of f is denoted lfp f, that is:

lfp f :=1fp, f

Dually, we denote gfp, f the greatest fixpoint of f lower than x if it exsits, that
is:

gfp, fi=maxc {y € fp f|y Ex}
The greatest fixpoint of f is denoted gfp f, that is:
gfp f = glpr f

. J

Fixpoints are a central problem in analysis: they are useful in loops semantics.
Nevertheless, we know that loop termination is undecidable, and equivalently, there is
no automatic way to find a fixpoint in finite time. Thus, we shall focus on finding
approximation of fixpoints.

Lemma 11.1 ]
Let £ = (E,C) a complete lattice and f : X — X a monotonic map. Then, lfp f
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and gfp f exist. Moreover,

lfp f=Ne{z € E| f(x) C 2}
gfp f =Ue{z € E |z C f(=)}

Proof. Let P:={x € F| f(x) C z} and m := Mg P. We will prove that m = lfp f.

Vee P, mCuz { by definition of Mg §
= VYxeP, f(m)LC f(x) { since f is monotonic §
= VezeP, f(mCf(zr)Cx { sincex € P §

Since f(m) is lower than everything in P, by transitivity, f(m) C m.

f(m) Em
= f(f(m)) C f(m) { since f is monotonic §
= f(m)ePrP { by definition of P §
= m£LC f(m) { since m is a lower bound of P §

By antisymmetry, we have m = f(m), i.e. m € fp f.
Moreover, we have fp f C P. Since m is the greatest lower bound of P and is a
fixpoint, m = Ifp f.

Dually, we prove the existence of gfp f. O

Theorem 11.1 — TARSKI’S theorem |

J

Let £ = (E,C) a complete lattice and f : X — X a monotonic map. fp f is a
complete lattice.

Proof. Let A Cfp f, we prove that lfp 4 f exists.

Consider F := {x € E|UgAC z}. (F,C) is a complete lattice and f(F') C F' since
J is monotonic. We consider g := f|r. Thanks to lemma 11.1, so g has a least fixpoint,
and lfpg = Ifp . 4 f.

lfpy,, 4 f exists and is smaller than any fixpoint that is an upper bound of F.

Dually, we can construct gfpq, 4 f-

Thus (fp f,C) is a complete lattice. The lowest element is Ifp f and the bigger is
gfp f. Least upper bound application is X € P (fp f) + lfp . x f and greatest lower
bound application is X C fp f + gfpr, x [ O



11.2. GALOIS CONNECTIONS FRAMEWORK 145

11.2 Galois Connections Framework

Abstraction can be formalized in many frameworks; among them we highlight two:
concretization-only or GALOIS connections. Both formalisms will be explained as they
have their own advantages and drawbacks. Eventually, we will work rather with the
concretization framework, but we explain GALOIS connections as it is a very popular
formalism and it is interesting to understand its limitations. This section is dedicated
to abstractions through GALOIS connections.

Definition 11.13 — GALOIS connection

A GALOIS connection is a tuple ((C, <), (4,C),v, «) where:
— (C, <) is a poset called concrete poset,
— (A,) is a poset called abstract poset,
-v: A= C,
—a:C— A,
such that
Y(a,c) € Ax C,a(c) C a <= c < v(a)

GALOIS connections are defined using posets. Yet, many theorems need stronger
structures, like lattices, CPOs (see definition 11.15 “CPO (complete partial order)”
(page 150)) or complete lattices.

Notation 11.8 — GALOIS connection ]

A GALoIS connection ((C, <), (A,C),, ) is denoted

(C,<) == (4,0)

A GALOIS connection is a tight correspondence between the abstract and the concrete
world. It means that each concrete element ¢ has a best abstraction a(c). In other words,
a(c) is smaller than every other sound abstraction of c.

A GALOIS connection is a powerful tool, but it may not be the adequate frame-
work. Indeed, many abstract domains do not define a GALOIS connection. While there
are real-world such domains, it is easy to build one artificially: we just need to dupli-
cate an arbitrary abstract element into a fresh (and not comparable) element with the
same concretization. These two abstract elements are equally good abstractions of their
concretization, thus there is no best abstraction anymore.

Proposition 11.10 — Duality of GALOIS connections J
Let

c A
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We have

A=cC
Y

Proof. We want to prove that

V(e,a) € C x A;y(a) 2 ¢ <= a J afc)

v
Which is exactly the hypothesis C == A up to the symmetry of <, simply using the
«
definition of > (resp. ) from < (resp. ). O

'_[ Proposition 11.11 — Alternative definition of GALOIS connections

Let (C,<) and (A,C) be posets, a : A — C and v : C' — A be maps.
The four properties:

— « is monotone,

— 7y is monotone,

— « oy is contractive,

— 7y o« is extensive,
are true if and only if

Proof. (=) We assume that o and 7 are monotone, « o «y is contractive and 7 o « is
extensive. Let ¢ € C and a € A. We assume that a(c) C a.

alc) Ca = v(alc) <v(a) { since ~ is monotone §
= c<7(a) { since 7y o « is extensive and < transitive §

Dually, we can prove than ¢ < y(a) = a(c) C a.
(<) We assume that (C, <) = (A, D).
«
Let c € C.
c) { LEIBNIZ’s law §

(
(c) { Reflexivity of C §
= c¢<v(a(c)) UDefinition of GALOIS connection §

Thus 7 o « is extensive. Dually, we can prove that a o~y is contractive.
Let (a,a’) € A%2. We assume that a C o’

aovy(a)Ca { Contractivity of « o~y §
= aovy(a)Cd { Transitivity of C §
= v(a) <~v(a’) { Definition of GALOIS connection §

Thus v is monotone. Dually, we can prove that a est monotone as well.
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Proposition 11.12 — Iteration of adjoints ]

-
Let (C,<) = (A,C). We have
— yoaoy=1
-~ aoyoa=a

Proof. We will only prove the first point. The second can be obtained by duality.

Let ¢ € C, a = a(c) and ¢ = y(a). By reflexivity of <, we have ¢’ < v(a). By the
definition of GALOIS connections, we have a(y(a(c))) = a(d) C a.

Moreover, v o « is extensive. Thus, ¢ < 7o a(c). And since « is monotone, a(c) C
aovyoalce).

By antisymmetry, yoa oy = 1. O

,_{ Definition 11.14 — Soundness ]

.
Given a GALOIS connection (C,<) == (A,C), we say that a € A is a sound
@3

approximation of ¢ € C' if
c < (a)

Let f:C — C and f%: A — A. We say that f% is a sound approximation of f if
foy<nyoft

More generally, let n € N. Let f: C"® — C and f%: A® — A. We say that f%is a
sound approximation of f if

V(ai,...,an) € A", f(y(a1),...,v(an)) <vo fﬁ(al, ooy p)

Here, we have tacitly lifted < pointwise: f o~y < o f* means that
Va € A, foy(a) <o fi(a)

We will do so in the following.

Proposition 11.13 — Alternative definition of soundness ]

Given a GALOIS connection (C, <) = (A,C),f:C = Cand ff: A— A. We

o
have

foy<vyoff<=aofoyL f

Proof.
(=) We assume that foy <vyo ff Let a € A.

for(a) <vyofila) = aofoy(a)Caoyo fi(a) { since « is monotone §

since aco+y is contractive S
C
= aofoy(a) C fHa) z and C transitive
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(<) We assume that avo foy C f%. Let a € A.

aofoy(a)C fia) = ~yoaofoxy(a)<yo fia) { since v is monotone §

i i tensive
_ ﬁ since v o « is ex S
= fon(a) <vyo fia) Z and < transitive

O]

This introduction may justly seem a bit arid and inelegant. The goal is to quickly
come to the requirement of an abstraction to be able to state the interests and drawbacks
of this framework.

To build an abstraction, we would like a way to abstract soundly loops that are
defined by a least fixpoint. For this purpose, there are various fixpoint transfer or
fixpoint approximation theorems.

To actually build an analyzer, we expect the abstract semantics to be inductively
defined. In particular, if we denote [S] the semantics of a statement S, and [S]* its
abstract semantics, as we have [Sp;S1] = [S1] o [So], we need to have [Sp;S1]f =
[S1]* o [So]*.

The first theorem is very strong: under constraining assumptions, the least fixpoint
of the abstract transfer function is the abstraction of the least fixpoint of the concrete
transfer function. This is much stronger than stating it is a sound approximation.

’_[ Theorem 11.2 — Exact fixpoint transfer }

v
Let (C,<) == (A,C) be a GALOIS connection between complete lattices. More-
(63

over,let f:C = C, ff: A— A, c € C and a € A such that
— f is continuous
— f* is monotone
~aof=floa
- afc)=a
then

a(lfp, f) = lfp, f*

J

We will not prove this theorem since we will not use it: its assumptions are not
realistic. The requirement of f* being monotone is generally not matched, especially
when abstracting loops. Moreover, the requirement o f = f* o« is also utopian: asking
1% to preserve best abstractions is not realistic for expressive abstractions.

Even if we relax this last point, the resulting theorem is not so usable.

'_[ Theorem 11.3 — Approximate fixpoint transfer ]

g
Let (C,<) == (A,C) be a GALOIS connection between complete lattices. More-
(0%

over,let f:C = C, ff: A— A, c € C and a € A such that
— f is continuous
— f* is monotone
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~aofC fioa
- alc)=a
then
a(lfp, f) C lfp, f*

Even the requirement o f T f% o v is too strong in practice. Assuming we have
ao[So] C [So]f o and a0 [S1] T [Si]* o a.

ao[Si]o[Se] C [Si]¥ oo [So] { by hypothesis §
C [S1]¥ o [So]f o« { by hypothesis and if [S;]* is monotone §

Thus, for the abstraction to be compositional, we need all the elementary abstract
transfer functions to be monotone, and not just the compound transfer functions of loop
bodies.

To summarize, the GALOIS connection framework requires to have a best abstraction
map. Even with realistic abstractions, the best abstraction may not exist. Moreover,
the approximate fixpoint transfer theorem needs the monotony of all abstract transfer
functions. On the plus side, the characterization of soundness using a (a0 f oy C f*#)
defines a lower bound on ff. Thus, the best f* possible is this lower bound. We get
a generic way to derive the best abstract transfer function from the concrete transfer
function and the abstraction relation.

11.3 Concretization Framework

A related approach is to only use a concretization map. In this case, the concretization
explains the concrete meaning of an abstract element. By dropping the abstraction map,
we only have a way to check whether an abstraction is sound, but no generic way to
deduce the abstract transfer function.

In this framework, we have an abstract complete lattice (A, C) and a concrete com-
plete lattice (C, <). We also have a monotone map v : A — C to interpret abstract ele-
ments. The notion of soundness of definition 11.14 “Soundness” (page 147) still stands.
GALOIS connections enforce a relation between the order of abstract and concrete lat-
tices. Of course, even without abstraction function, we need to have some constraints
as well, in particular: I is a sound approximation of A.

Fixpoint transfer theorems (theorem 11.2 “Exact fixpoint transfer” (page 148) and
theorem 11.3 “Approximate fixpoint transfer” (page 148)) are not applicable here, we
need another one.

Theorem 11.4 — Fixpoint approximation ]

Let (A,C) and (C, <) be complete lattices, and 7 : A — C' a monotone map. Let
f:C = C a monotone map, f*: A — Aand a € A. If
~ foy<~of% f'is a sound approximation f,
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— f%a) C a: a is a post-fixpoint of f¥,
then a is a sound approximation of 1fp f, i.e.

Ifp f < v(a)

Proof. We assumed, f*(a) C a.

< v(a) { by monotony of v §
since f* is a sound approximation

< 7(a) L
of f and by transitivity of <

The proof of the lemma of TARSKI's theorem (lemma 11.1) states that

tp f= N\{z €C|f(z) <z}

Thus
Ifp f < v(a)
]

Of course, this theorem is still valid in the context of GALOIS connections, but this
context introduces more hypotheses (and thus, constraints) that are useless in this case.

We can note that the monotony requirement on the concrete transfer function is not
prohibitive: usually, concrete transfer functions map set of states to set of states, using
a bigger set of preconditions may only returns a bigger set of postconditions.

We can also check that the soundness condition is compositional. If we have [Sp]oy <
v o [So]* and [S1] oy < 7o [S1]*

[S1] 0 7 o [So]! by soundness of [S]* S

and monotony of [S1]
v o [S1]* o [So]* { by soundness of [S1]* §

[Si]o[Sol oy <
<

There is no monotony requirements on abstract transfer functions anymore.
Here, the difficulty is to get a post-fixpoint of f¥ in a constructive and automatic
way.

Definition 11.15 — CPO (complete partial order)
A poset £ = (E,C) is a CPO (complete partial order) if

V chain C C E,UcC exists

Proposition 11.14 J

Every complete lattice is a CPO.

Proof. In a complete lattice £ = (F,C), for all X C F, UgX exists. Thus, this is true
for chains, in particular. O
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'_[ Theorem 11.5 — KLEENE fixpoint theorem ]

Let £ = (E,C)bea CPO, f: F— Fanda € E. If a C f(a) and f is continuous,
then lfp, f exists and

Ifp, f =Ue{f"(a) | n € N}

where f™ is the n' iterate of f.

. J

Proof. By hypothesis a C f(a). Since f is monotone, it preserves the order, thus
vn €N, f*(a) C f"!(a)

hence
¥(m,n) € N> ,m <n= f"(a) C f"(a)

Thus, I := {f"(a) | n € N} is a chain and, since E is a CPO, LgI exists.

fUel) = Ug{f"(a)|neN} { since f is continuous §
= Ug{Ue{f"™(a) |n € N},a} {sinceVn e N,a< f""(a) §
= Ugl
SoUgl efpf.
Moreover, Vz € fp f,a C 2 = (Vn € N, f"(a) C z). So Ugl = lfp, f O

This theorem has a stronger hypothesis than TARSKI’s, but it provides a constructive
way to get the fixpoint. Sadly, this requires countable iteration (so infinite in general).
But, we can get a sound approximation of the limit with finite iteration. For that, we
need an over-approximation of the union that guarantees convergence in finite number
of steps.

Definition 11.16 — Widening

Let (C, <) be a concrete complete lattice, (A,C) an abstract poset and v : A —
C the concretization map. A widening operator over A is a binary function
V : A2 = A such that:
— V(x,y) € A% v(x) V v(y) < 7(xVy) (over-approximation of V)

— for all sequence (a;),c € AN of abstract elements, the sequence (b;);cy € AN
defined by
l ap ifi=0
)i =
] b;—1Va; otherwise
is stationary.
In fact, in general, a widening works on sequence prefixes and previous result, but

in practice, they just work with the last element of each prefix, making the widening a
binary function.
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'_[ Theorem 11.6 — Widening-based fixpoint approximation ]

Let (C,<) be a concrete complete lattice, (4, C) an abstract poset, v : A — C
the concretization map and V a widening operator on A. Let f : C' — C be a
monotone map and f*: A — A be a sound approximation of C.

We define the sequence (a;);cy € AN by

1L ifi=0
a; =
! a;i_ 1V f4a;_1) otherwise

then
— a is stationary, and we denote [ its limit,

— lfp f <~(0).

. J

Proof. From the definition of widening, it is very direct that a is stationary. We let
N € N such that Vn e Nyn > N = a,, = [.
We have

(1) <) vy (f”(l))

by definition of V. Since the widening is a sound approximation of V, we have
W) v (F0) <y (19F0)

And since [ is the limit of a, we have | = [V f*(1), thus, y(I) = v (IV f*(1)). By transitivity
of <:

and by antisymmetry (1) = v(1) Vv (f*(1)), thus v (£*(1)) < v(1).
By soundness of f?, we have

and by transitivity

that is y([) is a post-fixpoint of f.
Thanks to TARSKI’s theorem’s lemma, we know that f indeed have a least fixpoint,
and

lfp f = N\{z e C|f(x) <}

Thus,
Ifp f < ~(1)
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Here, we used a very permissive definition of the widening: it is a sound approxima-
tion of the concrete V. The drawback is that [ is not necessarily an abstract post-fixpoint.
We may strengthen the definition of the widening by replacing the condition

V(z,y) € A% ~y(z) Vy(y) < v(zVy)

by
Y(z,y) € A%,z Uy C 2Vy

which implies that we have an abstract lattice (and not simply a poset). Since L is
a sound approximation of V, by transitivity, this version implies the definition 11.16.
Moreover, we can prove directly that [ is an abstract post-fixpoint, and we obtain the
result by using the theorem 11.4 “Fixpoint approximation” (page 149).

We can remark that the proof of theorem 11.4 uses the fact that [ is an abstract post-
fixpoint only to prove that «(l) is a concrete post-fixpoint; so it may look dubious to
use a stronger hypothesis to make the same proof, with additional steps. In the context
we presented here, having an abstract post-fixpoint is indeed not very interesting, but
it is if we want to check the result of an analysis: we cannot do much from the only
knowledge that «([) is a concrete post-fixpoint, but we can check that [ is an abstract
post-fixpoint without knowing anything about the concrete world, or the widening.

To ensure termination, widening may lead to a loss of precision. To refine our
approximation, there is a similar notion that is an over-approximation of the intersection
and enforce convergence in finite time: narrowing operators. It is good to emphasize
that narrowing operators are not dual widening: a widening must go past the least fix
point, while a narrowing must stay above. A dual widening would go under the greatest
fixpoint. Narrowing will not be detailed much more, as they are not relevant for the
following.

Of course, being able to perform sound approximations of union, intersection and
least fixpoint is mandatory, but the semantics contains probably more than that. Com-
monly, the semantics is expressed by composition of such operators and elementary
transfer functions, e.g. assigning a variable, of enforcing a condition. For each transfer
function, we need a corresponding sound approximation. The set of all these approxi-
mate transformers, with the explicative concretization, forms an abstract domain. The
concretization is useful to justify the soundness of the analysis, but it does not appear
in the implementation of an abstract domain.
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Chapter 12

Product of Abstract Domains

BSTRACT DOMAINS only keep partial information about the state of the program.
Necessarily, the imprecise knowledge of the state may be too coarse to be able to
check the interest properties.

Imprecision has two main sources. Firstly, abstract domains may be not as good
as they can be. There are two possible reasons: abstract transfer functions may not
be as precise as possible, or widening may be too brutal: by enforcing a very quick
termination, we may have a very imprecise approximation of the least fixpoint. These
are two kinds of loss of precision, but they can be solved by improving the domain,
without changing the kind of property it handles. Depending on the case, we can improve
abstract transfer functions, or use a more cautious widening whose termination will be
slower, but approximation better. This kind of imprecision is common: usually, we do not
implement abstract transfer functions optimally, but only well enough for existing cases.
Likewise, widening is always heuristic, and depends on the application. Fortunately,
improving a domain is usually easy. But sometimes, this is not enough: the domain is
simply not suited to the problem.

The other kind of imprecision is more fundamental: an abstract domain is bound
to a certain kind of properties. One may remember the range of variables or parity of
variables, for instance. An abstract domain may also handle linear relations between
variables, or modular equalities. We can abstract any kind of properties but, a priori,
each domain takes care of one kind of property.

1 void £() {

2 unsigned int x = random_between(0, 10);
3 unsigned int y = 42;

4 unsigned int z = y + Xx;

5 Z =2 - X;

6 assert(z == 42);

7

Listing 12.1: When merging two instructions can improve precision

155
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When precision is lost between two statements, we may either consider more expres-
sive properties that allows domains to keep their precision, or smash the two statements
in a single call to a complex abstract transfer function. Indeed, the abstraction of the
sequence of two statements can be more precise than the composition of the abstraction
of each statement. For instance, in Listing 12.1, if we can only remember an interval
of possible values for each variable, after line 4, z is in the interval [42,52]. After line
5, we would get the interval [32,52], thus we do not manage to prove the assertion. If
we merge statements of lines 4 and 5, we can simplify them to z = y, which make the
assertion easily provable. This method can work, but the number of transfer functions
would explode, and the adequate grouping of statements may depend on domains. Thus,
we prefer to handle more expressive properties, while keeping a constant instruction-wise
granularity.

If the imprecision must be solved using a property that is not representable in the
abstract domain we use, we need a new adequate domain for this kind of properties. In
the example of Listing 12.1, we need to remember the linear equality z = y + x. Just
adding an abstract domain do not solve this issue: they must cooperate. If they do not,
from the point of view of the other domains, nothing changed and the same imprecision
will happen. This chapter is about how we can make domains to cooperate. One can
find further references in [CC79; CCF13].

12.1 Example: When Reduction is Needed

1 void £(O) {

2 int v = 1;

3 while(v <= 10) {
4 v=v + 2;

5 }

6 if (v >= 12) {

7 // error

8 }

o X

Listing 12.2: A program that requires two domains

We consider the program on Listing 12.2. We assume we have a very common domain:
the interval domain. This domain represents the value of each variable by an interval
of possible values. We look at the values of v at the top of the loop (before testing the
condition). At the first iteration, it is [1,1]. Let us run the loop using only the union
(without widening) to get most precision. We can do that here since it will stabilize in
finite time. Another approach is to use a widening that will perform n unions at the
beginning before returning Z, and we choose n big enough.

After one iteration, v has value 3; the value at the top of the loop is now [1,3]. All
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values in the interval are lower than 10 thus everything enters the loop. After another
iteration, we get [1,5], and so on. After 5 iterations, we have [1,11]. Something is
different here: only [1, 10] enters the loop again, and [11, 11] exits the loop. Since the
previous state was [1,9], we do not have a fixpoint yet: 10 is a new possible value. It is
interesting to remark that 10 is not possible in the concrete execution since v is always
odd. We perform another iteration, and we end with [1,12] at the top of the loop. Here
[1,10] enters again and [11,12] exits. We reached a fixpoint. The Table 12.1 sums up
the abstract properties at each iteration. In green, we show the inductive invariant that
holds at the beginning of loop’s body.

Number of iterations ‘ 0 1 2 3 4 5 6

Interval at the top of the loop | [1,1] [1,3] [1,5] [1,7] [1,9] [1,11] [1,12]
Interval staying in the loop IL,1] [1,3] [1,5] [i,70 [1,9] [1,10]  [1,10]
Interval exiting the loop 1] %) %) %) g [11,11] [11,12]

Table 12.1: Abstract properties at each iteration

Before the line 6, possible values, according to interval domain are [11,12]. Thus, it
seems possible to enters the body of the if-statement, which is an error. However, since
v is always odd, the value at the end of the loop is in fact only [11,11], but interval
domain is unable to handle holes in intervals.

We need another domain: parity domain. This domain remembers whether variables
are even, odd, or might be both. Let us run the example with this domain. Initially, v is
odd. In the loop, v stays odd: fixpoint is reached in only 1 iteration. Before the line 6,
v can only be odd. This analysis still detect wrongly the error since some odd integers
are greater than 12.

If we make an analysis using both domains, before the line 6, we know that v €
[11,12] Av = 1[2]. Without cooperation, we would make the same mistake as before,
and we would get v € [12,12] Av = 1[2] inside the body of the if. To improve the
precision and avoid the error, we need to be able to use each abstract property to refine
the other. In this case, we can see that v € [11,11] Av = 1[2] has exactly the same
concretization as v € [11,12] Av = 1[2]. But this improved version will not enter the
if-statement. Similarly, we could refine v € [12,12] Av =1[2] into v € FAv € Lparity
since both have an empty concretization.

In this case, we could argue that a first parity analysis would be enough to know that
v is odd, and it could feed the interval analysis with this property to get a precise analysis.
But this method does not work if the parity domain needs information from the parity
domain. For instance, if we replace the constant 2 by the expression rand(10) /1000 + 2
(which is equal to 2), the parity domain will not be able to understand by its own that
v is odd: it needs the interval domain to simplify rand(10)/1000 into 0. The ill-
willer could argue that this problem can be solved by performing alternating interval
and parity analysis, but that would just give extra work to communicate information
between domains.
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12.2 Reduced Product

Before improving abstract states, we have to make composite domains from two indi-
vidual domains.

'_[ Proposition 12.1 — Product of complete lattices ]

Let (E1,C4) and (F3,C5) be complete lattices. Let E := F; x Fy and C be the
relation on E defined by

V((x1,22), (91,92)) € E?, (1,22) E (y1,92) 1 21 1 y1 Awz Co

(E,C) is a complete lattice.

Proof. We can indeed check the minimum in F is (L1, 15) and the maximum is (T, T2).
Similarly, least upper bound and greatest lower bounds are applied pointwise: let A C F

UA:=(U{z € E1|(z, )€ A}, L{y € Eo| (_,y) € A})
MA:= (Mi{z € E1 | (2, ) € A},T{y € E2|(_,y) € A})

A similar result holds for GALOIS connections.

'_[ Proposition 12.2 — Product of GALOIS connections ]

Let (C,<) &= (A1,C1) and (C, <) S5 (As, Ca).
a1 a2

Let A:= Ay X Ag, v := (z,y) € A y(z) Ay2(y), o :=c € C — (ai(c),az(c))
and C be the relation on A defined by

Y((21,22), (y1,2)) € A2, (21,22) T (y1,92) & 21 T1 y1 Az T2 Yo

We have (C, <) == (4,C).

«

Proof. Obviously, a and v are monotone.

Since « is monotone, and a1 oy and a7 o v are contractive, « oy is contractive as
well.

Similarly, v o « is extensive.

Using the alternate definition of GALOIS connections (proposition 11.11 “Alternative
definition of GALOIS connections” (page 146)), we have the result. O

It is interesting to remark that the concretization is the intersection of both con-
cretization maps. Indeed, since both domains are sound, the concrete state is lower than
the concretization of both abstract states, thus, it is lower than the intersection. We can
also understand it in terms of properties: if two properties hold, the conjunction is true
as well.
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This gives a way to improve the abstract states using each other. In the context of
the previous proposition, let us define

p:A— A
(z,y) = (a1 (1 (2) A72(y)), a2(n(x) Aya(y)))

that is, p = ao~y. The concretization allows each domain to contribute to the overall
precision, and by abstracting again, we gain a more precise abstract state. We indeed
know that « o~y is contractive.

This is the best possible improvement. Moreover, we can easily check that it is still
sound, i.e.:

Va € A,v(a) <vop(a)

We could also say that p is a sound approximation of the identity. Indeed, since
¥

(07 g) — (A7 E)) we have
[e%

vopla) = ~oao~y(a) { by definition of p §
— ) by proposition 11.12 “Itera-
A tion of adjoints” (page 147)

Which is even stronger, but it is not the point here.

However, this reduction operator is not usable in practice. First, we need to use
the GALOIS connection framework. We explained in section 11.2 “GAL0OIS Connections
Framework” (page 145) why this framework is usually too strong to be usable in prac-
tice, in particular, the abstraction map does not always exist. Moreover, even with an
abstraction map, the concretization is often very expensive to compute in general, if it
terminates. As a consequence, this direct definition is not usable in an implementation.
An alternative approach is not to go by the concrete world but compute, by hand, the
reduction operator, thanks to this definition, and implement the resulting operator. This
method may seem appealing but fails in general: the reduction operator may still be
very expensive to compute, and we need to compute it for all combinations of abstract
domains. Moreover, we still need the theoretical framework of GALOIS connections.

We need another way to perform reduction. It might be an approximate reduction
but it has to be efficiently computable and implementable modularly.

12.3 Partially Reduced product

Usually, fully reduced product is not necessary, but we need an effective reduction
method and, to be able to implement it in practice, we need it to be modular: adding a
domain should not require to update all existing domains.
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Definition 12.1 — Sound partial reduction

Let D be the concrete domain and Dﬁ and Dg be abstract lattices with respective
concretization v : D? — D and s : Dg — D.
p: D§ X Dg — D§ X Dg is a sound reduction operator if

V(al,ag) € D? X Dg, let (bl,bg) = p(al,ag) in
y1(a1) Ny2(az) € v1(b1) N y2(b2)

Morally, we want to improve a; and a9, so in most cases, by C1 a; and by Co as. But
this is not a requirement and, indeed, it is not always verified in real-world domains.

The solution to make a real-world reduction operator we will describe here is ex-
plained in detail in [Cou+06b]. The point is to use an abstract lattice TO*, called
communication channel, common to all domains, that allows them to communicate. We
are also given a concretization ;¢ : IO* — D where D is the concrete domain.

Each abstract domain D¥ (with concretization ) features two additional functions:

EXTRACT : D! x TO¥ — 10!
REFINE : Df x TO¥ — D*

Of course, we need soundness requirements:

~ Ya € D* Vio € I0%,v(a) N0z (i0) € v70:(EXTRACT(a, i0))

~ Ya € D¥ Vio € I0%,v(a) N0z (i0) C v(REFINE(a, i0))

EXTRACT function enriches the content of a communication channel given an abstract
element. REFINE uses the content of a communication channel to improve an abstract
element.

The communication channel must be able to represent all properties that are inferred
in a domain but used in another one. It is a conjunction of a lot of properties, but there is
no transfer function in the communication channel. Adding a new kind of property does
not imply more work, especially, all EXTRACT and REFINE functions are unchanged:
they respectively never emit such property and ignore it. We just need to update the
EXTRACT function of the domain that deduces the interesting property and the REFINE
function of the domain that uses it.

The way we achieve that is merely technical and very dependent on the language we
are using. We will simply detail how it is done in ASTREE as an example to demonstrate
that this is perfectly feasible.

In ASTREE, we use in fact two communication channels according to the kind of
communication we need. This implies that each domain implements two versions of
EXTRACT and REFINE.

ASTREE uses a product of a lot of domains; the product orders them, and their
abstract transfer functions are evaluated in this order. The first channel follows this
evaluation order, it is called input channel. Each domain receives the state of the com-
munication channel corresponding to the precondition and the postcondition, and can



12.3. PARTIALLY REDUCED PRODUCT 161

refine the postcondition. The constraints on the precondition come from the postcon-
dition of the previous statement and the postcondition comes from T;o: that has been
refined by domains that have been run already. With this communication channel, in-
formation only flows from left to right, as domains are used. Once all domains have
been run, the postcondition is refined by all domains and used as the precondition for
the next statement.

Input channel is implemented as a product type, each field storing some kind of
property. Domains read only fields they can use and update fields they can refine. If
we need to add a new field, we just have to update the type definition and the initial
value T ;o¢. Domains, by default, will simply ignore this field and never refine it, which
is safe. To implement a reduction, we need to make the sender domain to refine this new
field, and the receiver domain to read it and refine its own internal state accordingly. In
this kind of communication, each domain communicates information without knowing if
it will be used. It may seem uselessly costly, but we will see in subsection 13.2.2 “The
Tree of Relational Numerical Domains” (page 167) that memoization and laziness make
unused communication almost free.

The other kind of channel is more active: domains are allowed to emit some con-
straints they judge to be especially interesting. This channel, called output channel,
allows two kinds of communication: to all domains (broadcast channel) or only to un-
derlying domains (domains on the left, those that have been run before). Each concerned
domain refines its internal state using the constraint. This communication channel allows
information to be sent back to first (leftmost) domains.

Output channel is implemented using a sum type, each constructor representing
some kind of property. Domains emit only constructors corresponding to properties
they can deduce, which may be none: domains are not required to emit anything in the
output channel. However, domains must be able to refine their internal state using such
constraint. Unknown (or irrelevant) properties are ignored, which is safe. To enrich the
output channel, we just need to update the type definition: new constructors are ignored
by default by a catch-all pattern. To add a new reduction, once again, we just need to
update the sender and the receiver.

This way of building reduction operators is easily implementable in practice, can be
made efficient and precise enough. This is a very parametric framework. It has another
benefit, but theoretical: just as implementation is distributed across domains, soundness
proofs are also distributed. Indeed, we simply need to prove the soundness of EXTRACT
and REFINE functions of each domain to get the soundness of reduction operator.

Yet, we must take care of termination: enforcing a constraint may generate new
constraints, causing new reductions and so on. We cannot simply iterate reduction
naively. Simple strategies solve this issue: like setting a maximum number of iterations
or performing reduction only in the directions allowed by a directed acyclic graph.
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Chapter 13

Astrée

OST OF THE WORK presented in following parts has been implemented in a develop-
ment version of ASTREE. ASTREE [Cou+01; Bla+03] is a static analyzer designed
to analyze critical C source code coming from automotive, avionics, astronautics, etc.

ASTREE stands for “Analyseur statique de logiciels temps-réel embarqués” (real-time
embedded software static analyzer). The development of ASTREE started in November
2001 and is still going. Due to its applications, ASTREE has some limitations like a
limited support of dynamic allocations or the absence of support of variable-length arrays
(VLAs). ASTREE is based on abstract interpretation and is sound: it finds all possible
errors. It has some industrial successes like the proof of absence of RTEs in the primary
flight control software of Airbus A340 and A380 fly-by-wire system and in the automatic
docking software of the ATV*, the cargo spacecraft developed by the ESA' to resupply
the ISS* (see [Cou-+20]).

ASTREE has been extended in ASTREEA [Cou+06a] (which stands for “Analyseur
statique de logiciels temps-réel asynchrones embarqués” (real-time asynchronous embed-
ded software static analyzer)). The main improvement of ASTREEA is the capacity to
analyze multi-threaded software. The name ASTREE is both used for the historic version
and the family, in particular, nowadays ASTREE usually stands for ASTREEA, which is
the last released major version. Marketed by AbsIntS, ASTREE has now many industrial
applications.

The changes explained in the following parts are implemented in a development
version of ASTREE, called ASTREES (ASTREE for Security). ASTREES is developed on
top of ASTREEA and may become the next major version of ASTREE family.

In the following, we will detail some implementation aspects of the work presented
hereafter. To introduce the context required for these remarks, in this chapter, we
present the architecture and some implementation details of ASTREE.

*Automated Transfer Vehicle

"European Space Agency

HInternational Space Station

S AbsInt Angewandte Informatik GmbH, https://www.absint.com/
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13.1 Overview of the Architecture

ASTREE is written mostly in OCAML [Ler+20], with a few parts in C. ASTREE makes
an intensive usage of OCAML modules and functors. First, let us describe the global
architecture of ASTREE.

ASTREE includes its own C parser that is able to parse custom analysis directives
that are included in source code thanks to specific syntax extensions. Parser represents
C programs in an abstract syntax tree (AST) of a format called C. This format is very
syntactic: typing is not checked yet, redundant constructions are neither simplified nor
unified, even parenthesis in arithmetic expressions are still mentioned in this AST.

The C tree is not directly usable. It is translated to another AST called Cc (or
Cc_code). This tree is much more elaborated: it contains types at all expression nodes
and operators. Variables and functions are identified by integer unique identifiers (UID)
to solve explicitly scoping. Some syntactic sugar is removed, but we keep as much syn-
tactic information as possible¥. For instance, Cc have only one node for loops, but with
optional fields to represent while-loops as well as for-loops without transforming them
into a while-loop. This is because syntax carries some good hints about the semantics
that can be very useful for heuristics. For instance, in a for-loop, it is usually very easy
to find the variable that acts as loop index and adapt the abstraction accordingly. It
would be clumsy to compile for-loops to while-loops and trying to decompile while-loops
to get information that was explicit in the first place.

The Cc AST is not processed enough to be easily used. It is translated a last time
to another format called Graph. In contrast to what the name may indicate, it is not a
CFG, but still an AST with horizontal links, for instance between goto-statements and
labels, because they are not syntactically linked; yet, control flow nodes that are more
local (like loops or conditional branching) are still represented as subtrees. This format
contains almost all the information that may be computed statically and that is useful
during the analysis. For instance, goto-statements are annotated with the set of variables
to remove and to add. Another interesting point is that expressions are function call-
free. Function calls are represented by a separate node, just as we did in ASCLEPIUS
(see chapter 4 “A Minimal C-like Language” (page 43), and especially definition 4.3
“Statements” (page 44)). Indeed, when function calls are ordinary expressions, the
semantics is more difficult to define since function calls imply running statements. Graph
AST also includes synthesized code, in particular “glue” code added before and after
function calls to initialize parameters variables (to the expressions in arguments) and to
copy the returned value in the variable from the function call. Graph tree is the format
on which we run the analysis.

Other things need to be done initially. A very important one is to instantiate abstract
domains according to configuration (coming from files and command line). ASTREE
uses a composite abstract domain made of a stack of parametric domains (including a
product of domains). This is implemented with OCAML functors and will be detailed in

TFrama-C does the exact opposite in CIL (C Intermediate Language) (see [Nec+02]): it removes all
redundant syntax features.
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section 13.2 “Composite Abstract Domain” (page 165).

ASTREE instantiates also a central component: the iterator. This is the module
that iterates over the Graph tree and calls appropriate transfer functions of the abstract
domains. It will be detailed in section 13.3 “The Iterator” (page 169). Morally, this is the
only part that is language-dependent. Abstract domains should be seamlessly pluggable
into another interpreter designed for another language. Of course, the separation is not
that strict, especially because the transfer functions we need in domains depend on the
features of the language. We can compile any language to use a minimal set of transfer
functions, but this would mean to give up information that is obvious in the first place.
This is the same kind of trade-off that we discussed when examining the question of
loops. We can have a lot of transfer functions, some of them may be complex, while
keeping most original structure and information. The other strategy is to compile to a
reduced set of transfer functions, and we can expect them to be simpler. In this last case,
to get syntactic information, we need to reverse this compilation, which is not robust.
In most cases, in ASTREE, the chosen strategy is to keep the analyzed program as it is,
even if it requires more complex transfer functions.

13.2 Composite Abstract Domain

ASTREE uses a composite abstract domain made of a big tree of parametric abstract
domains. A parametric abstract domain is a domain that is defined with respect to
other domains. It can be seen as a function whose parameters and images are abstract
domains. Of course, there are non-parametric domains as leaves of the tree of domains.

They are several uses to parametric domains. They can simply be reduced product,
as presented in section 12.3 “Partially Reduced product” (page 159) (and [Cou+06b]), or
the improved product explained in Part IV “A Reduced Product with Ghost Variables”
(page 229). Indeed, given two domains the reduced product builder produces a new
domain that have the expressive power of both domains. By iterating, we can generalize
this product to take an arbitrary number of domains to combine.

Another application of parametric domains is to change the type of abstraction.
For instance, from a domain that abstract sets of integers, we can build a domain that
abstracts memory states by mapping each variable to an abstract state of the underlying
domain. This abstraction is non-relational: each variable is abstracted independently of
each other.

ASTREE uses these two kinds of parametric domains. On the top (i.e. closer to
the interpreter, the outermost domains), there is a stack of domains that abstract away
several kinds of language features. On the very top, they abstract executions traces with
concurrency, while the domain at the bottom only abstracts numbers. Consequently,
each domain has its own signature (module type) adapted to the type of the concrete
domain. This stack of domain is thus very rigid: they cannot commute since we need to
simplify the type of the concrete domain from the outside to the inside.

Under this stack of domains, there is a tree of reduced product of relational numerical
domains. At this level, pointers have already been simplified, domains only see physical
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memory cells. These domains abstract set of maps from memory cells to integers of
floating-point numbers. The leftmost domain of this tree is particular: it is a non-
relational domain build from a domain that abstracts set of integers or floats, as explained
previously. In fact, this underlying domain is also composite: it is a product of domains
that abstract numbers, like the interval or the parity domains used in the example of
section 12.1 “Example: When Reduction is Needed” (page 156).

Let detail each part from the bottom.

13.2.1 The Tree of Non-relational Numerical Domains

At the very bottom of the tree, there are two products of non-relational domains: one
abstracts integers and the other abstracts floating-point values.

These domains are very simple and their interface is as well. For instance, they
cannot evaluate directly any arbitrary expression, but they provide transfer functions
for elementary operations only. They are like abstract pocket calculators.

Their reduction possibilities are also limited. Transfer functions do not directly take
communication channel on the pre- and postcondition. Here, communication is made
separately.

Both trees (integers and floats) are lifted to a domain that abstract functions from
memory cells to values. Memory cells are typed, thus, we know which should map
to integer abstract value and which should map to floats. The lifter domain fulfill
other tasks. Especially, it manages iteration on underlying domains and communication
between them.

From a theoretical point of view, the non-relational composite domain abstracts an
element of P (C — V) (where C' are memory cells and V' the set of possible values) into
an element of C' — P (V). For instance

(60 6:3)
{GH{L?}

b— {1,2}

losing the relation a = b. Indeed, its concretization is

(Go)-Go3)- 6oy G

Then, the abstraction of P (V') is delegated to underlying domains. Likewise, the
implementation of such a domain usually works with an associative container from C' to
elements of the underlying abstract domain.

This composite domain is very imprecise, as it is unable to establish relations between
variables, but on the other hand, it is very efficient both in time and memory consump-
tion. Moreover, this domain is able to run, even imprecisely, any kind of expression: it
has an opinion on everything, even if it is not an accurate one.

is abstracted into
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13.2.2 The Tree of Relational Numerical Domains

A non-relational domain is a special case of relational domain. From the non-relational
composite domain, and other (actually) relational numerical domains, we build a prod-
uct of domains that abstracts elements of P (C'— V). This product implements more
finely communication between domains, and the signature of these domains is much
richer than non-relational domains. Non-relational domains define functions only for
elementary arithmetic and logical operators. On the opposite, relational domains di-
rectly run statements, like assignments. This allows domains to evaluate expressions by
induction according to their own abstract semantics, or to pattern-match expressions to
detect expressions of a certain form (e.g. linear combinations) for specific treatments.

Input channels are implemented as a product type of functions. Each field answers
a single kind of question, for instance, one of them tells if two variables are equal: it
takes two parameters (variable identifiers) and returns a Boolean value. Of course,
precomputing all possibilities for each field may be very expensive, and most of them
are never used, thus fields implement lazy computation with transparent memoization,
so only used properties are computed, and only once. This way, unused properties have
a negligible cost.

The downside of using functional values is that they are hard to debug. Indeed,
when there is a bug in such a function, it should be understood in the context where this
function was created, and not in the context of execution (when the bug appears). But
when the bug appears, the context of creation of the function does not exist anymore.
This observation will explain several choices in the following.

13.2.3 The Stack of Domains

The relational numerical domain is not sufficient to analyze C programs. This domain is
thus gradually adapted to a domain that is able to take all aspects of C into account by
a stack of parametric domains. The resulting composite domain is drawn on Figure 13.1,
and domains of the stacks are detailed below, from bottom to top.

1. Pointer domain. It builds a domain that is able to abstract pointers and numerical
variables using a domain that abstract numerical values. It takes the composite
relational numerical domains in parameter, and uses it to represent directly nu-
merical values or the offset part of pointers. This domain is explained in detail
in [Min13; Min06]. This domain is not able to handle dereference: it knows what
pointers point to, but at its abstraction level, variables are memory cells and ex-
pressions do not longer contain indirections: they are solved by the immediately
upper domain: struct domain.

2. Struct domain. This domain abstracts C aggregate types (structures, union and
array). Also, it resolves pointers: above this domain expressions can use C vari-
ables and dereferences; under it (like in pointer domain), expressions contain only
physical cells, and indirections are solved and thus absent from expressions. To
resolve dereferences, it uses points-to information given by the pointer domain.
This domain is also exposed in [Min13; Min06].
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Non-relational numerical domain

Figure 13.1: Structure of the composite domain of ASTREE

3. Parallel domain. Real-world programs are often multi-threaded. The parallel

domain allows analysis of multi-threaded programs using a rely-guarantee method.
Underlying domains have the responsibility to track the effect of assignments and
to apply the effect of assignments performed by other threads. Nevertheless, except
these operations, that are explicit, underlying domains run the program as if it
was in a single thread, so without worrying about multi-threading. One can find
details about this domain in [Min13; Min14].

Trace domain. Trace domain allows state partitioning according to an automaton.
We will not be interested anymore in this one.

Environment domain. Under this domain, execution traces seem uninterrupted.
To handle discontinuity in control flow (like goto, continue, break or return state-
ments), environment domain implements unsynchronized iterations (see [CouT78]).
This domain receives commands that describe the control flow. For instance when
it receives the command corresponding to a goto, it suspends the current execu-
tion, and restores it only when it gets the command signaling the corresponding
label. The way this domain works is explained more precisely in section 17.2
“Intra-function Near Jumps” (page 212), as we extend it to handle another kind
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of jumps using a method very similar to what is already implemented.

6. Partitioning domain. This domain performs partitioning according to the trace
prefix: whether it went through an if, or through the else, for instance. This
part is not very interesting to us. Nevertheless, as it is just under the iterator, it
has special duties. In particular, the iterator prepares the function that performs
the analysis of a C function and gives it to the partitioning domain to stabilize
backward gotos and handle return statements.

13.3 The Iterator

The composite domain that we have described defines the type of abstract values and
transfer functions to act on abstract values. The iterator is in charge of reading the
program and calling transfer functions accordingly.

As input, the interpreter takes a program in the Graph format already mentioned.
We remind that this format is mainly an AST, and not a CFG. Iterating on a CFG
is simpler: one just has to identify loops, choose at least one widening node on each
loop (though this decision can be made dynamically) and use a worklist algorithm. This
algorithm keeps a list of nodes to update. At each step, it takes a node, updates it
according to its predecessors and if the condition is not stable, it adds the successors in
the list. This algorithm makes the abstract execution (the analysis) very different from
the concrete execution, and thus bugs of the iterator and domains may be difficult to
find and understand.

Moreover, transforming the program into a CFG drops most syntactic information,
that could help heuristics. There is another drawback with CFGs: we need to be able to
build it, making languages with dynamic jumps more difficult to handle. Even if pure
C does not have such dynamic jumps**, x86 has (and consequently, mixed C and x86
also). It is relatively easy to dynamically compute successors of a node, but we need to
dynamically chose widening-nodes as well. This is a uselessly complicated design.

In contrast, the AST approach has the main drawback to force the iterator to handle a
tree with a large variety of nodes, one for each language feature. It may also require more
transfer functions in the domains. Once again, it is a reasonable trade-off since it allows
domains to be more precise than they would be by decomposing complex operations into
elementary ones.

The AST approach is very similar to the inductive definition of a denotational se-
mantics. There is one tricky feature of C that is not obvious to handle: function pointers.
When a function is called through a pointer, we need to get the functions this pointer
can designate. For this purpose, the abstract value of the pointer must be concretized.
Usually, we avoid this operation as it can be costly and the concretization of an abstract
value can be a very large set, even infinite. Here, this is more reasonable: the concretiza-
tion cannot be bigger than the set of all functions of the program, which is usually not

**A GNU extension, called “Labels as Values”, allows pointers to labels. Function pointers are also
dynamic but it is more a problem of function calls, since they adapt poorly in CFGs.
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excessive. Then, we check there is no recursive calls. ASTREE does not handle recursiv-
ity: it is both very difficult to do precisely and useless since ASTREE is mainly dedicated
to embedded programs, which do not allow recursivity. To detect recursive calls, the
iterator relies on the partitioning domain which keeps information about past events,
such as function calls; if the same function is already present in the trace, the call is
recursive and an alarm is raised. Yet, the analysis continues normally for functions in
the concretization of the pointer that are not recursive calls. At the end of the analysis
of each possible function, postconditions are joined.

This strategy is very precise, as it inlines all function calls, but might be costly in
computation time. However, a weaker context-sensitivity is not sufficient for industrial
applications. Moreover, it has a serious consequence: the body of a function is analyzed
only if it is called. As it seems natural, it hides the fact that it forbids C longjmp. As
this function is close to an assembly jump between C functions, and this case actually
exists in industrial code, we will need to adapt the iterator accordingly.
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Chapter 14

Abstraction of Arithmetic and
Logic Statements

BSTRACTING assembly statements requires an enriched model compared to C. Yet,
A additions and modifications are not trivial and motivated by the semantics of as-
sembly instructions. For these reasons, to make the explanations clearer, we will not
detail the model, then the abstract semantics etc. Rather, we will show how to abstract
statements by category, introducing elements of the model progressively.

We start by showing the abstraction of arithmetic and logic statements, as they are
the simplest. Especially, this class of statements is simple enough so that we do not
really need to detail the abstract transfer functions, but we show the consequence they
have on the modeling.

14.1 Model

Assembly instructions, unlike C statements, can access registers. We need to abstract
them in such a way that their values are persistent between instructions. Otherwise, any
write to a register would fall into oblivion and reading it would give the most general
value T. Abstracting general-purpose registers as C int (or unsigned int) variables
is, of course, not wrong, but it is not sufficient either. This question will be explored in
the next section.

We will in particular emphasize which parts of the central processing unit (CPU) we
are ignoring.

A very standard feature of processors is the cache. The need for caches stands in two
remarks: the main memory is slow to access from the CPU and programs I/O usually are
concentrated on small regions of memory. A cache is a piece of memory of low capacity™®,
but very fast that acts as a proxy for the memory: when a zone in memory is read, it
is loaded in cache. Following reads and writes will just query and update the cache.

*For instance, recent processors such as the INTEL Core i9-10980HK have a cache of 16 MB while it
allows up to 128 GB of memory.
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When asked explicitly (e.g. with WBINVD instruction), or when the cache is needed for
something else, modified cells in cache are written in memory.

Nowadays, processors have multiple cores and multiple levels of caches: fastest caches
are smallest. Some caches (biggest and slowest ones) are usually shared between cores,
but fastest caches are specific to each core. This is a serious matter since writes to a
non-shared cache will not be visible from other cores. Writebacks will occur later and
might be overwritten by another core that is not aware of modifications done by all other
cores. This kind of memory model is called weakly consistent (see [DSB86]). The study
of such memory models is not the purpose of our work. Nevertheless, we trust that taking
such considerations into account will not invalidate the following. We think it might be
solved modularly by wrapping memory domains with a parametric domain (implemented
as a functor) that lifts an abstraction of consistent memory to an abstraction of weakly
consistent memory, just like the domain described in [Minl4; Min13] lifts an abstraction
of sequential programs to an abstraction handling multithreading.

When memory ranges used by each core are disjoint, caches are transparent, i.e.
memory accesses behave like there were no cache. An even more special case is when
there is only one core (or at least, we use only one). Our target software indeed uses
only one core, thus it is safe to ignore caches and related instructions.

Caches are managed according to cache policy, but this is not documented: we do
not know how the processor uses the cache. For example, when it needs some space,
it may invalidate the oldest, the less recently accessed or the less often used data. All
are legitimate strategies and have very different behaviors. The CPU might also use a
hybrid strategy, so that, trying to guess is hopeless.

In addition to caches, processors have other internal hidden memories. We already
mentioned TLBs (see subsubsection 2.3.3.4 “Translation Lookaside Buffers” (page 28)),
that are a special kind of cache to speedup address translation for memory accesses.
TLBs have a mixed management: they are mainly managed by the processor, but the
user can influence the behavior by marking some entries as persistent, or, conversely, to
invalidate them precociously. Since they may be manually managed, TLBs may have
a semantic impact if they are poorly used. Indeed, if a page is marked as persistent
though it belongs to a simple user process, it will not be purged when a task switch
occurs, and address translation will be faulty. Nevertheless, TLBs are ignored for now
since our study case does not use them explicitly. Moreover, they are a part of paging,
which is not handled yet.

There are other caches that allow the processor to make smart guesses for jumps.
Indeed, instructions are processed in several stages: when an instruction enters the
second stage, the first one is already free for the next instruction. When we run a
conditional jump statement, we need to guess whether the condition will be true, to
choose the next instruction we start to execute, before actually being able to decide.
If the guess is correct, the execution is pursued, otherwise, the current instruction is
dropped, and the right instruction is run instead. This technique is called speculative
execution. To help this guess, the processor uses a memory of lastly evaluated conditional
jumps. This kind of additional memory is ignored in our abstraction as it does not impact
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the semantics of instructions.

A very important kind of hidden memory is the hidden parts of registers (see subsub-
subsection 2.3.2.2.4 “Segment Selectors” (page 23) and subsection 2.5.2 “Task Register”
(page 35)). They are not accessible by the software, but they are documented and cru-
cial for the semantics. For instance, the hidden part of a segment register is loaded from
the GDT at the same time as the segment register itself, then only the hidden part is
used during address translation, in order to minimize accesses to the GDT that is in
(slow) memory. A side effect is that if the GDT is modified but the segment register is
not reloaded, it has no effect on segmentation. For that reason, we must take hidden
part of segment registers into account. This will be detailed in section 16.1 “System
Statements” (page 195).

There are probably other undocumented caches, INTEL processors are famous for
that. They are not documented because they do not impact the semantics with respect
to the model described in [Int20]. They have an impact that is critical for other kinds of
studies, especially, when we are concerned about execution time, as well as when we are
seeking a bound or when we are interested in determinism. Since we do not care about
timing, we can ignore these kinds of undocumented features.

To sum up, the main addition with respect to C is the presence of registers. Another
important difference is the point of view over the stack. While C and assembly both
work with the same stack they consider it with a different level of abstraction. This will
be treated in a following chapter (see chapter 15 “Stack Abstraction” (page 183)).

14.2 Register Abstraction

General-purpose registers are type-agnostic sequences of 32 bits: they can contain a
signed integer, an unsigned integer, a binary coded decimal number, a pointer or simply
a sequence of flags. Unlike C variables, that are considered as numbers independently
of their representations, the meaning of assembly register depends on the context. The
problematic point is not about storing arbitrary values into a variable, but that C oper-
ators behaviors change according to the type.

1 int x, y;
2y = &x;
3 y++;

Listing 14.1: Applying integer arithmetic to a pointer

For instance, in the snippet of Listing 14.1, at line 2, y stores a pointer. The C
standard allows this conversion up to some implementation defined behaviors that are
known to be favorable in our case. ASTREE is already able to analyze such code, thanks to
the pointer domain (see [Min06; Min13]). But the interesting point is that the increment
of line 3 must be understood in integer arithmetic, and not in pointer arithmetic.

Due to type-agnosticism of registers, the meaning of each operation do not depend
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on the type, but on the opcode. Some operations are meaningless with some types. For
instance, applying a binary coded decimal instruction to a register storing a pointer will
give an unpredictable result. This kind of situation is easy to detect, and we can raise
an alarm and default to T in such cases. A problem arises when a single opcode is
valid for multiple datatypes that are compatible. For instance, ADD performs the sum
as well for signed or unsigned integers, thanks to two’s complement. It is not a priori
known whether the result will be used as a signed or unsigned integer. We shall assume
both are possible. Moreover, to set accurately the status flags in EFLAGS register (see
subsubsection 2.2.1.2 “EFLAGS Register” (page 11)), we indeed need both signedness.

In our application, this is the main ambiguous case. Thus, we modeled each register
by a pair of variables: a signed integer and an unsigned integer. This abstraction
relies entirely on the underlying abstraction of variables, and its concretization is the
intersection of two’s complement representation in each concretization.

Formally, given an abstract domain D!, if we let 1y € DF (resp. ry € Dﬁ) be the ab-
stract value representing a signed (resp. unsigned) 32-bit integer that represents register
7, vs : D — P (Z) (vesp. v : D* — P (Z)) be the concretization of a signed (resp. un-
signed) variable and 8 : Z — {0, 1}32 the two’s complement representation of an integer
over 32-bit. The concretization of the register r is

v:Df P ({0, 1}32>
(rs,mu) = {B(n) |1 € 75(rs)} N {B(n) [ n € yu(ra)}

1 int a = 4;

2 int b;

3 void £(O) {

4 asm {

5 mov EAX, a

6 mov EBX, EAX
7 mov b, EAX

8 }

o X

Listing 14.2: Copying through registers

For instance, the code on Listing 14.2 copies a to b through registers EAX and EBX.
Roughly, it is executed as code on Listing 14.3. The assignment from a to EAX is
executed as an assignment from a to signed and unsigned values of EAX. We can notice
that the unsigned version receives * ((unsigned int*) (&a)), this is the binary sequence
of a reinterpreted as an unsigned int. Then, when EAX is used, we select the version
to use according to the type of the destination: a register destination requires two copies
(like the copy from EAX to EBX), but a C variable destination allows a more precise
decision based on the signedness of the destination.
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1 int a = 4;

2 int b;

3 void £(O) {

4 EAX s = a;

5 EAX_u = *((unsigned intx)(&a));
6 EBX_s = EAX_s;

7 EBX_u = EAX_u;

8 b = EAX_s;

o }

Listing 14.3: Copying through registers in pseudo-C

When the operation using a register is not signedness-agnostic, like multiplication,
we select only the right version of the register to perform the operation. Both variables
associated to the register are updated according to the result: one is a mere copy, the
other requires to be reinterpreted.

It is interesting to remark that we cannot directly rely on the corresponding C op-
eration. For instance, overflow during C addition of signed integers is an undefined
behavior, but it nicely wraps around in assembly. In C, we perform the integer addition,
followed by a bound check, while in assembly, we use the integer addition followed by
a modulo. The difference is quite simple, but it shows once again that a C stub for
assembly instructions is insufficient.

14.3 Partitioning According to EFLAGS

This section has been co-thought with Yves-Stan LE CORNEC, who had a research
engineer position in ANTIQUE team at that time, and entirely implemented by him in
the development version of ASTREE.

Arithmetic operations set status flags in EFLAGS register. These flags are typically
used by conditional jumps.

1 cmp EAX, EBX

2 je label
3, ...
4 label:

Listing 14.4: A conditional jump

Let us illustrate with Listing 14.4. The CMP instruction performs a subtraction
and sets status flags accordingly but does not save the result. The conditional jump
mnemonic JE (jump if equal) is an alias for the mnemonic JZ (jump if zero), indeed
EAX — EBX = 0 & EAX = EBX. In detail, it jumps if ZF flag of EFLAGS register
is set. In this example, the control jumps to label: if and only if EAX and EBX are



178CHAPTER 14. ABSTRACTION OF ARITHMETIC AND LOGIC STATEMENTS

equal. A way to assign ZF is to compute the intersection of abstract values of EAX
and EBX. If the intersection is not empty, then ZF may be set. Conversely, ZF may be
cleared if EAX and EBX may have different values. Without further precaution, this is
too naive, because the constraint ZF = 1 does not propagate backward to EAX = EBX.
We need to remember that

(ZF = 0 = EAX # EBX) A (ZF = 1 = EAX = EBX)

This kind of relational information is called partitioning. One can use any kind of condi-
tion to partition the abstract state, including a Boolean formula defined over status flags.
Instructions that update status flags, e.g. arithmetic or logic instructions, perform such
partitioning so that a possibly following conditional jump would behave correctly. This
is implemented using binary trees [Mau99] where nodes are annotated with conditions
and leaves are abstract states of the underlying domain.

14.4 Implementation

Internally, registers are declared as global variables. They are added into the set of
global declarations, just before being passed to the interpreter for allocation.

The translation from source code instructions to instructions on signed and unsigned
representation of registers must be done above the struct domain (as explained in sub-
section 13.2.3 “The Stack of Domains” (page 167)), since variables are translated into
physical cells in this domain. There is no intrinsic upper bound for the position in the
stack of domains, but it is better to put is as low as possible: the lowest it is, the most
features are already abstracted and the simplest the domain is to implement. The new
structure of the composite domain is shown on Figure 14.1: there is a new CPU do-
main that is in charge of translating instructions as they are in the source code to the
instructions required for underlying domains. This domain is not limited to this task, as
we will see later (see chapter 15 “Stack Abstraction” (page 183) and chapter 16 “Other
Non-control Statements” (page 195)).
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(Interpretor)
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Non-relational numerical domain

Figure 14.1: New structure of the composite domain of ASTREE

14.5 Envisaged Improvements

Several improvements have been considered; this section will detail some of them. Most
of them have not been implemented since it was not felt useful, neither in terms of perfor-
mance nor precision. Moreover, while some of these optimizations are very lightweight,
others implies heavy modifications of the implementation.

14.5.1 Precision Improvements
The first kind of improvements aims to increase the precision of abstractions, so as to
avoid false alarms.

14.5.1.1 Reduction of Both Register Representations

Signed and unsigned versions of registers are updated independently as much as possible.
When only one signedness is available, it is reinterpreted so as to fill the other version.
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4signed value

24\“"71 B R L TR |
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Figure 14.2: Relation between signed and unsigned integer with same representation

But after this point, when we perform operations independently on signed and unsigned
values, one of the two version may lose precision. Since both variables are linked by a
well-known relation, we may hope to refine them. The relation is the equality of binary
representation, which implies a relation on the integer values. This relation is shown on
Figure 14.2.

This reduction was not implemented as it was not necessary for our applications.
The next subsubsection describes another precision improvement that was enough by its
own.

14.5.1.2 Wrapped Interval Domain

Another approach to handle the signedness-agnosticism of registers is to directly use
abstract property that are themselves signedness-agnostic. Some properties used on
integer arithmetic can be quite nicely adapted to modular arithmetic. In particular, this
is the case of the interval domain: we can think of modular intervals. Such a domain
has been implemented as described in [Nav+12]. Yves-Stan LE CORNEC implemented
this domain in our development version of ASTREE.

The idea of such domain is to allow intervals to wrap around, as illustrated on
Figure 14.3. This is useful when the interval representing a variable is pushed (by an
addition) on each side of the maximum value of the type. Using a simple (integer)
interval domain, the convex hull of such a wrapped interval would give all representable
values, which is the most imprecise abstract value. With a wrapped interval domain,
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the addition of a constant value never increases the size of the interval.

(~-1=2"—1[27]) 1111 0000

s=u—2" s=1u

(—2n=t=27-1[27]) 1000 0111

Figure 14.3: Representation of wrapped intervals with n = 4 bits

14.5.2 Performance Optimization

In addition to making the analysis precise enough to prove that the code is correct, we
are also interested into analysis time. Since we are targeting industrial applications,
one must be able to run the analysis in reasonable time. This is the second kind of
optimization: without losing precision, we want the analysis to run faster. In fact, it
may be acceptable to have a less precise analysis as long as we can still prove desired
properties.

Optimizations mentioned here should not impact precision, but only execution time.
They have not been implemented since the performance of this part of the code is
considered to be good enough, as far as we know.

14.5.2.1 Minimizing Partitioning

When there is a sequence of arithmetic instructions, status flags of each instruction are
overwritten by the next one. One can thus avoid partitioning according to flags that are
known to be ignored. For instance, in Listing 14.5, flags set by SUB of first line are always
overwritten by ADD on the second line. Thus, it is useless to partition at the first line.
The third line checks the value of OF flag, thus, we need to partition at least according
to this flag at the second line. But is would be foolish to think that it is enough. Indeed,
at the destination of JO, we may need the other flags, for instance, if the next instruction
is another conditional jump. When destinations of jumps are statically known, we may
build the dependency graph to find which flags of which instructions may be used. When
a jump has a dynamic destination, this deduction is impossible, and we must consider
that all flags may be used.

This is morally simple, and in fact a classical method in compilation to find unused
values. Implementation is also quite straightforward but a bit extensive as it would
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1 sub EAX, EBX
2 add ECX, EDX
3 jo label

Listing 14.5: A situation where some flags may be ignored

require deducing more information in the front end, and to forward it to the domain
that handles partitioning.

14.5.2.2 Lazy Evaluation of Flags

The optimization described in the previous subsubsection can prevent partitioning with
respect to flags that will always be ignored. But we can go even further and never
compute any partitioning and the value of any flag a priori. The point is to remember
which instruction is the last to assign each flag. When the value of a flag is requested,
the adequate instruction is replayed to deduce the useful partitioning.

The previous strategy was clearly an optimization since it has a linear cost at initial-
ization time (which is considered to be reasonable) and is only an improvement afterward.
On the other hand, evaluating lazily flags as some cost: if status flags are needed rarely
enough, asymptotically, this strategy is profitable; conversely, if we use all flags, it im-
plies an overhead. Consequently, this strategy would need to be tested before being able
to know how efficient it is. Moreover, from a practical point of view, it is quite complex
to implement, thus, we deemed not to try it for now.



Chapter 15

Stack Abstraction

O0TH C and assembly use a stack but, as it was explained in chapter 8 “Semantics of
Mixed C and Assembly” (page 99), they have a very different point of view of it.

This chapter proposes an abstraction of the stack that is compatible with both lan-
guages, and is expressive and precise enough for our industrial application. Globally, the
stack is segmented into two kinds of blocks: C call-frames and explicit stack segments
manipulated by assembly. The point is to make this abstraction as sparse as possible
in order to minimize the set of additional hypothesis, and to make the abstract state as
lightweight as possible.

It is good to keep in mind that we are allowed to reject behaviors that are correct
according to the concrete semantics, but for which the abstraction is not good enough or
too complicated. We are mainly interested into accepting behaviors that actually exist
in our applications. In practice, the abstraction described in this chapter accept most
legal behaviors requiring only crucial assumptions.

15.1 Abstracting Stack in a Single Assembly Block

15.1.1 Informal Explanation

When entering an assembly block from C, the stack is not empty: it contains the call
frame of all currently active functions. We know that the local variables are contained in
the stack, but we cannot tell where. For the C code after the assembly block to behave
correctly, we need the stack to be the same at the end of the assembly as it was at the
beginning, up to local variables that may be safely changed.

Since we do not know the content of the stack, it is difficult to guarantee that after
some modifications, it is restored to its initial state. A safe criterion is not to touch
the cells of the stack that were existing previously, except local variables that may be
accessed by the literal x [EBP] that is an alias for the C local variable x. For that access
to be legal, we add another constraint to check: EBP has not been modified before and it
is restored by the end of the assembly block. We simply use a copy of EBP to remember
its original value, and guarantee that it is unchanged when used or exiting the assembly

183
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block.

Since we do not know what is initially in the stack when we enter the assembly block,
it is pointless to read it, and we said that we want to forbid modifications in this region.
Overall, we exclude any kind of access in this region of the stack: we want to ignore it
completely. A natural abstraction is to represent only the suffix of the stack, initially
empty and that must be empty at the end of the block.

Let us illustrate this abstraction over examples before giving a formalization. The
example of Listing 15.1 pops the top of the stack and stores it in EAX, then this value is
pushed on the stack. Obviously, the stack is restored to its initial state* (and only EAX
is changed, which is allowed), but this code is rejected as it reads outside the suffix of
the stack, especially, the POP will fail with a definite error, since it reads the unknown
prefix. Such code does not exist in practice since we do not know what the POP will
return, and thus, there is no point to get this value. The Listing 15.2 shows an example
of a correct code that is provable by this abstraction. At the beginning of the assembly
block, the stack is totally unknown, with an empty suffix. We push the integer 1 on the
stack, so after the line 4, the suffix is 4 bytes long (when operating in 32-bit mode). Line
5 pops 4 bytes and stores them in EAX, The suffix is empty when we exit the assembly
block, thus the stack is restored to its initial state.

1 int £Q)

2 A

3 asm {

4 pop EAX
5 push EAX

Listing 15.1: A rejected legal code

1 int £(Q) S/ t=—=== unknown prefix of the stack
2 { //L +-= suffiz

3 asm { ; .

4 push 1 FER A |

5 pop EAX ; .../

6 } // Empty suffiz: OK!

Listing 15.2: A provable legal code

The suffix cannot be stored as independent variables since they are contiguous in
memory, as illustrated by Listing 15.3: popping the stack is replaced by an addition

*In fact, it is not if the stack is initially empty: popping is an error. This is not possible in practice,
but not forbidden by our semantics.
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1 int £Q) [/ +===== unknown prefix of the stack
: 1 /7L +-— suffiz

3 asm { F |

4 push 1 HE A

5 add ESP, 4 ; .../

6 } // Empty suffiz: OK!

7}

Listing 15.3: A slightly more complicated provable legal code

into ESP. The suffix is stored in an array a of constant size N. When we enter an
assembly block, ESP is set to a + N, that is, it points after the end of the array. If we
perform too many PUSH on the stack, we will entirely fill the array. At this point, the
abstraction defaults to T, and we shall abandon all hope to restore the original value of
the stack by the end of the assembly block. We are doomed to use a statically allocated
array since dynamically allocated array are much more difficult to abstract precisely.
Moreover, a good choice of the size of this array prevents overflow in the abstract.
Indeed, in critical embedded software, memory is a rare resource, we have to know
exactly how much memory we use. This implies the choice of guidelines that promote
some programming styles, and avoid others. For instance, most variables (especially
arrays) are global, so that they are statically allocated at the beginning of the program,
and there is no subsequent malloc that can fail. We also avoid recursive functions, as
we mentioned before. Likewise, PUSH statements do not appear in loops, as it could
lead to a stack overflow; in practice, they only appear outside loops (but possibly in
conditional branching), and thus are executed at most once. This is the foundation of
our heuristic to choose the size of the array that store stack suffixes (the constant N): the
array must at least be large enough to store as many 4-byte variables as the maximum
number of PUSH statements in a single assembly block!. In the examples of Listing 15.2
and Listing 15.3, we would choose a size of 4B (1 PUSH x 4 B).

Of course, it is very easy to trick this heuristic, as shown on Listing 15.4. Here, we see
only one PUSH, thus, the heuristic deduces that an array of size 4 is enough. But when
we extend the stack for the second time, at line 5, the array is not long enough, thus the
abstract value defaults to T, for want of something better. All following statements raise
an alarm since we cannot guarantee that they are error-free: T includes the possibility
that the suffix is empty, in which cases, lines 6 to 8 would all be faulty.

Such tricky code is rarely encountered in practice, and an ad hoc fix to the previous
heuristic is to add a big enough static number of cells in the array. The choice of 10
4-byte cells emerged to be satisfactory for all examined cases. It could be changed by
the user if needed.

'If we assume that the stack suffix must be empty at the beginning of each assembly block. If we
implement the bridging described in subsubsection 8.3.3.3 “Bridging Blocks” (page 109), we should adapt
slightly this heuristic.
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1 int £Q)

2 o // concrete suffiz ! abstract suffiz

3 asm { [ oo ]

4 push 1 5 | 1 ! [ 1]

5 sub ESP, 4 5 | 1 22 | ! /| T

6 mov [ESP], 42 ; [ 1] 42| ! | T (error 2)
7 pop EAX ; /| 1 ! | T (error ?)
8 pop EAX ; / ! | T (error 2)
9 }

10 }

Listing 15.4: A provable legal code that fools the heuristic

15.1.2 Formal Details

<— Start of the array

ESP —

S represented suffix

ESP when entering
assembly block

< End of the array

arbitrary prefix

Figure 15.1: Stack suffix abstraction layout

The stack abstraction that we have presented is a two-stage abstraction: we abstract
the stack by a stack suffix, and the stack suffix by a fixed-sized array. Let X be the
alphabet of the stack. In the case of x86 assembly, ¥ = [0, 28 — 1]]. But this method
can be used for any kind of stack, though it may not be well-fitted. A stack is a word in
>*, as we exclude infinite stacks.

For the first stage, we need an abstract domain Dg that abstracts stack suffixes with
s - Dg — P (¥*) its concretization. An abstract state s* € D‘ﬁs is an abstraction of
the set of the potential contents for the blocks in the represented suffix area. This set
is defined as a parameter of our abstraction by the means of a concretization function
vs. Since we keep no information about the prefix, s* may also be interpreted as the
set of the potential values for the entire stack (by completing a potential suffix with
an arbitrary prefix). This interpretation is formalized by the following concretization
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function:
v : Dk = P (T¥)

st {p-s‘(p,s) ey seqs <sﬁ>}

where a - b is the concatenation of a and b.

The second step is the abstraction of the suffix: how we build Dg and ~vs. ESP is
abstracted, as explained in section 14.2 “Register Abstraction” (page 175), by a variable
in the underlying domain. Likewise, the array is abstracted as a single array whose
size is fixed and computed before the analysis. The abstract domain is simply the
underlying domain, but the concretization has to be slightly tweaked, to transform the
concrete array into a word such that the last cell is the first letter. This is a simple right
composition by i € [0, N — 1] = N — 1 — ¢ to revert the order of letters.

15.1.3 Discussion

The preeminent qualities we expect from an abstract domain is to be precise enough to
prove the desired properties on the target code and fast enough to make the analysis
run in reasonable time. This abstraction meets both expectations. Moreover, it is really
easy to implement since most abstract transfer functions rely directly on underlying
transfer functions. For instance, PUSH and POP instructions are converted into reads and
writes in the suffix array (and updates of ESP), and delegated to the underlying domain.
Non-stack operations are simply forwarded to underlying domains.

The main draw back is that it does not behave well when performing a union between
abstract states with suffixes of unequal sizes. In this case, the abstract value of ESP
allows it to point to several cells of the array, which make difficult to prove that the
suffix is empty at the end of the stack. A possible solution is to partition according to
the value of ESP to keep a precise abstraction of ESP in each case.

We could relax slightly the constraints using a stronger hypothesis. If all local vari-
ables are allocated at the beginning of the function, and are all accessed relatively to
EBP, ESP does not really matter during function execution. We just need to restore it
correctly before executing the postlude that cleans the current call frame. This would
allow more convoluted stack usage by simply saving ESP in a local variable, and restor-
ing it at the end. Of course, while it is easy to check the stack is cleaned up, stack
instructions will still suffer the lack of precision.

15.1.4 Evolution Possibilities

This abstraction allows only a fixed maximum length for the suffix. As explained, for
our application, this is perfectly satisfactory, but we may be interested into possible
evolution for other kinds of software.

The main difficulty is the representation of unbounded stack suffix, typically when
PUSH statements appear in a loop (or a recursive function). In fact, there is very little
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difference with array abstraction, and thus, that would fall within the purview of conun-
drums of shape analysis. Classical abstractions that could help are modulo smashing
and segment smashing.

Modulo smashing may smash all the iterations of a loop into the variables pushed
by the first iteration. For instance, in the case of Listing 15.5, it is likely that push EAX
always push a value that has morally the same meaning at each iteration. The same
remark stands for push EBX. Consequently, mixing the value of EAX (resp. EBX) at
each iteration may be an acceptable abstraction. Modulo smashing allows a segment of
stack to be represented as only two 4-byte cells (one for each syntactic PUSH) and an
abstract integer to keep the length of this segment of stack.

1 head:

2 S

3 push EAX
4 push EBX

5 )

6 je after
7 jmp head
g after:

Listing 15.5: Two PUSH statements in a loop

As the code may contains several loops, one can represent the whole stack as a
sequence of modulo-smashed segments, thanks to segment smashing.

Of course, these are only simple strategies that have been selected as they are sat-
isfactory on simple examples. Better-fitted abstractions must be designed according to
the code one would like to analyze, with the help of the extensive literature on array
abstraction, e.g. [Cer03; HP08; CCL11].

15.2 Abstracting Successions of Call Frames

15.2.1 Recall on Mixed Calls and Calling Conventions

Functions can either be implemented in C or in assembly and called from C or assembly:
there are 4 combinations. There are two situations relatively simple, when the calling
language is the same as the language of the callee. When a C statement calls a C
function, the stack is no matter to be concerned about. Likewise, when an assembly
function is called by an assembly statement, the stack is explicit in both sides, there is
nothing special to do: assembly calls are not handled differently as jumps.

But when languages are mixed, we need supplementary assumptions to make them
work together. The set of these assumptions is a calling convention (see section 6.5
“Calling Convention” (page 87)). A calling convention specifies how arguments are
passed to functions, how result values are returned, whether the caller or the callee saves
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each register, who allocates the call-frame etc. We use a calling convention called cdecl.
We recall quickly the characteristics:

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

26

— parameters are passed on the stack in right-to-left order;
— result (if any) is returned via EAX;
— EBX, EBP, ESP, ESI and EDI are callee-saved, other are caller-saved.

extern int h(int);

void h_wrapper() {
asm {
h: ,; We do not need to save callee-saved
; registers as we do not modify them.
mov EAX, [ESP + 4] ; copy the parameter in EAX, thus EAX <- 1
add EAX, 1337
ret ; Return EAX (1338)

int g(int a) { // here a == 42
return a + h(1); // return 42 + 1338 (== 1380)

X
void £() {
int result;
asm {
push 42 ; Pushes the argument of g on the stack
call g ; (We do not need to save
; caller-saved registers)
add ESP, 4 ; Cleans the stack
mov result[EBP], EAX ; copy the returned value in result
Y // result == 1380
X

Listing 15.6: An alternation of C and assembly call frames

Let us illustrate on an example how we end with an alternation of C and assembly

call frames thanks to the snippet of Listing 15.6. The execution starts in void £(). We
are in a C function, thus, the stack contains a C call frame, but we do not care about
the stack in pure C. When entering the assembly block, the stack gets an explicit suffix.
In this assembly block, we call the C function int g(int), which adds a new C (thus
opaque) call frame above the explicit segment of the stack. Finally, g calls assembly
function int h(int), which appends a new explicit suffix atop of g’s C call frame. At
this point, the stack has a quite complex structure, as depicted on Figure 15.2.
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«— ESP
Return addresstog — | Ty >
Call frame of h
Parameter of h — | 1
} Call frame of g
Ret dd tof — | T
churn address to d Assembly block of f
Parameter of g — | 42
} Call frame of £ and previous functions

Figure 15.2: State of the stack in h in the example of Listing 15.6

Then, h returns using a RET statement, which pops r4. Since the return type of h
is int, EAX contains the returned value. According to cdecl, it is g’s job to clean the
stack from the parameters. As g is a C function, it returns using a C return statement,
and since it was called from assembly, the returned value of g is in EAX. The caller is
in charge of cleaning the stack.

In this example, we implicitly used a callee-saved register: EBP in £. When we use
EBP to access the local variable int result, we need EBP to be restored to the value
it had before call g. Since EBP is callee-saved, it is the responsibility of g to restore
it. Nevertheless, EBP is modified in between, it may even been changed explicitly in
h. Callee-saved registers are backed up in the call frame of g. Even if we do not know
how and where they are located, we need to keep this information in the abstraction.
One may remark that g may not save all registers, but only the ones that g writes.
It could also save the content of such a register in a caller-saved register, like ECX.
However, if g calls another function, it will be its responsibility to save ECX, just like
it is its responsibility, at the end, to copy back ECX to the appropriate callee-saved
register. What matters is that from the caller point of view, callee-saved registers are
not restored to their original value.

Conversely, when h is called, g expects it to restore all callee-saved registers. In
this case, we do not save anything since we do not change such register. But, for the
execution of g to be correct, we need to check that assembly functions let callee-saved
registers in the same state they have at the beginning.

15.2.2 The Idea

We assume we start with a C function. When we enter an assembly block, as explained
previously, we represent the suffix in an array. If we need to add a new C call frame,
we freeze the suffix, and we add another structure to represent callee-saved registers.
These are just copies of the 5 callee-saved registers. If we call an assembly function, or
we enter an assembly block, we use another array to represent the new stack suffix, and
so on. We shall remark that contiguous C call frames are not separated: the only thing
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that matters is to restore the original state of callee-saved registers, thus subsequent C
functions does not change anything.

We see that this abstraction does not make a special place for callee-saved registers
in assembly functions, as there is for callee-saved registers in C functions. The moral
reason is that there are many ways to save callee-saved registers, and if there are some
backups, there are in the explicit segment of the stack. Some callee-saved registers may
not be saved at all if there are unused, and thus, unchanged. The technical reason is that
we only need to check that the value of callee-saved registers is the same when we enter
the assembly function, and when we exit it, and the development version of ASTREE
provides a way to check that a variable has the same value at two given program points.
This feature allows easy checking that calling convention requirements are fulfilled by
assembly functions.

Because of technical constraints, we have to allocate statically all arrays used for
explicit stack segments and all structures used to remember callee-saved registers in C
call frames. This issue was already mentioned previously. We already discussed how to
choose an appropriate size for explicit stack segments. Here, there is another difficulty:
choosing the right number of available arrays and structure to back up registers, that is,
the number of alternation between C and assembly call frames.

For that question, we found no satisfactory heuristic. We make this quantity a
manually parameterizable static integer. The point is that there are complicated control
flow, alternating C and assembly, but they are relatively exceptional: most of the control
flow is pure C. For instance, to perform a syscall, an application program in C calls a
C function that is part of system library. Ultimately, the syscall needs assembly to be
triggered. From the other side, the handler of the syscall must be in assembly as well
to handle precisely the content of the stack. But of course, we do not want to perform
the requested operation in pure assembly, it would be painful. The control goes back to
C as soon as possible. According to syscall code, the correct handler is called, and we
are again in a C world. At some point, the syscall may require some assembly blocks to
perform some low-level operations, but hardly more. Overall, we need two call frames
of each kind, in this example.

Most execution paths require not even that many call frames. Overall, we find 3 to
be a good number. For development and debugging purpose, we used only 1 call frame
of each kind: fewer variables implies shorter logs, easier to read. It turns out that 1
of each kind is enough in most cases. The reason is that often, assembly functions are
leaves in the call graph, or they call only other assembly functions.

15.2.3 Formalization

Once again, this is a multistage abstraction: we abstract a stack into a succession of C
and assembly call frames, and each call frame is abstracted using an underlying domain.

Concretization is not direct though: this abstraction is not about directly abstracting
the shape of the stack, but being able to restore registers correctly. But there is a myriad
of possibilities to restore the registers: they can be untouched, they can be saved on the
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stack, they can be saved in a structure on the heap with a pointer in the stack to this
structure, or to another pointer pointing to this structure....

For this abstraction, the concrete domain is not the simple memory state from the
naive standard semantics. We need to use an enriched semantics. An enriched non-
standard semantics is an extension of the standard semantics that carries some additional
pieces of information that do not exist as is. But since these pieces of information come
from the standard semantics, enriched semantics are not more precise, but they may
be easier to abstract precisely as they can distill relevant data that would be dissolved
otherwise. The Part IV “A Reduced Product with Ghost Variables” (page 229) is about
abstracting such semantics modularly with an extensive generality that we do not entirely
need for now.

We can give a simple example of enriched semantics. From the standard semantics of
C (or ASCLEPIUS (see chapter 4 “A Minimal C-like Language” (page 43)), or any similar
language), we track the number of currently nested functions: we add a single integer
to states, which is incremented on calls and decremented on returns. This integer does
not carry additional information, but it makes it explicit and easier to abstract. If we
are interested of the number of nested functions (for instance, for precise stack usage
analysis, to prevent stack overflows), this semantics may be very useful.

In our case, the information we need to make explicit is the state of callee-saved
registers along with each C call frame that follows an assembly call frame. The concrete
domain is thus not only a stack, but a stack divided into segments, with half of them
being annotated with 5 integers (for the 5 callee-saved registers). Formally, the concrete
domain has type

D:= (% (Z* x Z°))" - 2%

The first component includes the unknown prefix and the first explicit segment. We can
remark that the semantic of PANACEA already took the registers to save into account:
in section 8.2 “Memory Model” (page 103), the stack contains copies of the enriched
heap exactly for this purpose!. Thus, from the point of view of the semantics introduced
in chapter 8 “Semantics of Mixed C and Assembly” (page 99), this model of stack is
not enriched. This is because the concrete semantics is itself enriched compared to
the actual behavior of the computer, in order to be able to detect errors like calling
convention violation. In a real program, we do not have copies of register to check that
they are properly managed: such a violation would not be detected, and the program
might behave erraticallyS.

Yet, even if both stack models store copies of registers, the type of stacks here and in
the definition of the semantics of PANACEA are not the same: in chapter 8 “Semantics
of Mixed C and Assembly” (page 99) we were interested in a stack that contains values
we can indeed access (explicit segments of the stack), data useful for control flow (e.g.
return addresses) and the stack of local environments. In this chapter, we only want

#We do not really need the whole enriched heap, but it makes the formalization lighter and mathemat-
ically, copying huge structure is free. Here, since we are closer to the implementation, we are interested
into saving exactly what is necessary.

$But, probably, deterministically from a lower level point of view.
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to abstract the data part. The question of return addresses is treated as a part of the
problem of control flow (and is explained further in chapter 17 “Control Statements and
Modification of the Iterator” (page 207)), and local environments are useless since we
forbid recursive functions.

Let Dg a domain that abstracts m stack segments and n integers for any (m,n) € N2,
possibly in a relational way, with concretization

1s:D5 = |J UPEm =z

meNneN

We define the abstract domain D! the subset of Dg whose concretization contains
n + 1 stack segments and 5n integers, for any n € N, that is

D= {sti GD‘ﬁS ‘ IneN: st 6P(E*”+1 ><Z5")}
and the concretization
v : D = P (D)
neN,peX”r,
(s)icfint1] € s,

(ri)icpin] € (= xz’)":
st S <H Si'”> " Sn+1 Hi)iepn € 2 :

3(wi)ieqiong € 27" :
((Si)ie[[l,n+1]]’ (“’i)ie[[lﬁnJ]) €7s <8u> ’

Vi € [[l,n]],n’ = (Qia (w5(z‘—1)+j)j€[[1,5]]>

This is a glorified way to express that the stack is made of an unknown prefix followed
by an alternation of explicit and unknown segments. The latter are annotated with 5
integers (for the values of each callee-saved register).

The underlying abstraction (Dg) is left to an appropriate domain. It must be able
to abstract arrays and integer values. It is interesting to see that we do not change the
type of abstract values, but we interpret them differently.

15.2.4 Discussion

This abstraction matches the master requirements (precision and performance). The
main remaining question is whether it is future-proof: does it work on other kind of
software or can it be easily improved to work?

Assembly is mixed with C code to do things that cannot be expressed in C, either
because it is platform-dependent, like what OSes do, or for performance reasons. When
assembly is used for performance, it seems to be rarely in the middle of C control flow,
they rather are leaf-functions or just blocks in C functions.
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In OSes, system developers try to use assembly in these simple ways: this is the
cleanest, but it is not always possible. Due to legacy code or weird architecture, there
are always some weird twisted control flows, especially at startup or when we need
to interact with low-level features, like exceptions or call gates. Such codes are often
particular enough to be alone in their category, thus, we cannot tell if our abstraction
will work without being confronted to such problem. Nevertheless, we can try to comfort
ourselves with the same rationale as in subsection 15.2.2 “The Idea” (page 190): assembly
is needed at some point but there are probably not that many alternations. Indeed,
we have not found code that need unbounded alternation of C and assembly, so far.
Moreover, such a code probably uses recursive functions, that would imply very heavy
modifications in ASTREE, anyway.

Another good point of this abstraction is that it relies on the underlying domain for
most abstract transfer functions, thus it has all the power of the underlying domain and
it is easy to implement.

15.3 Implementation

For abstracting a single assembly suffix, or alternation of call frames, we need an un-
derlying domain to represent array and integer variables. In the hierarchy presented in
section 14.4 “Implementation” (page 178), and especially Figure 14.1 “New structure
of the composite domain of ASTREE” (page 179), we can see that we need to be above
struct domain since, as explained before, under this domain, variables are replaced by
physical cells. Just like for register abstraction, we want to be as low in the hierarchy
as possible, to make the domain as simple as possible. So, just like registers, stack is
abstracted by the new CPU domain.

This position has another advantage: it is under parallel domain which receives from
struct domain information about modified variables so as to determine the effect of
each thread to others (see [Minl3; Min14]). As the CPU domain forward these pieces of
information, it can read it to guarantee that deep assembly call frames (explicit segments
that are not the current suffix) are not modified.



Chapter 16

Other Non-control Statements

O FAR, we have treated most kinds of statements: arithmetic, logic and stack oper-
S ations. There are other kinds of instructions that are quite rare overall, but that
are important nevertheless. We are still not concerned about control flow statements:
this is the matter of chapter 17 “Control Statements and Modification of the Iterator”
(page 207).

The most important category of remaining statements (excluding control-flow) are
system instructions. They are a small group of very heterogeneous instructions. We
present how we manage to implement their semantics with minimum pain.

Following sections are about other kinds of statements. Also, we will see how to
handle dynamic code. This is not a distinguished type of statements, but they require
a special preprocessing.

16.1 System Statements

16.1.1 Scope

System instructions are central in the control of memory protection features of x86
processors. These features are used to guarantee memory isolation of each process,
especially, to isolate the privileged world from the user world.

Because of time constraints, we are not able to handle all kinds of system instruc-
tions. Especially, paging requires memory abstractions that are not designed yet (see
section 26.1 “Paging” (page 327)). Moreover, instructions that are supported are only
in the settings of our industrial application.

More precisely, we are handling LGDT (load GDT, see subsubsubsection 2.3.2.2.3
“Global Descriptor Table” (page 23)), LIDT (load IDT, see subsection 2.4.3 “Interrupts
and Exceptions” (page 32)), LTR (load task register, see subsection 2.5.2 “Task Register”
(page 35)), task switches (from control transfer statements, see section 2.5 “Tasks”
(page 34)) and loading segment registers (see subsubsection 2.2.1.3 “Segment Registers”
(page 12)). Globally, we are mainly concerned with segmentation, and especially a
particular kind of segmentation: flat memory model. We want to prove that this model
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is correctly implemented, with right access flags, and that it is fully set up before using
it.

We explicitly do not support other segmentation model as we did not need them
and most systems use a flat memory model nowadays (see subsubsubsection 2.3.2.2.2
“Segmenting the Linear Address Space” (page 21)).

16.1.2 System Registers and CPU State

Most system instructions modify or use system registers: we had to model them. Of
course, we add control registers (CR0, CR2, CR3 and CR4 as 32-bit variables) and seg-
ment registers (CS, SS, DS, ES, FS and GS as 16-bit variables). We also need some
more specifics registers: GDTR, IDTR and TR. GDTR and IDTR are split into two
parts: their limits (a 16-bit variable) and their base (a 32-bit variable) (see subsub-
subsection 2.3.2.2.3 “Global Descriptor Table” (page 23)). They are all added into the
CPU domain (see Figure 14.1 “New structure of the composite domain of ASTREE”
(page 179)), and represented using underlying domains.

But this is not enough. As explained in subsubsubsection 2.3.2.2.4 “Segment Selec-
tors” (page 23) and subsection 2.5.2 “Task Register” (page 35), registers may have a
hidden part to store the GDT entry they point to, so as to improve performances: GDT
lies in the memory, which is slow to read; by storing appropriate pieces of information
into hidden registers, the processor speeds up access to these GDT entries without al-
lowing software to modify this cached value. Yet, we are not modeling hidden parts of
segment registers; since we are limited to a single kind of segmentation model, we know
what hidden parts shall contain. When a segment register is loaded, we check that the
corresponding GDT entry matches the conditions and if it does, it has the expected
shape, thus we do not need to copy it.

There is no such restrictions about TR, thus, we need to represent the hidden part of
TR. Since a GDT entry is 8-byte long, the hidden part of TR is modeled as two 32-bit
variables.

The OS that we are analyzing does not start with the processor, but it is launched
by a boot loader, as well as most Linux installations use the boot loader GRUB. The
boot protocol is even very close; when the boot loader launches the OS, segmentation is
already enabled but paging is not. We assume a flat memory model with access rights
that allow execution, otherwise, the OS would not start. Even if the model given by
the boot loader is the same as the one we want to set up, we cannot just rely on initial
segments. First, the boot loader is not known to provide user-level segments. Moreover,
initial segments allow execution in ring 0, but we are not sure about the access rights,
for instance, we do not have the guarantee that these segments do not allow execution
of system code from ring 3; this is not a problem as long as there is no user-world task,
but it should be fixed before creating them. Finally, GDT does not only store segments,
but also other kinds of system descriptors that have to be set by the OS, like the IDT
(see subsection 2.4.3 “Interrupts and Exceptions” (page 32)). Since we do not know a
priori the shape of the GDT the boot loader built, we shall rewrite everything.

In our initialization scenario, we need to set the GDT (using a LGDT instruction)
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before loading segment registers. Since the original GDT is unknown, loading a segment
register before setting up the new GDT would give an unknown result, and possibly an
error (if outside GDT limit). By doing so, we reject concrete traces that are legal but
that cannot be abstracted meaningfully, since each subsequent memory access could do
anything. These unwanted traces do not exist in the analyzed OS, and are not sensible.

To remember whether the new GDT has been set, the new CPU domain stores
a Boolean value that tells whether a LGDT statement has been executed. This is an
important, synchronizing event. We do not allow binary operations (like join or meet)
between states with unequal values for this Boolean variable. Once again, this restriction
rejects legal traces that cannot appear in any reasonable code.

16.1.3 Microcode

Until now, we only talked about system data structures and registers, but not the seman-
tics of system instructions. Their behavior is described with pseudo code in [Int20], their
components are quite simple, but the complexity comes from the length of this pseudo
code. Even if the expressions and elementary statements are simple, they are very long
to write in the internal format of statements in ASTREE: we need to specify explicitly
the full type at each node of expressions, fill some fields that are not all relevant. ...
Moreover, in the abstract, testing a condition is much more complicated: we need to
guard by the negation of the condition and test if the result is L. Translating the pseudo
code of simple instructions (~ 20 lines of pseudo code) results in more than 150 very
long lines (~ 300 columns) in OCAML code. Writing complex system instruction whose
pseudo-code is more than 4-page long seems unfeasible without a great risk of errors.

In practice, statements in system instruction pseudo-codes are a very particular sub-
set of internal statements. From this remark, we defined a language, as OCAML datatype,
that is merely a shorthand for writing internal statements.

Let us describe a simplified version of this language, starting by the structure of
expressions and lvalues. We ignore aspects that are only shortcuts or debugging features,
though the weary developer will not miss appreciating them.

(size) ::= ‘BYTE’ | ‘WORD’ | ‘DWORD’
(signedness) ::= ‘SIGNED’ | ‘UNSIGNED’
(arith2) VA
RIENESIE
{expr) = ‘Name’ ‘(’(expr_name)‘)’

[

‘Deref’ ‘(’ (expr) ¢,” (int) ‘,’ (size)
‘Bits’ ‘C (expr) ‘,’ (int) ‘,’ (int) )’

3

| ,) (signedness) )’
|

| ‘Expr’ ‘C (expr) ¢, (expr) )’

| ‘Comst’ ‘(’ (int) ‘)’

| ‘Arith2’ ‘C (expr) *,’ (arith2) ¢,’ {expr) )’

| ‘Expr’ ‘C (internal_expr) ‘)’
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)

(lvalue) = ‘LName’ ‘(" (lvalue_name) *)
| ‘LPtx’ ‘C (expr) )’
|

‘Lvalue’ ‘(' (internal_lvalue) ‘)’

Leaves in expression trees are either Name(_) or Expr(_). The latter is used to
introduce an expression of the internal format of ASTREE. We use it mainly to introduce
variables. The former type of leaves contains a name that is an alias for another (expr):
this language is executed with an environment that stores map of aliases to share complex
expressions. These maps also contain the operands of assembly instructions, usually
aliased by names dest and src. Deref(e, o, s, u) is used to dereference a number of
bytes specified by s (BYTE = 1, WORD = 2 and DWORD = 4), at address e + o (e is the base
pointer and o an integer offset in bytes), interpreted as an integer with signedness given
by u. Bits(e, f, n) is used to select n bits from e, starting at bit number f£. Other
nodes are quite clear.

<Cmp70p> stz | = | ‘o | (g=? | N | (s=?

z= ‘Cmp’ ‘C (expr) “,” (cmp_op) *,” (expr) ‘)’
| ‘And’ ‘C { (cond) } )’
|

‘0’ “C { (cond) } *)’

(cond)

The only surprising point in the syntax of conditions is that conjunctions and dis-
junctions are not limited to 2 operands. We can also note there is no “Not” node, since
it is a source of mistakes: a correct approximation of “Not (a)” shows whether a may be
false, but we are often more interested in the case where a is definitely false*.

(static__cond) = ‘Static_bool’ ‘(’ (bool _name) ‘)’

| ‘Static_and’ ‘C { (static_cond) } )’
| ‘Static_or’ ‘(" { (static_cond) } ‘)’
|

‘Static_not’ ‘C (static__cond) ‘)’

Static conditions are conditions whose leaves are names, that are aliases in the en-
vironment for Boolean values. They are very useful to parameterize the semantics of
instructions: when two instructions have very close semantics, they can share the same
code with a static condition to branch between two variants, thanks to a Boolean value
that is set or cleared depending on the instruction we want to run. For instance, codes
for task switches have a lot in common, but differ depending on whether the task switch
comes from a call, a jump or a return. The microcode is common to all these flavors,
but it contains static conditions to enable statements only when appropriate. Here, we
allow a “not” node since these Boolean values are not part of an abstract state.

(exception) = Custom
| (intel _exception)

*Typically, when a is an error condition: we do not want to know whether the execution may be
error-free, but when it is definitely error-free.



16.2. DYNAMIC CODE 199

(stat) = ‘Sequence’ ‘(’ { (stat) }*)’

| ‘Assert’ ‘C (cond) ¢, (exception) ‘)’

| ‘If C (cond) ‘,’ (stat) *,’ (stat) )’

| ‘StaticIf’ ‘C (static_cond) ‘,’ (stat) ‘,’ (stat) ‘)’
| ‘Switch’ ‘C { ‘C{cond) ‘,” (stat) )", } (stat) )’
| ‘StaticSwitch’ ‘(" { ‘C (static_cond) ‘,’ (stat) ‘)’ *,” } (stat) ‘)’
| ‘AddAlias’ ‘(" (expr_name) ‘,’ (expr) ‘)’

| ‘Call’ ‘C (fun_name) ‘)’

| ‘Assign’ ‘C (lvalue) ‘,’ (expr) )’

| ‘Fail’ ‘C (exception) ‘)’

| ‘Skip’ | ‘Ignore’ | ‘Absurd’

We define two kinds of exceptions: standard exceptions planned by the semantics, and a
custom exception for additional checks that are relevant only for our analysis. Fail(e)
raises exception e. Assert(c, e) evaluates condition ¢ and raises the exception e if it
can be false. It can be rewritten as If (c, Skip, Fail(e)), where Skip is a statement
that does nothing, like Sequence(). Call(f) runs the statement aliased by f in the
current environment and then comes back to the next statement. AddAlias(name, e)
adds name as an alias for e in the current environment. Switch and StaticSwitch take
a list of pair of conditions and statement, with an additional statement for the default
case. The executed statement is the first whose condition is true. Ignore is used to
replace the current abstract state by L. It is useful as the default case of an exhaustive
Switchf. Absurd asserts that the current abstract state should be L, otherwise, there is
an error in the microcodet. It is useful as default case of a StaticSwitch.

Overall, in addition to the abstract state that we are processing, a memory state in
the microcode is made of 3 maps: names to expressions, names to lvalues, and names
to (static) Boolean. The microcode of an instruction is a statement with a map that
associates a statement to each (fun_name). Thanks to this language, we can write
formally the semantics of instruction is a form very close to the pseudo-code we find in
INTEL’s manuals. Unfortunately, since the pseudo-code is not very formal (in particular,
it contains many natural language descriptions), we cannot automatize the translation
from pseudo-code to our microcode.

16.2 Dynamic Code

Dynamic code is not a recommended programming style, but we found some in real
world program. Sometimes because it is a light fix avoiding a huge restructuring, or
because technical constraints make it difficult (or inefficient) to do otherwise. It would
be foolish to believe that it is an old habit that does not exist anymore. Dynamic code
is introduced because it was necessary, not because it was fashionable. We should not

tIndeed, because of imprecision, the default case of an exhaustive switch may not be L.
1t should not be used to raise an alarm if the abstract state does not satisfy a property. We use Fail
or Assert for that purpose. Absurd is used when a program point in the microcode is not reachable.
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say that modern OSes do not have dynamic code, but that they do not have dynamic
code yet.
Since it exists in real-life code, we shall support it in our analyses, at least partially.

16.2.1 A Simple Strategy

Typically, dynamic code is written into an array, then a jump statement transfer the
control at the beginning of the array. A first approach is to concretize the content of the
array, disassemble the result to get the instructions. For efficiency concerns, we should
take some precautions in this process: concretization may return a very large set. We
want to detect this early enough to raise an alarm. Even if the concretization of each
byte gives a reasonably small set, Cartesian product may still be huge. If both these
operations succeed by giving a reasonably small set of possibilities, we can forward the
result to a disassembler.

Disassembling is performed by AMICAL (see chapter 9 “AMICAL” (page 121)). Each
sequence of byte is translated into an instruction and a sequence of remaining bytes,
by iterating, we get all the instructions to execute. Possible sequences of instructions
should be run in parallel, and abstract states joined at the end. We shall also remark
that such dynamic code should contain a jump statement otherwise, we would reach
the end of the array, at which point, fetching the next instruction is an illegal memory
access, at least, in our restricted semantics.

This strategy seemed to be sufficient for analyzed sections of the code. But it has a
lot of limitations, especially about the size of concretization.

16.2.2 Improving Amical

Some instructions may be very simple, but leading to concretizations with very poor
precision. For instance, we dynamically write byte E9H in an array, at address a. E9H
is the opcode for a relative near jump with a 32-bit offset, which is interpreted relatively
to the next instruction, i.e. the end of the current instruction. The opcode shall be
followed by 4 bytes. The end of the instruction will be at address a + 5. This instruction
will transfer the control to address a + 5 + o where o is the specified offset. To jump to a
given label [, we need that a+54+0 =1,i.e. 0 =1 —a—>5. Let us write o on 32 bits after
the opcode. We get a 5-byte statement that jumps unconditionally to [. An example of
such code is shown on Listing 16.1.

Address of labels are often unknown, and concretizing a byte sequence such as the
example would give a perfectly unknown offset, while a symbolic domain can have a very
precise abstract value. The reason is that the real byte sequence does not matter; we
only need to know a more symbolic property on the value defined by the byte sequence.

To handle correctly such cases, we need a less eager disassembling. We disassemble
just enough bytes to get the prefixes and the opcode. With this information, we can di-
rectly use parts of the array as immediate operands or displacements, without having to
concretize them. For memory and register operands, we still need to concretize the Mod-
R/M and SIB bytes. In Listing 16.1, we would start by concretizing and disassembling
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1 char a[b5];

2> extern void 1(void); // Necessary to take the address of 1 in C code.
3 void g() {

4 asm {

5 1:

6 ;

7 }

s}

9 void £ {

10 int offset = &1 - &a - 5;

11 al[0] = 0xe9;

12 *((int*) (a + 1)) = offset;

13 asm {

14 jmp a ; Runs the instruction in a that jumps to 1
15 }

16}

Listing 16.1: Simple dynamic code with problematic handling

one byte: we get a precise value, from which we can tell that the instruction is a simple
relative jump, whose offset is contained in the 4 following bytes: *((int*)(a + 1)). A
domain such as ASTREE’s struct is able to remember that these 4 bytes make a single cell
whose content can be represented using any underlying domain (like linear combinations
domain).

This solution is not implemented yet but it will probably be as it is required to
analyze code such as the snippet of Listing 16.1, that exists in not-yet-analyzed parts of
our industrial application.

There is another point on which AMICAL can be improved. When we need the in-
structions dynamically written in an array, we said that we can concretize each cell to get
all possible sequences, which may lead to a huge set of sequence (the Cartesian product
of each cell). A solution is to make AMICAL to accept sequences of set of potential bytes
(rather than a single precise sequence): by consuming each cell consecutively, AMICAL
can reject huge sets of illegal sequences. For instance, if a prefix appears twice, the
instruction is not valid, whatever the following. There is a limitation: this method does
not allow relations between bytes. A satisfying approach may be to apply this method
with a coarser granularity, by providing independent blocks of bytesS.

STypically, an offset and an immediate operand are likely not to be related, and they can be seen as
two independent 4-byte block. Of course, there are relations between the bytes of each of these values.
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16.3 Floating Point Instructions

Early processors of the x86 family can use a coprocessor for floating-point operations.
The first was designed to be used with the 8086 and was called 8087. Consequently, this
family of coprocessors took the name of x87. Following x86 processors had their x87
coprocessors. The 80387, math coprocessor of the 80386, was the first fully compliant
with the IEEE 754 standard. The 80487 was already like modern processor: it contains a
complete processor and, when installed, it deactivates the main 80486 to run all instruc-
tions by itself. Nevertheless, it still needed the 80486 to be present. Math coprocessors
did not last very longer as the 80587 was the last x87. Since then, the floating-point
unit (FPU) is always integrated in the main CPU.

FPU instructions are mostly straightforward, and not very different from C’s math
library. The main difficulty in the FPU is the memory model: it uses a cyclic stack of
8 registers. Registers are not named absolutely, but relatively to the current top. This
very particular structure is not as straightforward to abstract as other registers.

Since FPU instructions are not very relevant in the context of an OS, this problem
has been decided to have low priority and is not treated yet. With the next section and
paging, they form the main categories of statements that are not handled and would
probably require heavy work.

16.4 Input/Output

In addition to access to the RAM by the memory bus, processors of x86 family can
transfer data through input/output (I/O) ports. Ports are created by the hardware
circuitry from processor pins and then configured to access external devices. By 1/0
ports, the processor can control these external pieces of hardware, receive data from, or
send data to external storage. ...

I/0 ports are controlled by their own mechanisms of privilege levels that we will not
explain in detail. Receiving and sending data is done respectively by instructions IN and
0UT, and their string instruction counterparts INS and OUTS. These instructions have
two operands: the port number (always stored in general-purpose register DX), and the
register (always AL/AX/EAX for simple versions) or memory (always [ES: (E)DI] for
string versions).

Modeling correctly these instructions requires knowing hardware circuitry around
the processor and specifications of devices with which we are communicating.

In our application, we do not have all these hypotheses. But, in analyzed parts of
the target OS, I/O instructions are used in a very restricted way: to set up an external
timer to trigger the scheduler (see section 2.7 “Boot” (page 37)). For want of a precise
specification of this timer, we could not make a good abstraction. Instead, we choose to
compare I/O port accesses with an expected scenario.

A communication scenario is a (usually finite) sequence of tuples made of a value of
a two-valued type (whether it is an input or an output), a port number and an integer.
This is scenario is an a priori knowledge. The semantics of I/O instructions with respect
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to a scenario are quite direct. For IN, we check that the next step in the scenario is
indeed an input on the appropriate port, the result is set to the integer value planned by
the scenario, and we pop this step from the scenario. For OUT, we check that the scenario
expects an output on the given port, then we check that the expected output is indeed
the value of the operand. Likewise, we remove the executed step. For our application, at
the end of initialization, we expect that the remaining scenario is empty. For instance,
Listing 16.2 shows a code that reads 4 bytes from I/O port 42, adds 1, and outputs the
result to port 43. This code matches any communication scenario that expects an input
from port 42 of a value n and an output to port 43 of a value n+ 1, just like the scenario
shown in Table 16.1. Indeed, when we run the first line of the code, we check that we
indeed read a value from port 42, and EAX is assigned the value 5. We remove the first
line of the scenario. The second line of the code has no effect on the communication
scenario. The third line is an I/O instruction: we check that it matches the requirement
of the first line of remaining scenario. It should be an output to port 43 of the value
6, which is correct. At the end of the code, the remaining scenario is empty, thus the
initial scenario is satisfied.

1 in EAX, 42 ; Input doubleword from I/0 port 42 into EAX
2 add EAX, 1
3 out 43, EAX ; Output EAX to I/0 port 43

Listing 16.2: Simple communicating program

Input/Output | Port | Value
Input 42 5
Output 43 6

Table 16.1: Simple communication scenario

It is easy to design an abstract domain to check a communication scenario: it simply
holds an integer that is the progress in the scenario. We reject the union of two states
with unequal progress: like setting the GDT, these communications are important syn-
chronizing events. If such a union occurs, the abstract state becomes T and is removed
with an alarm. During the abstract execution of an IN or OUT instruction, if a check does
not hold, we raise an alarm and remove these traces. If such an instruction is executed
when the communication scenario reached the end, we also raise an alarm.

Such a basic check is useful to verify that all execution traces go indeed through the
same communication process. In addition, specifying the communication process can be
useful to check that is match the specification of the external device, either manually, or
by another analysis, centered on the device. Such a modular analysis requires to write
the communication scenario by hand.

A very simplistic scenario has been hard coded in the CPU domain to study the
feasibility of this method. Results were encouraging, and we trust this method can
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indeed be used for the initialization sequence of our application. This proof of concept
was then removed as it is in fact useless, and tried to check the toy scenario on every
program. A proper implementation requires to allow the scenario to be specified as
external configuration or annotations in the source code. Due to time constraints, this
is not implemented for now: making the scenario parameterizable is a much bigger work
than implementing the transfer functions for I/O instructions.

To check the initialization sequence of our study case, we will need to support 1/0
instructions, but we need to know the expected scenario. Since it depends on exter-
nal hardware, which was not communicated precisely enough by our industrial partner,
we cannot design the scenario. We may still craft it from what the study case does,
but building the specification from the implementation we want to check has very little
interest. It can only check that communications are indeed synchronizing events (com-
munications cannot be skipped or reordered). Considering the estimated amount of work
for the implementation, we deemed that this weak property was not interesting enough
to spend more time on it for now.

We shall still note that the communication scenario does not model entirely the
hardware. Indeed, it does not take timing into account: each time a line of the scenario
is consumed, the next is ready. This is not actually true: external devices may need some
time to provide the next value. Some communications are indeed timing based (and thus,
we need a model with a notion of clock), but some are more asynchronous: an interrupt
is triggered when there is something to read. For this kind of communication, we just
need to remember that data are available as soon as the interrupt is triggered. This
communication method seems safer, but unfortunately, this is not what our study case
does during initialization. Indeed, such interrupt allows suspending most computations,
which is dangerous during system set up; for that reason, these interrupts are often
disabled during initialization.

16.5 String Instructions

Some instructions can have a prefix to repeat them automatically; they have a mnemonic
that ends with a S (MOVS, CMPS, SCAS, LODS, STOS, INS and OUTS). They are called string
instructions since they treat contiguous blocks of data. They all use DS:ESI as pointer
to the source operand and ES:EDI as pointer to the destination operand (if applicable).

There are 3 repetition prefixes: REP, REPZ (and the alias REPE) and REPNZ (and
the alias REPNE). REP repeats the string instruction as long as ECX # 0, and ECX
is decremented at each iteration. REPZ (repeat if zero) (or REPE: repeat if equal) also
decrements ECX, but the condition is ECX # OAZF = 1. This condition allows repeating
the operation at most ECX times, but stopping as soon as the ZF flag is cleared, that
is, the result of the string operation is not zero (or if both operands are not equal,
depending on the instruction). REPZ (repeat if non-zero) (or REPE: repeat if not equal)
does the same, but the condition is ECX # 0 A ZF = 0: it repeats the given instruction
as long as the result is not zero (or operands are not equal).

The main benefit, other than readability, of using a string instruction rather than
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a classical loop is performance. Otherwise, especially from a semantic point of view,
it is equivalent to classical loop statement. Translating string instructions into a for-
style loop whose body is an elementary instruction is probably good enough, both in
performance and precision.

For now, string instructions are not implemented yet in ASTREE, due to time con-
straints and, as they are not present in analyzed sections of the target OS, they have
not been judged to have high priority.
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Chapter 17

Control Statements and
Modification of the Iterator

NTIL NOW, we were interested in most categories of statements expect control trans-

fer statements. Yet, without them, control flow is totally linear and programs are

mostly uninteresting. Such statements allow programming languages to be TURING-

complete, as they hold the power to select and repeat operations. The main drawback
is that they often make analyses difficult.

Assembly control transfer statements may not seem particularly difficult to handle.
The complexity comes from the interaction with C, since they have a very different point
of view on control flow. In C, control flow structures exist even in the syntax. The only
kind of transfer that is not well parenthesized are goto-statements. Yet, their destination
is static (in standard C) and they only can reach labels in the current function. Con-
trariwise, assembly has no syntactic construct to reflect control flow, and control flow is
subjected to very few rules, in particular, destination of control transfer statements are
not always statically known.

As most control flow is done in C code, we need to keep all the precision we have.
An even better property is to make it so that pure C code analysis is unchanged. While
assembly control flow is rare, it has a significant importance and it is not limited to
simple cases. On the contrary, regular control flow is rather implemented in C as much
as possible. The remaining cases are mostly difficult ones.

17.1 Computing the Destination

We already mentioned the problem of the translation between code pointers and program
points. A code pointer is an address in memory that designates a point into the code
(and not a variable). The processor works with code pointers, since code, like data, is
just a sequence of bytes, without structure. There is no a priori separation between

207
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consecutive statements*. Program points are logical points in a program, especially
visible from the source code. They are positions between two statements. This is what
semantics and analyzers work with. A destination is designed by a code pointer, but
to continue the analysis, we need to translate it into program points. In x86, from the
binary encoding and without context, we cannot tell where program points are. We need
at least to know where the first instruction starts. Worse, not respecting these program
points is allowed: the processor has no knowledge about the boundary of instructions.
Reading instruction with such a shift is a hacker technique, or used in very advanced
compression. In mainstream code, it is not a desirable behavior. When we have the
correspondence between the binary sequence and the assembly source code, usually, we
do not allow jumps whose destination is not between two statement. This is the case
here: even if the processor would not complain, we forbid such jumps; when they happen,
an alarm should be emitted.

Yet, this translation is not trivial. In section 5.5 “A More Symbolic Semantics”
(page 77), we needed the start address of the code in memory, and we used an oracle
giving the length of each instruction to be able to resolve code pointers into program
points. This is the first difficulty: we do not know precisely the length of each assembly
instruction. The second imprecision source is more intrinsic to abstract interpretation:
a code pointer can be imprecise.

Possible sizes of assembly statements are computed statically using AMICAL (see
chapter 9 “AMICAL” (page 121)). From these individual sizes we compute a function
that, given a program point and an offset relative to the program point, computes
possible program points corresponding to the code pointer, and whether it can be an
illegal pointer. A code pointer is illegal if it is before the beginning of the block, after
the end, or if it may be in the middle of an instruction. Just like data in C, assembly
blocks are supposed to live in separate universes: as we cannot craft a pointer to a
variable from the address of another variable, we cannot designate a program point in
an assembly block from a program point in another block and an integer offset. For
obvious performance reasons, this function memoizes even intermediate computations.
Formally, let b € N be the number of assembly blocks in the program and for all i € [1, b],
let I; € N be the number of assembly statements in the i*® block. For all i € [1,b] and
j € [1,4], let S;; € N* be the set of possible lengths of the j*® instruction of the i*®
block. The sets S; ; are computed by AMICAL. A program point is identified by a pair
(i,7) € N? where i is the number of the block and j the number of instructions before
the program point. The first program point of a block ¢ is thus (i,0) and the last is

*At least in x86. In some architectures, especially RISC (reduced instruction set computer), instruc-
tions have a constant size and are aligned.
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(4,1;). We define the function

pp: N* XN x Z — P (N* x N)

(1,7,0) —

(i,5') € N* x N

(i,j) € N" x N

El(sk)keﬂj-i-l,j’]] e N 77
0>0,5" >,
Vk € [[j + 1,j/]],8k € Sik,

s/

J

E S =0

k=j+1
H(Sk)keﬂ]/+1,]]] S N]_] .
0<0,5' < J

Vk € [[]/ + 1,j]] , Sk € Sik,

J
E S = —O0

k=j'+1
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pp(i, j,0) is the set of program points that can be at byte offset o of program point
(i,7). If we had access to the assembled version of assembly blocks, we would precisely
know the length of each instruction, that is, for all < € [1,b] and j € [1,1;], S;; would
be a singleton. In this case, we would be able to know exactly the program point
corresponding to a (precise) code pointer. More formally, images of pp are only singletons

or the empty set.
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We also need the predicate
invd : N* x N x Z ={ff, tt}
0>0A3j eN: 3(sk)kegj+1, € N
Vk e [7+1,5']. sk € Sis A

(,7,0) = et ;
Z S < o< Z Sk

020 /\El(sk)keﬂj+1,li]] c Nli—j .
Vk € [j+1,L], sk € Sip A

0 <0AIf € N:I(sw)pepyrryy €N
(VE e [7'+1,4], sk € Sip A

V i J
Z Sk<—0< Z Sk

\ k=j"+2 k=j'+1
0 <0 AI(sk)pepj) € I\
(Vk € [[Lj]]ask € Si,k’ A

Zsk<—0

J
\ k=0

invd(i, j,0) is true if and only if the code pointer can be outside the assembly block, or
in the middle of an instruction. The first and third cases correspond to offsets that may
be in the middle of an instruction. Second and fourth cases test whether the offset may
be out of the block.

We are interested into resolving program points expressed as the sum of another
program point and an offset because we cannot build a code pointer ex nihilo, as well as
pointers in C (to variables) or functions must be based on the “address of” (&) operator.
The assembly equivalent is to use a label: they are the only way to get a valid code
pointer. Moreover, each label corresponds to a single program point.

Because of this similitude, code pointers are abstracted in the same way as C pointer,
as described in [Min06; Min13]. C pointers are made of a base (a variable, an array, a
structure) and an offset inside the block it points to. The abstract counterpart of such
a pointer is a set of bases and an abstraction of a set of integers. The same holds for
code pointers. Bases are reference points: they can be any assembly program point. In
practice, we cannot directly address any program point: it has to be labeled, or pushed
on the stack by a call instruction.
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1 mov EBX, O

2 mov EAX, label

3 add EAX, 3

4 Jjmp EAX

5 label:

¢ add EBX, 1 ; This instruction has 3 bytes: 83 C3 01
7 add EBX, 2

s , Here EBX ==

Listing 17.1: Computing a program point as a pointer

We can illustrate such abstraction with Listing 17.1. EBX is used as a counter, and
EAX stores a code pointer. After line 2, EAX has a value relative to label with offset
0. After the line 3, we added an offset of 3, then EAX is the pointer label + 3. In the
abstract, it is represented by a set of program points containing label and an abstract
set of integers such that its concretization includes 3 (and only 3, if the abstraction
is precise). Thanks to pp, we can translate label + 3 (and other code pointers in
the concretization of EAX) to program point so that we can translate this dynamic
destination into a set of possible destinations. Thanks to invd, we can check whether
label + 3 might not designate a program point.

Like C function pointers that must be concretized to get pointed functions, we need
to concretize code pointers. Function pointers are quite safe to concretize: there are no
more elements in the concretization than the number of function in the code. For code
pointer are made from a label (that is easy to concretize), and an offset. These labels are
no more than the number of program points in assembly blocks, which is small enough
not to be worried about. But, we should take care, when concretizing the offset part, to
avoid too large (or infinite) concretizations. But we can bound the interval of interesting
offsets from statement (7,7): the minimal offset is

J
— E max S; j,
k=0
and the maximal is

In
Z max S

k=j+1

Offsets out of these bounds are out of the assembly block and necessarily invalid. Proper
implementation should only consider offsets within these