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préparée à l’École polytechnique
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Abstract

Optimization Under Uncertainty is a fundamental axis of research in many compa-
nies nowadays, due to both the evergrowing computational power available and the
need for efficiency, reliability and cost optimality. Among others, some challenges are
the formulation of a suitable metric for the optimization problem of interest and the
search for an ideal trade-off between computational cost and accuracy in the case of
problems involving complex and expensive numerical solvers. The targeted class of
problem here is constrained multi-objective optimization where fitness functions are
uncertainty-driven metrics, such as statistical moments or quantiles.

This thesis relies on two main ideas. First, the accuracy for approximating the
objectives and constraints at a given design should be driven by the probability for
this design of being non-dominated. This choice permits to reduce the effort for eval-
uating designs which are unlikely to be optimal. To this extent, we introduce the
concept of probabilistic dominance for constrained multi-objective optimization un-
der uncertainty through the computation of the so-called Pareto-Optimal Probability
(POP). Secondly, these approximated evaluations and their associated errors can be
used to construct a predictive representation of the objectives and constraints over
the whole design space to accelerate the optimization process. Overall, the approx-
imation of different uncertainty-based metrics with tunable accuracy and the use of
a Surrogate-Assisting strategy are the main ingredients of the proposed algorithm,
called SAMATA. This approach is flexible in terms of metrics formulations and reveals
very parsimonious. Note that this algorithm is applicable with generic optimization
methods.

This thesis then explores the influence of the error distribution on the algorithm
performance. We first make a simplifying and conservative assumption by consider-
ing a Uniform distribution of the error. In this case, the proposed formulation yields
a Bounding-Box approach, where the estimation error can be regarded with the ab-
straction of an interval (in one-dimensional problems) or a product of intervals (in
multi-dimensional problems) around the estimated value, naturally allowing for the
computation of an approximated Pareto front. This approach is then supplemented by
a Surrogate-Assisting strategy that directly estimates the objective and constraint val-
ues. Under some hypotheses, we study the convergence properties of the method in
terms of the distance between the approximated Pareto front and the true continuous
one.

Secondly, we propose to compute non-parametric approximations of the error dis-
tributions with a sampling-based technique. We propose a first algorithm relying on an
approximation scheme with controlled accuracy for drawing large-scale Gaussian ran-
dom field realizations in the coupled space between design and uncertain parameters.
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It notably permits a sharper computation of the POP and detects possible correlations
between the different objectives and constraints. Joint realizations can be drawn on
multiple designs in order to generate Surrogate-Assisting models of the objectives and
constraints. Since the construction of a Gaussian random field can be hard in the con-
text of high dimensionality or non-parametric inputs, we also propose a KDE-based
Surrogate-Assisting model as an extension of the classical heteroscedastic Gaussian
process, with the capability to take as input disjoint objective and constraint realiza-
tions.

We assess the proposed variants on several analytical uncertainty-based optimiza-
tion test-cases with respect to an a priori metamodel approach by computing a prob-
abilistic modified Hausdorff distance to the exact Pareto optimal set. The method is
then employed on several engineering applications: the two-bar truss, a thermal pro-
tection system for atmospheric reentry and the blades of an Organic Rankine Cycle
turbine.

Keywords Uncertainty • Optimization • Robustness and reliability • Statistics • Sur-
rogate model

L’optimisation sous incertitude est un axe de recherche fondamental chez de nom-
breuses entreprises, de par l’accroissement de la puissance de calcul et la recherche
continuelle d’efficience, de fiabilité et d’optimalité des coûts. Parmi les difficultés asso-
ciées, on peut citer, entre autres, la bonne formulation d’une métrique d’optimisation
pour le problème d’intérêt et la recherche d’un compromis idéal entre parcimonie et
précision lorsque des simulations complexes et coûteuses sont impliquées. Cet tra-
vail vise à traiter les problèmes d’optimisation multi-objectif sous contrainte, où les
objectifs et contraintes tiennent compte des paramètres incertains sous la forme, par
exemple, de moments statistiques ou de quantiles.

Cette thèse repose sur deux idées principales. Premièrement, la précision d’approximation
des objectifs et contraintes à chaque point devrait être guidée par la probabilité de
ce point d’être non-dominé. Cela permet de réduire l’effort alloué aux points dont
l’optimalité est peu probable. Pour cela, nous introduisons le concept de dominance
probabiliste pour l’optimisation multi-objectif sous contrainte, basé sur le concept de
probabilité d’être Pareto-optimal (POP). Deuxièmement, dans le but d’accélérer le
processus d’optimisation, ces approximations et leur erreur associée peuvent être ex-
ploitée afin de construire un modèle prédictif des objectifs et contraintes. Ces deux
techniques, approximations des objectifs et contraintes avec une précision adaptative
et assistance par métamodèle, sont au coeur de l’algorithme proposé, appelé SAMATA.
Ce dernier est flexible en termes de métriques utilisées et se révèle très parcimonieux.
Cet algorithme est d’ailleurs applicable avec des méthodes génériques d’optimisation.

Nous explorons ensuite l’influence de la distribution de l’erreur d’approximation.
Une première supposition simplificatrice et conservative consiste à considérer cette
distribution uniforme. La formulation proposée devient une approche par boîtes, ou
l’erreur est réduite à un intervalle (en mono-dimensionel) ou un produit d’intervalles
(en multi-dimensionel) autour de la valeur estimée, ce qui permet naturellement le
calcul d’un front de Pareto imprécis. Cette approche est couplée à une assistance
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par métamodèle, construit directement sur les objectifs et contraintes. Sous quelques
hypothèses, nous étudions la convergence du front de Pareto approximé vers le front
réel.

Par la suite, nous proposons une approximation non-paramétrique par échantillon-
nage de la distribution de l’erreur. Un premier algorithme repose sur une approxima-
tion avec contrôle de précision permettant de tirer des réalisations de champ Gaussien
sur un très grand nombre de points dans l’espace couplé entre variables de contrôle et
incertaines. Cela permet notamment des comparaisons probabilistes plus précises et
la capture de corrélations entre les différents objectifs et contraintes. Des réalisations
jointes sont tirées à différents points afin de générer un métamodèle pour assister
l’optimisation. La construction de ce champ Gaussien dans l’espace couplé peut se
révéler infaisable lorsque la dimensionalité est trop élevée ou que les incertitudes sont
non-paramétriques. Nous proposons donc aussi la construction d’un métamodèle, con-
struit sur des réalisations disjointes des objectifs et contraintes, comme extension des
processus Gaussiens hétéroscedastiques classiques.

Les variantes proposées sont testées sur plusieurs cas analytiques d’optimisation
sous incertitudes, et sont comparées à une approche par métamodèle a priori à l’aide
d’un indicateur probabiliste de distance de Hausdorff au front de Pareto exact. La
méthode est finalement mise en pratique sur plusieurs applications pour l’ingénierie
: la charpente à deux barres, un système de protection thermique pour la rentrée
atmosphérique et les pâles d’une turbine à cycle de Rankine organique.

Mots Clefs Incertitudes • Optimisation • Robustesse et fiabilité • Statistiques •Mod-
èle de substitution
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–1 Contexte et objectifs

Qu’est-ce que le savoir ?
Bien que ce travail ne vise pas à répondre à cette question, il peut être très instructif

d’y réfléchir.
À la croisée de la physique théorique et de la psychologie, les experts semblent

s’accorder sur le fait que le cerveau humain serait l’objet le plus complexe de l’univers,
avec des centaines de milliards de neurones interconnectés. La programmation du
cerveau à travers les générations guide les développements et l’adaptation des espèces
pour leur survie. Celui des humains se concentre particulièrement sur la recherche et
la reconnaissance de motifs, dans le but de faire des prédictions sur leur environ-
nement. Cette faculté prédictive, habituellement appelée expérience ou intuition, se
construit et s’affine à travers de nombreux essais et une adaptation aux résultats.

Cette méthodologie par essais et apprentissage est au cœur du développement de
l’humanité et détermine encore aujourd’hui la majorité de nos choix et de nos actions.
Elle montre cependant ses limites quand les expériences se font trop rares. La théorie
se révèle alors un outil puissant et complémentaire dans l’appréhension du réel, per-
mettant de prédire le résultat d’une expérience sans la réaliser. La modélisation in-
tuitive empirique est alors remplacée par un modèle théorique, qui est en capacité
de produire des prédictions arbitrairement complexes, précises et reproductibles. En
suivant la méthode scientifique, ces modèles sont susceptibles d’être réfutés par les
prochaines générations et remplacés par des théories plus représentatives et robustes.
D’après la théorie du savoir de Popper, l’induction n’est en effet pas réalisable en pra-
tique et ne devrait être considérée que comme une corroboration. Les théories les plus
crédibles sont alors celles qui résistent le mieux à la falsification, c’est-à-dire dont au-
cun contre-exemple n’a encore pu être trouvé. Une théorie particulièrement robuste
est la relativité générale d’Einstein, qui s’est révélée plus représentative que la mé-
canique Newtonienne en pratique, notamment pour prédire l’orbite de Mercure. La
théorie de Newton n’en demeure pas moins très utile pour sa simplicité et sa grande
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précision dans la majorité des situations. À l’instar de la modélisation empirique basée
sur l’expérience, l’intérêt d’une théorie repose ainsi dans le compromis qu’elle propose
entre précision et simplicité, ce qui n’est pas sans rappeler le rasoir d’Ockham.

L’une des principales avancées du siècle passé est l’émergence des machines de
Turing, un modèle abstrait permettant l’utilisation d’algorithmes sur des machines de
calcul. Alliées à la puissance de calcul toujours grandissante, décrite par la fameuse loi
de Moore, la capacité d’analyse et de calcul de l’humanité est plus grande que jamais,
ouvrant de nombreuses opportunités pour la recherche et les avancées technologiques.

Dans ce contexte, la simulation numérique a profondément impacté le monde de
l’ingénierie. Ainsi, bien que les différences finies remontent au 17ème et 18ème siècle
avec Newton et Euler, les ordinateurs actuels procurent un cadre idéal pour leur mise
en application sur des problèmes complexes de modélisation 2D et 3D. Le 20ème siècle
a vu l’émergence de nombreuses techniques pour la simulation numérique telles que
la méthode aux éléments finis, qui permettent d’atteindre une précision toujours plus
grande.

La modélisation et la prédiction ne sont cependant que rarement l’objectif final
d’une étude, et sont souvent intégrées à un processus de prise de décision. En pra-
tique, la qualité d’un produit, sa fiabilité et l’efficience des moyens de production sont
ainsi des facteurs clés de succès pour toute entreprise. La majorité de l’ingénierie
profite donc maintenant de l’optimisation par simulation, où le modèle numérique
est supposé représentatif de la réalité et est optimisé à la place du système physique.
Cela soulève bien-sûr la question centrale de la représentativité. Une grande quan-
tité de travaux a été allouée à la question, et de nombreux schémas numériques sont
disponibles, avec différents niveaux de simplification. Ce besoin de représentativité,
malgré la grande complexité des systèmes étudiés, peut porter le temps de simula-
tion à plusieurs heures, jours, ou même semaines. En réponse, un effort important
a été investi dans le domaine de l’optimisation pour limiter au maximum le nombre
d’itérations nécessaires pour atteindre le système optimal. L’objectif est donc de min-
imiser le nombre d’appels au code de simulation.

L’optimisation directe de la performance d’un système n’est cependant pas toujours
suffisante lors de la phase de conception. Des choix suboptimaux sont en effet très
souvent préférés afin d’assurer une certaine robustesse et fiabilité.

Ce besoin de robustesse et de fiabilité apparaît lorsque des décisions sont prises
dans un environnement incertain, où certaines variables peuvent différer de leur valeur
nominale. La définition de robustesse par le dictionnaire d’Oxford est "the ability to
withstand or overcome adverse conditions or rigorous testing", c’est-à-dire la capacité
de maintenir une bonne performance quelles que soient les conditions. La fiabilité est
quant à elle définie comme "the quality of being trustworthy or of performing consis-
tently well", ce qui signifie qu’un intérêt tout particulier est alors porté au contrôle du
risque d’échec.

La prise en compte de ces incertitudes est une étape cruciale de conception. Elle
consiste notamment à caractériser les différentes sources d’incertitudes et à les propager
à travers un modèle d’intérêt. Ces analyses sont souvent regroupées dans sous le nom
de quantification d’incertitude.

De même que pour la procédure d’optimisation, réaliser une propagation d’incertitude
représente un coût de calcul significatif. Dans un contexte où chaque évaluation est
une simulation numérique complète, le coût global de ces analyses statistiques devient
rapidement ingérable.
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Pour pallier ce problème, la plupart des méthodes de propagation d’incertitude
reposent sur la construction d’un modèle de la simulation numérique, gratuit à éval-
uer. Cette technique s’appelle la métamodélisation, car il s’agit de construire un mod-
èle du modèle numérique. Le point central de ces méthodes est le très faible coût
de calcul associé à l’évaluation de ces modèles de substitution comparé à la simula-
tion numérique complète. Cela permet de réaliser les nombreuses évaluations que
necessitent des processus d’optimisation ou d’échantillonnage. De manière similaire
au cerveau humain, la construction de ces modèles suit généralement une procédure
d’essais et d’apprentissage. Il existe donc un très grand nombre de techniques dans la
littérature visant à donner à la machine une “intuition” du résultat du code de simu-
lation pour un certain jeu de paramètres d’entrée.

Finalement, dans un contexte incertain, optimiser un système dont les perfor-
mances sont aléatoires devient une tâche plus ambigüe. Cette opération rentre alors
dans le domaine de l’optimisation sous incertitude, qui est le sujet principal de cette
thèse. Nous choisissons spécifiquement de minimiser (ou maximiser) des valeurs
statistiques, qui peuvent être calculées par propagation d’incertitude. Cela requiert
cependant la réalisation d’une propagation d’incertitude à chaque itération d’optimisation,
augmentant considérablement le coût total de l’étude.

Bien que les termes de robustesse et de fiabilité n’ont pas encore atteint un réel
consensus au sein de la communauté, nous proposons de suivre la tendance principale,
qui appelle robustesse la prise en compte de paramètres incertain dans les objectifs
d’optimisation (e.g. maximisation de la performance moyenne), et fiabilité la con-
sidération de ces incertitudes dans les contraintes d’optimisation (e.g. la probabilité
d’échec doit être inférieure à 1%).

Dans ce travail, nous proposons plusieurs approches qui visent à réduire le coût de
calcul global associé à cette procédure d’optimisation sous incertitude. Les stratégies
présentées visent notamment à être applicables à des problèmes d’optimisation multi-
objectif sous contraintes et à pouvoir traiter différentes métriques de robustesse et de
fiabilité simultanément.

–2 Plan et principales contributions

La structure du manuscrit est présentée ici, et les principales contributions de la thèse
sont explicitées.

Le Chapitre 1 donne une introduction aux méthodes à noyaux à travers la théorie
des espaces de Hilbert à noyau reproduisant. Ce chapitre décrit notamment de manière
intuitive les processus Gaussiens, qui sont utilisés à de multiples reprises dans le reste
du manuscrit.

Le Chapitre 2 introduit formellement le problème d’optimisation sous incertitudes
dans un cadre multi-objectif sous contraintes. Les relations de domination de Pareto
sont notamment définies dans un contexte probabiliste, où les valeurs des objectifs et
contraintes sont considérées aléatoires. Ce cadre nous permet de proposer la première
contribution de cette thèse, qui consiste à reformuler le problème d’optimisation sous
incertitude comme un problème d’optimisation bruitée avec précision adaptable. En
pratique, un premier algorithme nommé Measure Approximation with Tunable Ac-
curacy (MATA) permet de réaliser l’optimisation bruitée en améliorant uniquement
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la précision des résultats prometteurs. Cette approche est couplée à une stratégie
d’assistance par métamodèle, souvent appelée Surrogate-Assisting (SA), permettant
de réduire le coût global d’une optimisation grâce à l’apprentissage en parallèle d’un
modèle de substitution. La stratégie globale proposée, nommée SAMATA, est au cœur
des développements proposés dans les chapitres suivant.

Le Chapitre 3 vise à mettre en application SAMATA en supposant spécifiquement
que les erreurs d’approximation, représentées comme des variables aléatoires, suivent
des distributions uniformes indépendantes les unes des autres. La première contribu-
tion de ce chapitre est la description formelle de l’algorithme SABBa, cas particulier
de SAMATA sous l’hypothèse de distributions uniformes, et la démonstration de sa
convergence sous certaines hypothèses. La seconde contribution concerne son appli-
cation à l’optimisation sous incertitude et la proposition de formulations spécifiques
pour le calcul des mesures de robustesse et fiabilité, ainsi que de l’erreur associée.
L’application de SABBa sur différents cas-tests analytiques le révèle particulièrement
robuste et parcimonieux par rapport aux approches plus conventionnelles.

Le Chapitre 4 propose de ne plus supposer la forme de la distribution d’erreur a pri-
ori. Il est notamment proposé d’échantillonner les mesures de robustesse et fiabilité,
avec des réalisations tirées de manière jointe ou disjointe. Un premier algorithme est
développé dans le but de tirer des réalisations jointes à partir d’un processus Gaussien
dans l’espace couplé. Un second algorithme est proposé dans le contexte de réal-
isations disjointes afin de construire un modèle de substitution non-Gaussien pour
l’utilisation de la stratégie SA. L’approche SAMATA par échantillonnages est comparée
à SABBa et à des méthodes plus classiques sur des cas-tests analytiques impliquant
des incertitudes paramétriques et non-paramétriques. Elle se révèle particulièrement
efficace et parcimonieuse sur l’ensemble des comparaisons réalisées.

Le Chapitre 5 applique les deux algorithmes développés (SABBa et SAMATA par
échantillonnages) sur trois applications d’ingénierie. Différentes mesures de robustesse
et fiabilité sont traitées et les stratégies proposées donnent des résultats très satis-
faisants sur chacune de ces applications.

Le Chapitre 6 donne quelques conclusions et perspectives sur le travail réalisé. Les
différentes contributions sont rappelées et leur limitations sont explicitées. Quelques
idées d’amélioration sont finalement proposées en restant dans le cadre de SAMATA
mais aussi en appliquant certains concepts de ce manuscrit dans un nouveau contexte.
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–1 Context and main objectives

What is knowledge?
Though this work does not intend to answer this question, much can be gained

reasoning around it.
Theoretical physicists and psychologists agree that the human brain may very well

be the most complicated thing in the known universe, with hundreds of billions of
neurons, each of them connected to thousands of others. The programming of the
brain guides the developments and adaptations for the survival of the species. The
human brain is notably driven by the prime directive to seek patterns, which can then
be exploited to make predictions of the world. Such ability usually referred to as
experience or intuition, originates from many trials and errors.

This try and learn methodology is at the core of human development and deter-
mines most of our everyday actions, behavior and choices. However, this strategy
shows its limit when experiments are difficult to perform or even unfeasible. In this
context, theory complements practice very efficiently by giving a way to predict the
outcome of an experiment without actually performing it. The empirical human mod-
eling of reality is replaced with a theoretical model, that can grasp much more complex
and fine behavior, with perfect reproducibility. Following the scientific method, this
theoretical model may eventually be refuted by the next generations and replaced in
turns with an even more representative theory. Indeed, following Popper’s knowledge
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theory, induction is unfeasible empirically and should only be considered as corrobo-
ration. Credible theories are then the ones that show high resilience to falsifiability,
that is to says when no empirical counter-example has yet been found. A famous re-
silient theory is Einstein’s general relativity that has shown more representative than
Newton’s mechanics in practice, notably on Mercury’s orbit. Yet, the latter remains
very attractive for its accuracy in most situation and its simplicity. Just like one’s em-
pirical modeling of reality, everything is a balance between accuracy and simplicity,
under Ockham’s razor.

One of the breakthroughs in the past century is the rise of Turing machines, which
is an abstract model for computational machines that allow defining algorithms prop-
erly. Combined with the ever-growing computational power described by the famous
Moore’s law, the current computational power of our computers is unprecedented and
opens many doors for research and technological breakthrough.

Notably, numerical simulation has profoundly transformed the engineering world.
Although finite differences can be traced back to Newton and Euler in the 17th and
18th century, computers give an ideal framework for applying such methods to com-
plex 2D and 3D systems. The 20th century saw the rise of multiple numerical simu-
lation techniques, such as the finite element method, that allowed to make extremely
accurate predictions.

Usually, modeling and predicting is not the sole purpose, but is part of a decision-
making problem. Notably, in the industry, quality, cost-efficiency and resilience are
critical factors of success. In most engineering companies arose the concept of Simulation-
Based Optimization, where one assumes the numerical model to be representative of
reality and optimizes it in place of the physical system. This concept raises the major
issue of representativeness. An extensive amount of work has been allocated to such
problematics, with numerical schemes that may feature a wide range of simplifying as-
sumptions. Due to the high complexity of the systems of interest, accurate simulations
can take hours, days or even weeks to complete. In the optimization literature, much
effort has been devoted to limiting the number of trials needed to reach the optimal de-
sign. In essence, one aims to reduce the overall number of calls to the simulation code.

However, direct performance optimization is not the whole picture when design-
ing complex systems. Sub-optimal behaviors are nearly always favored in nature for
ensuring some level of robustness or reliability.

This necessity arises when making a decision in an uncertain environment, where
variables differ from their usual nominal state. Robustness definition by Oxford dictio-
nary is "the ability to withstand or overcome adverse conditions or rigorous testing",
in other words, the ability to maintain a high-performance level even in non-nominal
conditions. Reliability is defined as "the quality of being trustworthy or of performing
consistently well", meaning that controlling the risk of failure associated with uncer-
tain events is of significant importance.

Managing these uncertainties is a crucial step in any design process. It notably
consists in characterizing the different sources of uncertainty (Uncertainty Characteri-
zation) and propagating them through a model of interest (Uncertainty Propagation).
These analyses are usually gathered under the name of Uncertainty Quantification
(UQ).



–2. State of the art 9

In a simulation-based setting, similarly to the optimization process, Uncertainty
Propagation has a high computational cost. Accurately characterizing the output vari-
ability of a simulation code requires a high number of trials, each of which requiring
a full simulation run. The overall cost of this statistical analysis can quickly become
unmanageable.

This strong constraint may require the construction of a free-to-evaluate model
of the numerical simulation. This approach is referred to as metamodeling, making
a model of the model, or equivalently surrogate modeling. The main interest lies in
the fact that these surrogates are much cheaper to evaluate than the full numerical
simulation. It permits to carry out optimization or sampling procedures that require a
lot of evaluations in a manageable time. The learning procedure of theses surrogates
follows again a try and learn methodology. There is an extensive amount of techniques
in the literature, which all aim at giving the machine an “intuition” of the simulation
output for a given set of input variables.

In an uncertain context, optimizing a system becomes an unclear task as it re-
quires to compare aleatory performances. This topic is referred to as Optimization
Under Uncertainty and is the core subject of this thesis. It is notably chosen to per-
form this uncertainty-based optimization by maximizing (or minimizing) a given sta-
tistical value, that can be computed using Uncertainty Propagation techniques. This
approach, however, requires to propagate the input uncertainties at each step of the
optimization process, which further increases the associated computational cost.

Although the use of the words robustness and reliability seems not to have reached
a true consensus yet, we propose to follow the standard practice that names robustness
the consideration of uncertain parameters in the objectives (e.g. Maximizing the mean
performance of a system), and reliability when considering them in the constraints
(e.g. Probability of failure must be below 1%).

In this work, we propose several approaches that aim to lower the overall compu-
tational cost associated with such uncertainty-based optimization. Notably, the pro-
posed strategies aim to apply to constrained multi-objective optimization problems
and to treat simultaneously different metrics for robustness and reliability.

–2 State of the art

An extensive amount of work has been devoted to the problem of Optimization Under
Uncertainty in recent years. We propose here a non-exhaustive review of the asso-
ciated literature, focusing first on the challenge of Uncertainty Quantification (UQ),
with emphasis on low-cost Uncertainty Propagation (UP). The broad subject of opti-
mization is then tackled, narrowed down to our constrained multi-objective setting,
with specific attention on cost-efficient and derivative-free strategies. We finally deal
with Optimization Under Uncertainty, divided into two sections: Reliability-Based De-
sign Optimization (RBDO), that deals with probabilistic and worst-case feasibility con-
straints, and Robust Design Optimization (RDO), where the deterministic objectives
are replaced with averaged or worst-case ones, possibly in a multi-objective context
such as the classical Taguchi optimization.
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–2.1 Uncertainty Quantification

The field of Uncertainty Quantification (UQ) deals with characterizing how likely cer-
tain outcomes are, given that some aspects of the system at hand are unknown.

Epistemic uncertainties and imprecise probability Uncertainties can come from
different sources and are usually considered as aleatoric, epistemic or a combination
of the two. Epistemic uncertainty is also referred to as systematic uncertainty as it
arises when some parameters are not stochastic by nature but not precisely known in
practice.

Numerical approaches have been proposed in the literature to cope with epistemic
uncertainties, in both UQ [Chen et al., 2013] and Optimization [Limbourg, 2005].
This type of uncertainty is often considered non-probabilistic, contrarily to aleatoric
uncertainties. The field of imprecise probabilities can also be exploited to give im-
precise aleatoric input distribution to tackle epistemic uncertainties. Numerical appli-
cations of such techniques can notably be found in [Schöbi, 2019] and [Adje et al.,
2013].

Probabilistic UQ methodologies In this thesis, we focus on probabilistic uncertainty
descriptions, which usually refer to aleatoric uncertainties. Note, however, that it is
common practice to translate epistemic uncertainties in probabilistic terms. We focus
on the following problem:

Characterize the Probability Density Function φY of Y = f (ξ) (1)

where f : Rp → Rm is a real-valued function and ξ ∈ Ξ ⊂ Rp is a random vector with
known Probability Density Function (PDF) φξ. We notably focus on the case where f
is costly to evaluate and considered as a black-box, meaning that no analytical formula
is available and direct Monte Carlo Simulation (MCS) strategies are unfeasible.

The general Uncertainty Quantification (UQ) question is tackled in several reviews
that compare different methodologies and software. Namely, [Marelli and Sudret,
2014] proposes the UQLab framework for performing all kind of statistical analysis,
[Lin et al., 2012] compares the performance of numerous software on the most clas-
sical UQ tasks and [Rocquigny, 2009] gives a generic methodology for performing UQ
in an industrial context.

Surrogate models Although direct statistical estimations, such as the method of mo-
ments [Wang and Peng, 2014], can be employed, it is common practice for performing
Uncertainty Propagation (UP) to construct a surrogate model of the Quantities of In-
terest (QoI) to perform statistical analyses on this low-cost approximation of the simu-
lation outputs. This approach is notably compared with the gradient-based Method of
Moments in [Martinelli and Duvigneau, 2010]. An overview of the different surrogate
modeling strategies for Uncertainty Propagation is proposed in [Sudret et al., 2017],
with a focus on Low-Rank Approximation (LRA) and Polynomial Chaos Expansion
(PCE). The latter is discussed in [Knio and Le Maitre, 2006] in the context of Compu-
tational Fluid Dynamics (CFD), and more deeply in [Le Maître and Knio, 2010] that
gives theoretical background on spectral methods. An application of this approach is
proposed in [Rivier et al., 2019] alongside a dimension reduction technique. However,
lately, Kriging surrogate models, also called Gaussian Processes (GP), are increasingly
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exploited in the UQ community and have met great success. Kriging-based methods
can be exploited for performing forward [Razaaly et al., 2017] as well as backward
[Cortesi, 2018] Uncertainty Propagation. The latter roughly consists in performing
parameter calibration in the presence of probabilistic outputs. Bayesian calibration
[Kennedy and O’Hagan, 2001] is a conventional approach within this field.

One of the most insightful and challenging Uncertainty Propagation problem is
called reliability estimation, which often refers to low-probability or extreme quan-
tile estimation. It can be accelerated through the use of advanced sampling tech-
niques such as quasi MCS and Adaptive Importance Sampling (AIS). The former is
exploited in [Xu et al., 2016] with unequal weights. The latter is used [Morio, 2012]
in a non-parametric way, or [Pastel, 2012] in combination with the Minimum Volume
Set (MVS) approach. Reliability estimation is also performed in [Picheny et al., 2010b]
with a bootstrap strategy and in [Au and Beck, 2001] for high-dimensional problems
by introducing Subset Simulation (SS), that is now a state-of-the-art low probabil-
ity estimation technique based on Markov-Chain-Monte-Carlo (MCMC). Kriging-based
approaches are also very popular for performing reliability estimation, notably since
2010, when [Echard et al., 2011] introduced the famous Adaptive-Kriging Monte Carlo
Simulation (AK-MCS). This technique has notably been exploited in [Schöbi et al.,
2016], which proposed to use Polynomial-Chaos-Kriging (PC-Kriging) surrogate mod-
els and to perform multi-point refinement, as well as in [Razaaly and Congedo, 2018],
that performs well on multiple failure regions through Gaussian mixture-based Impor-
tance Sampling (IS). Further parsimony is allowed in the context of multiple failure
modes with different computational costs in [Perrin, 2016] by ordering the perfor-
mance functions within a nested Gaussian Process (GP) surrogate strategy. In 2010,
the Sequential Uncertainty Reduction (SUR) formulation of the low-probability esti-
mation was also introduced by [Bect et al., 2012], and led to numerous developments,
e.g. regarding theoretical consistency proofs [Bect et al., 2019] or fast numerical com-
putations [Chevalier et al., 2014a]. It has also been applied to real-world cases with
great success [Jala, 2013]. This approach is notably available in the Kriginv R pack-
age [Chevalier et al., 2014b]. More generally, Kriging-based reliability estimation
techniques have proven very cost-efficient in multiple applicative domains, such as
structural analysis [Kaymaz, 2005] or space debris reentry prediction [Sanson, 2019].
Finally, some other machine learning techniques have been exploited to lower the
overall cost, such as Support Vector Machines (SVM), either through regression [Dai
et al., 2012] or classification [Basudhar et al., 2008, Li et al., 2006, Most, 2007], in
combination with adaptive sampling strategies.

Another classical analysis, deeply related to Uncertainty Quantification, is Sen-
sitivity Analysis (SA). Notably, global SA, reviewed in [Saltelli et al., 2008], is usu-
ally achieved with approaches similar to UP techniques, such as the use of Polyno-
mial Chaos Expansion (PCE) [Sudret, 2008] or Gaussian Process (GP) surrogate mod-
els. The latter has been exploited both in the parametric [Marrel et al., 2012] and
functional [Marrel et al., 2015] settings, with the use of Generalized Additive Mod-
els (GAM) and Proper Orthogonal Decomposition (POD). Approaches have also been
proposed for dealing with correlated inputs [Da Veiga et al., 2009] and for replacing
the classical variance-based sensitivity measures with more general dependence mea-
sures [Da Veiga, 2015]. For practical applications, efficient formulations for sensitivity
estimation have been presented in [Da Veiga and Gamboa, 2013]within a metamodel-
free framework, in [Chastaing et al., 2015] for dependent variables and in [Perrin and
Defaux, 2019] in the context of reliability estimation.
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Remarks Note that several works have been dedicated to deriving error bounds on
UQ analysis: p-boxes and robust Bayes techniques [Ferson et al., 2010]; error-based
bounds on statistical moments [Barth, 2016]. Similarly, uncertainties associated
with sensitivity indices are assessed in [Janon et al., 2014] with the use of reduced-
basis surrogate models.
Not all Uncertainty Quantifications can be tackled through the use of surrogate
modeling, notably when the problem features non-parametric uncertainties [Soize,
2005].
This thesis notably proposes error-based adaptive strategies, that can be applied in
the context of non-parametric uncertainties.

–2.2 Optimization

As raised in the introduction, theoretical and numerical optimizations have enabled
an extensive amount of developments and applications. Within these real-world prob-
lems, several objectives are often conflicting, raising the need for multi-objective op-
timization, that returns a set of compromises between the different objectives. These
compromises represent the Pareto front of the optimization problem. Moreover, sev-
eral constraints are usually imposed to ensure that the found optima are feasible.

The optimization problem classically writes as follows:

minimize: f (x ),
satisfying: g (x )≤ 0, (2)

by changing: x ∈ X ,

with m1 objectives f (x ) ∈ Rm1 , m2 constraints g (x ) ∈ Rm2 , and design vector x ∈ X ⊂
Rn.

Multi-objective optimization In this context, the most popular derivative-free con-
strained multi-objective optimization strategies are Evolutionary Algorithms (EA), which
regroup all population-based optimization metaheuristics that use some form of repro-
duction, recombination and mutation, alongside a selection scheme based on a chosen
fitness function. Pushing the convergence through the number of generations should
permit to enhance the value of the fitness function locally, while the mutation operator
allows us to explore new areas. A comparison of multi-objective EA strategies is pro-
posed in [Zitzler et al., 2000], in the classical bi- or tri-objective setting. When dealing
with more objectives (≥ 4), one should refer to the many-objective optimization litera-
ture, notably reviewed in [Ishibuchi et al., 2008]. For more details, [Yang, 2010] gives
a thorough description of both the theoretical foundations and practical metaheuris-
tics for application to engineering test-cases. Finally, we highlight the Non-linear Opti-
mization with Mesh-Adaptive Direct Search (NOMAD) [Le Digabel, 2011], that enjoys
rigorous convergence theory and performs constrained multi-objective derivative-free
non-linear optimization with great efficiency.

Surrogate-Assisted optimization The construction of a surrogate model of the fit-
ness function in the design space is a common way to solve the optimization problem.
Any optimization algorithm can then be employed on this surrogate with negligible
cost. This approach is referred to as Surrogate-Assisted (SA) optimization. It has been
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extensively exploited in EA setting, as reviewed in [Jin, 2011] and [Emmerich et al.,
2002]. Namely, two main strategies emerged for Evolutionary Algorithms: evolution
control and surrogate approach. These two techniques are presented and compared
in [Buche et al., 2005], with the use of GP surrogate models. Evolution control, also
referred to as pre-evaluations, only evaluates the fitness function on a controlled per-
centage of the population, which shows most promising. This strategy has been pro-
posed in [Jin et al., 2002] and [Emmerich et al., 2006] coupled with GP surrogate
models and in [Giotis et al., 2001] and [Giannakoglou, 2002] with Neural Networks
(NN), notably Radial Basis Function Networks (RBFN), surrogate models. The so-
called surrogate approach, more widely called Sequential Approximate Optimization
(SAO), consists in running the whole optimization process on the approximate surro-
gate model, evaluating the fitness function at well-chosen locations, and refining the
surrogate model with these data to rerun optimization.

SAO belongs to the broader field of adaptive refinements for surrogate models. It
has been exploited in [Contal, 2016] with a Bayesian view and in [Buyukada, 2017]
with classical Response Surface Methodology (RSM) techniques. For more details,
[Nakayama et al., 2009] gives a thorough review of SAO theory and applications.
Finally, [Torczon and Trosset, 1998] also adopts a Bayesian strategy and highlights
that a well-chosen merit function must be chosen to perform adaptive refinement to
reach the well-known exploration/exploitation balance. These concepts come from
the Bayesian Optimization (BO) community, that is presented hereafter.

Bayesian Optimization Bayesian Optimization (BO) can be regarded as the inter-
section between Sequential Approximate Optimization and statistical modeling. Note
that BO is usually performed with the most classical statistical model, namely Gaussian
Processes, but can be adapted to any other random process, such as the recently pro-
posed Student-t processes [Shah et al., 2014]. These approaches rely on well-chosen
and easy-to-compute merit functions, usually called acquisition functions. In essence,
the problem of optimizing a costly fitness function is solved by iteratively maximiz-
ing the current acquisition function for choosing the location of the next evaluation.
[Brochu et al., 2010] gives a straightforward tutorial for understanding and applying
such optimization technique. The most classical acquisition function is Expected Im-
provement, which adds the subsequent evaluation at the location that gives the most
significant expected improvement of the optimal value. It was proposed by [Jones
et al., 1998] under the name of Efficient Global Optimization (EGO). Many new ac-
quisition functions have then been introduced, as presented in [Shahriari et al., 2015].
The amount of literature in this field is extensive, and we only highlight here a few of
these works.

A parallel extension of the Upper Confidence Bound (UCB) acquisition function
has been proposed in [Contal et al., 2013] with local Pure Exploration (PE). A strat-
egy for managing hyperparameter updating has been introduced in [Gano et al., 2006]
in the context of variable fidelity optimization. The hyperparameters are further stud-
ied in [Benassi et al., 2011], that proposes a fully Bayesian EI with hyperparameter
prior distributions, also called hyperpriors. Practical computations associated with
such an approach are presented in [Benassi, 2013] with a Sequential MCS technique.
Recently, [Toscano-Palmerin and Frazier, 2018] has proposed a very efficient strat-
egy for optimizing sums or integral quantities within the BO setting. Because GP
naturally accounts for noisy training data, acquisition functions have been developed
when dealing with noisy fitness functions, such as [Huang et al., 2006] with an aug-
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mented EI criterion, compared in [Picheny et al., 2013] that benchmarks several other
approaches such as EI with plugin and Approximate Knowledge Gradient (AKG). Note
that insights can be found in [Wilson et al., 2018] on how to maximize these acqui-
sition functions in practice. Most of the above strategies are unconstrained mono-
objective optimization techniques, which can be quite limiting for real-world applica-
tions. Hence, developments have been proposed to account for expensive-to-evaluate
constraints [Gardner et al., 2014], by constructing a GP model of the constraint func-
tion and evaluating the Probability of Feasibility (PF) associated to all locations in
the input space. A significant amount of work has also been devoted to extending
BO to the multi-objective setting. As presented in [Wagner et al., 2010], this is ei-
ther performed through scalarization of the multi-objective problem, aggregation of
the acquisition functions [Knowles, 2006], domination considerations or hypervolume
computation. The latter is notably proposed in [Emmerich and Klinkenberg, 2008]
through Expected Hypervolume Improvement (EHI) and in [Picheny, 2015] within
the SUR setting. It has also been exploited in [Feliot et al., 2017, Feliot, 2017] with
a suitable sequential MCS approximation of the EHI indicator and domination-based
management of the constraints. Finally, a PF-based computation of the EHI acquisition
function in a constrained setting is proposed in [Abdolshah et al., 2018].

Recently, informational approaches for Bayesian approaches have gained a lot of
attention. This strategy was first proposed in [Villemonteix et al., 2009b, Villemonteix
et al., 2009a, Villemonteix, 2008] that highlighted the associated computational dif-
ficulties. [Hennig and Schuler, 2012] proposed the term of Entropy Search (ES) that
is now classically used. Intuitively, it consists in selecting the next evaluation location
to maximize the information gained on the optimum location, that is to say by min-
imizing the associated entropy. Several works have tackled the computational issue,
giving rise to the Predictive Entropy Search (PES) [Hernández-Lobato et al., 2014]
and Max-value Entropy Search (MES) [Wang and Jegelka, 2017] that yield impres-
sive performance. It is interesting to note that this informational approach naturally
extends to the constrained [Hernández-Lobato et al., 2015, Hernández-Lobato et al.,
2016b] and multi-objective [Hernández-Lobato et al., 2016a, Garrido-Merchán and
Hernández-Lobato, 2019] settings. A strategy has also been introduced for perform-
ing multi-point enrichment in [Shah and Ghahramani, 2015].

Noisy optimization In this thesis, we focus on performing optimization in the pres-
ence of uncertainties. Such setting has received significant attention from the EA com-
munity, as can be seen in several reviews [Jin et al., 2005, Goh and Tan, 2009, Tan and
Goh, 2008]. Notably, [Jin et al., 2005] proposed four types of uncertainties: (i) noise,
which is an intrinsic bias on the evaluation of the fitness function, coming for example
from imperfect sensors; (ii) robustness, which refers to specific parameters that may
vary from their nominal value between the optimization procedure and the real-world
application; (iii) fitness approximation, when the true fitness value is not computable
or very expensive, and less accurate but cheaper representation is used instead; (iv)
time-varying fitness function, meaning that the optimum changes through time and
that the optimization algorithm should tackle this variability.

Remark Note that in this work, although some techniques are proposed in the
general noisy case, the aim is to tackle robustness through the use of surrogate-based
fitness approximations, which accuracy can be efficiently estimated.
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A lot of work has been devoted to tackling noise within the optimization process.
This field is usually referred to as Noisy Optimization (NO). It has been proposed in
[Syberfeldt et al., 2010] to perform confidence-based dynamic resampling for tackling
noise in Evolutionary Algorithm. Similarly, through an improved acceptance condi-
tion, Pure Random Search (PRS) can be extended to a noisy environment. Tackling
noise is also performed in [Žilinskas, 2010] by replacing the RBF surrogate model with
a noisy GP in the P-algorithm, and in [Gutjahr and Pflug, 1996] with a noise reduction
assumption throughout the optimization process. More generally, some parsimonious
techniques for Noisy Optimization rely on the assumption that there exist either dif-
ferent levels of accuracy for computing the Quantities of Interest or a way to refine a
given accuracy so that noise can be reduced on-the-fly on the most promising designs.
The former technique is called multi-fidelity or multi-level. Note that multi-level usu-
ally refers to different mesh refinements for numerical simulation, while multi-fidelity
involves different modeling strategies. An extensive amount of work is devoted to
these approaches, such as [Ho and Parpas, 2016] and [El-Beltagy and Keane, 1998]
for the multi-level strategy and [March and Willcox, 2012, Zahir and Gao, 2013] for
multi-fidelity approaches. As raised earlier, recent works have also proposed adaptive
approaches for tackling problems where fidelity can be tuned online. This approach is
particularly adapted when the fitness function is the limit of intermediate approxima-
tion of increasing fidelities, such as iterative solvers or Monte Carlo estimations. This
concept has been proposed in [Picheny et al., 2010a] with online computation time
allocation in a BO context.

In a multi-objective setting, the existence of such computations with variable fi-
delities raises the need for extending the classical Pareto dominance to an uncertain
environment. Again, the EA community has quickly proposed techniques for problems
featuring uniform noises [Teich, 2001] or Gaussian ones [Hughes, 2001]. The latter
is extended in [Limbourg and Aponte, 2005], integrating a Bayesian treatment of the
heteroscedastic noises associated with each individual. Similarly, in [Eskandari et al.,
2007], the efficient FastPGA algorithm is extended to a stochastic context under the
assumption of Gaussian noise. In [Fieldsend and Everson, 2005], a non-probabilistic
approach is pursued and compares the so-called Imprecision-Propagating approach,
featuring only partial ordering, with the Distribution-Assuming techniques. Interval
and worst-case approaches are tackled in [Gong et al., 2010, Soares et al., 2009, Li
et al., 2015], within the classical NSGA-II and MOEA frameworks. [Barrico and An-
tunes, 2006] proposes to add a degree of robustness, which permits to classify differ-
ent Pareto fronts according to their robustness to input variability. Finally, [Khosravi
et al., 2015, Khosravi et al., 2018, Khosravi et al., 2019] extends these computations
to non-parametric noise distributions through the construction of histogram-based ap-
proximate densities, which permits fast computations of the probability of dominance.
Another approach for lowering this computational cost is to perform First-Order Re-
liability Method (FORM) estimation of these probabilities, as presented in [Coelho,
2014]. With a more theoretical view, [Ide and Schöbel, 2016] and [Kuhn et al., 2016]
review different concepts of Pareto efficiency and point out their relations.
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Remark A straightforward extension of the Pareto dominance rule to interval un-
certainty in the presence of constraints is proposed in [Mlakar et al., 2014] under the
name of Bounding-Boxes. This extension has been exploited in [Fusi and Congedo,
2016] within an adaptive strategy for performing multi-objective optimization on
objective functions computed with tunable accuracy. This work has served as a basis
for the present thesis.

–2.3 Reliability-Based Design Optimization (RBDO)

As raised earlier, reliability estimation is a key analysis throughout the designing pro-
cess. Several techniques, either aleatoric or non-probabilistic permit to take into ac-
count input uncertainty and to propagate them efficiently through expensive black-
box functions such as numerical simulation. By defining design parameters that can
be controlled in addition to the random variables, Reliability-Based Design Optimiza-
tion (RBDO) solves the optimization problem under the constraint that a prescribed
reliability is satisfied. In this thesis, considering a constraint function g that depends
both on design x ∈ X ⊂ Rn and uncertain parameters ξ ∈ Ξ ⊂ Rp, we write the RBDO
problem with so-called reliability measures ρg as follows:

minimize: f (x ),
satisfying: ρg (x )≤ 0, (3)

by changing: x ∈ X ,

with f ∈ Rm1 and ρg ∈ Rm2 . As reviewed in the following, reliability measures ρg

usually refer to worst-case values ρg (x ) = maxξ[g(x ,ξ)], where ξ might be either
random or non-probabilistic. Other very popular reliability measures are quantiles
ρg (x ) = qp

ξ[g(x ,ξ)] and superquantiles ρg (x ) = Eξ
�

g(x ,ξ) | g(x ,ξ)≥ qp
ξ[g(x ,ξ)]

�

,
computed on aleatory variables ξ.

Non-probabilistic uncertainties Similarly to reliability estimation, RBDO problems
can be tackled with hybrid random, interval and fuzzy uncertain parameters, as pre-
sented in [Wang et al., 2017]. Notably, interval uncertain inputs are addressed in
[Hao et al., 2017] in the context of convex uncertainties, where the reliability esti-
mation is carried out by determining the Most Probable Failure Point (MPFP). The
same problem has been tackled in [Kang et al., 2011], which proposes the Concerned
Performance Approach (CPA), that follows the same idea as the Performance Measure
Approach (PMA), by finding the worst-case value of the limit-state function over the
frontier of the convex shape. This CPA is performed in a further parsimonious way
in [Meng et al., 2016] through the use of a Sequential Optimization Approach (SOA)
that avoids playing the inner loop at all optimization iterations. [Luo et al., 2011]
also exploits a sequential strategy in the context of hybrid random and interval pa-
rameters. Finally, [Li et al., 2017] computes the Reliability Measurement Index (RMI)
as the failure area over the total one, calculated through interval perturbation in the
context of linear systems of equations.

First-Order approaches for random uncertainties In the context of probabilistic
uncertainties, the most classical method is the Reliability-Index (RI) approach, where
a reliability index is computed using the Most Probable Failure Point (MPFP) search,
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and the associated derivative is calculated. This technique is compared in [Lee et al.,
2002] with the Performance Measure Approach (PMA), with the addition of a conver-
gence smoothing technique. The PMA is further studied: [Youn et al., 2005] with a
fast strategy in the neighborhood of the deterministic optimum, [Liang et al., 2008]
which determines the angle of search at each iteration to avoid the inner PMA loop,
and [Du et al., 2004] that performs Taguchi optimization, namely mean optimiza-
tion and variance minimization. Also, [Youn et al., 2003] has introduced a Hybrid
Mean Values (HMV) inner optimization technique, that merges the efficiency of the
Advanced Mean Value (AMV) in convex settings and of the Conditioned Mean Value
(CMV) in concave ones. In [Jensen et al., 2009], the RBDO problem is solved in high
dimensional problems through an efficient line-search optimization algorithm based
on polynomial approximations. Similarly, [Ching and Hsu, 2008] computes a factor of
safety that gathers the information when many reliability constraints are to be satisfied
simultaneously. The use of local approximations is exploited in [Cheng et al., 2006]
with a Sequential Approximate Programming (SAP) technique, which corresponds to
the SAO raised earlier. FORM has also been reviewed in combination with surrogate
models in [Chu, 2016], and in [Lagaros et al., 2008], which focuses on Neural Net-
works (NN).

Surrogate models Recently, surrogate models have been exploited with great suc-
cess to solve RBDO problems. Their use has been reviewed in [Bourinet, 2018] and
[Moustapha and Sudret, 2019] with an emphasis on adaptive surrogate-modeling
strategies, and in [Valdebenito and Schuëller, 2010b], that compares First-Order Relia-
bility Method (FORM), decoupling approaches and surrogate-based strategies. Deriva-
tion of conservative reliability estimations throughout the optimization iteration has
been studied in [Picheny, 2009], that aims to manage the accuracy of these approx-
imate intermediate models. Some works have proposed the use of Neural Networks
(NN) models [Papadrakakis and Lagaros, 2002] or PCE-Kriging representations [Coelho
and Bouillard, 2011] for lowering the overall cost of RBDO. Local surrogate mod-
els have also been exploited in [Valdebenito and Schuëller, 2010a, Valdebenito and
Schuëller, 2011], combined with line-search optimization, and in [Youn and Choi,
2004] for accelerating the HMV optimization of the inner PMA loop. [Dubourg et al.,
2011, Dubourg, 2011] builds adaptive Kriging surrogate models in the so-called aug-
mented space that encompasses the whole possible variations when dealing with un-
certain design variables. The strategy is based on a K-means clustering of samples
drawn from an accept-reject algorithm, with control on pseudo-confidence bounds
of the failure probability. A GP surrogate model is also constructed in the augmented
space in [Moustapha et al., 2016]. However, it proposes to build this model in a hyper-
rectangle corresponding to the multi-dimensional product of the α to 1−α quantiles
intervals. Adaptive refinement is then performed similarly to the work of [Echard
et al., 2011] with the AK-MCS strategy. Such adaptive refinement strategy is also
exploited in [Razaaly, 2019] with further improved parsimony through the use of a
Gaussian mixture Importance Sampling (IS) density for very low probability estima-
tion, and the availability of unbiased estimation at the cost of few additional evalua-
tions of the fitness function. An extreme quantile estimation technique is then derived,
with parallel surrogate model refinement.
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Topology Optimization Finally, note that RBDO techniques can be extended to Topol-
ogy Optimization problems, with several formulations. FORM approaches mentioned
above, computed with either RI or PMA method, are exploited in [Maute and Fran-
gopol, 2003, Jung and Cho, 2004] for TO, and combined in [Zhao et al., 2016] with
RSM techniques. Non-probabilistic topology RBDO is also achievable, as presented in
[Kang and Luo, 2009] with convex uncertainty modeling and non-probabilistic Relia-
bility Index (RI).

–2.4 Robust Design Optimization (RDO)

Accounting for reliability-based probabilistic constraint is one of the main concerns
in Optimization Under Uncertainty (OUU). The other pillar is the so-called Robust
Design Optimization, which is classically defined as follows:

minimize: ρ f (x ),
satisfying: g (x )≤ 0, (4)

by changing: x ∈ X ,

where ρ f ∈ Rm1 , g ∈ Rm2 and x ∈ X ⊂ Rn. Robustness measures ρ f most clas-
sically refer to either worst-case ρ f (x ) = maxξ[ f (x ,ξ)] or average value ρ f (x ) =
Eξ[ f (x ,ξ)], where ξ ∈ Ξ ⊂ Rp is a random vector. In addition, a popular strategy is
Taguchi optimization, which is a bi-objective optimization problem that aims to opti-
mize the average value and minimize the associated variance ρ f (x ) = Vξ[ f (x ,ξ)].

In this section, focus will be on Robust Design Optimization (RDO) as well as
its combination with Reliability-Based Design Optimization (RBDO), resulting in a
complete Optimization Under Uncertainty (OUU) problem defined as follows:

minimize: ρ f (x ),
satisfying: ρg (x )≤ 0, (5)

by changing: x ∈ X ,

Robust counterpart RDO originated with a worst-case paradigm. The associated
theory of robust counterpart, applied to Linear, Conic, and Multi-Stage Optimization
is notably reviewed in [Ben-Tal et al., 2009]. It has also been studied in [Kuroiwa and
Lee, 2012] within a multi-objective setting. [Beyer and Sendhoff, 2007] proposes an
overview of Robust Optimization (RO), starting with Taguchi’s view and introducing
robustness measures. Namely, it presents the worst-case measure, or robust coun-
terpart, the expectancy measure and the probabilistic, or quantile, measure. Finally,
[Schuëller and Jensen, 2008] presents these robustness measures and combines them
with reliability measures. The resulting Reliability-Based Robust Design Optimization
(RBRDO) will simply be referred to as Optimization Under Uncertainty (OUU) prob-
lem in the following. Note that the computation of robust counterpart in the context
of Linear, Quadratic, Polyhedral, etc Programming has been extensively studied, no-
tably in [Gabrel et al., 2014, Gorissen et al., 2015, Bertsimas et al., 2011, Klamroth
et al., 2013].

Anti-optimization Under the robust counterpart paradigm, a significant amount of
work has been dedicated to non-probabilistic approaches, also called anti-optimization.
This name denotes the two-layer structure of the optimization problem that optimizes
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the worst outcome. [Elishakoff et al., 1994] is an early application of such anti-
optimization paradigm to structural mechanics. Notably, it takes advantage of the
intrinsic linearity to perform efficient Sequential Linear Programming (SLP). The same
problem is also tackled in [Lombardi, 1998] by cycling over the two anti-optimizations
steps. Structural anti-optimization is also carried out in [McWilliam, 2001], that com-
pares the Interval Perturbation (IP) method, which performs a linear approximation
of the displacement with respect to the uncertain parameters, and the monotonic
method, that only assumes that no turning point exists on the displacement surface,
thus allowing the direct computation of the extrema. The Interval Perturbation (IP)
method is also extended to wide parameter intervals with the Subinterval Perturba-
tion (SP) method in [Qiu and Elishakoff, 1998]. These anti-optimization techniques
have also been exploited in [Moens and Vandepitte, 2005] in the context of the Finite
Element Method (FEM) through Interval and Fuzzy FEM techniques. As raised in the
previous section, interval analysis can be compared with convex models, generally
making use of ellipsoid shapes [Hu and Qiu, 2010, Qiu and Wang, 2005b]. Addition-
ally, the use of surrogate models for alleviating the cost of the double optimization
loop is proposed in [Wu et al., 2014] within the interval arithmetic setting. Finally,
[Qiu and Wang, 2003, Qiu and Wang, 2005a, Zhu et al., 2017] compare the interval
analysis setting with hybrid or only probabilistic techniques.

Robust Evolutionary Algorithms Robustness has also been extensively tackled in
the EA setting to avoid convergence toward spurious optima. Notably, [Deb and Gupta,
2006] has proposed two types of robust solutions, under design uncertainty, through
the use of expectation robustness measure or constrained variability computed with
sampling techniques. In [Li et al., 2005], the authors propose to use a robustness
index as an additional objective, which permits to draw all compromises between per-
formance and robustness. A strategy is presented in [Basseur and Zitzler, 2006] for
computing expectation robustness measures in Indicator-Based Multi-Objective Opti-
mization, based on arbitrary probability distribution in the objective space. Finally,
expectation and variance robustness measure are proposed and compared in [Jin and
Sendhoff, 2003] with a Taguchi optimization strategy. Note that a decoupling ap-
proach has been introduced in [Meneghini et al., 2016] for performing worst-case
optimization. This strategy is called co-evolutionary optimization and evolves the al-
gorithm population iteratively based on performance and robustness.

Sampling-based strategies To limit the computational cost associated with RDO,
and notably to alleviate the burden of the nested optimization loop, advanced sampling-
based strategies have been proposed in the literature. For example, several advanced
Monte Carlo methods are presented in [Hu et al., 2016] with application to aerospace
vehicle design. Similarly, a Stochastic Subset Optimization (SSO) technique has been
introduced in [Taflanidis and Beck, 2008] to iteratively sample the design space in
the area that yields high plausibility of containing the optimum. Local optimization is
then carried out through stochastic optimization, based on simultaneous perturbation
derivative estimation and Common Random Number (CRN) robustness measure com-
putation. The simultaneous perturbation stochastic optimization is also exploited in
[Medina and Taflanidis, 2014], in combination with an adaptive Importance Sampling
(IS) strategy. The latter permits to estimate robustness measure with a significant
reduction of the estimator variance, by retaining information between optimization



20 Introduction

steps. In [Congedo et al., 2013b], the Uncertainty Propagation (UP) step required for
computing robustness measures is carried out through Simplex Stochastic Collocation
(SSC), with a stopping criterion associated with the Nelder-Mead optimization pro-
cess. Similarly, [Pisaroni et al., 2019] introduces a continuation Multi-Level Monte
Carlo (MLMC) technique, that allows performing MLMC approximations of the cho-
sen robustness measures up with a self-tuning of the accuracy according to the per-
formance of the current design. An adaptive Monte Carlo computation of robustness
measures, with increasing efficiency throughout the optimization process is also pro-
posed in [Cheng et al., 2017].

Remark The strategies presented above have been very influential in this thesis.
Notably, the idea of linking the accuracy of the Uncertainty Propagation (UP) step
(robustness and reliability measure approximation) with the optimization process is
key in our work. Intuitively, starting with a rough estimation of the optimal area,
which is then followed by an accurate computation of the optimal design.

Surrogate models Surrogate models are very efficient for reaching great parsimony
throughout the RDO process and have been compared with Taylor series expansion in
[Duvigneau, 2007, Duvigneau et al., 2013] for aerodynamic shape robust optimiza-
tion. The use of metamodels in OUU is notably reviewed in [Jin et al., 2003], with a
comparison of Polynomial Regression (PR), Kriging and Radial Basis Functions (RBF).
[Chen et al., 1996] was one of the first work to propose the use of Response Surface
Methodology (RSM) for Taguchi Robust Design. Practically, this work considers both
uncertain environmental parameters and variations in design variables. Polynomial
Chaos Expansion (PCE) has notably been extensively exploited in for efficiently solv-
ing RDO problems. A double-loop RDO strategy is adopted in [Lucor et al., 2007]
with the construction of a generalized PCE at each optimization iteration, embodied
in a stochastic optimization strategy. A similar procedure is adopted in [Keshavarz-
zadeh et al., 2016], using both intrusive and non-intrusive formulations in the context
of structural mechanics. The approach is extended to reliability measures through a
relaxed Heavyside function, permitting analytical computation of the probability of
failure. A PCE surrogate model is also constructed in [Xie et al., 2016] in the aug-
mented space, and incorporated in a nested MCS optimization procedure. Finally,
in [Dubreuil et al., 2018], robustness is achieved by the computation of an adapted
Expected Improvement (EI) criterion for Random-Field (RF) Quantities of Interest
(QoI). This RF is constructed with a Kriging surrogate model of PCE coefficients based
on some UQ training data. A Karhunen-Loeve Expansion (KLE) representation can be
used and truncated to manage the number of coefficients.

Gaussian Processes Kriging surrogate models have also shown particularly efficient
in the context of uncertainty-based optimization. Taguchi optimization is notably car-
ried out in [Dellino et al., 2009, Dellino et al., 2012] with Kriging surrogate models.
Practically, these works compare the use of GP surrogate models applied to the QoI
functions, the robustness and reliability measure, and both the QoI and the statistical
measures. These 1-layer and 2-layer kriging models have also been studied in [Eldred
et al., 2002]within the DAKOTA software. In the context of Taguchi optimization, a 2-
layer kriging model is also exploited in [Lee and Park, 2006] with a simulated anneal-
ing optimization process. Note that in this work, the inner kriging layer is constructed
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in the coupled-space, containing both design and uncertain parameters. Similarly, 2-
layer kriging-based RDO is performed in [Bufi, 2016, Bufi and Cinnella, 2017] with
Multi-Objective Expected Improvement (MOEI) infill strategy within the NSGA opti-
mization process. The EI criterion is also exploited in [Guerra, 2016] in combination
with the NSGA-II optimization process with a parallel infill criterion spread over the
Pareto front. Between each refinement procedure, a full NSGA-II process is carried
out on the current GP surrogate model. This Multi-Objective Efficient Global Opti-
mization (MOEGO) has been applied to worst-case and superquantile RDO problems.
A similar approach has been presented in [Baudoui, 2012] for Robust Design Opti-
mization (RDO) based on the NSGA-II algorithm. In this work, the ranking procedure
takes into account the variability associated with the GP model on which optimiza-
tion is performed. Refinement is then performed through a multiple Maximum Mean
Square Error (MMSE) procedure on several objective functions. This strategy is then
extended to uncertainty-based optimization problem through linearization and Gaus-
sian approximation of the robustness measures, combined with a reformulation of
the infill criterion in the coupled space. This strategy, called PareBRO (Pareto Band
Robust Optimization), is exploited in [Ammar, 2014] for performing OUU in nuclear
applications. Linearization allows deriving a GP surrogate model of the robustness
and reliability measures from a coupled-space kriging model. These are usually re-
ferred to as projected processes and are easy to compute for mean measure and can
be approximated for variance measure. This technique has been exploited in [Janu-
sevskis and Le Riche, 2013] with a specific infill strategy, that determines the new
design parameters first through EI criterion and computes the best uncertain loca-
tion by minimizing the output measure variance. A similar approach has been pro-
posed in [Williams et al., 2000] with an MCS-computed noisy EI criterion that aims
to apply a fully Bayesian infill strategy. This technique is also employed in [Da Veiga
and Delbos, 2013] for multi-objective problems in combination with several adapted
Bayesian Optimization techniques. To avoid constructing a GP surrogate model on the
whole coupled space, [Marzat et al., 2013] proposes to solve worst-case RBO prob-
lems through the relaxation of the minimax formulation, by iteratively minimizing
the robustness measure and maximizing the QoI over the uncertain parameters. This
procedure is performed through a nested EI strategy, with kriging surrogate in sep-
arated design and uncertain spaces. A Sequential Approximate Optimization (SAO)
strategy is proposed in [Zhang et al., 2017] for performing optimization on mean ro-
bustness measure. To this extent, the kriging surrogate model is constructed in the
augmented space, but only in a small neighborhood of the design space. When the
gradient-based optimization process reaches the neighborhood boundary, the window
is translated if the accuracy criterion is met. When only design parameters are sub-
ject to uncertainty, and the robustness measure at hand is worst-case, an adapted EI
criterion has been derived in [ur Rehman et al., 2014]. Finally, [Le Riche et al., 2009]
tackles 95%-quantiles as robustness measure and computes them with tunable accu-
racy within an EI-based optimization procedure. RDO is also solved in the context of
non-parametric uncertainties in [Sabater et al., 2020] through the use of a Bayesian
treatment of the classical quantile regression surrogate. Very recently, another robust-
ness measure that depicts the “flatness” of the solution around the optimum has been
proposed in [Ribaud et al., 2020], which employs Gradient Enhanced Kriging (GEK)
for efficient computation of this objective. The robust optimization problem is then
solved in a multi-objective context using the NSGA-II evolutionary algorithm.
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Multidisciplinary problems When the black-box Quantities of Interest (QoI) con-
sists in a set of solvers chained together, specific Uncertainty Quantification (UQ) tech-
niques have been proposed in the literature. As a consequence, Optimization Under
Uncertainty problems applied in such context can benefit from these techniques. This
possibility is notably discussed in [Brevault, 2015] that gives a broad overview of the
subject and [Balesdent et al., 2016] that focuses on epistemic uncertainties. A ded-
icated algorithm named LOcal Uncertainty Processing (LOUP) has been proposed in
[Baudoui et al., 2012], through forward Uncertainty Propagation (UP) only to down-
stream solvers and a posteriori validation.

Topology Optimization Similarly to RBDO, Robust Topology Optimization (RTO)
has also been extensively studied in the literature. Notably, interval uncertainty and
worst-case RDO are tackled with the perturbation method [Asadpoure et al., 2011],
with Chebyshev interval analysis [Wu et al., 2016] and by reformulating RDO as a
Semi-Definite Optimization (SDO) optimization [Thore et al., 2017]. Probabilistic ro-
bustness measures have also been applied to the context of Topology Optimization
(TO), such as in [Amir et al., 2012], where a pre-conditioned gradient reanalysis per-
mits to tackle both worst-case and Taguchi-like robustness measures. Taguchi op-
timization is also performed in [Chen et al., 2016] through a linearized structural
formulation under interval uncertainty, and in [Guest and Igusa, 2008], that deals
with uncertainties in node location through an equivalent formulation with uncertain
loads. Several works have tackled geometrical uncertainties within a level-set frame-
work, which permits to move the structure boundaries naturally. This approach has
been exploited in [Wu et al., 2017], under hybrid interval and random uncertain-
ties, with the use of Polynomial Chaos Chebyshev Intervals. Similarly, a PCE-based
random density field is used in [Keshavarzzadeh et al., 2017], and a Stochastic Collo-
cation FEM based on KLE uncertainty modeling is proposed in [Martinez-Frutos et al.,
2016]. Polynomial Chaos Expansion (PCE) has also been exploited in an intrusive
manner in [Tootkaboni et al., 2012] with the classical Stochastic Galerkin setting.

Innovative formulations Note that some works propose innovative techniques with
an original view and formulation for Optimization Under Uncertainty (OUU). Namely,
[Seshadri et al., 2016] suggests scalarizing multi-objective RDO such as Taguchi for-
mulation through a density matching strategy. Taguchi optimization is also tackled
in [Tang and Périaux, 2012], that exploits adjoint solver for obtaining gradients, and
iteratively optimize one of the objectives until a fixed point is attained, in a Nash
equilibrium setting. Finally, [Trappler et al., 2020] introduces a new robustness mea-
sure similar to quantiles and Values-at-Risk in the name of a family of Relative Regret
Estimators, for which the acceptable probability to worsen the optimal value can be
prescribed.

–3 Industrial context and contributions

–3.1 Context

This thesis has been carried out at ArianeGroup, European leader in access to space
through the reliable Ariane 5 vehicle, that has performed over 100 successful launches,
and the oncoming Ariane 6, that aims for very high flexibility both in its payload and its
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target orbit. ArianeGroup designs propulsive systems for civil and strategic purposes,
which may involve liquid and solid propellant. The lattest is mostly tackled in the
Aquitaine sites, and notably at Le Haillan center where this thesis has been completed.
It specializes in the conception of solid propulsive systems, so-called boosters, from
the igniter to the nozzle and rear sets. These boosters are strapped on the launch
vehicle and deliver a massive thrust from the ignition onward. They only burn for a
few minutes and aim to tear the vehicle off the ground at the beginning of the flight.
The nozzle and rear sets are also produced on-site.

Of course, real-world trials are costly and should be avoided as much as possible.
To this extent, the Analysis department, in which this thesis was carried out, gathers
vast expertise on numerical simulation. Specifically, fine modelisation of aerodynam-
ical, thermochemical, thermomechanical or mechanical phenomena is required for
performing simulation-based engineering and carrying out reliability analyses in col-
laboration with the different Engineering departments.

As raised above, there is a need for both reliability and optimality. In its recent
history, Ariane has shown steady and robust reliability levels, with an unprecedented
number of consecutive successes. Given the price associated with each launch, a fail-
ure would indeed have dreadful repercussions on the company. However, performance
and reliability are often conflicting, and a proper compromise must be chosen. Over-
conservativeness may ensure extreme reliability, but impacts severely the overall effi-
ciency of the vehicle.

In this context, a precise uncertainty quantification must be carried out, and a reli-
ability level must be imposed. Similarly, to ensure good performance under uncertain
conditions, adapted robustness measures can be chosen and optimized in place of the
original nominal objective function.

In practice, such an uncertainty-based optimization strategy could be applied to en-
sure that, in an uncertain environment, the highest pressure inside the booster remains
under a given threshold while maximizing the average overall performance. Similarly,
a security coefficient is usually associated with each design, denoting whether the ma-
terial capacity is exceeded at some location during the numerical simulation. Ensuring
a probability level for this coefficient to remain in the admissible domain while opti-
mizing the geometry of the rear set is another possible application of Optimization
Under Uncertainty. Finally, with a more general view, trade-offs between cost and
performance of the systems at hand should be compared in a multi-objective setting,
either with average or quantile robustness measures. Note that the latter corresponds
roughly to a relaxed worst-case strategy.

In summary, here are the main objectives of the methods developed in present
work:

• Be capable of tackling a general measure-based formulation for Optimization
Under Uncertainty with most classical statistics (mean, variance, quantile, worst-
case).

• Deal with multiple objectives and constraints.

• Achieve very high parsimony, to perform uncertainty-based optimization on com-
putationally expensive numerical models.

• Limit the computational impact of the proposed algorithm, to also efficiently
tackle inexpensive functions.
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• Be flexible concerning the optimization and Uncertainty Propagation (UP) pro-
cedures and propose an efficient coupling strategy.

The last objective permits to naturally benefit from future improvement in the op-
timization and UQ community, exploit case-specific optimization strategies and tackle
atypical settings such as non-parametric uncertainties.

–3.2 Contributions

In light of the above objectives, the main contributions of this thesis to the field of
Optimization Under Uncertainty (OUU) are highlighted here.

–3.2.1 Tunable accuracy formulation of OUU problems

Robustness and reliability measures are integrands that are approximated throughout
the optimization process, with refinable accuracy. We assume that these measures can
be regarded as random variables at a given design, and more generally as random
fields over the design space. The associated distributions must then be estimated.

Probabilistic multi-objective setting We introduce a probabilistic framework for
constrained multi-objective optimization problems. Such setting has been exploited
in [Khosravi et al., 2018, Khosravi et al., 2019, Coelho, 2014], which proposed prob-
abilistic Pareto dominance rules without any assumption on the distribution shapes.
We extend these concepts, notably to dependent random variables.

Besides, a quantitative indicator is proposed for ranking Pareto-optimal designs.
This indicator is called Pareto-Optimal Probability (POP) and naturally tackles depen-
dent variables with non-parametric distributions. Similarly to the PUI in [Selçuklu
et al., 2020], several metrics are compared, in terms of interpretability and computa-
tional burden.

Tunable accuracy optimization An efficient strategy is then proposed for solving
optimization problems where objectives and constraints are computed with tunable
accuracy. It consists in coupling two primary techniques. First, a Measure Approxima-
tion with Tunable Accuracy (MATA) approach, such as in [Fusi and Congedo, 2016],
that only refines promising individuals up to a given threshold. Second, a Surrogate-
Assisting (SA) strategy, that constructs a surrogate model of the objective and con-
straint functions in the design space to bypass further evaluations when the surrogate
is sufficiently accurate.

Both these techniques are proposed in a very general form. We investigate in the
following the influence of the error distribution on the Surrogate-Assisted Measure
Approximation with Tunable Accuracy (SAMATA) strategy and we propose efficient
and suitable algorithms.

–3.2.2 Bounding-Box approximations

We first assume the error to be uniformly distributed. The estimation error can thus
be regarded as an interval (in one-dimensional problems) or a product of intervals (in
multi-dimensional problems).
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The restriction of the above tunable accuracy setting to such independent uniform
distributions has notably been tackled in [Mlakar et al., 2014] and [Fusi and Con-
gedo, 2016], with the name of Bounding-Box approach (BBa). The coupling with the
Surrogate-Assisting (SA) strategy will be referred to as SABBa.

Theoretical considerations Bounding-Box Pareto dominance is shown to be a par-
ticular case of the general probabilistic Pareto dominance rule. Explicit formulations
are proposed and notably different from the literature on the management of unfea-
sible individuals.

Then, under some conservativeness assumptions, we demonstrate the convergence
of the proposed approach toward the Pareto-optimal designs. To this extent, the spe-
cific set sequence of Pareto-optimal individuals is introduced and shown to yield robust
estimations of the Pareto front.

Application to noisy optimization We illustrate the performance of SABBa on noisy
optimization problems with tunable fidelity. Specifically, we illustrate some expected
trends concerning tuning parameters on some analytical test-cases, with specific opti-
mization and surrogate modeling strategies.

Application to Optimization Under Uncertainty Finally, efficient formulations are
proposed for applying SABBa to OUU problems. Both the SA model and the BB com-
putation and refinement are based on Gaussian Process (GP) surrogate models. Sim-
ilarly to [Mlakar et al., 2014] and [Baudoui, 2012], a ±3σ paradigm is exploited to
determine the bounds associated with the performance of each design. Refinement
is carried out on multiple robustness and reliability measures simultaneously through
an adaptive weighting of statistics-dependent criteria.

This strategy is applied to analytical and engineering-based test-cases, with ex-
cellent efficiency and parsimony compared to classical approaches. It notably shows
much higher robustness in its convergence rate compared to non-adaptive strategies,
while permitting a flexible coupling with any optimization and UQ processes of choice.

–3.2.3 Sampling-based approximations

Then, we propose to compute non-parametric approximations of the error distribu-
tions with a sampling-based technique. For a given design, the robustness and re-
liability measures are represented as a set of realizations, that may exhibit complex
shapes and some dependency, contrarily to all Distribution-Assuming (DA) strategies,
such as projected processes [Da Veiga and Delbos, 2013, Baudoui, 2012, Janusevskis
and Le Riche, 2013, Williams et al., 2000]. These realizations usually reveal more rep-
resentative of the true measure distributions, and they can be jointly drawn between
different designs if a coupled-space surrogate model is available, which has not been
proposed in other probabilistic dominance frameworks [Khosravi et al., 2018, Khos-
ravi et al., 2019, Coelho, 2014].

Low-cost strategy for drawing joint realizations Issues associated with drawing
such joint realizations are highlighted, and an adaptive algorithm is proposed for
keeping the associated cost manageable. This strategy show similarities with Nyström
approximation for Karhunen-Loeve Expansion (KLE) but allows for intuitive control
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of the overall accuracy and adaptive sampling. A Surrogate-Assisting (SA) model that
takes advantage of these joint realizations is then introduced to apply the SAMATA
strategy. Quantitative comparisons with SABBa reveal a drastic increase in the overall
parsimony and show that the non-parametric characteristic permits better represen-
tativeness.

Surrogate-Assisting model for disjoint realizations When coupled-space surro-
gate models cannot be constructed, the above strategy is not applicable. In this case,
we propose a SA model based on Kernel Density Estimation (KDE) methods. From
only disjoint realizations, it aims at recovering a non-parametric random field over the
whole design space. This construction is achieved through a rejection sampling tech-
nique that relapses to heteroscedastic GP in a Gaussian context. This approach shows
both great parsimony and high efficiency in capturing complex distribution shapes.

–4 Outline of this work

The manuscript is organized as follows.

Chapter 1 gives a brief introduction to kernel methods with the Reproducible Kernel
Hilbert Space (RKHS) theory. It notably aims to present Gaussian Processes intuitively
so that the reader can fully understand their use in the following chapters.

Chapter 2 introduces the Optimization Under Uncertainty (OUU) problem in a con-
strained multi-objective context. The notion of Pareto efficiency is formally defined
in a probabilistic framework. Finally, the Surrogate-Assisted Measure Approximation
with Tunable Accuracy (SAMATA) strategy is illustrated in its most general formula-
tion.

Chapter 3 deals with the specific assumption of independent uniform distribution
of the error. We illustrate how the concept of Pareto dominance is simplified in this
case and make the formulation of SABBa explicit. Theoretical convergence properties
can then be demonstrated under some assumptions. SABBa is then applied to arbi-
trarily noised test-case, and the impact of some user-defined parameters is illustrated.
Secondly, specific formulations are proposed for using SABBa on Optimization Under
Uncertainty (OUU) problems. Analytical test-cases reveal very high robustness and
parsimony for the proposed approach compared to more conventional strategies.

Chapter 4 proposes sampling-based formulations for applying SAMATA with joint or
disjoint measure realizations. The proposed algorithms for drawing joint measure re-
alizations from a coupled-space Gaussian Process and reconstructing a non-parametric
random field from disjoint measure realizations are presented in details and illus-
trated on simple test-cases. Sampling-based SAMATA is then quantitatively compared
to SABBa and classical approaches on analytical applications featuring parametric and
non-parametric uncertainties.
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Chapter 5 presents three engineering-based OUU problems solved with SABBa and
sampling-based SAMATA. Several robustness and reliability measures are tackled through-
out these test-cases, namely mean, quantile and worst-case.

Chapter 6 gives some conclusions and perspectives of the present work. The contri-
butions are highlighted, and the limitations of the proposed strategies are discussed.
Some ideas are finally proposed for improving current algorithms and using some
concepts introduced in this thesis in another context.



28 Introduction



CHAPTER I

Introduction to kernel methods

I–1 An intuitive introduction to Gaussian processes . . . . . . . . . . . . . . . . . . . . 28

I–1.1 The basics: Linear Regression . . . . . . . . . . . . . . . . . . . . . . . . . . 28

I–1.2 Adding complexity: Feature Regression . . . . . . . . . . . . . . . . . . . . 31

I–1.3 Adding generality: Non-parametric regression . . . . . . . . . . . . . . . . 32

I–1.4 A probabilistic view: Bayesian Regression . . . . . . . . . . . . . . . . . . . 36

I–1.4.1 The Bayesian setting . . . . . . . . . . . . . . . . . . . . . . . . . 36

I–1.4.2 Bayesian Regression . . . . . . . . . . . . . . . . . . . . . . . . . 36

I–1.5 Gaussian processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

I–1.5.1 Alternative formulation and kernel trick . . . . . . . . . . . . . 38

I–1.5.2 Function-space view . . . . . . . . . . . . . . . . . . . . . . . . . 41

I–1.5.3 Kernel and hyperparameters . . . . . . . . . . . . . . . . . . . . 42

I–2 Reproducing Kernel Hilbert Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

I–2.1 RKHS theory fundamentals . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

I–2.2 Kernel Mean Embeddings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45



30 Chapter I. Introduction to kernel methods

!
Overview In this chapter, we aim to give an overview of kernel methods such as
Gaussian Processes (GP) and Kernel Mean Embedding (KME). The former is of par-
ticular importance for constructing predictive models on scalar training data and
are notably exploited in Chapters III and IV. The latter allows for generalizing these
predictive models to probability densities as input data.
We propose an intuitive introduction to GP starting from linear and feature regres-
sion, and combining them with Bayesian regression. The Reproducing Kernel Hilbert
Space (RKHS) theory is then quickly introduced and extended to the recently devel-
oped Kernel Mean Embeddings (KME).

Outline In section I–1, we introduce Gaussian Processes (GP) and highlight their
links with other classical statistical models. The Bayesian regression on features is
first developed, and a functional view of the random process is then drawn.
Section I–2 gives a quick overview of the RKHS theory. Kernel Mean Embeddings
(KME) and particularly Conditional Mean Embeddings (CME) are then presented
for their ability to extend kernel methods to distributions.

I–1 An intuitive introduction to Gaussian processes

In this section, several statistical models are presented for interpreting a cloud of
points. The purpose of each of these data-driven approaches is made explicit and
ultimately lead to the introduction of Gaussian Processes. Although we favor a weight-
space view, we also give a functional perspective. Both of these are notably presented
in [Williams and Rasmussen, 2006], in a very didactic way.

Throughout this section, we deal with multi-dimensional training data in Rd at n
training locations, denoted {x i}ni=1, and 1D training outputs {yi}ni=1. We notably aim
to construct an approximate representation of the output variable at any location x∗
of interest.

I–1.1 The basics: Linear Regression

Linear Regression aims at finding a linear tendency within training data. For any input
dimension d, linear relationships between an input parameter x∗ ∈ Rd and an output
value y∗ ∈ R formally writes:

y∗ =
d
∑

j=1

w j x∗ j
+w0, (I.1)

which can be simplified to:
y∗ = x ᵀ∗w , (I.2)

where w =









w0

w1
...

wd









and x∗ =









1
x∗1
...

x∗d









.
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Thus, performing linear regression consists in determining the weights w . The
available information is the set of training data and can be exploited for finding the
most appropriate weights. To this extent, training locations are gathered in the so-
called design matrix X ᵀ as follows:

X ᵀ =









x ᵀ1
x ᵀ2
...

x ᵀn









, (I.3)

which features n rows and d + 1 columns. Note that each training element x i above
starts with an element of value 1.

Based on the n training values y =





y1
...
yn



, the weights can be found by solving the

linear system:
y = X ᵀw . (I.4)

Three situations can occur at this point:

• n< d+1, the system is underdetermined, and an infinite number of solutions ex-
ist. For example, in a monodimensional problem, an infinite number of straight
lines passes through a given training point.

• n = d + 1, the system is determined, one unique solution exists. Similarly, only
one straight line passes through two distinct training points. If training points
are not distinct, the system relapses to an underdetermined one.

• n > d + 1, the system is overdetermined, no solution exists a priori, unless the
matrix rank is actually d+1. No straight line can pass through three non-aligned
points.

In the statistical and data-driven community, the focus is usually put on the overde-
termined situation. One aims to draw a model of low complexity from a sufficient
number of data, thus performing a regression.

Intuitively, although no linear model could be able to reproduce the training data,
one may try to fit them as close as possible. With ŷ a linear model, linear regression
is performed by considering the following formulation:

y = ŷ + ε = X ᵀw + ε, (I.5)

and by minimizing the regression error vector ε.
Notably, the `2 norm ‖ε‖2 is minimized by solving the so-called normal equation:

X X ᵀw = X y ,

w = (X X ᵀ)−1X y . (I.6)

This very classical technique is referred too as the Least-Square Method (LSM). A
key computational point of this technique is that it requires to inverse the (d + 1)×
(d + 1) matrix X X ᵀ.
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For illustration, Linear Regression is performed on the data points represented in
Figure I.1(a). These training points are drawn from the noisy function x∗ 7→ y∗ + ε,
where y∗ = 0.6+ 0.4x∗ is the true noiseless trend and ε is a small centered Gaussian
noise.

The Least-Square fit ŷ∗ =
�

1
x∗

�ᵀ �
0.618
0.373

�

gives a good approximation of the under-

lying noiseless function y∗ = 0.6+ 0.4x∗. This regression is drawn with a red line in
Figure I.1(b), alongside the true noiseless function drawn in black.

(a) (b)

Figure I.1 (a) Training data. (b) True noiseless function in black and Linear Regression
in red.

However, Linear Regression only aims to retrieve the linear relationship between
the input and output variables. Although it permits to sense the overall impact of each
input parameter, it usually shows unable to yield an accurate model of more complex
data. Such limitation is notably represented in Figure I.2, where Linear Regression
fails at grasping a quadratic relationship.

(a) (b)

Figure I.2 Limitation of Linear Regression. (a) Training data. (b) Linear model in red.
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I–1.2 Adding complexity: Feature Regression

The most straightforward approach to tackle non-linearity is to incorporate features
within the regression problem. In practice, this permits the regression model to accu-
rately represent functions of arbitrary complexity, given that the appropriate features
are chosen.

In practice, Linear Regression aims to represent the output as a linear combina-
tion of the constant function f (x∗) = 1 and the d projection functions f (x∗) = x∗i

.
Although natural, this choice is quite arbitrary and any basis function could be used
instead. Hence, Feature Regression is an extension of Linear Regression to non-linear
basis functions. Note that the application of feature regression is strictly similar to
linear regression, as depicted in the following formulas. The m features are denoted
{φi}mi=1 and the design matrix writes:

Φᵀ =









φ(x1)ᵀ

φ(x2)ᵀ
...

φ(xn)ᵀ









. (I.7)

Because each row contains m elements, withφ(x i) =









φ1(x i)
φ2(x i)

...
φm(x i)









, the design matrix

Φᵀ is now of size n×m.

Remark As expected, Feature Regression relapses to Linear Regression by fixing
m= d + 1, φ1(x∗) = 1 and φi+1(x∗) = x∗i

for i ∈ ¹1, dº.

Optimal weights can be derived from the normal equations as before:

ΦΦᵀw = Φy ,

w = (ΦΦᵀ)−1Φy , (I.8)

and requires the inversion of a m×m matrix.
Feature Regression is pictured in Figure I.3 on a quadratic test-case, with excellent

agreement between the true noiseless function y∗ = 1.2+0.5x2
∗ and the Least-Square

fit ŷ∗ =
�

1
x2
∗

�ᵀ �
1.2

0.487

�

. Similarly, in Figure I.4, the combination of linear and sine func-

tions y∗ = 2.5+ 0.2x∗ + 1.4 sin(x∗) is well retrieved with ŷ∗ =





1
x∗

sin(x∗)





ᵀ



2.502
0.2

1.463



.

Remark Feature Regression can be viewed in two equally valid manners. As raised
above, it can be seen as a linear combination of arbitrary basis functions φi, with
weights optimized on the available training data. Equivalently, it can be regarded as
a simple Linear Regression performed in the so-called feature space. The latter is of
dimension m, where each one corresponds to a basis function.
In essence, one may either fit a quadratic curve with a Least-Square fit of a quadratic
function or by performing Linear Regression in the x2 space.
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(a) (b)

Figure I.3 Quadratic Feature Regression example. (a) Training data. (b) True noiseless
function in black and Linear Regression in red.

(a) (b)

Figure I.4 Sine Feature Regression example. (a) Training data. (b) True noiseless
function in black and Linear Regression in red.

Feature regression is a powerful and natural extension of Linear Regression to the
non-linear case, permitting to tackle complex functions and to construct very accu-
rate models. However, the obvious downside is that all features must be provided by
hand. In practice, either an expert must be able to give a list of functions that should
represent the data, or these basis functions should be guessed from the landscape of
the training points.

This issue considerably limits the practical use of this technique. Fortunately, an ex-
tensive amount of work has been dedicated to overcoming this issue, notably through
the use of non-parametric regression.

I–1.3 Adding generality: Non-parametric regression

Notably, we focus here on the kernel-based non-parametric regression techniques,
such as the Radial Basis Functions (RBF) model. The basic idea of these methods
is to construct the basis functions based on the training data. In this context, an intu-
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itive strategy is to put information where training points are located and to diffuse it
in their neighborhood smoothly. Thus the RBF technique roughly consists in placing
local functions, called kernel functions, on each training point and considering the
global predictor as a weighted sum of these local basis functions.

By construction, this approach constructs a number m of basis functions equal
to the number of training data n. The linear system governing the interpolation of
training data is thus squared and admits a unique solution given by:

w = Φ−ᵀy (I.9)

Remark For the above equation to be well defined, the design matrix Φᵀ, and thus
the chosen kernel function, has to be invertible. Note that the technique is sometimes
employed with non-positive definite functions when a polynomial regression is used in
combination. The associated basis functions are then said to be conditionally positive
definite.

Because the system is determined, the RBF model is interpolating. An example
is given in Figure I.5, where a Gaussian-shaped function is placed at each training
location. Formally, we set:

∀i ∈ ¹1, nº,φi(x∗) = exp
�

−
(x∗ − x i)2

2σ2
1

�

, (I.10)

with a given value σ1 for the standard deviation.
The associated weight vector is the solution of system (I.9).

Figure I.5 RBF model example. Training points in blue and weighted basis functions
in black.

Summing these weighted basis functions gives a smooth interpolating model, that
adapts to the training data to capture non-linearities. This model reads:

ŷ∗ = φ(x∗)
ᵀΦ−ᵀy . (I.11)
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One can note that the RBF model is both a linear combination of the basis functions,
ŷ∗ = φ(x∗)ᵀw and a linear combination of the training values ŷ∗ = αᵀy .

The final RBF model associated with the basis functions and weights represented in
Figure I.5 is drawn in Figure I.6. It shows excellent qualitative behavior and smoothly
connects the training data.

Figure I.6 RBF model example. Training points in blue and RBF model in red.

Note that the choice of the kernel function is critical for the overall shape of the
regression model. Figure I.7 shows two RBF models constructed with Gaussian-shaped
kernel function. However, Figure I.7(a) features a medium standard deviation σ1

within the kernel function whereas Figure I.7(b) is constructed on basis functions of
much smaller standard deviation σ2.

(a) (b)

Figure I.7 RBF models. (a) With standard deviation σ1, (b) with standard deviation
σ2 < σ1.

Note, however, that a missing training data has a more severe impact on the second
model, Fig. I.8(b), than on the first one, Fig. I.8(a). This remark suggests a framework
for selecting the standard deviation parameter, usually referred to as a hyperparame-
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ter. RBF models are constructed on subsets of the training data, and errors are read
at the missing training points. Such methods are referred to as Cross-Validation (CV)
techniques. The hyperparameters can then be modified to minimize the mean CV er-
ror. This strategy aims to provide good generalization properties as the model can
offer.

(a) (b)

Figure I.8 RBF models with one missing training data in green. (a) Good generaliza-
tion, (b) Poor generalization.

Two major issues remain on RBF models. First, because they inherently are inter-
polation models, noise on training data could have a significant impact on the overall
model quality. An example of such sensitivity is pictured in Figure I.9, where small
noise on training values in Figure I.9(b) induces a dramatic change of the RBF model
compared to the noiseless case in Figure I.9(a).

(a) (b)

Figure I.9 Impact of training noise. Original function in black, training data in blue
and RBF model in red. (a) Noiseless training data, (b) Noisy training data.

Several techniques have been proposed in the literature for overcoming this issue,
notably under the general concept of regularization. Intuitively, instead of minimiz-
ing the classical Least-Square loss function L(w ) = ‖y − Φᵀw‖2, thus making sure
that the model interpolates the training data, the regularized problem aims to min-
imize the combined loss function Lk(w ) = ‖y − Φᵀw‖2 + λ‖w‖k. Using `1 norm
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regularization is usually called LASSO, and is an efficient dimension reduction tech-
nique by setting many coefficients wi to zero. As for `2 regularization, it is either
called Ridge or Tikhonov regularization and the solution can be derived analytically
w = (ΦΦᵀ + λI)−1Φy . Another regularization technique consists in fixing an arbi-
trary number of basis functions beforehand and computing the associated best Least
Square approximation of the training data. This approach is usually represented with
a Neural Network view and is called Radial Basis Function Network (RBFN).

Secondly, although RBF models give a prediction of the Quantity of Interest (QoI)
at any location x∗, it does not express how reliable these predictions are. Intuitively,
the model should be very accurate close to training points, but less reliable far from
them.

As a potential answer to both the regularization and error estimation issues, Bayesian
regression is presented in the following section.

I–1.4 A probabilistic view: Bayesian Regression

I–1.4.1 The Bayesian setting

Bayes theorem may be one of the most elegant mathematical construction and can
be viewed as a mathematical definition of knowledge. In essence, Bayes rule allows
updating the plausibility of a theory given some information. Formally, this theorem
writes:

P[A | B] =
P[B | A]P[A]
P[B]

. (I.12)

In plain English, this formula reads as such: The posterior probability of event A
knowing B equals the probability of B knowing A, multiplied by the prior probability
of A, divided by the marginal probability of B. In the above, the probability P[B | A]
of B knowing A is usually called the likelihood of A knowing B. Essentially:

posterior=
likelihood× prior

marginal
, (I.13)

and because the denominator is roughly only a normalization constant, making sure
that the probability sums to one, one often uses:

posterior∝ likelihood× prior. (I.14)

Remark Bayesian reasoning plays a central role in epistemology, by giving a “for-
mal way of reasoning”. If one believes in a theory with a certain probability, each
event should update this probability in a Bayesian manner.

I–1.4.2 Bayesian Regression

In a regression context, the problem is to find the appropriate weights w given the
training data. In other words, in the context of Linear Regression, a Bayesian approach
aims to compute:

P[w | X , y]∝ P[y | X , w ]P[w ]. (I.15)

We assume independent input noises following Gaussian distributions with zero
mean and σ2

n variance. As an answer to the need for regularization, the weights w
can be forced to remain small through the incorporation of prior knowledge. The
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use of another Gaussian distribution is much recommended to make computations
tractable: w is thus assumed to follow a normal distribution with zero mean and Σw

covariance matrix.
Combining the likelihood and prior distributions:

P[y | X , w ] =N
�

X ᵀw , σ2
nI
�

,

P[w ] =N
�

0, Σw

�

,

permits to derive the posterior as follows:

P[w | X , y] =N
�

A−1
X X y , σ2

nA−1
X

�

, (I.16)

where AX = X X ᵀ +σ2
nΣ
−1
w .

Thus, the Bayesian Linear Regression model ŷ∗ = x ᵀ∗w yields:

P[ ŷ∗ | x∗, X , y] =N
�

x ᵀ∗A
−1
X X y , σ2

nx ᵀ∗A
−1
X x∗

�

. (I.17)

Of course, this Bayesian Linear Regression can be performed in feature space. The
Bayesian Feature Regression weights simply write:

P[w | Φ, y] =N
�

A−1
Φ
Φy , σ2

nA−1
Φ

�

, (I.18)

where AΦ = ΦΦᵀ +σ2
nΣ
−1
w , which gives the following statistical model:

P[ ŷ∗ | x∗,Φ, y] =N
�

φ(x∗)
ᵀA−1
Φ
Φy , σ2

nφ(x∗)
ᵀA−1
Φ
φ(x∗)

�

. (I.19)

Remark One may recognize here the weights computed with Tikhonov regulariza-
tion but with a regularization matrix σ2

nΣ
−1
w instead of λI . Hence, stronger regular-

ization is achieved either by increasing the assumed variance of the input noise σ2
n or

by reducing the a priori allowed range for weights described by Σw. Intuitively, the
former allows the model to pass far from training data without penalizing the loss
function too much, and the latter only allows small weights to be used.
If one aims for an unregularized solution, for example with an interpolating RBF
model, the regularizing term σ2

nΣ
−1
w should be set to zero. This fact can be regarded

as an assumption of noiseless training data or as a process letting the weights grow
as much as desired, with a non-informative prior.

In the unregularized case (σ2
nΣ
−1
w = 0), two examples are given in Figure I.10 and

I.11 with linear and RBF features respectively. A translucent band is added around
the mean curve to plot the statistical model, corresponding to the ±2σ area. Equiva-
lently, these bounds can be regarded as the 2.5% and 97.5% quantiles of the Gaussian
distribution at each location x . In both Figures, the true underlying function is drawn
in black, and the model is represented in red.

Using the same training data and RBF basis functions as in Figure I.11, we finally
plot in Figure I.12 the output of regularized Bayesian Regression. For simplicity, Σw

is set to I and σ2
n is set to the variance that was used to generate the training data.

Figure I.12(a) shows that the original function can be efficiently retrieved through
regularization, and more generally that Bayesian Regression is a very efficient frame-
work for doing so, by returning not only a prediction but a whole Probability Density
Function for the output value y∗ at a new location x∗.
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(a) (b)

Figure I.10 (a) Linear Regression. (b) Bayesian Linear Regression with no regulariza-
tion, mean and ±2σ band in red.

(a) (b)

Figure I.11 (a) RBF model. (b) Bayesian Regression on RBF basis functions with no
regularization, mean and ±2σ band in red.

However, Figure I.12(b) reveals that a Bayesian treatment of the weights associ-
ated with the RBF basis functions is not sufficient to capture the uncertainty due to
the distance from training points. Because all basis functions have a zero value far
from the training points, whatever the weight values, the model returns zero.

To tackle this issue, we introduce in the following section an alternative formula-
tion that is suitable for employing the so-called kernel trick.

I–1.5 Gaussian processes

I–1.5.1 Alternative formulation and kernel trick

In the above, the Bayesian non-parametric model writes:

P[ ŷ∗ | x∗,Φ, y] =N
�

φ(x∗)
ᵀA−1
Φ
Φy , σ2

nφ(x∗)
ᵀA−1
Φ
φ(x∗)

�

, (I.20)
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(a) (b)

Figure I.12 Regularized Bayesian Regression on RBF basis functions, mean prediction
and ±2σ band in red, true function in black. (a) Zoomed-in view, (b) zoomed-out
view.

with
AΦ = ΦΦ

ᵀ +σ2
nΣ
−1
w . (I.21)

However, using the following equality, where U and V are matrices and V positive
definite:

U(UᵀV U + I) = UUᵀV U + U = (UUᵀ + V−1)V U

U(UᵀV U + I) = (UUᵀ + V−1)V U

(UUᵀ + V−1)−1U = V U(UᵀV U + I)−1, (I.22)

one can derive an alternate formulation for the mean prediction. Setting U = Φ and
V = σ−2

n Σw, we obtain:

(ΦΦᵀ +σ2
nΣ
−1
w )
−1Φ= σ−2

n ΣwΦ(Φ
ᵀσ−2

n ΣwΦ+ I)−1

A−1
Φ
Φ= ΣwΦ(Φ

ᵀΣwΦ+σ
2
nI)−1. (I.23)

Similarly, using the matrix inversion lemma, that states:

(A+ BC D)−1 = A−1 − A−1B(C−1 + DA−1B)−1DA−1, (I.24)

with A = σ2
nΣ
−1
w , B = Φ, C = I and D = Φᵀ, one can reformulate the variance as

follows:

σ2
nφ(x∗)

ᵀA−1
Φ
φ(x∗) = σ

2
nφ(x∗)

ᵀA−1
Φ
φ(x∗)

= σ2
nφ(x∗)

ᵀ(ΦΦᵀ +σ2
nΣ
−1
w )
−1φ(x∗)

= σ2
nφ(x∗)

ᵀ
�

σ−2
n Σw −σ−2

n ΣwΦ(I +Φ
ᵀσ−2

n ΣwΦ)
−1Φᵀσ−2

n Σw

�

φ(x∗)

= φ(x∗)
ᵀ
�

Σw −ΣwΦ(σ
2
nI +ΦᵀΣwΦ)

−1ΦᵀΣw

�

φ(x∗)

= φ(x∗)
ᵀΣwφ(x∗)−φ(x∗)ᵀΣwΦ(Φ

ᵀΣwΦ+σ
2
nI)−1ΦᵀΣwφ(x∗).

(I.25)

As seen before, regularization can be controlled with either σ2
n or Σw. Thus for

simplicity, Σw = I is used in the following. Denoting K = ΦᵀΦ, k∗ = Φᵀφ(x∗) and
k∗∗ = φ(x∗)ᵀφ(x∗), the statistical model reads:

P[ ŷ∗ | x∗,Φ, y] =N
�

k∗(K +σ
2
nI)−1y , k∗∗ − kᵀ∗ (K +σ

2
nI)−1k∗

�

. (I.26)
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Remark Note that, if matrix Σw were to be retained, its square root Σ1/2
w could be

computed and the different matrices K, k∗ and k∗∗ could be defined as the dot product
between basis functions ψ(x∗) = Σ1/2

w φ(x∗).

The crucial point with this new formulation is that the matrix to invert K +σ2
nI is

now of size n× n with n the number of training samples instead of size m×m with m
the number of features in Feature Regression. This comes from the term ΦΦᵀ that has
been replaced with ΦᵀΦ. An important point here is to lower the computational cost
when n< m, although this is rarely the case and the RBF approach already tackles this
issue by setting m= n. The second and most significant point is to make the statistical
model independent from the number of features. This notably permits to make use of
an infinite number of features, implicitly defined through the famous kernel trick. In
practice, it allows to lift any algorithm relying solely on inner products to an infinite
dimensional feature space by replacing all inner products with a kernel function k.
For example, in our case, an infinite number of features are defined with:





φ1(x )
φ2(x )

...





ᵀ



φ1(x∗)
φ2(x∗)

...



= φ(x )ᵀφ(x∗) = k(x , x∗). (I.27)

We fix k∗∗ = k(x∗, x∗), k∗ =





k(x1, x∗)
...

k(xn, x∗)



 and K =





k(x1, x1) . . . k(x1, xn)
...

. . .
...

k(xn, x1) . . . k(xn, xn)



with

kernel function:

k(a, b) = exp
�

−
(a− b)2

2σ2
1

�

, (I.28)

corresponding to the RBF basis functions from the preceding sections. The non-parametric
statistical model:

P[ ŷ∗ | x∗,Φ, y] =N
�

k∗(K +σ
2
nI)−1y , k∗∗ − kᵀ∗ (K +σ

2
nI)−1k∗

�

(I.29)

yields the results shown in Figure I.13. The hyperparameters σ1 and σn are chosen
equal to the preceding test-cases. The mean prediction drawn in dark blue is very
similar to the regularized RBF, but the model uncertainty is appropriately high in areas
far from training points.

This Bayesian non-parametric regression with kernel trick corresponds to the fa-
mous Gaussian Process(GP) model.

Remark Note that the mean prediction µGP = k∗(K+σ2
nI)−1y is a linear combina-

tion of the kernel function evaluated between x∗ and each training location x i. Sim-
ilarly to the RBF model, the prediction in Figure I.13 is a combination of Gaussian-
shaped functions. Notably, the representer theorem from the RKHS theory presented
in the next section shows that this finite combination is the best approximation in
the infinite-dimensional feature space.

Remark Intuitively, the variance associated with the GP model accurately captures
the lack of knowledge because, contrarily to the RBF model, there is an infinite num-
ber of features, namely Gaussian-shaped functions placed at each location of the input
space. A Bayesian approach would detect that the weight associated with features far
from the training data does not deteriorate the fit of the model. The likelihood being
non-informative, weights would remain at their prior distributions.
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Figure I.13 Gaussian Process model. True function in black, mean prediction and ±2σ
band in blue.

I–1.5.2 Function-space view

A Gaussian Process can be regarded, in a much more natural way, as a random process
with Gaussian distribution conditioned on some training values, with a prior covari-
ance function k.

Such a random process is an infinite-dimensional collection of random variables
y | x , spanning the input space, such that any finite subset

�

y | x i

	

i
shows a Gaus-

sian joint distribution. A Gaussian Process is thus entirely specified by its mean and
covariance functions. Without loss of generality, we consider here the mean function
to be zero and focus on the covariance function k.

By definition, with x the set of training points and x∗ a set of prediction locations,
a Gaussian Process is defined as follows:

�

y
ŷ∗

�

∼N
�

0,
�

K +σ2
nI K∗

Kᵀ∗ K∗∗

��

, (I.30)

where K contains k(x i, x j), K∗ contains k(x i, x∗ j
) and K∗∗ contains k(x∗i

, x∗ j
).

Given this joint normal distribution, one can incorporate the known training values
y and derive the model ŷ∗ through the formula of conditional probabilities. For two

random vectors A1 and A2 with joint distribution N
��

µ1

µ2

�

,
�

Σ11 Σ12

Σ21 Σ22

��

, conditional

probability can be computed as follows:

µA2|A1=a1
= µ2 +Σ21Σ

−1
11 (a1 −µ1)

ΣA2|A1=a1
= Σ22 −Σ21Σ

−1
11Σ12. (I.31)

Applied to the GP joint distributions from Equation (I.30), it permits to retrieve
the GP model defined in Equation (I.29):

ŷ∗ ∼N (µGP ,ΣGP)

µGP = Kᵀ∗ (K +σ
2
nI)−1y (I.32)

ΣGP = K∗∗ − Kᵀ∗ (K +σ
2
nI)−1K∗.

Note that contrarily to Equation (I.29), the above formula directly deals with sev-
eral test points x∗ simultaneously and returns a conditioned covariance matrix.
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Remark The above formula tackles homoscedastic input noises, meaning that all
noises are of variance σ2

n. In a heteroscedastic setting, where each training value has
its own noise variance σ2

i , one should simply replace the term σ2
nI with a diagonal

matrix ∆= diag
��

σ2
i

	

i

�

.

This function-space view gives a very explicit way to draw realizations of the GP
model. Because this statistical model is essentially one infinite-dimensional distri-
bution, any realization of this distribution (on a finite subset of the input space) is
a functional realization of the Quantity of Interest, drawn at a finite number of lo-
cations. Figure I.14 gives some examples of functional GP realizations. The eight
training points are drawn in blue, and the five realizations are represented with gray
curves. Note that these curves are a collections of 1000 equally distributed points
along the x-axis.

Figure I.14 Five GP realizations, represented in gray, based on the blue training data.

We recall that formally, drawing realizations from a multivariate Gaussian distri-
bution requires the computation of a square-root matrix. Similarly to the univariate
case:

X (i) = µX +
q

σ2
X Z , Z ∼N (0,1), (I.33)

multivariate realizations are drawn as follows:

ŷ (i)∗ = µGP + LGPZ, Z ∼N (0, I), (I.34)

where LGP refers to the Cholesky decomposition of ΣGP , so that ΣGP = LGP LᵀGP .

I–1.5.3 Kernel and hyperparameters

One may notice in Figure I.13 that the ±2σ band exactly spans four units. This behav-
ior comes from the fact that the infinity of basis functions defined in Equation (I.28)
for each a as a function of b all have a height of 1 at a = b. The prior Σw = I on the
weights thus yields a prior variance of 1, revealed far from training data.

This variance may, however, be highly inappropriate when the QoI varies in much
smaller or broader ranges. Similarly to the RBF, GP hyperparameters must be deter-
mined to best fit the training data. Practically, this signifies that the prior, namely the
basis functions, must be optimized for the GP model to yield an accurate prediction of
the QoI. Several kernel functions can be used for constructing GP models. The most
classical ones are the squared-exponential (Gaussian) kernel, the exponential kernel,
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the family of Matern kernels, the polynomial kernels, etc. GP models entirely rely on
the chosen kernel function, and many choices have been proposed in the literature,
for treating e.g discrete variables, multiple outputs [Chan, 2013, Boyle and Frean,
2005, Hong et al., 2017], additive functions [Duvenaud et al., 2011] and high dimen-
sion [Lawrence, 2004, Jiang et al., 2014]. For more insights on these kernels and
many other ones, we advise the reader to look at [Williams and Rasmussen, 2006]
and [Duvenaud, 2014].

The one-dimensional squared exponential kernel writes:

kSE(x , x ′) = σ2
p exp(−

(x − x ′)2

2l2
). (I.35)

Standard practice for fitting the Gaussian Process model is thus to find the most
appropriate values of three hyperparameters, namely σ2

p, the prior variance, l the
characteristic lengthscale and σ2

n the noise variance.
Such hyperparameter optimization can be carried out through Cross-Validation,

similarly to the RBF model, but is more classically performed with a Maximum Like-
lihood (ML) paradigm. The latter approach finds the hyperparameters that maxi-
mize the marginal likelihood of obtaining the training data under the GP prior y ∼
N (0, K + σ2

nI). In practice, one often maximizes the associated log-likelihood, that
formally writes:

logP[y | x ] = −
1
2

yᵀ(K +σ2
nI)−1y −

1
2

log |K +σ2
nI | −

n
2

log2π, (I.36)

where the first term refers to the fitting error, the second to the model complexity and
the third is a normalizing constant. In summary, the ML approach naturally balances
accuracy and simplicity.

Such maximization is usually carried out with multi-start gradient methods (e.g.
L-BFGS), or with Evolutionary Algorithms (EA) (e.g. Differential Evolution).

Remark Note that a fully Bayesian approach would require to formulate hyper-
priors, that is to say, prior distributions for the hyperparameters, to tract the full
posterior distribution for each of them. The ML technique only accounts for the val-
ues maximizing the likelihood value, which corresponds to the Maximum A Posteriori
(MAP) when the prior is uninformative.

I–2 Reproducing Kernel Hilbert Spaces

The preceding section has shown the crucial role of kernel functions within the Gaus-
sian Process models. While they can naturally be regarded as the spatial covariance
function of the random process, RKHS theory shows that they can be viewed as eval-
uation functional in a particular Hilbert space.

In the following, we do not propose a detailed description of the RKHS theory,
which can be found in the literature, notably in [Berlinet and Thomas-Agnan, 2011].
A quick and intuitive overview is proposed following [Gretton, 2013] and [Sejdinovic
and Gretton, 2012]. A special interest here is devoted to the link between RKHS and
statistical modeling. Note that such a link has already been pointed out, for example
in [Anjyo and Lewis, 2011] and [Seeger, 2000].
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I–2.1 RKHS theory fundamentals

Let us recall the definition of a Hilbert space.

Definition 1. A Hilbert space H is a Banach space which norm ‖·‖ comes from an
inner product 〈·, ·〉. Formally, for any f ∈H:

‖ f ‖=
Æ

〈 f , f 〉. (I.37)

Kernel functions can then be defined as inner products between feature maps in a
Hilbert space.

Definition 2. With X a non-empty set, a function k : X ×X → R is called a kernel
if there exists a Hilbert space H and a feature map φ : X → H so that for any
(x , x ′) ∈ X 2,

k(x , x ′) = 〈φ(x),φ(x ′)〉H. (I.38)

Remark Note that in the previous section, kernels were indeed defined as inner
products between features in Equation I.27.

Kernel functions are symmetric by definition. Their positive definiteness can be
easily derived through bilinearity as, for any (a1, ..., an) ∈ Rn and (x1, ..., xn) ∈ X n,

n
∑

i=1

n
∑

j=1

aia jk(x i, x j) =
­ n
∑

i=1

aiφ(x i),
n
∑

j=1

a jφ(x j)
·

=













n
∑

i=1

aiφ(x i)













2

≥ 0. (I.39)

A first definition for Reproducing Kernel Hilbert Space (RKHS) is then proposed in
Definition 3 based on the reproducing property.

Definition 3. A function k : X × X → R is called a reproducing kernel, and the
Hilbert space H of R-valued functions defined over X is called a Reproducing Kernel
Hilbert Space (RKHS) if:

∀x ∈ X , k(·, x) ∈H
and ∀x ∈ X ,∀ f ∈H, 〈 f , k(·, x)〉H = f (x), (I.40)

where the second line corresponds to the reproducing property. This property directly
permits to derive the uniqueness of the reproducing kernel in H.

In particular, for any couple (x , x ′) ∈ X 2, a reproducing kernel k yields k(x , x ′) =
〈k(·, x), k(·, x ′)〉H. Hence, the feature map φ(x) = k(·, x) shows that a reproducing
kernel is indeed a kernel as defined in Definition 2.

Definition 4. Within a Hilbert space H of functions f : X → R, an evaluation
functional δx : H→ R is defined by δx( f ) = f (x).

Note that, based on Definition 3, the inner product with the reproducing kernel
function k(·, x) takes the role of evaluation functional in H:

∀ f ∈H, δx( f ) = 〈 f , k(·, x)〉H. (I.41)

An alternative definition of Reproducing Kernel Hilbert Space can be proposed in
terms of evaluation functional.
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Definition 5. An RKHS can also be defined in terms of evaluation functional. Namely,
H is an RKHS if δx is continuous (thus bounded) over X . That is to say if ∀x ∈
X , ∃λx ≥ 0 such that:

∀ f ∈H, | f (x)|= |δx( f )| ≤ λx‖ f ‖H. (I.42)

This definition notably shows that in an RKHS convergence in norm implies point-
wise convergence.

Equivalence between reproducing kernels (Def. 3) and bounded evaluation func-
tionals (Def. 5) can be shown using Cauchy-Schwarz inequality for the forward impli-
cation, and through the use of Riesz representer theorem in the other direction. More
details can be found in [Sejdinovic and Gretton, 2012].

Given an RKHS, we have shown that there exists a unique reproducing kernel k
and that it is a kernel, meaning that it is a positive definite function that can be written
as an inner product in a feature space. A significant result in the RKHS theory is the
Moore-Aronszajn theorem [Aronszajn, 1950] that gives the third implication and thus
the equivalence between these concepts.

Theorem 1. For any positive definite function k(x , x ′), there exists a unique RKHS H
for which k is a reproducing kernel.

This constructive theorem shows that the completion of Span
�

�

k(·, x)
	

x∈X

�

forms
a unique Hilbert Space H in which k verifies the reproducing properties.

In summary, the notions of positive definite functions, kernels (inner product be-
tween feature maps) and reproducing kernels (associated with an RKHS) are all equiv-
alent.

In a regression context, one aims to find the function f that best fits some training
data. In practice, reducing this search to an RKHS H with reproducing kernel k,
this corresponds to determining the infinite number of weights wi that characterize
f =

∑∞
i=1 wik(·, x i).

However, the representer theorem [Schölkopf et al., 2001] shows that a regular-
ized regression problem in an RKHS only requires as many weights wi as the number
of training data yi.

Theorem 2. Considering an RKHS H with reproducing kernel k, the solution to the
regularized regression problem:

Find f ∈H that minimize Lλ( f ),

with Lλ( f ) =
n
∑

i=1

(yi − f (x i))
2 +λ‖ f ‖2

H, (I.43)

can be found in the form:

f (x) =
n
∑

i=1

wik(x , x i). (I.44)

This result can be derived by applying the reproducing property on an orthogonal
decomposition of f .

Remark The representer theorem explains how the kernel trick, that elevates
the regression to an infinite-dimensional feature space is solved using only an n-
dimensional system.
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I–2.2 Kernel Mean Embeddings

The RKHS theory allows creating a general setting that formalizes the use of smooth-
ing kernels in a regression context. However, as presented in [Berlinet and Thomas-
Agnan, 2011] and [Muandet et al., 2017], RKHS are also capable of embedding prob-
ability distributions by constructing a feature map from the space of probability mea-
sures to specific function space.

In short, this embedding is performed by deriving the representer of the expec-
tation functional in a given RKHS H with reproducing kernel k. Making use of the
reproducing property, for any f ∈H and any probability measure P, the following can
be derived:

∫

f (x)dP(x) =

∫

〈 f , k(·, x)〉HdP(x)

=
­

f ,

∫

k(·, x)dP(x)
·

H
(I.45)

= 〈 f ,µX 〉H.

Equation I.45 yields two important results. First, for any function f of H, comput-
ing its expectation with respect to a probability measure P only requires to compute
the inner product between f and the mean embedding µX , which greatly reduces
the associated burden. Secondly, the Kernel Mean Embedding (KME) µX directly
serves as a representer of the probability measure P in H. Note that this mapping
P 7→ µX =

∫

k(·, t)dP(t) = EX∼P[k(·, X )] corresponds to the convolution which is car-
ried out when performing Kernel Density Estimation (KDE). However, the RKHS set-
ting imposes the smoothing kernel to be positive definite and embeds the probability
measure into a fixed feature space.

As expected the empirical KME with uniform weights writes:

µ̂X =
1
n

n
∑

i=1

k(·, x i), (I.46)

which corresponds to the finite sample KDE with kernel k. The RKHS view notably
allows for computing distances between approximated distributions, through the Max-
imum Mean Discrepancy (MMD) metric.

Remark One may wonder how an expectation can be the representer of a probabil-
ity measure. Intuitively, a distribution can be uniquely determined by its moments,
each of which is the expectation of a polynomial function w.r.t. the probability mea-
sure at hand. Hence, when the reproducing kernel is characteristic, the KME uniquely
characterizes the probability measure. Great illustrations on how moments and den-
sities can be recovered from the RKHS embedding can be found in [Kanagawa and
Fukumizu, 2014].

KME can be readily applied to joint distributions using tensor product feature
spaces, that is to say with a multivariate kernel function that corresponds to the prod-
uct of univariate kernels. Following the developments in [Song et al., 2013], covari-
ance embeddings CX Y can be obtained and empirically estimated.
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A conditional operator CY |X = CY X C−1
X X can finally be proposed in order to esti-

mate a conditional distribution. Given a data set
�

(x i, yi)
	n

i=1
, the Conditional Mean

Embedding (CME) can finally be derived as follows:

µ̂Y |x = β
ᵀ
x k y , (I.47)

where k y =





ky(·, y1)
...

ky(·, yn)



 are functions of y and βx are weights. Note that if these

weights were uniform, this formula would relapse to the KME embedding I.45. In a
conditional context, these weights can be written as follows:

βx = kᵀx(K +σI)−1. (I.48)

Similarly, kx =





kx(·, x1)
...

kx(·, xn)



, and K is filled with elements kx(x i, x j). Note that the

regularized inverse of K = CX X was used here.

Remark Because normalization is intrinsic to this representation, it is much more
efficient than classical KDE-based conditional approximations.

Remark One may notice that the above equation looks a lot like regression for-
mulas. This similarity is more deeply studied in [Grünewälder et al., 2012],
which demonstrates that CME is solution to a vector-valued regression problem with
Tikhonov-like regularization. !
Conclusion of the chapter In this chapter, an intuitive introduction to kernel
methods is given, with a strong emphasis on Gaussian Process models. Their con-
struction starts with a good understanding of Linear and Feature Regression, coupled
with Bayesian reasoning. The regression model can be written only in terms of inner
products, which permits to exploit the kernel trick and easily work in an infinite-
dimensional feature space.
These developments are built on the RKHS theory, that studies the link between pos-
itive definite functions, feature maps and space of functions. In this context, func-
tional regression with regularization shows how GP models can deal with an infinite
number of features in practice.
Finally, Kernel Mean Embeddings are introduced and permit to represent probability
measures in an RKHS. Key elements are presented, and major works are referenced.
The recent development of Conditional Mean Embeddings, which formulation highly
resemble a regression problem, is also introduced.
These kernel methods, notably Gaussian Processes, are used in the following of the
thesis for their capacity to give both an accurate prediction and an estimation of
the associated uncertainty. Their capability to sample functional realizations is also
extensively exploited in Chapter IV.
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!
Overview In this chapter, the uncertainty-based optimization problem is presented
in details. It is reformulated as a tunable accuracy optimization problem and ad-
dressed with a probabilistic interpretation. A specific algorithm (SAMATA), is then
proposed in the context of Optimization Under Uncertainty (OUU).

Outline The OUU problem is formally written in Section II–1 and different robust-
ness and reliability measures are illustrated.
In Section II–2, We assume that the approximation error for computing objectives
and constraints with a given accuracy can be interpreted as a random variable. We
then propose a probabilistic setting for performing constrained multi-objective opti-
mization. Notably, we introduce the concepts of probabilistic Pareto dominance and
Pareto Optimal Probability (POP).
We finally depict the SAMATA algorithm in Section II–3.
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Contributions A probabilistic setting for dealing with uncertain outputs in a multi-
objective context has already been used in the literature. Though, to the author
knowledge, II–2 gives the most extensive presentation of such approaches. Further-
more, the concept of Pareto-Optimal Probability (POP) is proposed, with original
approximation formulas for computational efficiency.
Then, Section II–3 introduces the general framework that allows for cost-efficient
optimization under uncertainty. This strategy is derived from the Bounding-Box ap-
proach, introduced in [Fusi and Congedo, 2016], and is here exploited in the con-
text of random approximations with unknown distribution shape. Additionally, a
Surrogate-Assisting strategy is proposed to lower the computational cost further.

II–1 Formulation of the problem

In this Section, the problem of constrained multi-objective Optimization Under Uncer-
tainty (OUU) is formally defined. First, Section II–1.1 presents the Pareto dominance
setting for multi-objective optimization. Then, uncertainty is incorporated within the
optimization process in Section II–1.2. Finally, the measure-based setting for OUU is
made explicit in Section II–1.3.

II–1.1 Multi-objective optimization

Contrarily to mono-objective optimization problems, where the performance is a value
in the totally ordered set R, comparing multiple objectives at once requires to choose
an order on Rm, with m the number of objectives. To this extent, the most classical
choices are the lexicographic order and the product order, that are defined as follows.

The lexicographic order, as its name suggests, is the order in which words are
sorted in a dictionary. The different letters (similarly different objectives) are com-
pared one after another, thus putting a lot of importance on the first ones. Formally,
the ordering on R2 is defined as such, with a, b ≡ (a1, a2), (b1, b2) ∈ R2:

a ≤ b ⇐⇒ a1 < b1 or (a1 = b1 and a2 ≤ b2). (II.1)

Likewise, the product order on R2, with again a, b ∈ R2, reads:

a ≤ b ⇐⇒ a1 ≤ b1 and a2 ≤ b2. (II.2)

One can see that the product order avoids the asymmetric behavior of the lexico-
graphic order and treats multiple dimensions interchangeably. However, it does not
give a total ordering, meaning that two individuals may be incomparable.

Figure II.1 gives an example of individuals compared in R2. The relations between
them with respect to the lexicographic and product order are then given in Table II.1.
One can note that, because the product order is only a partial ordering, points a and
b are incomparable, meaning that a � b and b � a. Note that the lexicographic order
compares abscissa before ordinate.



II–1. Formulation of the problem 55

1 2 3 4 5 6 7

1

2
a

b

c

Figure II.1 Three individuals in R2. Relations reported in Table II.1.

Lexicographic order Product order
a ≤ b 3 7

b ≤ a 7 7

a ≤ c 3 3

c ≤ a 7 7

b ≤ c 3 3

c ≤ b 7 7

Table II.1 All relations using lexicographic and product order on individuals from Fig-
ure II.1.

Remark Unless the user can rank all the objectives of its optimization problem by
importance, the lexicographic order is to be avoided. In this context, the use of the
product order to compare conflicting objectives is often traced back to Vilfredo Pareto
in the late X IX th century. He defined the efficiency of a solution as the inability to
improve an objective without deteriorating another one. In the following, the Pareto
dominance rules are defined without loss of generality in the multi-minimization
case. Hence, Pareto dominance a � b corresponds to the product order a ≤ b, with
a 6= b.

For two vectors a, b ∈ Rm, the classical Pareto dominance reads as follows:

a � b (a dominates b) ⇐⇒∀ j ∈ ¹1, mº, a j ≤ b j and

∃ j ∈ ¹1, mº, a j < b j,

a �� b (a strictly dominates b) ⇐⇒∀ j ∈ ¹1, mº, a j < b j, (II.3)

a ∼ b (a is indifferent to b) ⇐⇒ a � b and b � a.

This dominance rule can be extended in several ways to account for the presence of
constraints in the optimization problem. Notably, between two unfeasible individuals,
it is proposed in [Mlakar et al., 2014] and [Feliot et al., 2017] to consider the one
with the smallest constraint violation as dominating the other one. In this work, to
automatically discard all unfeasible individuals, we propose to consider all of them to
dominate each other mutually.
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Remark We stress here that a and b live in the objective and constraint space,
meaning that in an optimization context, they would correspond to the image of
specific designs by the objective and constraint functions f and g . Formally:

a =
�

f (xa)
g (xa)

�

,

b =
�

f (xb)
g (xb)

�

.

With constraints of the form g (x ) ≤ 0, and denoting by · f and ·g the projection
of any point on the objective and constraint dimensions, the constrained Pareto dom-
inance is defined as follows. For two vectors a, b ∈ Rm,

a �c b ⇐⇒ a ∈A and a f � b f or b ∈ F ,

a ��c b ⇐⇒ a ∈A and a f �� b f or b ∈ F , (II.4)

a ∼c b ⇐⇒ a �c b and b �c a,

where the admissible and failure sets A and F are defined as such:

A=
�

c ∈ Rm | cg ≤ 0
	

,

F =
�

c ∈ Rm | cg � 0
	

. (II.5)

In Eq. (II.5), cg ≤ 0 means ∀i, cg i ≤ 0 and signifies that c satisfies all the con-
straints. Contrarily, cg � 0 means that c does not comply with at least one of the
constraints.

Remark Note that the constrained Pareto dominance (II.4) properly reduces to the
classical Pareto dominance (II.3) in the absence of constraint.

For any set Y ⊂ Rm containing points in the objectives and constraints space, the
set P(Y) of all Pareto-optimal points in Y is called the Pareto front of the problem
with regard to Y , and can be formally written as follows in a constrained setting:

P(Y) =
�

a ∈ Y | >b ∈ Y , b �c a
	

. (II.6)

For example, the Pareto front in Figure II.1 is {a, b}.

II–1.2 Uncertainty-based optimization

A deterministic constrained multi-objective optimization problem can be written as
follows, without loss of generality:

minimize: f (x ),
satisfying: g (x )≤ 0, (II.7)

by changing: x ∈ X ,

with objectives f (x ) ∈ Rm1 and constraints g (x ) ∈ Rm2 , and where the design vector
x lives in X ⊂ Rn. Note that, in the above and in the following, g (x ) ≤ 0 stands for
∀i, gi(x )≤ 0. More information on the product order is given in Section II–1.1.
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The computation of f and g can also depends on a multitude of uncontrollable
parameters (e.g. environmental, material, geometrical, ...), here denoted by ξ ∈ Ξ.

These parameters can be considered uncertain, and the most straightforward set-
ting is to consider them as aleatoric. This thesis is limited to this scope and does
not deal with epistemic uncertainties, presented in the introductory chapter. In this
context, ξ, f (x ,ξ) and g (x ,ξ) are random variables. Equation (II.7) is not suitable
anymore to represent the problem.

Remark It is possible to relapse to a deterministic optimization problem (II.7) by
fixing uncertainties ξ at some nominal values ξ0, namely:

minimize: f (x ,ξ0),
satisfying: g (x ,ξ0)≤ 0, (II.8)

by changing: x ∈ X .

In other words, by solving the deterministic optimization problem (II.7), one implic-
itly assumes the parameters ξ to follow a Dirac distribution at ξ0.

This thesis tackles uncertainty-based optimization problems in a measure-based
setting, where the problem is solved by choosing specific statistics of the random out-
puts f (x ,ξ) and g (x ,ξ) to be optimized.

We denote in the following the uncertainty-driven objectives and constraints as
robustness and reliability measures.

II–1.3 Robustness and reliability measures

Writing ρ f and ρg as some statistical measures on the objective function f and con-
straint g, respectively, the OUU problem can be formulated as follows:

minimize: ρ f (x ),
satisfying: ρg (x )≤ 0, (II.9)

by changing: x ∈ X ,

As raised in the introductory chapter, using statistical measures as objectives is
usually referred to as Robust Design Optimization (RDO), and these statistics (ρ f ) are
called robustness measures. Similarly, Reliability-Based Design Optimization (RBDO)
deals with so-called reliability measures ρg as constraints.

In the following, the original functions f and g are gathered in a vector q ∈ Rm1+m2 ,
that refers to Quantities of Interest (QoI). Namely,

∀(x ,ξ) ∈ X ×Ξ, q(x ,ξ) =
�

f (x ,ξ)
g (x ,ξ)

�

. (II.10)

Similarly, ρ f and ρg are gathered in a single vector ρ ∈ Rm1+m2 ,

∀x ∈ X , ρ(x ) =
�

ρ f (x )
ρg (x )

�

. (II.11)

The most classical robustness and reliability measures for problem (II.9) are the
following:
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• Expectation ρ(x ) = Eξ[q(x ,ξ)],

• Variance ρ(x ) = Vξ[q(x ,ξ)],

• Worst case ρ(x ) =maxξ[q(x ,ξ)]

• Quantile ρ(x ) = qp
ξ[q(x ,ξ)] (also called Value at Risk, VaR) ,

• Superquantile ρ(x ) = Eξ
�

q(x ,ξ) | q(x ,ξ) ≥ qp
ξ[q(x ,ξ)]

�

(also called Expected
Value at Risk, EVaR).

Note that any combination of these may be used, and one has to choose which
ones are most relevant for a given application.

In practice, robust objectives usually are either expectation measures, making sure
that performance is optimized in average over the random input, or worst-case mea-
sures, that ensure the worst outcome to be the least detrimental possible. Note that
worst-case measures historically are the first definition of robustness. They can be
relaxed to quantile or superquantile measures, that take into account the probability
distribution, contrarily to the worst case. Taguchi’s robust optimization is a different
approach that optimizes the mean performance (expectation measure) while simulta-
neously minimizing the associated variance.

Reliability constraints can impose hard constraint, where inequality g (x ,ξ) ≤ 0
must be verified for all values of ξ ∈ Ξ, in which case the worst-case measure should be
used. They are usually relaxed into probabilistic constraints, that ensures g (x ,ξ)≤ 0
with a given probability p. This relation can be readily obtained by using the p-quantile
as a reliability measure.

Remark Note that the scope of this thesis is limited to the multi-objective case,
m1 ≤ 3, so that the classical Pareto dominance rule remains relevant. The many-
objective setting, m1 > 3, requires some adjustment in the dominance criterion or
some scalarization of the optimization problem, as presented in review [Ishibuchi
et al., 2008].

!
Discussion Given the distribution of the random input variable ξ, and some mea-
sures ρ, optimization problem (II.9) can be solved with classical techniques.
However, if the unitary evaluation of q is expensive, a compromise between accuracy
and computational cost for evaluating ρ is required. How the approximation error
on ρ can be integrated into the Pareto front computation is the subject of the next
Section.

II–2 A probabilistic setting

As raised in the preceding Section, the objective and constraints values ρ can only be
computed with a given level of accuracy. In this context, we propose to regard the
unknown exact value ρ(x0) at any design x0 as a random variable P(x0).
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By definition, given a probability space (Ω,F , P), withΩ the set of outcomes, F the
set of events and P the probability function that assigns a probability to each event,
a random field F is defined as a collection of random variables F(t) indexed on a
topological space T :

F ≡
�

F(t) | t ∈ T
	

. (II.12)

We thus propose to approximate the measures ρ with a random field P. We show
here the extension of the classical Pareto dominance rule under a probabilistic per-
spective.

Several works have proposed to treat Pareto dominance in a probabilistic way,
for example with uniform [Teich, 2001] or Gaussian [Hughes, 2001] assumptions.
Some studies have notably been devoted to getting rid of such shape assumptions,
through First-Order Reliability Method probability approximations [Coelho, 2014] or
histogram reconstruction [Khosravi et al., 2018, Khosravi et al., 2019].

Section II–2.1 introduces the so-called probabilistic Pareto dominance, that can be
relaxed for a practical purpose. Then in Section II–2.2, we propose the Pareto Optimal
Probability (POP) metric and its numerical approximations. The POP notably permits
to compare non-dominated elements quantitatively.

II–2.1 Probabilistic Pareto dominance

Following ideas from [Coelho, 2014, Khosravi et al., 2018, Khosravi et al., 2019], we
define a probabilistic Pareto dominance between two random vectors A and B in a
constrained multi-objective setting as the probability PA,B

�

A �c B
�

, computed over
the joint distribution of A and B.

Remark Again, A and B are random vectors in the objective and constraint space.
They could be written as explicit images of some specific designs by the objective and
constraint random field P: A= P(xa) and B= P(xb).

Formally, the unconstrained probability is simply probability for A to be lower than
B in all dimensions, or equivalently the probability of the difference between A and B
to be negative on all dimensions. This writes:

PA,B

�

A� B
�

=

∫

Rm
−

φA−B(y)dy = ΦA−B(0), (II.13)

where φA−B is the Probability Density Function (PDF) of A−B and ΦA−B is the associ-
ated Cumulative Density Function (CDF). Formulation (II.13) is short and straightfor-
ward, by dealing with the distribution of the difference between A and B. An equiva-
lent formula can be written using the joint PDF φA,B of A and B:

PA,B

�

A� B
�

=

∫∫

a�b

φA,B(a, b)dadb. (II.14)

As for the constrained case, definition (II.4) shows that for a to dominate b, either
b must be in the failure domain, or a must be in the admissible domain and dominate
b according to the classical Pareto dominance rule. The integral in (II.14) can be
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split up depending on b belonging to the failure or admissible domain, and additional
dominance constraint can be added in the latest case. This can be written as follows:

PA,B

�

A�c B
�

=

∫

b∈F
φB(b)db+

∫∫

a∈A
b∈A
a�b

φA,B(a, b)dadb. (II.15)

Remark Note that these formulations rely on the joint PDFφA,B, which intrinsically
takes into account any dependency between A and B. This notably differ from the
independence assumptions in [Khosravi et al., 2018, Khosravi et al., 2019].

Basing on the above formulas, a probabilistic constrained Pareto dominance rule
can be formulated between random vectors:

A�c
ε

B ⇐⇒ PA,B

�

A�c B
�

≥ 1− ε,

A��c
ε

B ⇐⇒ PA,B

�

A��c B
�

≥ 1− ε, (II.16)

A∼c
ε

B ⇐⇒ A�c
ε

B and B�c
ε

A.

Note that the above formulation (II.16) is actually the ε-relaxed probabilistic con-
strained Pareto dominance. It tackles the case of random vectors with infinite support
(e.g. Gaussian vectors), that prevent the probability to reach exactly 1. Such a re-
laxation has been proposed in [Khosravi et al., 2018]. If relaxation is to be removed,
(II.16) relapses to the following formulation:

A�c
0

B ⇐⇒ PA,B

�

A�c B
�

= 1,

A��c
0

B ⇐⇒ PA,B

�

A��c B
�

= 1, (II.17)

A∼c
0

B ⇐⇒ A�c
0

B and B�c
0

A.

!
Discussion The dominance rule defined in (II.16) gives a general setting for com-
paring random vectors in the objective and constraint space, regardless of their dis-
tribution shape and mutual dependencies. Notably, because we proposed to regard
the approximation error of robustness and reliability measures as random variables,
this probabilistic Pareto dominance rule gives a proper setting for comparing them.
Note however that this approximation error will “blur” the Pareto front, meaning
that a much higher number of elements will be non-dominated. Section II–2.2 tackles
this phenomenon and propose a quantitative approach to ranking all Pareto-optimal
solutions.

II–2.2 Pareto-Optimal Probability

Using the Pareto front definition (II.6), one can extract all non-dominated measures
from a given set of random vectors with respect to the proposed probabilistic Pareto
dominance rule (II.16). However, depending on the level of accuracy, the Pareto front
can be very wide and contain most of these random vectors.
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Thus, we propose to give a quantitative ranking between them using the concept of
Pareto-Optimal Probability (POP). This simply refers to the probability for one random
vector to be non-dominated, given its joint distribution with all other ones. Formally:

POP(·) = PA,B,C

�

· ∈ P({A,B,C})
�

=

∫

{+,×}3
φA,B,C(x )1P({A,B,C})(x )(·)d(x ), (II.18)

where · can refer to any individual and 1S is the indicator function of set S.
An introductive example of this indicator is given in Section II–2.2.1 on a dis-

crete test-case. It notably illustrates the importance of taking into account the joint
distribution of all individuals. Several approximation metrics are then proposed in
Section II–2.2.2 to keep the computational budget manageable. Finally, these metrics
are quantitatively compared in Section II–2.2.3 on three test-cases featuring random
vectors with uniform and independent distributions.

II–2.2.1 Introductive example

We illustrate the POP indicator with the example proposed in Figure II.2 with three
discrete random vectors A, B and C, that can take two different values, drawn with
“plus” signs and crosses.
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Figure II.2 Three random vectors, each with two possible outcomes + and ×.

The marginal probabilities are Bernoulli distribution with probability of 0.5. In
other words, P[A= +] = P[B= +] = P[C= +] = 0.5, and same for ×.

With this test-case, we notably aim to highlight the impact of the joint Probability
Density Function (PDF) on the POP indicator. To this extent, we introduce a first joint
PDF φ(1)A,B,C that considers A, B and C to be independent and a second one φ(2)A,B,C that
only allows two outcomes, A = B = C = + or A = B = C = ×. The associated
probability tables are depicted in Table II.2 and the Pareto front P({A,B,C}) is made
explicit for each scenario.

Remark The notation A = + or A = × used in the above is slightly abusive. How-
ever, because of its clarity and simplicity, it will be used for the rest of this example.

The Pareto Optimal Probability (POP) of each individual can then be computed as
the probability of belonging to the Pareto front P({A,B,C}). These POP are reported
in Table II.3. We denote POP(1) when φ(1)A,B,C is considered and POP(2) when using

φ
(2)
A,B,C.
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A B C φ
(1)
A,B,C φ

(2)
A,B,C P({A,B,C})

+ + + 1/8 1/2 {A,B}
+ + × 1/8 0 {A,B}
+ × + 1/8 0 {A}
+ × × 1/8 0 {A}
× + + 1/8 0 {A,B,C}
× + × 1/8 0 {A,B}
× × + 1/8 0 {A,B,C}
× × × 1/8 1/2 {A,B}

Table II.2 Probability tables of φ(1)A,B,C and φ(2)A,B,C and Pareto front of each scenario.

Individual POP(1) POP(2)

A 1 1
B 0.75 1
C 0.25 0

Table II.3 Pareto-Optimal Probabilities of A, B and C computed for both cases.

Remark In the above example, A, B and C are compared in an unconstrained set-
ting. However, computing of the Pareto front P(·) using the constrained Pareto dom-
inance rule naturally generalizes the Pareto Optimal Probability (POP) indicator to
constrained optimization problems.

II–2.2.2 POP approximations

In the above, the POP computation was straightforward because of the low number of
random vectors and their simple PDF. In real applications, one may have to compare
hundreds of elements with unknown distribution shape. The computation of the inte-
gral (II.18) quickly becomes intractable and requires to be approximated numerically.
Formally, with I =

�

Ik

	N

k=1
the set of all aleatory individuals, the POP of any element

Ik is defined as such:

POP(Ik) = PI
�

Ik ∈ P(I)
�

= PI
�

∩
I j∈I
j 6=k

I j �c Ik

�

, (II.19)

where PI is computed over the joint PDF of all elements of I.

Remark In Eq. II.19, the complexity of the computation comes not only from
PI
�

I j �c Ik

�

, that is intractable in the general case of unknown PDFs, but also from
the intersection between the N − 1 events.
The former issue is tackled in Chapters III and IV, by assuming a uniform distributions
and proposing a non-parametric sampling-based approach respectively.
The latter one is managed through the computation of approximating POP metrics,
that are presented hereafter.
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In the early 2000s, [Teich, 2001] and [Hughes, 2001] proposed the use of a prob-
abilistic ranking as the fitness function in an Evolutionary Algorithm context. Notably,
in [Teich, 2001], the score of an individual is computed by averaging the one-to-one
domination probability with respect to all other ones. Using such an idea and replacing
the domination probability with the POP, we write the POPav indicator:

POPav(Ik) =
1

N − 1

∑

I j∈I
j 6=k

PI j ,Ik

�

I j �c Ik

�

. (II.20)

By performing only one-to-one comparisons, the computational burden associated
to (II.20) is very low. However, this formulation has some undesirable properties.
Notably,

∃ j, I j �c
0

Ik =⇒ POP(Ik) = 0,

while ∃ j, I j �c
0

Ik 6=⇒ POPav(Ik) = 0. (II.21)

The POPav metric can be seen as the normalized l1-norm of the vector which con-
tains the one-to-one non-domination probability of an individual with respect to all
other ones. Formally, as the events A�c B and A�c B are complementary, POPav can
be written as follows:

POPav(Ik) =
1

N − 1





1− pI(Ik)






1, (II.22)

where pI(Ik) is the vector containing all elements
¦

PI j ,Ik

�

I j �c Ik

�

©

j 6=k
.

Following this interpretation, we propose a second metric, denoted as POPmin, that
deals with the l∞-norm of pI(Ik). Note that the norm is not computed on the same
vector as the 1 is here taken out:

POPmin(Ik) = 1−




pI(Ik)






∞. (II.23)

This metric simply writes as the following, taking the minimal POP value against
all other individuals:

POPmin(Ik) =min
I j∈I
j 6=k

�

PI j ,Ik

�

I j �c Ik

�

�

, (II.24)

which satisfies the desired implication:

∃ j, I j �c
0

Ik =⇒ POPmin(Ik) = 0. (II.25)

In summary, both POPav and POPmin only require the computation of pI(Ik), which
lowers significantly the computational burden compared to the original POP, Eq. (II.19).
However, POPmin tends to behave as expected with dominated individuals, contrarily
to POPav.
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II–2.2.3 Application and comparison

These three metrics i.e. POP, POPav and POPmin are compared on three simple exam-
ples to illustrate their behavior. Each example is constituted of a given set of random
vectors and an optimization problem. Test-cases 1 and 2 are a bi-minimization prob-
lem (Figure II.3 (a)) and a constrained mono-objective minimization problem (Figure
II.3 (b)) respectively. The third example is a bi-minimization problem with highly clus-
tered boxes (Figure II.4), and highlights another good behavior of the POPmin metric.

In these three examples, each random vector is assumed to follow a multi-dimensional
uniform distribution and to be independent of all other individuals. Such an assump-
tion will be at the core of the developments in Chapter III. Here it allows for a quick
quantitative comparison of the proposed POP metrics.

Examples 1 and 2 Figure II.3 depicts (a) a multi-objective and (b) a constrained
optimization setting, with six random vectors, following independent uniform distri-
butions. The different POP metrics are compared in Table II.4 for both examples. As
raised in the preceding section, POPav is the only metric to return non-zero values
for some strictly dominated individuals, such as F in Example 1 and D in Example
2. These individuals are even ranked above some non-dominated ones, which is very
counter-intuitive and undesirable.
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Figure II.3 (a) Bi-minimization problem and (b) constrained mono-objective mini-
mization. Best and worst outcomes in green and red respectively. Associated POP
metrics in Table II.4. .

Example 3 The last example features clustered individuals. As depicted in Figure
II.4, individuals C to F share the same PDF. Intuitively, they are all equally close to the
Pareto front. On the contrary, B is sensibly less efficient than A, hence further from the
Pareto front. However, when computing the POP of each individual, see Table II.5,
it appears that B ranks higher that individuals C to F. The same applies for POPav,
but because POPmin only keeps the minimal probability, clusters of individuals do not
affect its value as much as the two other metrics. Hence, it gives a good and intuitive
indicator of the closeness of each individual to the Pareto front.
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Example 1 Example 2
POP POPav POPmin POP POPav POPmin

A 1.0 1.0 1.0 0.0 0.0 0.0
B 0.902 0.98 0.912 0.254 0.279 0.254
C 0.39 0.828 0.419 0.724 0.943 0.746
D 0.621 0.924 0.622 0.0 0.628 0.0
E 0.017 0.508 0.07 0.022 0.483 0.031
F 0.0 0.735 0.0 0.0 0.0 0.0

Table II.4 POP comparison on examples 1 and 2 (Fig. fig:exPOP12)
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Figure II.4 Bi-minimization problem with boxes C to F superimposed. Best and worst
outcomes in green and red respectively. Associated POP metrics in Table II.5.

Example 3
POP POPav POPmin

A 0.898 0.98 0.898
B 0.538 0.908 0.538
C 0.521 0.85 0.75
D 0.521 0.85 0.75
E 0.521 0.85 0.75
F 0.521 0.85 0.75

Table II.5 POP comparison on example 3 (Fig. II.4)

!
Discussion In this section, three metrics are presented for comparing random vec-
tors in a constrained multi-objective setting. The exact POP computation is often in-
tractable and sensitive to clustering of the individuals. The POPav indicator is much
easier to compute but returns counter-intuitive, if not erroneous, ranking among
the individuals. Hence, for its interpretability and low-computational burden, the
POPmin metric is systematically used in the following of this work.
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II–3 The SAMATA algorithm

In this section, we propose a general technique for Optimization Under Uncertainty
(OUU), that aims to integrate the concept of tunable accuracy within the OUU process.
This concept has notably been presented in [Picheny et al., 2010a] and exploited in
[Fusi and Congedo, 2016].

The core idea of the approach is to tune the accuracy of each computation of ρ
to focus computational power on the most promising designs. Practically, robustness
and reliability measures are computed with some evaluations of q with an estimation
of their approximation error. These approximated measures are treated as a random
vector and can be compared and ranked using the strategies proposed in Section II–
2. The accuracy is then adaptively tuned by improving these approximations only on
the most promising individuals. We refer to this approach as the Measure Approxi-
mation with Tunable Accuracy (MATA), as different levels of refinement are used to
approximate the robustness and reliability measures, depending on their estimated
performance.

Additionally, we construct a surrogate model on these measure approximations in
the design space, denoted in the following as Surrogate-Assisting (SA) model. At any
new design x , this surrogate returns predictions of robustness and reliability measures,
as well as an estimation of the prediction error. When this error is small enough, this
prediction is returned to the optimization process bypassing the direct estimation of
ρ through multiple evaluations of q .

These two methods (SA and MATA) couple very efficiently to lower the cost of
an uncertainty-based optimization process. The MATA technique allows focusing the
refinements only on the promising designs while the SA strategy bypasses measure
approximations and evaluations of q whenever the behavior of ρ is well captured.

Figure II.5 gives a flowchart of this strategy, which we refer to as the SAMATA
strategy. The specific notations are presented in the following sections II–3.1 and II–
3.2.

Optimization
process

Measure Approx. with
Tunable Accuracy

Surrogate-
Assisting model

ρSA(x )

Update

Xnew

eρ(x )
Dominated or

∆(x ) ≤ s2

∆SA(x )≤ s1

∆SA(x )� s1

Refine P(x ∗)

x ∗ = argmax POPmin(P(x ))

Figure II.5 SAMATA strategy flowchart.

II–3.1 Surrogate-Assisting strategy

Surrogate-Assisting (SA) strategies are common practice for accelerating the optimiza-
tion process. Such techniques are notably reviewed, within Evolutionary Algorithms
(EA) in [Jin, 2011] and [Emmerich et al., 2002], and in a more general context under
the name of Sequential Approximate Optimization (SAO) in [Nakayama et al., 2009].
The specific strategy chosen here is presented in details.
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In the proposed approach, a surrogate model is constructed and updated through-
out the optimization process directly on the robustness and reliability measures ρ in
the design space. For each design x i visited by the optimization process, we assume
that an aleatoric approximation P(x i) is returned. The SA model then builds on the
training set

��

x i,P(x i)
�	

i
. When enough information is gathered at a new visited

design xnew, the SA model bypasses the computation of the aleatoric approximation
P(xnew) and returns the current prediction ρSA(xnew). One can expect this approach to
be extensively exploited at the end of the optimization process when a lot of training
points are available, and most new designs are in the optimal area.

The SA model must then be able to deal with aleatoric inputs, that can be consid-
ered affected by random noise. Notably, the model should take into account this noise
for approximating its prediction error. One may recognize here an ideal application
of the heteroscedastic Gaussian Processes presented in Section I. Specific SA models
are proposed in Chapters III and IV to cope with different assumptions on the noise
distribution shape.

We propose a general formulation, where the accuracy of the SA model at a new
design xnew is defined as a vector ∆SA(xnew), so that the SA prediction ρSA(xnew) is
returned to the optimization process whenever ∆SA(xnew) ≤ s1, where s1 is a user-
defined threshold chosen beforehand. Note that when the condition is not satisfied,
an approximation P(xnew)must be computed, at the cost of some evaluation of q . The
couple

�

xnew,P(xnew)
�

is then added to the training data and a chosen estimated value
eρ(xnew) (usually the mean of P(xnew)) is returned to the optimizer.

To ensure the accuracy of the final results, we propose to carry out the whole
optimization process several times with decreasing values of s1, by saving all training
data

��

x i,P(x i)
�	

i
from one iteration to another. This procedure allows getting several

intermediate results, that compromise between computational cost and accuracy. With
high s1 value, few training data are required, which keeps the number of evaluations of
q quite low, and the SA model prediction ρSA is extensively exploited. On the contrary,
with a small s1 value, many training data are required before employing the SA model,
thus ensuring a better accuracy of ρSA anyway.

The structure of this approach is depicted in Algorithm II.1. The computation and
refinement of the probabilistic approximations P(x ) (lines 4 and 12 of the algorithm)
are described in the following section II–3.2.

II–3.2 Measure Approximation with Tunable Accuracy

At each optimization iteration, a probabilistic approximation P(x ) ofρ(x ) is computed
for all designs x given by the optimization process. We propose to employ the iterative
approach presented in [Fusi and Congedo, 2016], that put most of the computational
effort on promising designs. Notably, we explicitly define a threshold s2 to control the
accuracy of these Pareto-optima.

We denoteXc the set of visited designs throughout the optimization process. Namely,
at each iteration, the new designs Xnew explored by the optimization algorithm are
added to Xc the set of designs to compute. Within this set, we denote by Xr the set of
designs that must be further refined. These designs satisfy two criteria: (i) they belong
to the current Pareto front P(P(Xc)) and (ii) the user-defined accuracy threshold s2 is
not reached. Formally:

Xr =
�

x ∈ Xc | ∆(x )� s2 & P(x ) ∈ P(P(Xc))
	

, (II.26)
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Algorithm II.1 Algorithm of the Surrogate-Assisting strategy
1: Set initial thresholds s1

2: Initialize the training set T =
��

x t raini
,P(x t raini

)
�	

i
empty

3: for k from 0 to Nthreshold do
4: Refine approximations in T . Alg. II.2
5: Launch optimizer
6: while Optimization running do
7: Update the SA model on T
8: Get new designs Xnew to visit
9: XSA =

�

x ∈ Xnew | ∆SA(x )≤ s1

	

10: Xc = Xnew \XSA

11: ∀x ∈ XSA, return ρSA(x ) to the optimizer
12: ∀x ∈ Xc, compute P(x ) and return eρ(x ) to the optimizer . Alg. II.2
13: ∀x ∈ Xc, add

�

x ,P(x )
�

to T
14: end while
15: Decrease s1

16: end for

where∆(x ) is a chosen measure of the variability of P(x ) (e.g. its standard deviation)
and P(Xc) corresponds to the image set

�

P(x )
	

x∈Xc
. Note that if some designs in

Xc have just been proposed by the optimization process, first approximations P, and
associated accuracy ∆, must be computed prior to assessing Xr .

Finally, given this set of designs to refine, we propose to use the POP ranking
presented in Section II–2.2 to select the very most promising design within Xr . The
variability of the associated approximation P(x ) can then be reduced, at the cost of
some evaluations of q . In practice, the accuracy of the approximated robustness and
reliability measures is hence improved at x ∗ where the POPmin metric is maximized,
as follows:

x ∗ = argmax
x∈Xr

POPmin(P(x )). (II.27)

The MATA refinement technique, for a given set of designs Xc and a fixed threshold
s2, is detailed in Algorithm II.2.

Algorithm II.2 Algorithm of the Measure Approximation with Tunable Accuracy tech-
nique

1: Read threshold s2 and design set Xc

2: Compute first approximations P(x ) or retrieve the ones that already exist
3: Compute P(P(Xc)) with formula (II.6)
4: Compute Xr with Equation (II.26)
5: while Xr is non-empty do
6: Find x ∗ with Equation (II.27)
7: Refine approximation P(x ∗) with some evaluations of q
8: Update P(P(Xc)) and Xr

9: end while
10: return P(x ) for all x in Xc
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!
Discussion In this section, the Surrogate-Assisting strategy and the Measure Ap-
proximation with Tunable Accuracy approach have been illustrated. The associated
algorithm is made explicit, and the coupling is depicted in the flowchart Figure II.5.
Note that throughout this section, SAMATA is presented in its most general form.
More precisely, no computational details were given on:
• which optimization method is used,

• how to compute the probabilistic approximations P(x ),

• how to refine these estimations,

• which metrics eρ(x ) and ∆(x ) are extracted from P(x ),

• which SA model is constructed,

• and how ρSA(x ) and ∆SA(x ) are computed from the SA model.
All these computational choices will be described in the following Chapters III and
IV. !
Conclusion of the chapter This chapter has introduced the Optimization Under
Uncertainty problem.
A probabilistic setting for constrained multi-objective optimization has been proposed
to deal with approximation errors of the robustness and reliability measures. To this
extent, the concept of Pareto dominance is introduced and extended to constrained
optimization problems. The approximation errors on the objective and constraint
values are regarded as random variables, for which a probabilistic Pareto dominance
is proposed. This procedure allows for capturing the set of Pareto-optimal individuals.
The Pareto-Optimal Probability is then proposed to rank all Pareto-optimal individ-
uals. The associated computational burden is highlighted, and several approximate
metrics are introduced. For its interpretability, the POPmin metric is systematically
used in the following of this work.
Finally, the Surrogate-Assisting Measure Approximation with Tunable Accuracy ap-
proach is proposed. Coupled with a multi-objective optimization technique, it permits
to solve OUU problems where the objectives and constraints are numerically approx-
imated integrands, which error is regarded as a random variable. In this context,
high parsimony is achieved by only refining the most promising designs according to
the POP, and by discarding all dominated individuals under the probabilistic Pareto
dominance rule. Also, a Surrogate-Assisting strategy allows for eventually bypassing
most of these integrand approximations.
Applicative formulations for applying SAMATA to real test-cases are proposed in the
following chapters III and IV with different assumptions on the distribution of the
error approximation.



70
Chapter II. A general approach for constrained multi-objective optimization under

uncertainty



CHAPTER III
Uniform approximations: Bounding Boxes

III–1 Bounding-Box context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
III–1.1 Definition of a Bounding-Box . . . . . . . . . . . . . . . . . . . . . . . . . . 71
III–1.2 Boxed Pareto dominance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
III–1.3 SABBa general flowchart . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

III–2 Theoretical considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
III–2.1 Pareto-optimal sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
III–2.2 Bounding-Box approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
III–2.3 Convergence analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
III–2.4 Surrogate-Assisting model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
III–2.5 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

III–3 Noisy optimization with tunable accuracy . . . . . . . . . . . . . . . . . . . . . . . . 86
III–3.1 Numerical ingredients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
III–3.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

III–3.2.1 Test-case 1: The BNH problem . . . . . . . . . . . . . . . . . . . 87
III–3.2.2 Test-case 2: The Triangle problem . . . . . . . . . . . . . . . . . 91
III–3.2.3 Test-case 3: The Kursawe problem . . . . . . . . . . . . . . . . . 94

III–4 Optimization under uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
III–4.1 Measures computation and refinement . . . . . . . . . . . . . . . . . . . . 98

III–4.1.1 Computed boxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
III–4.1.2 SA-based boxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
III–4.1.3 Computational details . . . . . . . . . . . . . . . . . . . . . . . . 101

III–4.2 POP computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
III–4.3 Quality indicator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
III–4.4 Uncertainty-based SABBa algorithm . . . . . . . . . . . . . . . . . . . . . . 105
III–4.5 Numerical tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

III–4.5.1 Test-case 1: Unconstrained Taguchi optimization . . . . . . . . 109
III–4.5.2 Test-case 2: Quantile-constrained mean optimization . . . . . 113



72 Chapter III. Uniform approximations: Bounding Boxes

!
Overview In this chapter, we apply the SAMATA strategy with a specific assumption
on the probabilistic error approximations P(x ). Specifically, these approximations
are assumed to be independent of each other and to follow a uniform distribution on
a Cartesian product of intervals. This choice is motivated by the fact that most of the
time, only bounds are available to quantify the error of an uncertainty propagation
process [Ferson et al., 2010, Barth, 2016]. In this context, the MATA strategy is
simply referred to as the Bounding-Box approach (BBa), introduced in [Fusi and
Congedo, 2016].
This approach is first employed in a noisy optimization context with tunable accu-
racy, where theoretical convergence is demonstrated under some assumptions and
illustrated on artificially noised test-cases. Specific formulations are then proposed
in the case of optimization under uncertainty. Their efficiency is assessed with respect
to more conventional methods.

Outline Section III–1 introduces the basic definitions of Bounding-Boxes and Boxed
Pareto dominance. These notions allow formulating a general framework for apply-
ing SAMATA within the Bounding-Box setting.
Then, Section III–2 studies the convergence properties of this Surrogate-Assisted
Bounding-Box approach (SABBa) toward the Pareto-optimal area under some as-
sumptions. To this extent, we highlight a specific set sequence that is proven to yield
conservative approximations of the Pareto front.
In its most general form, SABBa allows tackling noisy optimization problems with
tunable objectives and constraints accuracy. This kind of problem is studied in Section
III–3, with artificially noised analytical test-cases, to picture the asymptotic behavior
of SABBa against more classical techniques.
Finally, specific techniques are proposed in Section III–4 for computing robustness and
reliability measures with tunable and refinable accuracy. These techniques permit
to apply SABBa to Optimization Under Uncertainty (OUU) problems, allowing for
analytical comparisons against more conventional methods.

!
Contribution The first contribution is a proper formalization and convergence
study of the Bounding-Box approach, proposed in [Fusi and Congedo, 2016]. The
Surrogate-Assisting strategy is made explicit and shown to naturally and efficiently
couple with the Bounding-Box approach.
The second contribution is the use of GP-based formulations for applying SABBa to
the uncertainty-based optimization setting. This strategy is quantitatively compared
with classical techniques and shows both great parsimony and robustness.

III–1 Bounding-Box context

This section illustrates the concept of Bounding-Box for uniform error approximations,
formulates the associated strategy called SABBa.
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III–1.1 Definition of a Bounding-Box

Let us denote by eρ l(x ) the approximated value returned when computing ρ(x ) for a
given design x with an accuracy level l. Let us further assume that the approxima-
tion error εl(x ) = ρ(x ) − eρ l(x ) can be estimated conservatively by εl(x ), meaning
that |εl(x )| ≤ εl(x ). This corresponds to getting bounds on the approximated value,
that ensures ρ ∈

�

eρ l − εl , eρ l + εl�. Figure III.1 represents this m-dimensional prod-
uct of intervals containing ρ, which is called a Bounding-Box. The approximation of
ρ(x ) defined in Section II–2 is here denoted by B

�

eρ l ,εl� using the box notation from
Definition 6.

Definition 6. A m-dimensional box is defined by its center and half-width vectors as
follows:

B(a, r ) =
�

b ∈ Rm | b ∈ [a− r , a+ r ]
	

∈ ℘B(Rm) ⊂ ℘(Rm) (III.1)

∀(a, r ) ∈ Rm ×Rm
+ , and where ℘B(Rm) represents the set of all Cartesian products of

intervals in Rm, which is a subset of ℘(Rm) the power set of Rm.

ρ
εl

1

εl
2

εl
1

εl
2

eρ l

B
�

eρ l ,εl�

Figure III.1 Bounding-Box approximation

Remark One can note that boxes relapse properly to points when their width goes
to zero,

B(a,0)≡ a. (III.2)

In the following, to lighten the notation, for any f : X → Rm, we set ∀(x , r ) ∈
X ×Rm,

B f (x , r )≡ B
�

f (x ), r
�

. (III.3)

III–1.2 Boxed Pareto dominance

Following [Mlakar et al., 2014] and [Fusi and Congedo, 2016], the application of
the non-relaxed probabilistic Pareto dominance rule defined in Eq. (II.17) to uniform
distributions is referred to as the Boxed Pareto dominance. Note that relaxation is not
required here because Bounding-Box approximations have a finite support.
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Remark In the following, all relations are given between elements a and b of the
objective and constraint space.

Instead of computing a probability of dominance over all outcomes of two boxes
B(a, r ) and B(b, r ′), the Boxed Pareto dominance can be regarded as a classical dom-
inance rule between the least performing point of B(a, r ) and the best outcome of
B(b, r ′). The unconstrained dominance rule is made explicit in Definition 7.

Definition 7. For two boxes
�

B(a, r ),B(b, r ′)
�

∈ ℘B(Rm)2,

B(a, r )�
0
B(b, r ′) ⇐⇒∀ j ∈ ¹1, mº, a j + r j ≤ b j − r ′j and

∃ j ∈ ¹1, mº, a j + r j < b j − r ′j,

B(a, r )��
0

B(b, r ′) ⇐⇒∀ j ∈ ¹1, mº, a j + r j < b j − r ′j, (III.4)

B(a, r )∼
0
B(b, r ′) ⇐⇒ B(a, r )�

0
B(b, r ′) and B(b, r ′)�

0
B(a, r ).

The notation �
0

specifies that the dominance rule is not relaxed (ε= 0).

Remark It can be noted that the relation between B(a, r ) and B(b, r ′) is the same
as between B(a, r ′) and B(b, r ).

This Boxed Pareto dominance can be extended to the constrained optimization
setting, similarly to (II.4), by checking whether B(a, r ) and B(b, r ′) belong to the
admissible or failure set.

Note that the non-relaxed Pareto dominance rule (II.17) requires any outcome of
an individual to dominate every outcome of the other one. In this context, belonging
to the admissible A or failure F sets must be verified for all outcomes of an individual.
Thus, the boxed admissible and failure sets AB and FB are defined as follows:

AB =
�

B ∈ ℘B(Rm) | ∀a ∈ B, a ∈A
	

,

FB =
�

B ∈ ℘B(Rm) | ∀a ∈ B, a ∈ F
	

. (III.5)

These sets can also be written as follows, using the best and worst outcomes:

AB =
�

B(a, r ) ∈ ℘B(Rm) | a+ r ∈A
	

,

FB =
�

B(a, r ) ∈ ℘B(Rm) | a− r ∈ F
	

. (III.6)

This formulation reveals that the failure set is not always complementary to the
admissible set. Intuitively, when dealing with random objective and constraint values
such as boxes, one can be only halfway in A and the other half in F .

The constrained Boxed Pareto dominance is then provided in Definition 8.

Definition 8. For two boxes
�

B(a, r ),B(b, r ′)
�

∈ ℘B(Rm)2, and denoting by · f the
objective values,

B(a, r )�c
0

B(b, r ′) ⇐⇒ B(a f , r f )�0 B(b f , r ′f ) and B(a, r ) ∈AB or

B(b, r ′) ∈ FB,

B(a, r )��c
0

B(b, r ′) ⇐⇒ B(a f , r f )��0 B(b f , r ′f ) and B(a, r ) ∈AB or (III.7)

B(b, r ′) ∈ FB,

B(a, r )∼c
0

B(b, r ′) ⇐⇒ B(a, r )�c
0

B(b, r ′) and B(b, r ′)�c
0

B(a, r ),
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Remark Again, the consistency between the two domination rules when the size of
the boxes tends to zero is verified:

∀a, b ∈ Rm, B(a, 0)�c
0

B(b, 0) ⇐⇒ a �c b, (III.8)

Two examples are given in Figure III.2, with four boxes to be compared in (a) a
bi-minimization problem and (b) a constrained mono-objective optimization problem.
First, Table III.1 depicts which boxes of the constrained example III.2(b) belong to the
boxed admissible and failure sets AB and FB. Then, using the Boxed Pareto domi-
nances from Definitions 7 and 8, relations between the four boxes are summarized in
Table III.2.
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Figure III.2 Comparison of 4 boxes in (a) a bi-minimization case and (b) a constrained
mono-minimization one. Best and worst outcomes in green and red, respectively.

B1 B2 B3 B4

∈AB 7 7 3 3

∈ FB 3 7 7 7

Table III.1 Membership in AB and FB for all boxes from Fig. III.2(b).

In Figure III.2, B1 is the only strictly dominated box, that lies entirely in F . Hence,
B1 ∈ FB, as can be seen in Table III.1. On the contrary, B3 and B4 lie entirely in A and
thus belong in AB. Finally, B2 belong neither in AB nor FB because it overlaps both
A and F .

Remark Note that here, Pareto fronts are sets of non-dominated boxes. They are
defined using the non-relaxed probabilistic Pareto dominance, that has been derived
in the boxed settings in Definition 8. Formally, with YB a set of boxes, the Pareto
front is defined as follows:

P(YB) =
�

B ∈ YB | >B′ ∈ YB, B′ �c
0

B
	

. (III.9)

The boxed Pareto fronts are made explicit on the last line of Table III.2.
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Bi-minimization Fig. III.2(a) Constrained minimization Fig. III.2(b)
B1,B2 B1 ∼c

0
B2 B1 ≺≺c

0
B2

B1,B3 B1 ∼c
0

B3 B1 ≺≺c
0

B3

B1,B4 B1 ∼c
0

B4 B1 ≺≺c
0

B4

B2,B3 B2 ∼c
0

B3 B2 ∼c
0

B3

B2,B4 B2 ��c
0

B4 B2 ∼c
0

B4

B3,B4 B3 ∼c
0

B4 B3 ��c
0

B4

P
��

Bi

	4

i=1

� �

B1,B2,B3

	 �

B2,B3

	

Table III.2 All relations between the four boxes in both examples from Figure III.2.
Pareto fronts are made explicit on the last line.

III–1.3 SABBa general flowchart

From the Surrogate-Assisting Measure Approximation with Tunable Accuracy (SAMATA)
introduced in Section II–3, we formulate here the particular case of independent uni-
form approximations, referred to as the Surrogate-Assisting Bounding-Box approach
(SABBa).

This approach can be summarized in few bullet points. When a new set of designs
Xnew is proposed by the optimization algorithm:

• The error approximation εSA(x ) of the current SA model is compared to a user-
defined threshold s1 at each design x in Xnew. For all designs satisfying εSA(x )≤
s1, the prediction provided by the SA surrogate ρSA(x ) is returned to the opti-
mization process.

• For all designs that did not satisfy the s1 threshold, a first estimation eρ0(x ) is
computed, alongside an error approximation ε0(x ). We set here l = 0.

• For all boxes B(eρ l(x ),εl(x )) that either (i) are dominated or (ii) satisfy εl(x )≤
s2, the estimation eρ l(x ) is returned to the optimizer.

• If one of the previous condition is not satisfied for some designs, finer approxi-
mations eρ l+1(x ∗) and εl+1(x ∗) are computed on a set X ∗ of designs. The order
and number of designs in X ∗ can be managed with different strategies. This
step is repeated until all criteria from the third bullet point are met.

Remark In the above, the notations are intentionally lightened. One should read
the accuracy l as l(x ), so that each design is computed with a given accuracy. When
refinement is required at x ∗, l(x ∗) is incremented by one and ∀x 6= x ∗, l(x ) is kept
constant.

Remark The accuracy metrics ∆(x ) and ∆SA(x ) from Equation (II.26) are here
written εl(x ) and εSA(x ) respectively.

This strategy can be pictured using the flowchart from Section II–3 using Bounding-
Box notations. The updated flowchart is represented in Figure III.3.
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Optimization
process

Bounding-
Box approach

Surrogate-
Assisting model

ρSA(x )

Update

Xnew

eρ l (x )
Dominated or

εl (x ) ≤ s2

εSA(x )≤ s1

εSA(x )� s1

∀x ∗ ∈X ∗, l := l + 1
Determine X ∗

Figure III.3 SABBa flowchart.

!
Discussion In this section, the Bounding-Box setting is formally introduced, and
the Boxed Pareto dominance is derived from the general probabilistic Pareto domi-
nance definition. Basing on the SAMATA algorithm presented in the preceding chap-
ter, a general framework for applying SABBa on test-cases with objectives and con-
straints that can only be approximated with tunable and refinable accuracy is pre-
sented.

III–2 Theoretical considerations

This section provides some analyses over the convergence of the proposed strategy. In
particular, SABBa is shown to converge towards the exact Pareto-optimal area under
some assumptions.

Practically, Section III–2.1 defines the Pareto-optimal sets, both in the classical and
in the Bounding-Box context. Section III–2.2 then formally introduces the so-called
Bounding-Box approach, which consists in a recursive refinement scheme on the set
of Pareto-optimal designs. Finally, Section III–2.3 illustrates the convergence of this
approach under some assumptions and Section III–2.4 shows that coupling with the
Surrogate-Assisting strategy does not affect the overall behavior.

III–2.1 Pareto-optimal sets

The Pareto front of a problem has been defined in Equation (II.6) with the classical
Pareto dominance rule and in Equation (III.9) with the constrained boxed Pareto dom-
inance. Formal definitions of the pre-image of the Pareto front XP in the context of
Bounding-Boxes are presented in this section. These designs are referred to as Pareto-
optimal designs.

Definition 9. With ρ the objective and constraint functions, let us define ∀i, x i ∈ X
and ri ∈ Rm,

X ρ
P

�

�

x i

	N

i=1

�

=
¦

x i, i ∈ ¹1, Nº
�

� ρ(x i) ∈ P
�

�

ρ(x i)
	N

i=1

�©

,

X ρ
PB

�

��

x i, ri

�	N

i=1

�

=
¦

x i, i ∈ ¹1, Nº
�

� Bρ(x i, ri) ∈ P
�

�

Bρ(x i, ri)
	N

i=1

�©

, (III.10)

the Pareto-optimal designs X ρ
P in the classical and X ρ

PB
in the boxed settings respec-

tively.
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Remark X ρ
PB

�

��

x i, ri

�	N

i=1

�

can be explicitly defined as follows:

x i ∈ X ρ
PB

�

��

x i, ri

�	N

i=1

�

⇐⇒ Bρ(x i, ri) 6∈ FB (III.11)

and Bρ(xk, rk) ∈AB⇒ ρ f (xk) + r f k � ρ f (x i)− r f i,

where again ρ f refers to the objective values.

Proposition 1. Note that ∀
��

x i, ri

�	N

i=1
∈
�

X ×Rm
�N

,

X ρ
P

�

�

x i

	N

i=1

�

⊆
�

x i

	N

i=1
and X ρ

PB

�

��

x i, ri

�	N

i=1

�

⊆
�

x i

	N

i=1
. (III.12)

Proof. The proof here is trivial. By definition,

X ρ
P

�

�

x i

	N

i=1

�

=
�

x i, i ∈ ¹1, Nº | non-dominated
	

⊆
�

x i, i ∈ ¹1, Nº
	

≡
�

x i

	N

i=1
.

The same can be said for the boxed Pareto optima.

Note that the inclusion becomes strict whenever a design does not satisfy the non-
domination condition.

The continuous extension of the Pareto front is also introduced in Definition 10.
It contains all dominated but not strictly dominated points of Rm with respect to the
Pareto front. This set corresponds to the usual representation of the Pareto front, as
in Figure III.4.
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Figure III.4 Illustration of Pc on a simple case with five elements in the objective space.

Definition 10. With A ⊂ Rm, let us define Pc as follows

Pc(A) = P(A)∪
�

b ∈ Rm | ∃z ∈ P(A), z �c b & >z ∈ P(A), z ��c b
	

. (III.13)

Note that in Figure III.4, the set A only contains points a to e.
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III–2.2 Bounding-Box approach

This section introduces the notations needed to describe the Bounding-Box approach,
presented in Section III–1.3.

Definition 11. An intrinsic error is assumed on the computation of the objectives and
constraints ρ. The estimated value eρ l(x ) differs from ρ(x ) by an additive error that
depends on the accuracy l, as follows:

∀x ∈ X , ρ(x ) = eρ l(x ) + εl(x ). (III.14)

Remark Let us recall that l implicitly refers to l(x ). The accuracy used for comput-
ing the objective functions can differ from one design x to another. The Bounding-Box
approach aims to compute ρ with high accuracy (high values of l) only for efficient
designs.

Two assumptions are then necessary for demonstrating the convergence of the
proposed approach. Namely, we assume that a conservative estimation of the true
error is available and that infinite refinement leads to the exact estimate.

Assumption 1. We assume that a conservative estimation εl of the true error εl can
be computed, meaning that:

∀x ∈ X , |εl(x )| ≤ εl(x ). (III.15)

In other words, ∀x ∈ X ,ρ(x ) ∈ B
eρ l

�

x , |εl(x )|
�

⊆ B
eρ l

�

x ,εl(x )
�

.

Assumption 2. No constraint is imposed on the monotony of
�

εl�

l∈N+
but its conver-

gence is assumed:

lim
l→+∞

εl = 0. (III.16)

Note, however, that the computational cost increases with the accuracy.
In this work, the accuracy level l is tuned adaptively for each design x . Hence,

we consider the accuracy l at each x as an increasing sequence
�

lk

�

k∈N during the
optimization process. Although Section III–1.3 proposes an iterative refinement based
on the POPmin metric, we propose to carry out the convergence analysis on a more
general case, where a set of design X ∗k is getting refined at each iteration.

The output of interest is X ρ
P , the Pareto-optimal designs. The proposed Bounding-

Box approach gives an approximation based on sequentially refined estimations eρ lk ,
where refinement is performed only on the most interesting designs. This assumption
is formally defined in Definition 12. This formalism is given in the design space, but
it can easily be transposed to the objective and constraint space.
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Definition 12. For any design set
�

x i

	N

i=1
∈ X N , with eρ lk the approximation of ρ and

εlk the associated error estimation, the recursive Pareto-optimal sequences are defined
as follows:

eX ρ,0
P =

�

x i

	N

i=1
,

Fixed: eX ρ,k+1
P = X eρ lk

PB

�¦�

eX ρ,0
Pi

,εlk
�

eX ρ,0
Pi

��©N

i=1

�

,

Recursive: eX ρ,k+1
P = X eρ lk

PB

�¦�

eX ρ,k
Pi

,εlk
�

eX ρ,k
Pi

��©Nk

i=1

�

, (III.17)

where lk(x ) =

¨

lk−1(x ) + 1 if x ∈ X ∗k
lk−1(x ) else

,

Nk = Card
�

eX ρ,k
P

�

.

As raised earlier, X ∗k is the set of designs to refine. Following Sections II–3 and III–1.3,

X ∗k =
¦

argmax
x∈ eXρ,k

P

POPmin(x )
©

is a proper choice for such task when complemented with

a threshold s2.

The Fixed strategy iteratively refines all elements from eX ρ,0
P =

�

x i

	N

i=1
whereas the

Recursive strategy only refines elements from the current set eX ρ,k
P , which can be re-

garded as the approximation of X ρ
P at the kth refinement iteration, using eρ lk instead of

ρ. It represents the Pareto-optimal set associated to a given set of accuracies
�

lk(x i)
	

i
.

Using the Fixed formulation with X ∗k = eX ρ,0
P corresponds to using a double-loop or

nested optimization, where the objective and constraint functions are estimated with
increasing accuracy on the whole design set eX ρ,0

P with size N . As raised in Assumption
2, the most time-consuming step consists in decreasing the estimated error εl through
computations with higher accuracy.

However, using the Recursive Bounding-Box refinement strategy (III.17) with X ∗k =
eX ρ,k
P , Proposition 1 gives that ∀k ∈ N+, eX ρ,k

P ⊆ eX ρ,k−1
P ⊆ ... ⊆ eX ρ,0

P . Any unsatisfied
non-domination condition implies a strict inclusion between two sets of the sequence.
Hence, whenever a box gets dominated, the size Nk of the Pareto-optimal set is de-
creased and further refinements are then performed only on Nk ≤ N designs.

Remark In the following, eX ρ,k
P will only refer to the recursive strategy, that is at

the core of the Bounding-Box approach.

A third strong assumption is required here to ensure the good behavior of the
refinement sequence given by

�

X ∗k
	

k
. It aims at avoiding to refine indefinitely only a

subset of the current set eX ρ,k
P .

Assumption 3. We assume in the following that refinements are spread over the dif-
ferent designs, so that the error goes to zero for all designs that remain in eX ρ,k

P :

lim
k→∞

max
x∈ eXρ,k

P

εlk(x ) = 0. (III.18)
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Remark This assumption shows that using X ∗k = argmax
x∈ eXρ,k

P

POPmin(x ) is not viable

as it may refine the same design indefinitely. This is why SAMATA (Section II–3)
and SABBa (Section III–1.3) require a threshold s2, so that refinements are only
iterated on designs that still yield an estimated error above s2. This process can be
carried out iteratively with decreasing values of s2, converging toward 0, to ensure
that Assumption 3 is satisfied.

III–2.3 Convergence analysis

This section aims to demonstrate the convergence of the sequence
�

eX ρ,k
P

�

k∈N+
toward

the true Pareto-optimal set. More precisely, the convergence of the the continuous
Pareto front Pc

�

eρ
lk
f

�

eX ρ,k
P

�

�

built on the approximated objectives toward the real con-

tinuous front Pc = Pc

�

ρ f (XP)
�

in the objective space is demonstrated.
To this extent, another assumption is needed on the behavior of the optimization

process.

Assumption 4. For a given multi-objective optimization, it is assumed that:

∀y ∈ X ρ
P ,∃D ⊆ X so that y ∈D, �D 6= ; and ∀ j ∈ ¹1, mº, ρ j ∈ C0(D), (III.19)

and that for any set D(y) satisfying the previous condition for some y ∈ X ,

∀ε ∈ R∗+,∃M ∈ N+,∀y ∈ X ρ
P ,∃k ∈ ¹1, Mº, xk ∈D(y),





xk − y




≤ ε. (III.20)

In practice, (III.19) yields that there exists a non-empty part of X around each efficient
design in which all f j are continuous. Equation (III.20) then states that the optimizer
converges toward the whole Pareto front and covers the integrity of X ρ

P .
Assumption 4 simulates a “well-behaving” optimizer, that reaches the whole Pareto

front thanks to the continuity assumption. We study the impact of the proposed strat-
egy on the convergence of the optimization process in this context.

Remark The following relation is verified for any design set Y:

X ρ
P

�

X ρ
P

�

Y
�

�

= X ρ
P

�

Y
�

. (III.21)

More generally, ∀S s.t. X ρ
P

�

Y
�

⊆ S ⊆ Y ,

X ρ
P

�

S
�

= X ρ
P

�

Y
�

. (III.22)

This remark can be transposed to the objective space.

Proposition 2. In any set Y , a design which is not Pareto-optimal is dominated by an
element of the Pareto front:

∀y ∈ Y , y /∈ X ρ
P

�

Y
�

⇐⇒ ∃y ′ ∈ X ρ
P

�

Y
�

, y ′ �c y . (III.23)

Proof. For y /∈ X ρ
P

�

Y
�

, let us assume that >y ′ ∈ X ρ
P

�

Y
�

, y ′ �c y , then y ∈ X ρ
P

�

X ρ
P

�

Y
�

∪

y
�

= X ρ
P

�

Y
�

from Equation (III.22), which proves the first implication by contradic-

tion. The second implication is immediate from the definition of X ρ
P .



82 Chapter III. Uniform approximations: Bounding Boxes

Lemma 1. Any Pareto-optimal design in the classical sense is also Pareto-optimal in the
Boxed Pareto dominance sense. For any approximation eρ with conservative error ε:

∀
��

x i,ε(x i)
�	N

i=1
∈
�

X ×Rm
�N

, X ρ
P

�

�

x i

	N

i=1

�

⊆ X eρ
PB

�

��

x i,ε(x i)
�	N

i=1

�

. (III.24)

Proof. By using the explicit definition of the Pareto front as in Equation (III.11), the
proof is immediate as Assumption 1 gives ∀x ∈ X ,∀ j ∈ ¹1, mº, ρ j(x ) ∈

�

eρ j(x ) −
ε j(x ), eρ j(x ) + ε j(x )

�

. Hence, ∀x i ∈ X ρ
P

�

�

x i

	N

i=1

�

,

ρ(x i) 6∈ F and ρ(xk) ∈A⇒ ρ f (xk)� ρ f (x i),
eρ(x i)− ε(x i) 6∈ F and eρ(xk) + ε(xk) ∈A⇒ eρ f (xk) + ε f (xk)� ρ f (x i)− ε f (x i),

B
eρ

�

x i,ε(x i)
�

6∈ FB and B
eρ

�

xk,ε(xk)
�

∈AB⇒ eρ f (xk) + ε f (xk)� ρ f (x i)− ε f (x i),

Therefore, x i ∈ X eρ
PB

�

��

x i,ε(x i)
�	N

i=1

�

, which ends the proof.

Proposition 2 formalizes that there is at least one dominant design in a given set
of points and Lemma 1 shows the robustness of the boxed dominance. Such robust-
ness is also demonstrated for the recursive sequence of the Bounding-Box approach in
Theorem 3.

Theorem 3. For any initial set eX ρ,0
P , the true Pareto-optimal designs are retained in the

recursive sequence (III.17) ∀k ∈ N+, i.e.:

X ρ
P

�

eX ρ,0
P

�

⊆ eX ρ,k
P . (III.25)

Proof. For proving this, mathematical induction can be used.
Let us assume that ∃k ∈ N+, so that X ρ

P

�

eX ρ,0
P

�

⊆ eX ρ,k
P . Then, because eX ρ,k

P ⊆ eX ρ,0
P

is always verified, Equation (III.22) yields that:

X ρ
P

�

eX ρ,0
P

�

= X ρ
P

�

eX ρ,k
P

�

. (III.26)

Finally, Lemma 1 gives X ρ
P

�

eX ρ,k
P

�

⊆ X eρ lk

PB

�¦�

eX f ,k
Pi

,εlk
�

eX f ,k
Pi

��©Nk

i=1

�

= eX ρ,k+1
P , which

ends the inductive step of the proof, yielding X ρ
P

�

eX ρ,0
P

�

⊆ eX ρ,k+1
P .

Of course, X ρ
P

�

eX ρ,0
P

�

⊆ eX ρ,0
P = eX ρ,0

P , therefore, the mathematical induction proves
the inclusion between the Pareto-optimal sets.

This first theorem extends the robust behavior presented in Lemma 1 to the re-
cursive Bounding-Box strategy introduced in Definition 12. We raised earlier that this
strategy allows reducing the number of refinements. Theorem 3 also ensures that all
Pareto-optimal designs are retained for high-accuracy estimation.

Using Assumption 4, the convergence of the continuous front Pc can be proven in
the objective space. Hence, in practice, we study the convergence of ePc

k
f = Pc

�

eρ
lk
f

�

eX ρ,k
P

��

toward Pc f = Pc

�

ρ f

�

X ρ
P

��

.
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Theorem 4. For any initial set eX ρ,0
P ∈ X N , approximation sequence

�

eρ lk
�

k∈N+
and con-

servative error set sequence
�

εlk
�

k∈N+
, the following convergence is verified:

lim
(N ,k)→(+∞,+∞)

dH

�

ePc
k
f ,Pc f

�

= 0, (III.27)

where ePc
k
f = Pc

�

eρ
lk
f

�

eX ρ,k
P

��

,

and Pc f = Pc

�

ρ f

�

XP
��

,

with the classical Hausdorff distance denoted by dH .
For demonstrating this convergence, the constraints must take the form ρg (x ) ≤ 0,

so that the failure set F is an open set.

Proof. We first denote Pc
k
f = Pc

�

ρ f

�

eX ρ,k
P

��

.
The triangle inequality then gives :

dH

�

ePc
k
f ,Pc f

�

≤ dH

�

ePc
k
f ,Pc

k
f

�

+ dH

�

Pc
k
f ,Pc f

�

. (III.28)

Let us first focus on the first term of the right-hand side of (III.28).
Assumption 1 implies that

∀x ∈ eX ρ,k
P , d∞

�

ρ(x ), eρ lk(x )
�

≤max
j
εlk

j (x ), (III.29)

where d∞ denotes the distance associated to the l∞ norm, d∞(·, ·) = ‖· − ·‖∞.

Now, let us suppose that ∃a ∈ Pc
k
f , so that d∞

�

a,Pc
k
f

�

> max
(i, j)

εlk
j

�

eX ρ,k
Pi

�

. Recall

that the distance between a point and a set is the minimal distance between this point
and each element of the set.

This means that ePc
k
f ∩ B

�

a,εmax

�

= ; with εmax being the m-dimensional vector

where each component is equal to max
(i, j)

εlk
j

�

eX ρ,k
Pi

�

.

Therefore, from Def. 10, either (i) ∃x ∈ eX ρ,k
P ,B

�

eρ
lk
f

�

x
�

,0
�

��
0

B
�

a,εmax

�

or (ii)

∀a′ ∈ B
�

a,εmax

�

,>x ∈ eX ρ,k
P , so that eρ lk

f

�

x
�

� a′.

• In the first case (i), using the remark below Definition 7, the widths can be
swaped, ∃x ∈ eX ρ,k

P ,B
�

eρ
lk
f

�

x
�

,εmax

�

��
0

B
�

a,0
�

and as a ∈ Pc
k
f ,>x ′ ∈ eX ρ,k

P ,ρ(x ′)�

� a. Hence, ∃x ∈ eX ρ,k
P ,ρ(x ) 6∈ B

�

eρ lk(x ),εmax

�

. This would mean ∃x ∈
eX ρ,k
P , d∞

�

ρ(x ), eρ lk(x )
�

> εmax i
≥ max

j
εlk

j (x ), which is contradictory with

(III.29).

• The second case (ii) implies that ∃b ∈ ePc
k
f ,B

�

a,εmax

�

��
0

B
�

b,0
�

. However,

∃x ∈ eX ρ,k
P so that ρ f (x ) � a, and thus B

�

ρ f (x ),εmax

�

��
0

B
�

b,0
�

. As b ∈ ePc
k
f ,

from Def. 10, >x ′ ∈ eX ρ,k
P , so that eρ lk

f (x
′)�� b. In summary, ∃x ∈ eX ρ,k

P , eρ lk
f (x ) 6∈

B
�

ρ f (x ),εmax

�

, which contradicts again (III.29).
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Hence, by contradiction, ∀a ∈ Pc
k
f , d∞

�

a, ePc
k
f

�

≤ max
(i, j)

εlk
j

�

eX ρ,k
Pi

�

. This statement

holds also when inverting the Pareto front continuous sets (real and approximated),
and can be proved in the same way. As a consequence, the Hausdorff distance can be
written as follows:

dH

�

ePc
k
f ,Pc

k
f

�

≤max
(i, j)

εlk
j

�

eX ρ,k
Pi

�

.

Hence, Assumption 3 gives the first half of Equation (III.28):

lim
k→∞

dH

�

ePc
k
f ,Pc

k
f

�

= 0. (III.30)

Let us focus now on the second part of the sum.
For all a ∈ Pc

k
f ,∃y ∈ eX ρ,k

P ,ρ f (y)� a.

If ρ(y) ∈ F , as F is an open set, ∃ε,∀y ′ ∈ B
�

ρ(y),ε
�

,ρ(y ′) ∈ F , meaning
B
�

ρ(y),ε
�

∈ FB. Assumption 3 yields ∃K ,∀k∗ ≥ K , 2εlk∗ ≤ ε, thusB
�

eρ lk∗ (y),εlk∗ (y)
�

∈
FB. Hence, y 6∈ eX ρ,k∗

P . This gives that ∃K ,∀k∗ ≥ K ,∀y ∈ eX ρ,k∗

P ,ρ(y) ∈A.
Thus, ∃a′ ∈ Pc f , so that a′ � a. Moreover, ∀b such that ∃a′ ∈ Pc f , a′ �� b,

Assumption 4 with Theorem 3 provides evidence that the recursive discrete efficient
set converges toward the continuous real one and that this efficient set is included in
eX ρ,k
P . In other words, ∀k∗ ≥ K ,∃M ∈ N∗,∃x ∈ eX ρ,k∗

P so that
�

�a′ − ρ f (x )
�

� ≤
�

�a′ − b
�

�.

Thus, ∀k∗ ≥ K ,∃M ∈ N∗,∃x ∈ eX ρ,k∗

P ,ρ f (x )�� b.
Hence, when k is high enough, Pc

k
f is always dominated by Pc f and any element

dominated by Pc f is also dominated by Pc
k
f when N grows. From Definition 10, it can

be deduced that:
lim

(N ,k)→(+∞,+∞)
dH

�

Pc
k
f ,Pc f

�

= 0. (III.31)

Finally, by combining Equations (III.28), (III.30) and (III.31), it comes:

lim
(N ,k)→(+∞,+∞)

dH

�

ePc
k
f ,Pc f

�

= 0,

which ends the proof.

The continuity assumption gives preimage convergence.
In summary, under some assumptions about conservative errors and overall good

behaviors of the optimization process, the convergence of the approximated Pareto
front toward the true Pc in the objective space is demonstrated. A representation of
the Pareto-optimal set is drawn in Figure III.4.

III–2.4 Surrogate-Assisting model

In this section, we study the convergence properties of the method when the Bounding-
Box approach is coupled with the Surrogate-Assisting strategy.

The SA model predictive value is written ρSA(x ) and the estimation of the error
is denoted εSA(x ), which we assume as conservative, i.e. εSA(x ) ≥ εSA(x ) = ρ(x )−
ρSA(x ). The value returned to the optimizer is the SA model predictive value when
accuracy s1 is reached, and the Bounding-Box estimation converged to s2 otherwise.
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Definition 13. Using the SABBa notations from the previous section, the approxi-
mated value ρSABBa and associated conservative error εSABBa are defined as follows:

�

ρ
s1,k
SABBa(x i),ε

s1,k
SABBa(x i)

�

=

¨
�

ρSA(x i),εSA(x i)
�

if εSA(x i)≤ s1
�

eρ lk(x i),ε
lk(x i)

�

else
, (III.32)

and the value returned to the optimizer is:

�

ρ
s1,k(s2)
SABBa (x i),ε

s1,k(s2)
SABBa (x i)

�

,

where k(s2) is the lower value of k so that ∀x ∈ eX ρ,k
P ,εlk(x )≤ s2.

The Pareto-optimal designs X ρ
P are then approximated with a new recursive se-

quence, which takes into account SA-based approximations. To this extent, we give a
few additional notations.

Definition 14. Given a set Xnew of designs to study, let us define:

XSA =
¦

x ∈ Xnew | εSA(x )≤ s1

©

Xc = Xnew \XSA

Namely, we denote with Xc the designs that do not meet the SA requirement
εSA(x )≤ s1 and XSA the other ones, that can be approximated by the SA model.

Definition 15. For a given set Xnew, the SABBa recursive Pareto-optimal sequence is
defined as follows:

eX ρ,0
P ,s1
= Xnew,

eX ρ,k+1
P ,s1

= X ρ
s1,k
SABBa

PB

�¦�

eX ρ,k
P ,s1 i,ε

s1,k
SABBa

�

eX ρ,k
P ,s1 i

��©Nk

i=1

�

, (III.33)

The refinement sequence lk for designs in Xc is similar to Definition 12.

Theorem 5. Given two user-defined thresholds s1 and s2, the true discrete Pareto optima
are included in the SABBa Pareto optima:

∀
�

x i

	N

i=1
∈ X N , X ρ

P

�

�

x i

	N

i=1

�

⊆ X ρ
s1,k(s2)
SABBa

PB

�

��

x i,ε
s1,k(s2)
SABBa (x i)

�	N

i=1

�

, (III.34)

and equality holds when s1 = s2 = 0.

Proof. The proof is straightforward and comes from the following inequalities:
If εSA(x i)� s1,

�

�ρSABBa(x i)−ρ(x i)
�

�=
�

�

eρ lk(s2)(x i)−ρ(x i)
�

�≤ εlk(s2)(x i).

Else,
�

�ρSABBa(x i)−ρ(x i)
�

�=
�

�ρSA(x i)−ρ(x i)
�

�≤ εSA(x i),

from Definition 13.
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Remark Note that the Surrogate-Assisting model is constructed on all previously
computed boxes. That is to say, previous estimations eρ lk(s2) must have been computed
to serve as training data for the SA model prediction. Hence, sequential optimization
approaches will benefit the most from the Surrogate-Assisting strategy by permitting
update of the SA model at each iteration.

This Surrogate-Assisting strategy complements the Bounding-Box approach effi-
ciently. If a pattern, linearity or simple behavior of the objective functions is detected,
it can drastically reduce the overall optimization cost.

Remark The convergence of the coupled approach can then be deduced from Theo-
rems 4 and 5, by replacing k→ +∞ with (s1, s2)→ (0,0). Intuitively, with a small
s1, SA model will be built only if the prediction is very accurate. Choosing a small s2

allows a refinement k that grows toward infinity.

III–2.5 Algorithm

Using all notations introduced in this section, we give here a detailed algorithm for
applying SABBa in practice.

As depicted in Algorithm III.1, SABBa first checks at each iteration if some designs
can be approximated with the SA model prediction. Refinements are then sequentially
performed on the set X ∗k until all Pareto-optimal designs that were not estimated by
the SA model have their estimated error below s2. Finally, all Pareto-optimal designs
are gathered in XPO, and are compared to the new designs Xnew during the next op-
timization iteration. Before this next iteration, the SA model is updated with all new
estimated values eρ lk(s2)(x ) and εlk(s2)(x ).

Following the SAMATA algorithm, Section II–3, one can loop on finer and finer
values of the thresholds s1 and s2 to ensure proper convergence of the method. Here,
the algorithm is presented with these parameters fixed at a given value.

Remark To simplify the choice of the s1 and s2 thresholds, we define the normalized
thresholds s̄1 and s̄2 as a percentage of the output ranges. Formally, for each output
dimension i:

s1i
= s̄1i

× hi,

s2i
= s̄2i

× hi, (III.35)

where hi =max
x
(ρi(x ))−min

x
(ρi(x )).

As a reminder, s̄1 and s̄2 will be written in percentage.
Note that in practice, hi will be approximated with eρ values.
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Algorithm III.1 SABBa general algorithm
1: Set s1 and s2

2: Initialize XPO empty
3: while Optimization running do
4: Get new designs Xnew

5: Get Xc and XSA from Definition 14
6: Return ρSA(x ) to the optimizer for each x in XSA

7: Initialize eρ l0(x ) and εl0(x ) for each x in Xc

8: Initialize eX ρ,0
P ,s1
= Xnew ∪XPO

9: k = 0
10: while ∃x ∈ eX ρ,k

P ,s1
∩Xc,ε

lk(x )� s2 do

11: Determine X ∗k to refine in eX ρ,k
P ,s1
∩Xc

12: Compute new estimations eρ lk+1(x ) and εlk+1(x ) for each x in X ∗k
13: Set eρ lk+1(x ) = eρ lk(x ) and εlk+1(x ) = εlk(x ) for all x ∈ Xc \X ∗k
14: Compute new iterate eX ρ,k+1

P ,s1
from Eq. (III.33)

15: k = k+ 1
16: end while
17: k(s2) = k
18: Set XPO = eX ρ,k(s2)

P ,s1

19: Return eρ lk(s2)(x ) to the optimizer for each x in Xc

20: Update ρSA and εSA

21: end while
22: Return XPO

!
Discussion This section provides a thorough theoretical presentation of SABBa,
with proper definitions and clear assumptions that allow demonstrating convergence
toward the Pareto-optimal designs. The main conclusions are as follows:
• SABBa is a particular case of SAMATA, that deals with uncorrelated uniform

distributions as measure approximations. Notation-wise, the error distribution
is here denoted by a box B

eρ

�

x ,ε(x )
�

.

• In this context, Theorem 3 shows that iterating the Pareto-optimal set sequence
(III.17) retains the true Pareto optima from the initial set.

• Using this theorem and several assumptions, the overall convergence of the
Bounding-Box approach is demonstrated, by showing that the classical Pareto
front representation of the Pareto optimal sequence, in the objective space, con-
verges in the Hausdorff distance sense toward the true Pareto front of the prob-
lem when the number of designs and the refinement tend toward infinity.

• Finally, the coupling of this Bounding-Box approach with a Surrogate-Assisting
strategy is presented and properly defined. Intuition is given on how to obtain
overall convergence of the Surrogate-Assisting Bounding-Box approach.
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III–3 Noisy optimization with tunable accuracy

The SABBa approach can be naturally applied in the more general context of noisy
optimization with tunable accuracy. This section is devoted to the illustration of this
application.

Notably, we assess the performance of SABBa on several analytical noisy optimiza-
tion test-cases. Specifically, we aim to study the asymptotic behavior of SABBa com-
pared to Fusi’s Bounding-Box approach [Fusi and Congedo, 2016] and the Double-
Loop approach. To this extent, specific formulations for the optimization problem
with noisy objective functions with tunable accuracy are given in Section III–3.1.

Section III–3.2.1 tackles a classical bi-objective optimization problem with a com-
parison between the different strategies. The example provided in Section III–3.2.2
then highlights the increase of the computational cost raised in [Fusi and Congedo,
2016] when the optimizer converges toward the Pareto front. This behavior notably
permits to emphasize the gains provided by the Surrogate-Assisting (SA) strategy. Fi-
nally, the robustness of SABBa to complex Pareto front is illustrated in a third test-case,
presented in Section III–3.2.3.

III–3.1 Numerical ingredients

In this section, we define the required elements (optimizer, surrogate model and com-
putations with tunable accuracy) for applying SABBa. Note that tunable noises are
artificially simulated to compare the different strategies asymptotically.

Computations with tunable accuracy A noise is arbitrarily added on the real value
of the analytical test-cases, inversely proportional to the desired accuracy. In practice,
the low-accuracy estimation is assumed to cost one evaluation and each refinement
increases this value by one. The first low-accuracy computation is performed as follows
for each objective and constraint function ρi:

eρ0
i = ρi + εbiasi

,

ε0
i = 2.εnoisei

,

εbiasi
= εnoisei

X2 with X2 ∼ U[−1, 1],

εnoisei
=

max(ρi)−min(ρi)
4+ 6X1

with X1 ∼ U[0,1].

This estimation can be refined with a given refinement factor r f > 1:

eρl
i = ρi +

eρl−1
i −ρi

r f
,

ε
l
i =
ε

l−1
i

r f
.

Optimizer The optimization is performed with a sequence of Monte-Carlo samplings.
At each iteration, the set of new designs is constituted by ten random designs, that can
be arbitrarily forced to converge toward the optimal area. The effect of this conver-
gence is studied in test-cases 2 and 3.
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Surrogate model Similarly to the computations with tunable accuracy, the Surrogate-
Assisting (SA) model ρSA is here an arbitrarily noised evaluation of the objective func-
tions. We consider this noise to be proportional to the distance dmin to the closest
training point. Practically, it is computed as a percentage of the range covered by the
objective functions. For each dimension i:

ρSAi
= ρi + εbiasi

,

εbiasi
= εnoisei

X2 with X2 ∼ U[−1,1],

εnoisei
=
εSAi

2
X1 with X1 ∼ U[0,1],

εSAi
=

dmin
1

Nx

∑

j

�

max(x j)−min(x j)
� .

max(ρi)−min(ρi)
2

.

Refinements Finally, the set of designs to refine at each iteration, denoted X ∗k in
Definition 12 and Algorithm III.1, corresponds here to the whole current set of non-
dominated designs eX ρ,k

P . Such strategy notably corresponds to the Bounding-Box ap-
proach followed by Fusi in [Fusi and Congedo, 2016] and should allow for proper
computational cost comparison.

In the following, SABBa is compared to three different approaches: i) the nested
classical approach (denoted by Class), i.e. the non-recursive Bounding-Box approach
defined in Def. 12, where each box is refined up to the threshold s2; ii) the recursive
Bounding-Box approach, proposed by Fusi in [Fusi and Congedo, 2016], where only
non-dominated boxes are refined up to s2; iii) a surrogate-assisted nested approach
(denoted by Class-acc).

III–3.2 Applications

III–3.2.1 Test-case 1: The BNH problem

The first test-case deals with a bi-objective constrained problem, proposed by Binh and
Korn (1997):

minimize: ρ(x ) =
�

4x2
1 + 4x2

2
(x1 − 5)2 + (x2 − 5)2

�

subject to: (x1 − 5)2 + x2
2 ≤ 25 (III.36)

(x1 − 8)2 + (x2 + 3)2 ≥ 7.7

by changing: (x1, x2) ∈ [0, 5]× [0,3]

The acceptable design area and its counterpart in the objective space are repre-
sented in Figure III.5. The thick black curve represents the Pareto optimal set in the
design space. New designs are chosen randomly in [0,5]× [0,3] under the optimiza-
tion geometric constraints.

Remark Note that here, constraints are assumed to be known, so that the tunable
accuracy strategy is only performed on the objective functions.

Figures III.6 and III.7 depict the results, in terms of optimal designs and objectives,
for the classical and Fusi approaches, respectively. These optimizations are performed
with 100 optimization iterations and s̄2 = 1%. This value means that the threshold
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(a) (b)

Figure III.5 Test-case 1, a) feasible area in red and Pareto optima (thick line), b) image
in the objective space.

equals 1% of the objective range in each dimension, as defined in Equation (III.35).
Because of the low gradient around the optima, the non-dominated designs (in black)
cover a quite wide area. Dominated designs and boxes are drawn in grey.

(a) (b)

Figure III.6 Test-case 1, Class approach, non-dominated designs in black and domi-
nated ones in grey: a) design space, b) objective space.

The approximated Pareto front of these two strategies are qualitatively very sim-
ilar, and both provided the same Pareto-optimal design area. However, significant
portions of the boxes are not refined up to s2 in the recursive approach (Figure III.7),
thus reducing the number of function evaluations and the computational cost of the
optimization.

Figures III.8 and III.9 picture the impact of the Surrogate-Assisting (SA) strategy
on the classical and recursive (Fusi) approaches, respectively. Figure III.9 performs
the optimization with a Surrogate-Assisted recursive approach, which corresponds to
SABBa. Thresholds s̄2 = 1% and s̄1 = 1% are used.

SA-based designs and boxes are drawn in dark grey when they are non-dominated
and light grey otherwise. One may note that the Pareto-optimal design area and the
approximated Pareto front are similar to the fully-computed ones from Figure III.6.
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(a) (b)

Figure III.7 Test-case 1, Fusi approach, non-dominated designs in black and dominated
one in grey: a) design space, b) objective space.

(a) (b)

Figure III.8 Test-case 1, Class-acc approach, non-dominated interpolated designs added
in dark grey, dominated interpolated designs in light grey. a) design space, b) objective
space.

(a) (b)

Figure III.9 Test-case 1, SABBa, non-dominated interpolated designs added in dark
grey, dominated interpolated designs in light grey: a) design space, b) objective space.

We compare the number of function evaluations needed for each strategy. As raised
before, because the tools are analytically simulated, the number of function evalua-
tions only allows for asymptotic comparison and should not be confronted with real
applications. The results are reported in Figure III.10 (a):
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(a) (b)

(c) (d)

Figure III.10 Test-case 1: a) number of function evaluations for each approach (s̄1 =
s̄2 = 0.01), b) Fusi’s approach with varying s̄2, c) SABBa with varying s̄1 at s̄2 = 0.01
; d) SABBa with varying s̄1 and s̄2.

• The recursive (Fusi [Fusi and Congedo, 2016]) strategy appears to be more par-
simonious than the classical approach. The slope of the cost curve is reduced by
a ratio that can be interpreted as the mean refinement level using the recursive
strategy with respect to the full refinement. Figures III.6 (a) to III.9 (a) show
that nearly half of the designs are non-dominated in this test-case. Each of these
corresponds to a fully refined box, which limits the computational gains.

• The SA strategy is more and more effective throughout the optimization process.
During the first iterations, the surrogate is not yet accurate, and the slope is
similar to non-assisted strategies. But in the later iterations, surrogate-assisted
strategies show significant cost reduction.

The influence of the user-defined thresholds s̄1 and s̄2 is also investigated:

• Figure III.10 (b) pictures the substantial impact of s̄2 on the computational
cost. This trend comes from the high number of accurate boxes. Decreasing
the threshold enforces higher accuracy for all these boxes but significantly rises
the global cost. The critical repercussion on the accuracy of the Pareto-optimal
set is qualitatively drawn in Fig. III.11.
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• Figures III.10 (c) and III.10 (d) illustrate the momentous cost reduction that can
be achieved with the SA strategy, at the expense of Pareto front accuracy. One
should, however, be careful not to underestimate the surrogate error, e.g. when
high local variations are not yet captured.

(a) (b)

(c) (d)

Figure III.11 Impact of s̄2: Outputs with s̄2 = 0.005 in a) design space and b) objective
space; Outputs with s̄2 = 0.1 in c) design space and d) objective space.

III–3.2.2 Test-case 2: The Triangle problem

This problem is a bi-objective unconstrained optimization:

minimize: f (x ) =

� x1+x2
10 + |x1 − x2|
x1
5 + |x2 − 2|

�

(III.37)

by changing: (x1, x2) ∈ [0, 10]2

The design space with the optimal set (represented with a thick black curve) and
the objective space counterpart are represented in Fig. III.12.

This small optimal area is well fit to study the behavior of SABBa when the opti-
mizer converges toward the Pareto front. In practice, two variants are compared. At
each iteration, 10 new random designs are given to SABBa: a) in X = [0, 10]×[0, 10];
b) in a domain X k converging toward [0, 2]× [0,2], with X 0 = X .

We aim at replicating the slow-down of the Bounding-Box approach raised in [Fusi
and Congedo, 2016], and at quantifying how the SA strategy can address this issue.
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(a) (b)

Figure III.12 Test-case 2: a) input space and Pareto optima (thick line), b) image in
the objective space.

No convergence of the designs In this variant, the ten new designs are chosen
randomly within the [0, 10]2 design space. The approximation of the Pareto front is
very poor and highly inefficient, as one could expect. The result is pictured in Fig.
III.13.

(a) (b)

Figure III.13 Test-case 2: Classical approach, non-converging domain for new designs:
a) design space, b) objective space.

Convergence of the designs Here, the 10 new designs are randomly chosen in a
domain that converges toward the optimal area. In practice, with j the optimization
iteration, the new designs are drawn as follows, for i in {1,2},

x i = X
�

2+ 8exp
�

−
j

45

��

, with X ∼ U[0,1].

This gives a better refinement of the Pareto front, as can be seen comparing Figs.
III.13 and III.14.

The number of function evaluations is depicted in Fig. III.15, where the different
strategies are represented. As raised in [Fusi and Congedo, 2016], the convergence
toward the optimal area induces a decreasing impact of the recursive strategy. In
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(a) (b)

Figure III.14 Test-case 2: Classical approach, converging domain for new designs: a)
design space, b) objective space.

consequence, the slope of the associated cost curve (dashed) slowly relapses to the
slope of the classical strategy (solid) in Fig. III.15 (b). Intuitively, this is due to the
increasing percentage of non-dominated boxes among the new designs.

However, quite surprisingly, one can see in Fig. III.15 (b) that both surrogate-
assisted strategies (Class-acc and SABBa) reach their cost plateau faster with designs
converging toward the optimal area. Instead of being a drawback, good behavior of
the optimization process gives even more parsimony to SA-based methods. Intuitively,
this behavior comes from the fact that the surrogate model only needs to be highly
refined in the optimal area to bypass future computations.

(a) (b)

Figure III.15 Test-case 2: number of function evaluations depending on the strategy
for a) the non-converging case, b) the converging case.

Fig. III.15 (a) can also be compared with Fig. III.10 (a). Contrarily to the first test-
case, Fig. III.13 has a small Pareto front. A majority of the boxes are hence dominated,
which permits the recursive strategy to generate higher computational gains.

Remark The increasing number of non-dominated designs in the converging case
also induces an increasing impact of the threshold s̄2 throughout the optimization
process. This trend is depicted in Figure III.16.



96 Chapter III. Uniform approximations: Bounding Boxes

(a) (b)

Figure III.16 Test-case 2: number of function evaluations (Fusi strategy) depending
on s̄2 for a) the non-converging case, b) the converging case.

III–3.2.3 Test-case 3: The Kursawe problem

The Kursawe bi-objective optimization is performed here to study the behavior of
SABBa on a more complex Pareto front shape. The problem is defined as follows:

minimize: f (x ) =

�
∑2

i=1

�

− 10 exp
�

− 0.2
Æ

x2
i + x2

i+1

��

∑3
i=1

�

|x i|0.8 + 5sin(x3
i )
�

�

(III.38)

by changing: (x1, x2, x3) ∈ [−5, 5]3

This problem is known to have a complex Pareto front with several discontinuities,
associated with a small area of the design space. Convergence toward the optimal zone
is again forced, similarly to test-case 2 b). We aim to show that SABBa is not influenced
by the complexity or dimensionality of the optimization problem. In practice, these
issues must be taken into account, and suitable choices for the optimizer and surrogate
model must be made.

The highly discontinuous Pareto front associated with the problem is given in Fig.
III.17. Because of the numerous dominated individuals in Fig. III.17 (a), the recursive
strategy should have a high impact on the overall cost. The Pareto-optimal designs are
represented in Fig. III.17 (c) in the whole [−5,5]3 domain and in Fig. III.17 (d) in a
close-up view. These designs form complex disjoint sets, and their approximations will
be qualitatively compared. SABBa is applied in the following with different thresholds.

First, Fig. III.18 gives the outputs obtained with a fine threshold. The results are
highly comparable to Fig. III.17, with only 28510 function evaluations over 48913 for
the classical approach (gain = 42%).

With larger thresholds, the optimal area is less accurately captured, as seen in
Fig. III.19 (a), and the associated approximated Pareto front is depicted with higher
imprecision in Fig. III.19 (b). Here, 8294 function evaluations were required (gain =
83%).

With very coarse thresholds, the local optimal shape is not captured, as depicted
in Fig. III.20. However, it gives a first rough approximation of the optimal area with
only a computational cost of 3546 evaluations (gain = 93%).
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(a) (b)

(c) (d)

Figure III.17 Test-case 3: a) image in the objective space, b) associated Pareto front,
c) Pareto optima in the design space, d) in a close-up view.

(a) (b)

Figure III.18 Test-case 3: SABBa outputs with fine thresholds in a) the design space,
b) the objective space. Computational cost saving: 42%.

The cost graphs are given in Fig. III.21. Similarly to Figs. III.15 (b) and III.16
(b), Figs. III.21 (a) and III.21 (b) reveal a decreasing impact of the recursive strategy
alone and an increasing sensitivity to s̄2 throughout the optimization. Figure III.21
(c) and III.21 (d) show that the computational cost associated to SABBa is here highly
influenced by the threshold s̄1, that controls the accuracy of the SA model.
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(a) (b)

Figure III.19 Test-case 3: SABBa outputs with moderate thresholds in a) the design
space, b) the objective space. Computational cost saving: 83%.

(a) (b)

Figure III.20 Test-case 3: SABBa outputs with coarse thresholds in a) the design space,
b) the objective space. Computational cost saving: 93%.

SABBa yields a significant decrease in the computational cost. Note anyway that
the user-defined thresholds heavily impact both the accuracy and the global compu-
tational cost, and they should be chosen with care in real-life applications.

The efficiency of the SABBa framework is not directly correlated with the complex-
ity of the optimization problem. The user should choose the most relevant optimiza-
tion and surrogate modeling techniques for tackling high dimensions, non-linearity or
other difficulties. In this context, SABBa can bring consistent cost reduction through
fine allocation of the high-accuracy estimations and robust use of the Surrogate-Assisting
model.
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(a) (b)

(c) (d)

Figure III.21 Test-case 3: a) number of function evaluations for each method of interest
(s̄1 = s̄2 = 0.01), b) Fusi approach with varying s̄2, c) SABBa with varying s̄1 at
s̄2 = 0.01 ; d) SABBa with varying s̄1 and s̄2.

!
Discussion The SABBa strategy is quantitatively analyzed in this section in the
context of noisy optimization problems with tunable accuracy. In practice, analyti-
cal test-cases have been artificially noised, and both the optimization and surrogate
modeling strategies are numerically simulated.
On these artificial test-cases, the asymptotic behavior of the different approaches has
been compared. The Bounding-Box approach from [Fusi and Congedo, 2016] yields
a consistent cost reduction compared to the classical nested strategy by allocating the
refinements only on promising, i.e. non-dominated, designs. However, when the op-
timizer converges toward the optimal area and only proposes promising designs, this
approach relapses to the costly classical one. Also, the Surrogate-Assisting strategy is
shown to yield substantial cost reduction in the latest iterations, when the surrogate
is converged to s1. Contrarily to the Bounding-Box approach, SABBa takes advantage
of the convergence toward the optimal area to yield an accurate SA model quickly.
The coupling between the Surrogate-Assisting strategy and the Bounding-Box ap-
proach seems very appealing and parsimonious. In the next section, efficient formu-
lations are proposed for applying SABBa to the problem of uncertainty-based opti-
mization.
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III–4 Optimization under uncertainty

In this section, we propose efficient formulations and strategies for applying SABBa to
the problem of optimization under uncertainty. Robustness and reliability measures
are approximated with tunable and refinable accuracy by constructing surrogate mod-
els on some of the training points. Boxes widths can then be estimated thanks to the
predictive error of the chosen surrogate models.

The computation and refinement scheme of the Bounding-Boxes are first presented
in Section III–4.1. Some computational details are then given in Section III–4.2 for
the calculation of Pareto-Optimal Probability, and a quantitative quality indicator is
proposed in Section III–4.3 for assessing the performance of SABBa. Finally, Section
III–4.4 summarizes the algorithm for performing uncertainty-based optimization with
SABBa.

Section III–4.5 is devoted to the assessment of the proposed method on two ana-
lytical problems.

III–4.1 Measures computation and refinement

The construction of boxes requires the assessment of robustness and reliability mea-
sures and the associated errors. As raised earlier, we choose to focus on expectation,
variance, extremum (minimum or maximum), and quantile measures.

The values returned to the optimization process are denoted as ρ s1,k(s2)
SABBa (x ) and

εs1,k(s2)
SABBa (x ), as defined in Equation (III.32). By definition, they can be computed with

tunable accuracy using the Bounding-Box approach or can be returned by the SA
model. These two computations are presented in details in Sections III–4.1.1 and
III–4.1.2, respectively.

Note that we use Gaussian Processes as surrogate models, both for the SA model
and for the computation of the robustness and reliability measures. Practically, with
σ2(x ) the predictive variance of a GP surrogate model, we propose to follow a ±3σ
paradigm and to return the following error:

ε(x ) = 3σ(x ).

The use of this strategy in the context of SA-based and computed boxes is made
explicit in the following two sections.

Remark The ±3σ paradigm does not imply ε(z)≥ |ε(z)|, where ε is the true error
of the surrogate. However, the probability of dissatisfying this inequality is very low,
which should allow for a good overall behavior of the approach.

III–4.1.1 Computed boxes

For each design x that does not meet the criterion εSA(x ) ≤ s1, the associated box
must be computed and refined with the Bounding-Box approach. To perform such
task, we propose to construct a surrogate model bq of q based on a given number
of training data, that may be increased for refinement. More precisely, at a given
design x , measure ρ(x ) can be approximated from a surrogate model bq(x ,ξ) in the
uncertain space Ξ. The true functions are denoted q(x , ·) and will be approximated
with Gaussian Process (GP) surrogate models. Two approaches are considered:
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• Separated Spaces: A GP is built inΞ at a given x using a set of samples
�

q(x ,ξi)
	

i
.

This GP directly corresponds to bq(x , ·).

• Coupled Space: A GP is built in X × Ξ using a set of samples
�

q(x i,ξi)
	

i
. This

gives an approximate bq of q in the whole coupled space. At any given x , the cut
bq(x , ·) can then be returned.

Remark While the Separated Spaces (SS) approach builds a GP in a space of lower
dimension (Card(Ξ)) than the Coupled Space (CS) approach (Card(X ×Ξ)), thus
easing the surrogate modeling task, it does not use surrounding samples in the design
space and restarts from scratch at each new design point x . These strategies will be
compared on analytical test-cases in Section III–4.5.

Both SS and CS approaches give a predictive model bq(x , ·), that will be written bqx ,
and a predictive varianceσq(x , ·). The accuracy l of these models, that refers to eρ l(x )
and εl(x ) from the previous sections, corresponds here to the number of training data
used for constructing bq . The ±3σ paradigm then provides the box widths, denoted
by εqx

= 3σq(x , ·).
For each output measure, indexed by i, the classical empirical estimators are ex-

ploited for the computation of eρl
i (x ):

eρl
i (x ) =















































eµ(x ) =
1
Nξ

∑Nξ
j=1 bqx (ξ j) for expectation,

fσ2(x ) =
1

Nξ − 1

∑Nξ
j=1

�

bqx (ξ j)− eµ(x )
�2

for variance,

em(x ) = min
j∈¹1,Nξº

bqx (ξ j) for minimum,

eM(x ) = max
j∈¹1,Nξº

bqx (ξ j) for maximum,

eqp(x ) = qord
bpNξc

for quantile,

(III.39)

where
�

qord
j

�

j
is the ordered list of all values

�

bqx (ξ j)
	Nξ

j=1
in increasing order. The

proposed associated width εl
i(x ) are given in Eq. (III.40):

ε
l
i(x ) =



























εµ(x ) = Eξ
�

εqx
(ξ)
�

,

εσ2(x ) = Eξ
��

εµ(x ) + εqx
(ξ)
�2
+ 2

�

�

bqx (ξ)− eµ(x )
�

�

�

εµ(x ) + εqx
(ξ)
��

,

εm(x ) =max
��

�

em(x )−minξ[bq−x (ξ)]
�

�,
�

�

em(x )−minξ[bq+x (ξ)]
�

�

�

,

εM(x ) =max
��

�
eM(x )−maxξ[bq−x (ξ)]

�

�,
�

�
eM(x )−maxξ[bq+x (ξ)]

�

�

�

,

εqp(x ) =max
��

�

eqp(x )− qp
ξ[bq

−
x (ξ)]

�

�,
�

�

eqp(x )− qp
ξ[bq

+
x (ξ)]

�

�

�

.
(III.40)

In the above, bq+x (ξ) = bqx (ξ)+εqx
(ξ) and bq−x (ξ) = bqx (ξ)−εqx

(ξ). In practice, the statis-
tics above, such as expectations and quantiles, are approximated by means of Monte
Carlo Sampling (MCS) on surrogate model, similarly to (III.39). A formal justification
for getting these box sizes is given in Section III–4.1.3.

We also provide guidance for refining the surrogate model bqx (ξ). A valid option
could be a space-filling paradigm, geometrically filling the uncertain space, but we
choose here to use GP-based refinement criteria, that are measure-dependent. A par-
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tial criterion is first computed for each statistical measure, using the following formu-
las:

ci(ξ) =



















































εqx
(ξ)φ(ξ) for expectation,

εqx
(ξ)φ(ξ) for variance,

�

em− bq−x (ξ)
2εqx
(ξ)

�

+
for minimum,

�

bq+x (ξ)− eM
2εqx
(ξ)

�

+
for maximum,

�

eqp − bq−x (ξ)
2εqx
(ξ)

�

+

�

bq+x (ξ)− eqp

2εqx
(ξ)

�

+
φ(ξ) for quantile,

(III.41)

with the same definition of bq+x (ξ) and bq−x (ξ) as before and where
�

·
�

+ = max(0, ·)
is the positive part function. Note that we heuristically choose here to multiply the
criteria for the mean, variance and quantile measures by the input Probability Density
Function (PDF)φ(ξ) in order to put more weight on the most likely area. Justifications
for these formulas are provided in III–4.1.3.

These partial criteria are then scalarized into the global refinement criterion through
the following weighted sum:

c(ξ) =
m
∑

i=1

wi c̄i(ξ) (III.42)

where c̄i(ξ) are the normalized partial criteria, m is the number of measures and wi

are weighting coefficients. The normalized partial criteria are computed as follows:

c̄i(ξ) =
ci(ξ)−min

ξ
[ci(ξ)]

max
ξ
[ci(ξ)]−min

ξ
[ci(ξ)]

∈ [0, 1]. (III.43)

Finally, we propose here to compute the weights as the ratio between the con-
servative error εl

i and the target accuracy s2i
. In this manner, any partial criterion

associated with high error compared to the target accuracy will heavily influence the
final criterion. Practically, to emphasize this behavior, the dependence is chosen to be
quadratic:

wi =
�

ε
l
i

s2i

�2

. (III.44)

Remark Note that in the case of multi-point refinement, a greedy sequential ap-
proach can be applied by assuming that previous refinements are performed, fixing
the predictive values of the GP surrogate model and recomputing the predictive vari-
ance to obtain the updated refinement criterion. We can then perform Black-box
evaluations in parallel on these points. This approach is usually called the Kriging
Believer strategy and allows performing multi-point refinement efficiently without
the need of any clustering or local penalization heuristics (see review [Haftka et al.,
2016] for more insights). However, this strategy makes a lot of assumptions and is
usually sub-optimal.
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III–4.1.2 SA-based boxes

When the SA model error is below s1 in all output dimension at a new design x ,
the predictive value ρSA(x ) is directly returned to the optimizer. The SA model is
systematically built using a Gaussian Process.

In practice, this model is constructed on the designs for which boxes have been
already computed using formulas from the previous section. These training data eρ l(x )
are associated with different box sizes εl(x ). Specifically, we use this last error to build

an heteroscedastic GP with heterogeneous variance computed asσ2
i =

�εl(x i)
3

�2
using

again the ±3σ paradigm.
The measure estimations ρSA and associated error εSA at a new design x are com-

puted as follows:

ρSA(x ) = kT
∗ (K +∆)

−1
eρ l

εSA(x ) = 3σSA(x ) = 3
�

k∗∗ − kT
∗ (K +∆)

−1k∗
�

. (III.45)

Matrix K = K
�

{x i}i, {x i}i
�

represents the autocovariance matrix between training
points, k∗∗ = k

�

x , x
�

is the current variance at x and k∗ = k
�

x , {x i}i
�

is the covari-
ance vector between x and the training points. The diagonal matrix∆= diag

��

σ2
i

	

i

�

represents the heterogeneous gaussian noises presented previously. More details on
GP surrogate models can be found in [Williams and Rasmussen, 2006].

III–4.1.3 Computational details

We justify here the formulas proposed in the preceding sections for error computation
and refinement strategy.

Justification for box sizes We explain here the choice of the conservative errors
proposed in Equation (III.40).

Remark Note that in the following, empirical estimators are considered well con-
verged, so that all impreciseness comes from the surrogate model bqx of q(x , ·). For
example, eµ(x ) is considered equal to Eξ[bqx (ξ)] in the following formula although it
is defined as an empirical mean in Equation (III.39).

The expectation approximation conservative error εµ is quite straightforward:

�

�εµ(x )
�

�=
�

�µ(x )− eµ(x )
�

�=
�

�Eξ[q(x ,ξ)]−Eξ[bqx (ξ)]
�

�

=
�

�Eξ[bqx (ξ) + εqx
(ξ)]−Eξ[bqx (ξ)]

�

�

=
�

�Eξ[εqx
(ξ)]

�

�

≤ Eξ[εqx
(ξ)]

= εµ(x ),

with µ(x ) the true statistical moment on q at a given x and eµ(x ) the approximated
one, computed on the surrogate model bqx . The true error εqx

is defined from q(x ,ξ) =
bqx (ξ) + εqx

(ξ) and is conservatively approximated by εqx
(ξ)≥ |εqx

(ξ)|.
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The same reasoning can be done for the variance measure, with a higher risk of
overestimation:
�

�εσ2(x )
�

�=
�

�σ2(x )−fσ2(x )
�

�=
�

�Eξ[(q(x ,ξ)−µ(x ))2]−Eξ[(bqx (ξ)− eµ(x ))2]
�

�

=
�

�Eξ[(bqx (ξ)− eµ(x ) + εqx
(ξ)− εµ(x ))2]−Eξ[(bqx (ξ)− eµ(x ))2]

�

�

=
�

�Eξ[(εqx
(ξ)− εµ(x ))2 + 2(bqx (ξ)− eµ(x ))(εqx

(ξ)− εµ(x ))]
�

�

≤ Eξ[(εqx
(ξ) + εµ(x ))

2 + 2|bqx (ξ)− eµ(x )|(εqx
(ξ) + εµ(x ))]

= εσ2(x )

Remark The proposed conservative error associated with the expectation approxi-
mation could also be justified based on the monotonicity of the expectation operator.
By definition q(x , ·) ∈ [bqx − εqx

,bqx + εqx
], where f ≤ g ⇐⇒ ∀x , f (x ) ≤ g(x ).

The monotonicity of the expectation operator then gives Eξ[q(x ,ξ)] ∈
�

Eξ[bqx (ξ)−
εqx
(ξ)],Eξ[bqx (ξ) + εqx

(ξ)]
�

, or equivalently µ(x ) ∈
�

eµ(x ) − Eξ[εqx
(ξ)], eµ(x ) +

Eξ[εqx
(ξ)]

�

, thus giving the conservative error found in the above εµ(x ) =
Eξ[εqx

(ξ)].

By defining bq+x (ξ) = bqx (ξ) + εqx (ξ) and bq−x (ξ) = bqx (ξ)− εqx (ξ), the monotonicity
of the minimum, maximum and quantile operators can also be exploited to obtain
conservative error approximations. For the case of the minimum measure, with em =
min
ξ
[bqx (ξ)],

m(x ) =min
ξ
[q(x ,ξ)] ∈

�

min
ξ
[bq−x (ξ)], min

ξ
[bq+x (ξ)]

�

=
�

em(x )−
�

�

em(x )−min
ξ
[bq−x (ξ)]

�

�, em(x ) +
�

�

em(x )−min
ξ
[bq+x (ξ)]

�

�

�

∈
�

em(x )− εm(x ), em(x ) + εm(x )
�

where εm(x ) =max
��

�

em(x )−min
ξ
[bq−x (ξ)]

�

�,
�

�

em(x )−min
ξ
[bq+x (ξ)]

�

�

�

.

The same idea can be followed for the maximum and quantile approximations,
resulting in the following errors:

εM(x ) =max
��

�
eM(x )−max

ξ
[bq−x (ξ)]

�

�,
�

�
eM(x )−max

ξ
[bq+x (ξ)]

�

�

�

εqp(x ) =max
��

�

eqp(x )− qp
ξ[bq

−
x (ξ)]

�

�,
�

�

eqp(x )− qp
ξ[bq

+
x (ξ)]

�

�

�

Justification for refinement criteria The chosen partial criteria for GP model re-
finement given in Equation (III.41) are explained here.

Both the expectation and variance are global measures over the whole domain. For
this reason, it has been chosen to iteratively add a point at the maximum predictive
conservative error, to converge the model on the entire space. This strategy is usually
called Maximum Mean Square Predictive Error or MMSPE (see [Santner et al., 2003].
Note that the partial criteria are multiplied by the input pdf φ(ξ) to weight the pre-
dictive error according to the probability of occurrence. Thus, the final partial criteria
are:

cµ(ξ) = εqx
(ξ)φ(ξ)

cσ2(ξ) = εqx
(ξ)φ(ξ)
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The minimum (resp. maximum) measure partial criteria is simply the probability
of exceeding the current minimal (resp. maximal) value em (resp. eM). The conser-
vative error boxes are considered as uniform distributions, which gives the following
criteria:

cm(ξ) =
�

em− bq−x (ξ)
2εqx
(ξ)

�

+

cM(ξ) =
�

bq+x (ξ)− eM
2εqx
(ξ)

�

+

where bq+x (ξ) = bqx (ξ)+ εqx (ξ), bq−x (ξ) = bqx (ξ)− εqx (ξ) and again
�

·
�

+ =max(0, ·) the
positive part function.

Finally, for the case of the quantile measure, it has been chosen to compute the
product of the aforementioned probability of exceeding the quantile value, multiplied
by the input density:

cqp(ξ) =
�

eqp − bq−x (ξ)
2εqx
(ξ)

�

+

�

bq+x (ξ)− eqp

2εqx
(ξ)

�

+
p(ξ)

This product is maximized on the hyperplane bqx = qp. Multiplying the criteria
by φ(ξ) puts more weight according to the probability of occurrence. The spread of
the refinement points is very likely to be sub-optimal. However, acceptable behavior
is obtained by performing the optimization by Monte Carlo sampling. With this ap-
proach, previous refinements create a surrounding penalization area by reducing the
local predictive variance εqx

.
Much more complex refinement criteria could be chosen here, to improve the par-

simony of the whole approach further. However, the proposed choices give a fast de-
termination of the next point, and the chosen refinement strategy usually has a lower
impact than the surrogate modeling strategy. Section III–4.5 shows that SABBa with
the proposed refinements yields excellent performances.

III–4.2 POP computation

Remark Throughout Sections III–2 and III–3, the Pareto Optimal Probability in-
troduced in II–2.2 and POPmin sequential refinement strategy proposed in II–3 have
not been used. We give here the associated formulations for applying this technique
in the Bounding-Box context.

A set of boxes B =
�

Bi

	

i
, with Bi = B

�

ai, ri

�

, corresponds to a set of uniform
densities that aims to approximate the true robustness and reliability measures. Every
realization Pi ∼ U

�

Bi

�

is of dimension m = m1 + m2 where m1 is the number of
objectives, denoted Pi f , and m2 the number of constraints, denoted Pig .

The probability in Equation (II.20) and (II.24) is computed as follows, using the
independence assumptions between boxes and between dimensions:

PP j ,Pi

�

P j �c Pi

�

= 1− PP j ,Pi

�

P j �c Pi

�

= 1−
�

PPig

�

Pig � 0
�

(III.46)

+ PPig

�

Pig ≤ 0
�

PP jg

�

P jg ≤ 0
�

PP j f
,Pi f

�

P j f
� Pi f

�

�

= PPig

�

Pig ≤ 0
�

�

1− PP jg

�

P jg ≤ 0
�

PP j f
,Pi f

�

P j f
� Pi f

�

�



106 Chapter III. Uniform approximations: Bounding Boxes

where

PPig

�

Pig ≤ 0
�

=
m
∏

k=m1+1

max
�

0, min
�

1,
−B−ik
2rik

��

=
m
∏

k=m1+1

�−B−ik
2rik

�1

0
,

and
�

·
�1

0
means that values are taken between 0 and 1. The lower bound of the box

is written as B−i = ai − ri. The second probability involved in the last line of Equation
(III.46) is computed as follows:

PP j f
,Pi f

�

P j f
� Pi f

�

=
m1
∏

k=1

PP jk
,Pik

�

P jk ≤ Pik

�

=
m1
∏

k=1

�

� L1k

2r jk

�1

0
+
� L2k

2r jk

�1

0

�

1
2

� L2k

2rik

�1

0
+
� L3k

2rik

�1

0

�

�

,

where

L1k
= B−ik −B−jk ,

L2k
= min(B+ik ,B

+
jk
)−max(B−ik ,B

−
jk
),

L3k
= B+ik −B+jk .

In the above, B+i = ai + ri is the upper bound of the box.
In each dimension, L1 can be interpreted as the portion of B j dominating Bi, L3 the

portion of Bi dominated by B j and L2 the overlapping area. We depict these lengths
in Fig. III.22. Note that these values can be negative and that the computation is not
symmetric between B j and Bi.

B jk Bik

L1k
L2k

L3k

Figure III.22 Computational details

III–4.3 Quality indicator

Assessing and comparing the performance of the proposed method requires the com-
putation of a quantitative quality indicator. To this extent, the Hausdorff distance dH

is a classical choice for computing the closeness of the found optimal set to the true
one. This distance takes the general form:

dH(A,B) = f
�

d1(A,B), d1(B,A)
�

,

where f is usually chosen to be the max function f (u, v) =max(u, v). In the classical
Hausdorff distance, distance d1 is the maximal distance from a point of the first set to
the second set:

d1(A,B) =max
a∈A
[d2(a,B)],

and d2 is the point to set distance, which is the minimal distance defined hereafter:

d2(a,B) =min
b∈B
[d(a, b)].
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In this last formula, d refers to the classical Euclidean distance d(a, b) = ‖a− b‖2.
However, because d1 takes the maximal distance from A to B, it may not capture

the overall similarities if one element is away from the other set. In practice, the mod-
ified Hausdorff distance proposed in [Dubuisson and Jain, 1994] returns much more
intuitive values. This modified Hausdorff distance d ′H replaces d1 with the following
average distance d ′1:

d ′1(A,B) = 1
N

∑

a∈A
d2(a,B).

A good quality indicator for an approximation eX ρ
P of the Pareto-optimal set is then:

Q = d ′H
�

X ρ
P , eX ρ

P

�

.

With Bounding-Boxes, there is no Pareto Optimal set but rather a set of non-
dominated designs, each of them having a Pareto Optimal Probability. The approx-
imated Pareto front eP and Pareto optima eXP are hence aleatory, and realizations can
be drawn straightforwardly. A realization ePk from eP built from a set of boxes

�

Bi

	

i

corresponds to drawing a realization
�

ρi

	

i
of all boxes and to compute the associated

Pareto front P
��

ρi

	

i

�

. The realization eXP k is simply the preimage.
In light of this, we propose to compute the expected value of the modified Haus-

dorff distance with respect to the realizations of eXP :

QB = E eXP

�

d ′H(XP , eXP)
�

(III.47)

Remark Recall that under the box independence and uniformity assumptions, as
in Section III–4.2, we have ∀x ,

P(x )∼ U
�

B
�

ρSABBa(x ),εSABBa(x )
�

�

. (III.48)

Intuitively, QB can be seen as an averaged distance between the real Pareto-optimal
area and the preimage of a Pareto front realization. In a normalized input space such as
the [0, 1]2 square, a value of QB = 1 corresponds to a terrible score, with approximated
and real Pareto optima on opposite sides of the input space. On the contrary, a score
of QB = 10−2 reveals an excellent agreement between the approximated and the real
optimal area.

III–4.4 Uncertainty-based SABBa algorithm

In this section, the particular SABBa algorithm for performing Optimization Under
Uncertainty (OUU) is presented. It is based on the general structure introduced in
Algorithm III.1 and incorporates the developments from Sections III–4.1 to III–4.3.

Following the strategy proposed in Section II–3, SABBa will loop on decreasing
values for the thresholds s1 and s2. This approach should allow to (i) get low-cost
coarse Pareto front approximations and (ii) slightly lower the overall computational
cost by avoiding expensive refinements during the first iterations. Additionally, we
also make use of the POPmin refinement strategy, defined in Eqs. (II.26) and (II.27),
with formulas introduced in Section III–4.2.

Then, computations and refinements of the robustness and reliability measures
P(x ) ≡ B

eρ

�

x ,ε(x )
�

are performed using formulations proposed in Section III–4.1.1.
As for the Surrogate-Assisting model, it is built and updated as proposed in Section
III–4.1.2.
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Remark Using this strategy, if several designs cannot be approximated with the
Surrogate-Assisting model but all lie roughly in the same area, only one will get
computed, and the updated SA model will be able to approximate the rest.

The specific SABBa flowchart for solving Optimization Under Uncertainty (OUU)
problems is given in Figure III.23, basing on Figure III.3. The complete algorithm,
with more details on the refinement scheme and the differences between the use of
Coupled Space and Separated Spaces, is then presented in Algorithm III.2.

Optimization
process

Bounding-
Box approach

Surrogate-
Assisting model

ρSA(x )

Update

Xnew

eρ l (x )
Dominated or

εl (x ) ≤ s2

εSA(x )≤ s1

εSA(x )� s1

Compute q(x ∗,ξ∗)

Update eρ l and εl

x ∗ = argmax POPmin(x )
ξ∗ = argmax c(ξ)

Figure III.23 SABBa flowchart for OUU problems.

Note that a SA approximation is computed for each x ∈ Xnew at each new iteration.
The associated Pareto Optimal Probability is computed, and the sets X k

SA and X k
c are

determined. The set X k
r of designs to refine is then computed and x ∗ from Eq. (II.27)

receives one refinement and is added to Xc. All SA approximations for x ∈ Xnew \Xc

are updated and the operation is repeated.
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Algorithm III.2 General algorithm of SABBa
1: Loop over values of s1 and s2

2: while Optimization running do
3: Get new designs Xnew

4: Initialize Xc empty
5: Compute all

�

ρSA(x ),εSA(x )
�

for x ∈ Xnew from (III.45)
6: Get X 0

c and X 0
SA from Definition 14

7: Deduce X 0
r from X 0

c using (II.26)
8: k = 0
9: while X k

r 6= ; do
10: Compute POPmin(x ) for all x ∈ Xnew, with respect to all visited designs
11: Find x ∗ from X k

r using (II.27)
12: if x ∗ ∈ Xc then
13: Find ξ∗ that maximizes the refinement criterion c(ξ) defined in (III.42)
14: Launch evaluation of q(x ∗,ξ∗)
15: Update bqx (Separated Space) or bq (Coupled Spaces)
16: Compute eρ lk and εlk at x∗ (Separated Spaces) or at Xc (Coupled Space)
17: else
18: Add x ∗ in Xc

19: Compute first approximation eρ0(x ∗) and ε0(x ∗)
20: end if
21: Update

�

ρSA(x ),εSA(x )
�

for all x ∈ Xnew \Xc

22: Get X k+1
c , X k+1

SA and X k+1
r

23: k = k+ 1
24: end while
25: Return ρSABBa(x ) to the optimizer for all x ∈ Xnew

26: end while
27: Return X ρSABBa

PB

�

Xall ,εSABBa(Xall)
�

with Xall the set of all visited designs

SABBa can be coupled to any optimization algorithm and surrogate model for the
SA strategy. This feature allows the approach to be very readily applicable and to ben-
efit from new optimization or metamodeling techniques. In this chapter, the chosen
optimization algorithm is NOMAD [Le Digabel, 2011] for its reliable management of
multiple objectives and constraints within a derivative-free framework (version 3.6.2).
All surrogate models are handled with the python Gaussian Process package GPy [GPy,
2012] (version 1.8.5).

Remark In Algorithm III.2, the measure computation depends whether one makes
a first approximation (line 17) or refines an existing one (line 12). Refinement
is performed similarly when using separated spaces or coupled space surrogate
model. However, coupled space surrogate model allows to get a first approxima-
tion

�

eρ0(x ∗),ε0(x ∗)
�

for free, based only on the surrounding evaluations. On the
contrary, a separated space strategy implies building a new surrogate from scratch
at each new design, and hence performing some initial evaluations.

Remark Note also that similarly to Algorithm II.1, each time the thresholds s1 and
s2 are lowered, the non-dominated computed boxes from the previous iterations must
be refined before performing the optimization process. We simply propose to include
these designs in the first studied set Xnew.
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Finally, one can see that SABBa relies on a quite small set of parameters, namely:

• The predefined sequence of pair of thresholds (s1, s2);

• The number of function evaluations Nf irst for the first approximations eρ0 when
using separated spaces surrogate models, and the number of evaluations Nre f

performed for each refinement;

• The number of new designs Nnew at each optimization iteration and Nini t at the
first iteration. The optimizer may impose these parameters. !

Discussion This section provides all necessary numerical insights for applying
SABBa to the problem of Optimization Under Uncertainty. We propose to compare
the performance of the proposed algorithm against a direct nested approach and the
A Priori MetaModel approach. Additionally, the next section quantitatively shows
the relevance of proposed techniques by comparing several variants of SABBa.

III–4.5 Numerical tests

We apply here SABBa to two analytical test-cases. The first one is low-dimensional and
deals with a Taguchi multi-objective robustness formulation (mean optimization and
variance minimization). The second test-case features a higher number of dimensions
and consists of a mean optimization under quantile constraint.

We systematically compare the performance of the proposed method to an A Pri-
ori MetaModel (APMM) strategy, where a surrogate model of the output is built in
the coupled space (CS) before conducting the optimization process. The double loop
approach mentioned in Section III–2.2 that performs a full Uncertainty Propagation
at each optimization iteration can then be undertaken on the surrogate at a very low
cost. The overall computational cost of building the surrogate model is chosen a priori
based on the available budget, with a substantial impact on the accuracy of the results.

We show in the first test-case the performance of the direct Double Loop approach
with respect to the APMM strategy. The former performs NU P evaluations for each
design (with a total number of Nopt designs) to compute the objective and constraint
functions, which is shown to be extremely inefficient.

We compare here three variants of SABBa, denoted as follows:

• SA-SS: when using the Surrogate-Assisting strategy and separated-spaces mod-
els for constructing eq (see Section III–4.1.1);

• SA-CS: when using the Surrogate-Assisting strategy and a coupled-space model
for constructing eq (see Section III–4.1.1).

• CS: when using the Coupled-Space model without the Surrogate-Assisting strat-
egy;

Among the above variants, one can expect SA-CS to give better results than SA-SS
and CS, taking advantage of both the low-dimensional Surrogate-Assisting model and
the coupled space correlation to speed up box refinement.
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Remark Ten runs are performed for each strategy to capture the mean convergence
curve and the associated variability, represented as a translucent band around the
mean. The computed distance between the approximated Pareto front and the true
one is assumed to follow a log-normal distribution over the repeated runs. Note that
high variability of the convergence curves reveals a lack of reliability of the associated
approaches.

III–4.5.1 Test-case 1: Unconstrained Taguchi optimization

This problem is a bi-objective robust optimization proposed in [Fusi and Congedo,
2016]. There are two design variables x and one uncertain parameter ξ. The problem
reads:

minimize: ρ f (x ) =
�

µ(x )
σ2(x )

�

where: µ(x ) = Eξ[q(x ,ξ)]

σ2(x ) = Vξ[q(x ,ξ)]
with: q(x ,ξ) = ξ− x1ξ

5 + cos(2πx2ξ) + 5

ξ∼ U([0,1])

by changing: (x1, x2) ∈ [1, 2]2 (III.49)

The Pareto front associated with this problem is discontinuous, and the optimal set
in the design space is the union of a segment and a point (see Fig. III.24).

(a) (b)

Figure III.24 Test-case 1: a) Discretization of the design space in red and Pareto opti-
mal sets in black. b) Image of the discretized points in the objective (µ,σ2) space.

The Double Loop and A Priori MetaModel strategies are quantitatively compared
in Figure III.25. Each Uncertainty Propagation within the Double Loop is performed
up to a relative accuracy of 5%. As expected, the Double Loop approach yields a very
slow convergence toward the true Pareto front.

For this first test-case, we illustrate SABBa performance both when the surrogate
can represent the underlying functions accurately and when it shows poor accuracy.
The accuracy of the surrogate strongly influences the APMM bq , the Surrogate-Assisting
model ρSA(x ) and the separated or coupled-space models bq(x , ·).
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Figure III.25 Test-case 1: Cost comparison between the A Priori MetaModel and Dou-
ble loop approach.

With high-quality surrogate model The unconstrained Taguchi optimization prob-
lem is first solved using a high-quality surrogate approach. Practically, we build an
anisotropic GP surrogate model with a classical RBF kernel (also called squared-exponential,
exponential quadratic or Gaussian), and Automatic Relevance Determination (ARD):

k(x , x ′) = σ2 exp
�

−
r2

l

2

�

,

with rl =

√

√

√

m
∑

i=1

� x i − x ′i
li

�2

.

This model requires m + 1 hyperparameters {σ2, l1, . . . , lm} to be optimized but
captures the characteristic lengthscale associated with each input dimension.

Note that here, the thresholds s1 and s2 are sequentially refined five times. As pro-
posed in (III.35), to alleviate the tuning of these thresholds, only normalized thresh-
olds s̄1 and s̄2 must be chosen beforehand. Note that the range hi covered in the
i th-dimension is updated at each iteration.

Here, s̄1 and s̄2 are both sequentially taken as 50%, 40%, 30%, 20%, 10% and
5% in all dimensions. The chosen parameters of SABBa are as follows: Nini t = 10,
Nnew = 1 (sequential optimizer), Nf irst = 5 and Nre f = 1 (sequential refinement).

Figure III.26 pictures the convergence curves of the APMM strategy and the three
studied SABBa variants (SA-CS, SA-SS and CS) in terms of the indicator defined in
(III.47). The mean curves are mostly comparable, with a slight advantage for SA-CS.
However, the associated variability is much smaller, with any SABBa variant compared
to the APMM strategy. As raised earlier, the indicator is assumed log-normal. The high
variance associated with the APMM strategy coupled with the heavy tail of the log-
normal distribution makes the approach very unreliable. With this perspective, the
worst results out of ten repeated runs of SA-CS and the APMM strategy are plotted in
Figure III.27. These outputs correspond to Neval ≈ 100.
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Figure III.26 Test-case 1-a: Cost comparison between APMM and three SABBa vari-
ants.

In these figures, optimal designs returned by SABBa are plotted in greyscale, which
refers to the Pareto Optimal Probability (POP) of each design, ranging continuously
from 0 (white) to 1 (black). Because the APMM strategy does not construct boxes,
POP is either equal to 0 (dominated individual) or 1 (Pareto-optimal individual).

(a) (b)

Figure III.27 Worst optimization results: (a) SABBa SA-CS, 93 evaluations , QB =
1.29× 10−2. (b) APMM, 100 evaluations , QB = 1.91× 10−1.
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In line with Figure III.26, Figure III.27 reveals that the APMM strategy may return
very inaccurate results when the DoE that was used for constructing the coupled-space
model is not well sampled in the optimal area. On the contrary, the adaptive surrogate
model construction permits SABBa to return very stable results.

With a low-quality surrogate model In the following, the same optimization prob-
lem is solved using a low-quality surrogate model both within SABBa and the APMM
strategy. Contrarily to the previous formulation, we build a isotropic GP surrogate
model with only one lengthscale, that has to account for all dimensions. Practically,

k(x , x ′) = σ2 exp
�

−
r2

l

2

�

,

with rl =
1
l

√

√

√

m
∑

i=1

�

x i − x ′i
�2

.

Only two hyperparameters {σ2, l} must be optimized. However, this model will
notably fail when the characteristic lengths of the function in the different dimensions
are very different. This test-case aims at simulating problems where the surrogate
model is challenging to build. This problem can notably happen when the number of
dimensions is significant.

In this context, the SA strategy should allow yielding a significant cost improve-
ment through direct surrogate modeling of the statistical measures in the design space.
Such improvement is indeed revealed in Figure III.28, where two behaviors can be
found: (i) non-Surrogate-Assisted approaches (APMM and SABBa CS) show poor per-
formance compared to the other strategies and (ii) the convergence curve of SA-CS
and SA-SS are much more similar than in Figure III.26. Indeed, here, they both heavily
rely on the low-dimensional SA model to speed-up the convergence.

Figure III.28 Test-case 1-b: Cost comparison between APMM and three SABBa vari-
ants.
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As previously, the worst optimization outputs are plotted for SABBa SA-CS and
the APMM approach. As expected, in Figure III.29(a), SABBa shows high consistency
and accuracy for capturing the Pareto-optimal area. On the contrary, the APMM result
plotted in Figure III.29(b) with 200 evaluations is completely wrong, both in the design
space and in the objective space.

(a) (b)

Figure III.29 Worst optimization results: (a) SABBa SA-CS, 196 evaluations , QB =
1.23× 10−2. (b) APMM, 200 evaluations , QB = 7.94× 10−1.

The use of coupled space surrogate models and Surrogate-Assisting strategy has
shown to bring a significant cost reduction for SABBa SA-CS. It performs better on
average than the APMM strategy and shows far greater consistency and robustness.

III–4.5.2 Test-case 2: Quantile-constrained mean optimization

We propose this second test-case to assess the performance of SABBa in a higher di-
mensional case and in the presence of a reliability-based constraint (derived from
the Six-Hump Camel function). The objective is a robustness measure derived from
a simplified Rosenbrock function. We consider here four design variables and three
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uncertain parameters. The problem is stated as follows:

minimize: ρ f (x ) = µ(x )

satisfying: ρg (x ) = q95%(x )≤ 1

where: µ(x ) = Eξ[q1(x ,ξ)]

q95%(x ) = q95%
ξ [q2(x ,ξ)]

with: q1(x ,ξ) =
3
∑

i=1

�

�

1− x i

�

+ 3
�

1+
arctan

�

5(ξi − 0.5)
�

2

�

�

x i+1 − x2
i

�2
�

q2(x ,ξ) =
�

4− 2.1x2
1 +

x4
1

3

�

x2
1 + x1 x2 +

�

− 4+ 4x2
2

�

x2
2

+
cos(2πξ1)− sin(π2ξ1)− ξ1 −

�

cos(2π0.05)− sin(π2 0.05)− 0.05
�

5
ξ∼ U([0,1]3)

by changing: x ∈ [−0.2, 1.2]4 (III.50)

One can note that the robustness measure reduces to the classical formulation
of the 4D Rosenbrock function and the reliability measures to the Six-Hump Camel
function. Analytically, it holds that:

µ(x ) =
3
∑

i=1

�

�

1− x i

�

+ 3
�

x i+1 − x2
i

�2
�

,

q95%(x ) =
�

4− 2.1x2
1 +

x4
1

3

�

x2
1 + x1 x2 +

�

− 4+ 4x2
2

�

x2
2 . (III.51)

The optimum of this deterministic problem is found at x∗ ≈ (0.7033,0.7035, 0.6212,0.3859)
with q95%(x∗) = 1 and µ(x∗)≈ 0.4981.

For this test case, both s̄1 and s̄2 are sequentially taken as 50%, 40%, 30%, 20%,
10%, 5%, 3%, 2%, 1% and 0.5%. As for the other parameters, Nini t = 10, Nnew = 1
(sequential optimiser), Nf irst = 5 and Nre f = 1 (sequential refinement).

Figure III.30 shows a slight mean improvement when using SA-CS compared to
the APMM strategy, roughly by a factor 2. The variability of the output is also halved
with all SABBa variants, which is critical for real-world applications.

Remark Note that the plateau that is reached by the SABBa curves is partially
a plotting artifact. All runs have a different final number of evaluations, and the
indicator QB is considered constant when the optimum is reached. Therefore, the
average of these curves tends to flatten at the end.

Again, we plot the worst optimization outputs in Figures III.31. They are depicted
in parallel coordinates plots, with a POPmin greyscale. A grey curve represents each
efficient individual, and the exact optimum is depicted in red. This comparison reveals
the better performance of SABBa again with respect to the APMM strategy.
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Figure III.30 Test-case 2: Cost comparison between APMM and three SABBa variants.

(a) (b)

(c)

Figure III.31 Worst optimization results: (a) APMM, 150 evaluations, QB = 1.0×100.
(b) SABBa SA-CS, 161 evaluations, QB = 1.12 × 10−1. (c) APMM, 200 evaluations,
QB = 3.24× 10−1.
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!
Discussion This section has provided all necessary numerical insights for applying
SABBa to the problem of Optimization Under Uncertainty. The proposed strategies
for computing and refining the approximations within the Bounding-Box approach
aim at increasing the overall efficiency and lowering the number of function evalua-
tions.
Analytical test-cases against a Double-Loop (DL) optimization strategy and an A Pri-
ori MetaModel (APMM) approach have shown that SABBa yields better convergence
rate and robustness. This improvement is even more significant when the surrogate
model is not able to predict q accurately. Thanks to the low-dimensional SA model
and the adaptive strategy of the Bounding-Box approach that performs local refine-
ments on the Pareto front, SABBa gains a factor 2 to 100 on the convergence toward
the Pareto front. Compared to the APMM strategy, another advantage of SABBa is
that the choice of the number of evaluations of q needs not be determined a priori,
but is determined online, when the output is considered accurate enough.
Overall, these analyses validate the proposed strategy. The application of SABBa to
uncertainty-based engineering problems is presented in Chapter V. !
Conclusion of the chapter In summary, this chapter proposes a specific formula-
tion of the SAMATA algorithm from Section II–3, characterized by independent uni-
form measure approximations. The notations are properly adapted to these so-called
Bounding-Boxes [Fusi and Congedo, 2016]. Thorough theoretical analysis about
the convergence of the Bounding-Box approach and its coupling with the Surrogate-
Assisting strategy is performed.
A proof-of-concept of this approach has been proposed on a noisy optimization prob-
lem, to analyze the asymptotic effect of this strategy within a controlled artificial
test-case. The results are in line with the expectations and provide some insights on
the behavior of SABBa.
Efficient GP-based formulations have then been introduced for applying SABBa to
optimization under uncertainty problems.
Finally, this algorithm has been applied to two analytical test-cases to analyze the
performance of SABBa quantitatively. Three variants are proposed and compared to
the A Priori MetaModel strategy, showing both quicker convergence and much higher
robustness.
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!
Overview In this section, we aim to avoid the restriction to independent uni-
form distributions proposed in SABBa. For example, the error could be approxi-
mated with Gaussian distributions, which often rely on the so-called projected pro-
cess technique [Da Veiga and Delbos, 2013, Baudoui, 2012, Janusevskis and Le Riche,
2013, Williams et al., 2000]. Here, we propose a non-parametric approach that re-
lies on sampling-based distribution approximations. This approach should allow for
more representativeness of the error estimation given the current information, and
thus for quicker convergence. Two original approaches are introduced in the following
for constructing these sampling-based measure approximations. The first one relies
on the construction of a coupled space surrogate model for drawing joint realizations
of P over the whole design space. The second one exploits disjoint realizations, that
can be drawn without the construction of a coupled-space surrogate model.

Outline Section IV–1 introduces a sampling-based setting which can be applied
within the SAMATA strategy. Dominance criteria and POP computations are formu-
lated in this setting.
Sections IV–2 and IV–3 then present two different techniques for computing such
sampling-based approximations. To this extent, an inducing point strategy and a
KDE-based surrogate model are proposed.
These strategies are applied to several analytical test-cases in Section IV–4 to assess
their performance, notably against SABBa. The impact of the sampling-based ap-
proach against Gaussian assumptions is also pictured.
Finally, Section IV–5 is devoted to the application of the sampling-based SAMATA
strategy to optimization problem featuring non-parametric uncertainties. The effi-
ciency and representativeness of the proposed approach are illustrated in two analyt-
ical test-cases against more classical Distribution-Assuming techniques.

!
Contribution The sampling strategy proposed in Section IV–2 permits to control
the accuracy of the representation through adaptive refinements, which is, to the
author’s knowledge, a novelty in the uncertainty-based optimization context. As for
the final formulation, it is shown to be equivalent to a Nyström approximation on
a Karhunen-Loève Expansion (KLE) representation of the GP random field in the
coupled space.
The second proposed strategy is a novel technique for drawing realizations from a
random field based on disjoint data drawn at some training location. It relies heav-
ily on an underlying Gaussian Process surrogate model, that is generalized to non-
parametric distribution shapes through a rejection sampling strategy.
Both proposed strategies permit to escape the context of Gaussian noises and incorpo-
rate more information, which is shown to perform slightly better than using a more
conventional Gaussianity assumption.
Finally, the sampling-based SAMATA strategy performs very well on OUU problems
featuring either parametric or non-parametric uncertainties.
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IV–1 Sampling-based setting

SAMATA performs low-cost optimization under uncertainty by treating robustness and
reliability measures as a random field P over the design space X . In this section, the
aim is to make as few assumptions as possible on the distribution of these random
variables. To this extent, we assume that realizations P(i)(x ) can be drawn and exploit
this empirical set of samples to characterize P(x ).

Because P is essentially a random field over the design space X , one can either
draw realizations P(i) of the whole random field or draw realizations P(i)(x j) from
distribution P(x j) at each location of interest, independently from the other ones.
These two approaches are denoted as joint and disjoint realizations in the following,
respectively. Specific insights for computing probability of dominance are given in the
following paragraphs.

Joint realizations If realizations are drawn jointly over all designs x , dominance
must only be verified between joint samples. With a number Nsamples of realizations
for each location, the probability of dominance between two individuals can be em-
pirically estimated as follows:

PP

�

P(x j)�c P(xk)
�

'
1

Nsamples

Nsamples
∑

i=1

1{P(i)(x j)�cP(i)(xk)}, (IV.1)

In order to avoid the computational time associated to POP computation to become
too large, we propose a Monte Carlo approximation of the above estimation, with
constant computational burden that can be chosen according to the available budget.
More precisely, we estimate the probability by:

PP

�

P(x j)�c P(xk)
�

'
1

NMC

NMC
∑

i=1

1{P(I(i))(x j)�cP(I
(i))(xk)}

, (IV.2)

where I (i) are realizations of the random index I ∼ U(¹1, Nsamplesº).

Disjoint realizations Here we consider that samples P(i)(x ) are drawn indepen-
dently between the different x . The dominance must be checked between all pairs
(i, j), as depicted in the following formula:

PP

�

P(x j)�c P(xk)
�

'
1

N 2
samples

Nsamples
∑

i=1

Nsamples
∑

i′=1

1{P(i)(x j)�cP(i
′)(xk)}. (IV.3)

and, similarly to the joint case, a Monte Carlo approximation can be computed as
follows:

PP

�

P(x j)�c P(xk)
�

'
1

NMC

NMC
∑

i=1

1
{P(I

(i)
1 )(x j)�cP

(I(i)2 )(xk)}
, (IV.4)

where we take realizations of I1 and I2, with I1, I2 ∼ U(¹1, Nsamplesº).

Remark Several works have proposed techniques for computing probabilistic
Pareto dominance between disjoint non-parametric density estimations [Coelho,
2014, Khosravi et al., 2018, Khosravi et al., 2019], notably with the aim to reduce
the associated computational burden.
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The sampling-based setting requires some specific formulations to be integrated
within SAMATA. Specifically, referring to the notations from Figure II.5, the following
points should be tackled:

• how to construct the probabilistic approximation P(x ), which is a set of realiza-
tions here;

• which metric eρ and ∆ are extracted from P(x );

• how to refines current approximations of the robustness and reliability mea-
sures;

• which technique is used for constructing the Surrogate-Assisting model.

The following sections are devoted to the illustration of these methodologies.
Notably, based on formulations (IV.1) to (IV.4), the POPmin metric is computed as

follows:
POPmin(P(xk)) =min

x j
j 6=k

�

PP

�

P(x j)�c P(xk)
�

�

. (IV.5)

Remark Contrarily to Chapter III, the support of sampling-based measure approxi-
mations may not be finite. The Boxed Pareto dominance that corresponds to the non-
relaxed probabilistic dominance introduced in Section II–2.1, is hence not adapted to
discriminate promising individuals from less interesting ones. Thus, in the following
of this chapter, a relaxed probabilistic dominance rule II.16 is adopted.

!
Discussion This short section aimed to introduce the sampling-based for multi-
objective optimization problems. The proposed probabilistic dominance formulas can
be readily incorporated within SAMATA to guide the refinements toward the most
promising area.
In the next two sections, numerical procedures are proposed for generating realiza-
tions of the robustness and reliability measures. In Section IV–2, we assume that a
surrogate model q̂ of q can be constructed as a function of both design parameters
x and uncertain variables ξ. On the contrary, Section IV–3 aims at drawing realiza-
tions P(i)(x ) at any design x ∈ X without coupled space surrogate model, based on
few independent sets of samples

�

{P(i)(x j)}i
	

j
.

IV–2 Coupled-space realizations for joint samplings

IV–2.1 Formulation and challenge

Here, we assume that a GP surrogate model can be built on q in the coupled de-
sign/uncertainty space, similarly to the Coupled Space approach from Section III–4.1.1.
Based on training data

�

q(x i,ξi)
	

i
, the surrogate q̂ is constructed and yields an esti-

mation of q at any location (x ,ξ) in X ×Ξ.
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This coupled space surrogate model can be exploited to obtain an estimation of
the robustness and reliability measure through Monte Carlo integration. This integra-
tion is directly performed on the predictive mean q̂ of the GP. For example, with the
expectation measure ρ(x ) = Eξ[q(x ,ξ)], one can use the estimator :

eρ(x ) =
1
Nξ

Nξ
∑

j=1

q̂(x ,ξ j). (IV.6)

More interestingly, one can draw realizations of the GP built on q , which directly
translates into realizations of P by integrating over the uncertain dimension. In short,
this permits to generate samples from P without making any assumption on its distri-
bution shape. The base assumption for constructing this representation is that q can
be modeled as a stochastic process, chosen here to be a GP.

For example, in the case of the expectation measure ρ(x ) = Eξ[q(x ,ξ)], by eval-
uating q at Nξ locations in the uncertain space for each of the Nx designs, the joint
realizations of P over all these designs write as follows:

∀k ∈ ¹1, Nxº, P(i)(xk) =
1
Nξ

Nξ
∑

j=1

q (i)(xk,ξ j). (IV.7)

The same can be carried out with empirical estimators of other robustness and relia-
bility measures.

Remark Note that q (i) are fonctional realizations of q in the coupled space drawn
from the Gaussian process q̂ . These functional realizations give access to realizations
P(i) of P at different designs simultaneously.

One can notice that the realization q (i) is drawn at Nx × Nξ locations, which can
quickly reach a value of more than 105. Looking back at Equation (I.34), it reveals
that Cholesky decomposition should hence be performed on a matrix of size 105×105.
The computational cost associated with such a task is prohibitive. This problem is
quite common in the literature, and several approximations techniques have been
proposed, such as a circulant embedding of the covariance matrix [Powell et al., 2014],
regularization [Pourahmadi, 2011] or the use of a Gibbs sampler for Gaussian Markov
Random Field [Lantuéjoul and Desassis, 2012]. However, some of these approaches
require equispaced points, and the others remain too expensive to allow substantial
sampling of the q random field.

As raised in [Panunzio et al., 2018], the complexity is particularly high when the
domain is much larger than the characteristic correlation length of the random field.
Intuitively, when a value is drawn, it spreads information in its surrounding at a dis-
tance proportional to the correlation length.

In the next section, a strategy is proposed for drawing realizations q (i) of the Quan-
tities of Interest, based on the GP assumption, at a vast number of locations simulta-
neously.
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IV–2.2 Inducing points strategy

IV–2.2.1 General idea

Here, we propose to draw realizations q (i) of the Gaussian random field on few well-
spread points and from which a smooth functional realization can be constructed with
zero computational cost on the whole input space. These well-chosen points will be
referred to as inducing points.

In the following, for conciseness, coordinates (x ,ξ) in the coupled space are de-
noted with z. With a set of training designs zt rain = (x t rain,ξt rain) and a set of inducing
points zind = (x ind ,ξind), we denote ztot = zt rain ∪ zind .

We assume that a GP has been constructed on zt rain, as plotted in Figure IV.1, on
values qt rain and with an optimized kernel kt rain. Its predictive mean and covariance
are written µt rain and Σt rain. This surrogate model is the current estimation of q over
the whole coupled space.

We aim to generate random realizations of this Gaussian field on an extensive set
of points zdraw. Direct Gaussian sampling would perform Cholesky decomposition on
the matrix Kdraw = Σt rain(zdraw) of size N 2

draw, which is shown in the previous section
to be unfeasible quickly.

We propose to only draw realizations on the inducing points:

q (i)ind = µt rain(zind) + LindY (i), Y ∼N (0, I), (IV.8)

with Lind the Cholesky decomposition of matrix Kind = Σt rain(zind) of much smaller
size N 2

ind . Figure IV.2 gives an example of such drawn values at the inducing points. We
then propose to estimate the realizations on zdraw as the following new GP predictive
mean:

q (i)draw = µ
(i)
tot(zdraw) = kᵀ∗K

−1
totq

(i)
tot , (IV.9)

where k∗ = kt rain(ztot , zdraw) and K−1
tot only need to be computed once as they do not

depend on i, and where q (i)tot simply concatenates qt rain and q (i)ind . These realizations
are represented in Figure IV.3, and the empirical 2-σ band of the random field is com-
puted on 105 samples. One can note that they fit well the real confidence band of the
underlying GP.

Remark Intuitively, this approach corresponds to parametrizing the random field
as a sum of kernels located at all training and inducing points. This is noticeable in
the above Equation (IV.9). By denoting K−1

totq
(i)
tot as a vector β (i) of coefficients, the

proposed realizations q (i)draw are linear combinations of the the kernel function kt rain

located at each training and inducing point. Coefficients β (i) manage the random-
ness and kernel functions the spatial characteristic. The functional realizations write
kt rain(ztot , ·)ᵀβ (i).

IV–2.2.2 Similarity with Nyström method for KLE

In practice, the proposed approach is equivalent to constructing a Karhunen-Loève
Expansion (KLE) of a Gaussian random field, when computing the basis functions
with Nyström approximation. Computational details are given hereafter to show the
equivalence.
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Figure IV.1 Gaussian process model built on the training data.

Figure IV.2 Realizations drawn at the inducing points.

To this extent, note that we can write the eigendecomposition (also called spec-
tral decomposition) of the autocovariance matrix Ktot from Equation (IV.9), which is
Symmetric Positive Definite (SPD) by definition:

Ktot = UtotΛtot U
ᵀ
tot , (IV.10)

whereΛtot is the diagonal matrix containing the eigenvalues associated with the eigen-
vectors stored in the columns of Utot . To make this decomposition unique, the eigen-
values are sorted in decreasing order, Λtot11

≥ Λtot22
≥ ... ≥ 0, and the eigenvectors
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Figure IV.3 Extension to the whole input space with (IV.9). The approximated 2-σ
band fits well the confidence band.

are orthonormal, so that Uᵀtot = U−1
tot , which gives:

Uᵀtot ·i
Utot · j =

∑

k

Utotki
Utotk j

= δi j, (IV.11)

with δi j the Kronecker delta.
The inverse of Ktot can thus be written:

K−1
tot = UtotΛ

−1
tot U

ᵀ
tot , (IV.12)

and the square root K−1/2
tot of this matrix is:

K−1/2
tot = UtotΛ

−1/2
tot , (IV.13)

which verifies K−1
tot = K−1/2

tot K−1/2
tot
ᵀ
.

KLE and Nyström approximation A realization of a random field described with a
truncated Karhunen-Loève Expansion reads as follows:

q (i)K LE(z) =
NK LE
∑

j=1

q

λ jφ j(z)θ
(i)
j , (IV.14)

where the eigenvalues λ j and eigenvectors φ j are solution of the following homoge-
neous Fredholm integral equation of the second kind:

∫

k(z, z′)φ j(z)dz = λ jφ j(z
′) (IV.15)

with

∫

φi(z)φ j(z)dz = δi j.
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As presented in [Williams and Seeger, 2001], the Nyström approximation consists
in computing an empirical estimation of the above integral. This Monte Carlo approx-
imation based on points xk gives:

1
NMC

NMC
∑

k=1

k(zk, z′)φ j(zk)dz ≈ λ jφ j(z
′) (IV.16)

with
1

NMC

NMC
∑

k=1

φi(zk)φ j(zk)dz ≈ δi j.

Replacing z′ with all ztotk
, and setting NMC = Ntot so that the Monte Carlo estima-

tion is performed on locations ztot , Equation (IV.16) yields:

1
Ntot

KtotΦ≈ ΛΦ (IV.17)

with
1

Ntot
Φ
ᵀ
·iΦ· j ≈ δi j.

Matching (IV.17) against (IV.10) and (IV.11) permits to derive:

Φ≈
p

Ntot Utot ,

Λ≈
Λtot

Ntot
,

which gives the Nyström approximation of the j-th eigenfunction from Eq. (IV.16):

φ j(z)≈
p

Ntot

Λtot j j

Ntot
∑

k=1

k(z, ztotk
)Utotk j

. (IV.18)

Using these approximations, KLE-based realizations write:

q (i)K LE(z) =
Ntot
∑

j=1

�

√

√

√

Λtot j j

Ntot

p

Ntot

Λtot j j

Ntot
∑

k=1

�

k(z, ztotk
)Utotk j

�

θ (i)tot j

�

=
Ntot
∑

j=1

� θ
(i)
tot j

Æ

Λtot j j

Ntot
∑

k=1

�

k(z, ztotk
)Utotk j

�

�

. (IV.19)

Inducing points We proposed to draw realizations using Equation (IV.9). To simplify
the following, we assume here that Nt rain = 0 and qtot = qind . This implies that matrix
Lind corresponds to the square root matrix K1/2

tot .
By definition, in this context, q (i)tot = K1/2

tot θ
(i)
tot , with θ (i)tot ∼N (0, I). A realization at

location z then writes:

q (i)(z) = k(z, ztot)K
−1
totq

(i)
tot

= k(z, ztot)K
−1/2
tot θ

(i)
tot

= k(z, ztot)UtotΛ
−1/2
tot θ

(i)
tot

=
Ntot
∑

j=1

� θ
(i)
tot j

Æ

Λtot j j

Ntot
∑

k=1

�

k(z, ztotk
)Utotk j

�

�

, (IV.20)

which corresponds exactly to Equation (IV.19).
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Remark Note that in the case qtot 6= qind , which permits to condition the realiza-
tions on some training data, the same equivalence can be shown by comparing (IV.9)
to a conditional Karhunen-Loève model [Tipireddy et al., 2019].

IV–2.2.3 Quality indicator

To attain a good accuracy of the random field approximation, a key element is the
number of inducing points. We propose in this section an indicator to assess the ap-
proximation quality. Recall that we proposed to draw realizations as specific GP pre-
dictive means, following Equation (IV.9). Intuitively, if the density of inducing points
is high enough with respect to the lengthscales, the predictive means q (i)draw will be able
to represent all scales of the random process. In such cases, the associated predictive
variance remains very low over the whole design space X . The GP covariance reads:

Σtot(zdraw) = K∗∗ − kᵀ∗K
−1
tot k∗, (IV.21)

with K∗∗ = kt rain(zdraw, zdraw). The predictive variance vector σ2
tot(zdraw) is the di-

agonal of Σtot(zdraw). We propose to base the quality indicator on the mean predic-
tive variance over all points zdraw. More precisely, as by definition ∀i,σ2

tot i(zdraw) ∈
[0, K∗∗ ii], we propose the following normalized indicator:

α= 1−
1

Ndraw

Ndraw
∑

i=1

σ2
tot i(zdraw)

K∗∗ ii
, (IV.22)

where α ∈ [0,1] and α ' 1 denotes a low predictive variance, and thus a good ap-
proximation quality.

Note that for most of the usual kernel functions, the diagonal of K∗∗ is filled with
σ2, the variance hyperparameter of the chosen kernel. This is notably the case with the
exponential, squared exponential and Matern kernels. In these cases, usingσ2Ndraw =
Tr
�

K∗∗
�

and linearity of the trace, the indicator reads:

α=
Tr
�

kᵀ∗K
−1
tot k∗

�

σ2Ndraw
. (IV.23)

Remark Note that one may recognize a Frobenius norm at the numerator of the
proposed indicator:

Tr
�

kᵀ∗K
−1
tot k∗

�

= Tr
�

kᵀ∗ (Ltot L
ᵀ
tot)

−1k∗
�

,

= Tr
�

(L−1
tot k∗)

ᵀL−1
tot k∗

�

, (IV.24)

= ||L−1
tot k∗||

2
F ,

where Ltot refers again to the Cholesky decomposition of Ktot .

The above remark gives some insights into the proposed indicator. Multiplying by
the matrix Ltot permits to scale and correlate data according to the covariance matrix
Ktot . Hence, in the above, L−1

tot decorrelates k∗ and shrinks the values byσ. Because k∗
contains variances and the numerator is squared, the σ2 in the denominator shrinks
the results again to reach the [0,1] range. This returns the decorrelated correlations
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between ztot and zdraw for each column of L−1
tot k∗, that can at most sum to 1. This sum

represents how much information is known at a given point in zdraw thanks to ztot .
Finally, the mean over all columns explains the presence of Ndraw in Equation (IV.22).

The proposed indicator is pictured in Figures IV.4 and IV.5 with nine and three
inducing points, respectively. The approach gives an empirical 2-σ band very close to
the real one in Figure IV.4. The quality indicator is computed and returns a value of
0.995. On the contrary, the approximated random field in Figure IV.5 is very dissimilar
from the underlying GP, and the quality indicator has only a value of 0.825.

Figure IV.4 Approximated random field with 9 inducing points, α= 0.995.

We give here an illustration of this indicator α in terms of distance between an
approximated empirical covariance and the true matrix. More specifically, with D the
dimension of the input parameters z, we define q as:

q(z) = sin(Lᵀz) = sin
� D
∑

i=1

Lizi

�

. (IV.25)

Parameters D and L are random variables, which yields a random function qD,L. In
practice, D ∼ U(¹1,4º) and L∼ U([3, 20])D.

For each sampled function qD(k),L(k) , a GP is built on 10 training data qD(k),L(k)(zt rain).
A set of points zdraw is drawn uniformly within the input space. The predictive co-
variance K on these points is given by Equation (I.32). A set of well spread inducing
points of size Nind ∼ U(¹10, 60º) is also drawn (e.g. with a maximin Latin Hyper-
cube Sampling (LHS) strategy) and 105 realizations q(i)

D(k),L(k)
(zdraw) are computed at

103 locations zdraw. The empirical covariance between all these realizations gives an
approximation eK of K and the indicator α from Equation (IV.22) is computed.

All this process is repeated 300 times, and we plot in Figure IV.6 the evolution of
the normalized Frobenius distance between K and eK with respect to α.
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Figure IV.5 Approximated random field with 3 inducing points, α= 0.825.

Figure IV.6 Accuracy of the empirical covariance eK approximated with inducing points
with respect to the proposed indicator.

Figure IV.6 shows that a strong correlation exists between the proposed indicator α
and the accuracy of the empirical covariance. A value of the indicator very close to 1
seems to ensure an accurate representation of the random field. Notably, the zoomed
window permits to see that when α is greater than 0.99 or 0.995, the worst recorded
empirical covariances only yield 5 to 10% relative error.



IV–2. Coupled-space realizations for joint samplings 131

Remark Note that several appropriate norms for covariance matrices exist.
Namely, the logarithmic, Cholesky-based, and Riemannian distances between co-
variance matrices allow to preserve positive definiteness and have many desirable
properties [Herdin et al., 2005]. However, because we draw very badly conditioned
empirical covariances, very small negative eigenvalues may arise, that prohibit the
use of such distances. For its simplicity and interpretability, the Frobenius distance
is the most reliable choice.

IV–2.2.4 Adaptive strategy

To take advantage of the proposed quality indicator, we propose an iterative algorithm
ensuring that good value is attained before returning the approximated realizations.
The number of inducing points is hence increased as long as a prescribed value for
α has not been reached. At each iteration, these points are spread in the input space
using the classical maximin criterion on a Latin Hypercube Sampling (LHS). The al-
gorithm is given in Algorithm IV.1.

Algorithm IV.1 Algorithm for choosing the number of inducing points
1: Choose threshold α∗ ∈ [0,1]
2: Choose initial number of inducing points Nini t and added per iteration Nadd

3: Build a GP on the training data
4: Nind = Nini t

5: while True do
6: Construct a DoE of Nind points using a maximin LHS
7: Compute α from Equation (IV.22)
8: if α≥ α∗ then
9: Draw realizations with Equation (IV.9) using the DoE of inducing points

10: Return realizations
11: else
12: Nind += Nadd

13: end if
14: end while

In the following, the threshold α∗ will take values of 0.99 or 0.995, basing on
Figure IV.6.

The simple approach proposed here is very intuitive and reveals very cost-efficient.

Remark Note that the maximin LHS sampling technique could be replaced by any
state of the art Design of Experiments (DoE) generation method. More interestingly,
the indicator α itself could be used to optimize the sampling, depending on the lo-
cation of the points zdraw and of the chosen kernel. By maximizing α, one could
notably take advantage of periodic kernels to spread information efficiently or focus
the inducing points in regions where zdraw are more present.

IV–2.3 Implementation in SAMATA

As raised in Section IV–1, we need to provide specific numerical ingredients to apply
the SAMATA strategy.
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This sampling technique allows generating realizations of q on an extensive set of
points zdraw, to retrieve realizations of the robustness and reliability measures P with
Equation (IV.7). In this manner, the Gaussian assumption of the GP surrogate model
built on q directly translates into a distribution of P in the form of its empirical PDF.

Similarly to the approach proposed in Chapter III, the mean of this approximated
distribution is returned to the optimization process as eρ, and three times the stan-
dard deviation is used as an accuracy metric ∆ from Section II–3. Concerning the
refinements, we make use of the strategy presented in Section III–4.1.1 with the lin-
ear combination of weighted partial criteria.

Finally, the Surrogate-Assisting (SA) model is here constructed in a specific way in
order to best exploit all the available information. SA-based measure approximations
must also take the form of samplings, and should be drawn jointly with the realizations
computed with Equation (IV.7). To this extent, we propose to define the SA-based
realizations as random draws of a GP surrogate model conditioned on the computed
joint realizations P(i)c . In practice, the SA-based measure approximation on any set of
design xSA is a collection of realizations P(i)SA(xSA) computed as such:

P(i)SA(xSA) = µ
(i)
SA(xSA) + LSAY (i), Y ∼N (0, I), (IV.26)

where the predictive mean write:

µ(i)SA(xSA) = kᵀ∗K
−1
c P(i)c , (IV.27)

and LSA results from a Cholesky decomposition performed on ΣSA defined as the pre-
dictive covariance ΣGP(xSA) defined in Equation (I.32). In the above, P(i)c refers to
realizations drawn from Equation (IV.7), on the set designs xc. Kc corresponds to the
autocovariance matrix k(xc, xc) and k∗ to the covariance k(xc, xSA).

This SA model construction is illustrated on an example set of samples in Figure
IV.7, where realizations of ρ are jointly drawn in ascending order. Two bimodal sets
of samples are notably drawn at x = 0.15 and x = 0.45 in order to emphasize the
need for non-parametric reconstruction. Some SA-based functions P(i)SA form Equation
(IV.26) are represented over the input space. One can qualitatively see that such SA
model naturally captures the two bi-modal densities.

Remark All measure approximations from Equation (IV.7) are jointly computed.
When a refinement is carried out on one individual, realizations P(i)c are then ap-
proximated for all designs in xc.
Similarly, the SA-based realizations must all be jointly drawn. This is key for being
able to use the joint POP computation from Equations (IV.1) and (IV.2).

These formulations can be incorporated within the SAMATA strategy, presented in
Section II–3 and pictured in Figure II.5. The specific algorithm is given in Algorithm
IV.2.
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Figure IV.7 Realizations of the joint Surrogate-Assisted model. Training data in light
blue and underlying GP model in dark blue, in the background.

Algorithm IV.2 SAMATA algorithm with joint measure approximations
1: Launch Nini t evaluations q(x i,ξi)
2: Generate a first coupled space surrogate model bq
3: Loop over values of s1 and s2

4: while Optimization running do
5: Get new designs Xnew

6: Initialize Xc empty
7: Compute PSA for all x ∈ Xnew from (IV.26)
8: Compute X 0

SA =
�

x ∈ Xnew | ∆SA(x )≤ s1

	

and X 0
c = Xnew \X 0

SA
9: Deduce X 0

r from X 0
c using (II.26)

10: k = 0
11: while X k

r 6= ; do
12: Compute ∀x ∈ Xnew, POPmin(x ) w.r.t. all designs using (II.24) and (IV.2)
13: Find x ∗ from X k

r using (II.27)
14: if x ∗ 6∈ Xc then
15: Add x ∗ in Xc

16: end if
17: Find ξ∗ that maximizes the refinement criterion c(ξ) defined in (III.42)
18: Launch evaluation of q(x ∗,ξ∗)
19: Update the coupled space surrogate model bq
20: Update all approximations with P(i)c (x ) for x ∈ Xc using Equation (IV.7)
21: Update PSA for all x ∈ Xnew \Xc

22: Compute X k+1
c , X k+1

SA and X k+1
r

23: k = k+ 1
24: end while
25: Return E

�

P(x )
�

to the optimizer for all x ∈ Xnew

26: end while
27: Return all measure approximations P(x ) and their associated POP
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!
Discussion In this section, we illustrate a strategy for performing sampling-based
approximations of the distribution P within SAMATA. By assuming that a coupled-
space GP surrogate model q̂ can be constructed in X ×Ξ, we can propose joint real-
izations P(i) at all training locations x t rain simultaneously from realizations of the
GP q̂. The associated computational burden could quickly become unbearable when
numerically approximating the robustness and reliability measures of interest. We
thus proposed an approximating strategy that allows for drawing realizations of q̂
on a huge number of points in the coupled space with a limited computational bud-
get. The associated accuracy can be monitored through a specific indicator, and an
adaptive strategy is proposed for ensuring good behavior of the technique.
An important remark here concerns the computational burden associated with draw-
ing realizations of the random robustness and reliability measures. Also only requir-
ing several seconds to several minutes, this computational burden is much higher than
SABBa over-conservative intervals from Chapter III. Thus, sampling-based SAMATA
is particularly adapted to tackling expensive functions q while SABBa may reveal
more efficient on inexpensive functions (e.g. analytical).

IV–3 KDE-based random field surrogate

In this section, we assume that the construction of the aforementioned coupled space
surrogate model is unfeasible. This problem can arise in many settings. Notably, the
uncertain space may feature too many dimensions or have non-parametric inputs, such
as [Soize, 2005] with random matrices, and [Sabater et al., 2020] where uncertain
parameters are considered uncontrollable and are disregarded. In all these cases, spe-
cific methods for Uncertainty Propagation (UP) exist and can be used, but the strategy
presented in the previous section that requires surrogate modeling in the uncertain
dimension becomes inapplicable when uncertainties cannot be parametrized.

Many UP techniques have built-in methods for estimating their accuracy. For exam-
ple, the variance of the Monte Carlo estimator which assumes a Gaussian density and
error bounds on the statistics of interest are proposed in [Ferson et al., 2010, Barth,
2016]. They can be interpreted as uniform distributions under the maximum entropy
principle. In this section, we propose sampling-based estimations of the statistics dis-
tributions through probabilistic metamodeling or bootstrap strategies.

Within the SAMATA strategy, the Surrogate-Assisting model must approximate the
true function ρ based on the estimated random field P discretized at some design
locations. We thus propose to construct a probabilistic surrogate model that builds on
random realizations of the robustness and reliability measures P(i)(x ) at some given
designs and on a Kernel Density Estimation (KDE) strategy.

Obtaining these disjoint realizations P(i)(x ) at different locations can be achieved
with several strategies, depending on the context:

• With parametric uncertainties, a GP surrogate model of q can be constructed
in the uncertain dimensions for a given design xk. Equation (IV.7) can then be
readily exploited for drawing disjoint realizations of P. We slightly modify the
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notations for more clarity:

∀k ∈ ¹1, Nxº, P(i)(xk) =
1
Nξ

Nξ
∑

j=1

q (i)xk
(ξ j). (IV.28)

Note that contrarily to the previous section, this formula is employed separatedly
for each design point xk. This disjoint characteristic alleviates the computational
bottleneck as we only require here Nx Cholesky decompositions on Nξ×Nξ ma-
trices, i.e. one for each function qxk

.

• When dealing with non-parametric uncertainties, different strategies must be
employed. Notably, we propose to draw realizations P(i) of the statistical esti-
mator at each design xk with a bootstrapping strategy. This technique is made
explicit in Section IV–5.

Whatever the chosen approach, a prediction PSA(x ) of P is then constructed over
all X based on these empirical training distributions P(i)(x t rain) at some training lo-
cations. Note that if we were to assume Gaussian distribution for each P(x t rain), the
surrogate model PSA(x ) could be a Gaussian Process. However, we aim here for non-
parametric techniques. Training data P(x t rain) are sets of samples, on which a KDE
distribution can be computed. We propose to construct the Surrogate-Assisting model
so that it agrees with this training KDE distribution at each training point.

Also, similarly to simple Gaussian Processes, we aim to enforce smoothness on P
over X through spatial correlation. In the following, we propose to ensure smoothness
and KDE agreement at the training points through the use of a Markov-Chain Monte
Carlo approach.

Section IV–3.1 first introduces the Kernel Density Estimation (KDE) technique and
the chosen bandwidth, which are then exploited in Section IV–3.2 within a rejection
sampling technique for obtaining an empirical estimation PSA(x ) of P.

IV–3.1 Kernel Density Estimation

Given a set of samples P(i)(x t rain) at a training location x t rain and a specific smoothing
kernel, Kernel Density Estimation (KDE) yields an approximation of the underlying
continuous density φx t rain

. The smoothing kernel permits to diffuse the discrete infor-
mation locally and return a non-parametric approximation of the Probability Density
Function (PDF) of P at a given x t rain. Although approaches with varying weights exist,
we use here the equally weighted KDE equations:

φKDE
x t rain
(ρ) =

1
Nsamples

Nsamples
∑

i=1

k
�

ρ,P(i)(x t rain)
�

, (IV.29)

where k is the aforementioned kernel, verifying ∀ρ′,
∫

Rn k(ρ,ρ′)dρ = 1. This yields
directly that φKDE

x t rain
(ρ) also sums to 1. Recall that ρ is a dummy variable here.

In the following, we choose to use the Gaussian kernel. For simplicity, we only use
non-correlated Gaussian distributions. The standard deviations must be determined,
and are usually referred to as the kernel bandwidths h. Several strategies can be
applied to calibrate h, either using a rule of thumb or cross-validation approaches. In
this work, we use the Silverman’s bandwidth [Silverman, 1986] on normalized data.
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In practice, the values ρ are normalized to ρ̄, so that:

∀x t rain,∀k, ρ̄k =
ρk −mini P(i)k (x t rain)

maxi P(i)k (x t rain)−mini P(i)k (x t rain)
. (IV.30)

We denote with kh the Gaussian kernel of standard deviation h,

kh(ρ,ρ′) =
1

h
p

2π
exp

�

−
||ρ −ρ′||22

2h2

�

. (IV.31)

The kernel used in Equation (IV.29) is k∗(ρ,ρ′) = kh∗(ρ̄, ρ̄′), where the chosen
bandwidth comes from Silverman’s rule of thumb:

h∗ =
�

4
n× (d + 2)

�

1
d + 4 . (IV.32)

Note that the kernel k∗ is computed for each x t rain, thus for each estimated density
φKDE

x t rain
(ρ).

Remark The bandwidth selection could be performed by maximizing the average
Leave-One-Out likelihood. This strategy would more precisely capture rough distribu-
tion shapes. However, to avoid making the overall approach too expensive, we chose
to use the Silverman’s bandwidth, that shows good performance on the following
test-cases.

IV–3.2 Surrogate-model construction

Using the KDE technique, we now have a set of non-parametric density estimations
φKDE

x t rain
(ρ) at each training locations x t rain, constructed from the disjoint measure real-

izations P(i)(x t rain).
Based on these densities, we aim to construct an approximation of the random

field P over the whole design space X .
We propose to make use of the Metropolis-Hasting (MH) algorithm to impose these

computed KDE densities on realizations of a heteroscedastic GP, which will provide
the desired smoothness for ρ. In practice, similarly to the approach proposed in Sec-
tion III–4, we build a GP on the empirical mean of our samplings at each x t rain, with
heteroscedastic noises corresponding to the empirical standard deviation. The MH al-
gorithm then rejects some realizations of this GP depending on their accordance with
the KDE densities.

In the MH algorithm, the probability of acceptance for going from realization P(i)

to P( j) reads:

α=
φ
( j)
tar getφ

(i)
proposal

φ
(i)
tar getφ

( j)
proposal

. (IV.33)

Probability α can be seen as the ratio between p( j) =
φ
( j)
tar get

φ
( j)
proposal

and p(i). Each value

p( j) denotes how interesting a realization P( j) is.
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Remark Note that the proposal distribution is usually a local deviation from the
previous location. Here the proposal distribution is global and not conditioned on the
previous draw. Indeed, realizations are drawn from the heteroscedastic GP. The KDE
densities are then taken into account for computing the probability of acceptance.

As raised above, the proposal distribution comes from the heteroscedastic GP and
the target density refers to the computed KDE. Value φ(i)KDE defined hereafter is thus
used as target density φ(i)tar get:

φ
(i)
KDE =

Nt rain
∏

k=1

φKDE
x t raink

(P(i)(x t raink
)), (IV.34)

and φ(i)proposal corresponds to φ(i)GP , defined as follows:

φ
(i)
GP = φGauss

�

P(i)(Xt rain),µGP(Xt rain),ΣGP(Xt rain)
�

, (IV.35)

where φGauss refers to the PDF of the multivariate normal of the GP discretized on the
training points x t rain:

φGauss(ρ,µ,Σ) =
exp

�

−
1
2

�

ρ −µ
�ᵀ
Σ
�

ρ −µ
�

�

p

(2π)Nt rain |Σ|
. (IV.36)

However, using φGP as proposal distribution will penalize smooth functions, with
high φGP value, in favor of rougher functions, with low φGP . On the contrary, we aim
here to retain the inherent smoothness of the GP surrogate model.

To this extent, we propose to replace the joint computation of φGP with an un-
correlated one φ′GP by setting every off-diagonal values of ΣGP(Xt rain) from Equation
(IV.36) to zero.

Furthermore, we propose to tune this proposal density φ′GP to ensure that the con-
structed probabilistic surrogate model relapses to a heteroscedastic GP in the case
where all KDE densities are Gaussian. This can be achieved by enforcing α = 1 when
the KDE densities are Gaussian.

If we assume all KDE to be Gaussian, each density corresponds to the Gaussian
noise associated to this location, that is used to construct the proposal heteroscedastic
GP. Thus, φKDE corresponds to the uncorrelated noise density φnoise defined hereafter.
With µnoise the training data and Σnoise the diagonal matrix containing all input vari-
ances, φ(i)noise writes:

φ
(i)
noise = φGauss

�

P(i)(Xt rain),µnoise,Σnoise

�

. (IV.37)

Setting φproposal to φnoise gives the following formula for :

α=
φ
( j)
KDEφ

(i)
noise

φ
(i)
KDEφ

( j)
noise

, (IV.38)

which verifies φKDE = φnoise =⇒ α = 1, relapsing to the simple heteroscedastic
Gaussian Process.

Remark For numerical reasons, it is highly recommended to consider log proba-
bilities. This choice usually avoids reaching impracticably high values during the
computation.
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IV–3.2.1 Illustration

This MH technique for drawing realizations P(i) that agree with the training sets of
samples at x t rain is applied on the same data set as in Figure IV.6. Note that here the
samples at x t rain are not supposed to be jointly drawn and are considered indepen-
dent. These samples P(i)(x t rain) are drawn in light blue at each training point, and
realizations from the probabilistic SA surrogate model are represented with colored
curves in Figure IV.8. Again, this example features bimodal behaviors at x = 0.15 and
x = 0.45.

Figure IV.8 Realizations of the proposed surrogate model with training data as light
blue points.

The proposed strategy efficiently captures these non-Gaussian behaviors while re-
lapsing to its proposal GP distribution in areas where the training data is close to Gaus-
sian. The proposed approach can be seen as a generalization of the heteroscedastic
GP to non-Gaussian noises and can be readily used as Surrogate-Assisting model in a
Separated Spaces sampling-based SAMATA strategy.

Conditional Mean Embeddings

Remark For constructing this KDE-based surrogate model, another option is to
use the Kernel Mean Embedding (KME) setting presented in Section I–2.2. More
specifically, Conditional Mean Embedding (CME) gives a non-parametric kernel-
based reconstruction of the conditional PDF px (ρ) based on some training densities
φx t rain

(ρ).
The main advantage of the KDE-based surrogate model introduced in the preceding
section is that CME only ensures smoothness between distributions instead of between
values ofρ, which is our value of interest. Additionally, contrarily to GP models, CME
does not yield predictive variance or any accuracy metric. For these reasons, CME is
not exploited here, in favor of the KDE-based surrogate model presented above.
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!
Discussion In this section, a strategy has been proposed for approximating the
random field P based on disjoint realizations at some training locations. This ap-
proach relies on KDE approximations of the Probability Density Function (PDF) at
these training locations and MH algorithm for rejecting functional realizations of P
that do not comply with these KDE densities.
This strategy permits to approximate the random field of interest with good represen-
tativeness without relying on a coupled-space surrogate model, as in the preceding
section. However, the computational burden associated with the use of the MH algo-
rithm can be significant.

IV–4 Application to parametric uncertainties

We first assess the performance of the proposed algorithms in the classical context of
parametric uncertainties. In this section, uncertain parameters ξ are assumed to lie
in a known space Ξ and values q(x ,ξ) can be computed at any location (x ,ξ) in the
coupled space. This context notably allows for constructing coupled-space surrogate
models and using GP-based measure approximations in separated-spaces approaches.

IV–4.1 Cost assessment

Similarly to Section III–4.5, several variants of the proposed approaches are quantita-
tively compared on some analytical test-cases. First, we make direct use of the algo-
rithm depicted in Alg. IV.2, and refer to this strategy as the Joint SAMATA approach.
Then, the Surrogate-Assisting model is replaced with the KDE-based surrogate model
introduced in Section IV–3. This second approach draws disjoint realizations of P and
makes use of Equation (IV.4) for comparing different designs. In the following, it is
referred to as the Disjoint SAMATA approach. These techniques are also compared
to SABBa, using formulations from Section III–4. Convergence is again regarded in
terms of expected modified Hausdorff distance, as introduced in Section III–4.3.

Remark Contrarily to the Joint SAMATA strategy, the Disjoint one can be per-
formed with Separated-Spaces surrogate models, which is referred to as the SS Dis-
joint SAMATA strategy. As with Bounding-Boxes, one may expect the Separated-
Spaces approach to be less cost-efficient than the Coupled-Space one in general.

In summary, the compared approaches are the following:

• Joint-SAMATA-CS: Sampling-based SAMATA approach with Coupled-Space sur-
rogate model and joint realizations.

• Disjoint-SAMATA-CS: Sampling-based SAMATA approach with Coupled-Space
surrogate model and disjoint realizations.

• Disjoint-SAMATA-SS: Sampling-based SAMATA approach with Separated-Spaces
surrogate models and disjoint realizations.

• SABBa-CS: SABBa with Coupled-Space surrogate model for Bounding-Box esti-
mation.
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• SABBa-SS: SABBa with Separated-Spaces surrogate models for Bounding-Box
estimation.

The NSGA-II optimization algorithm is exploited in the following test-cases. In
general , the number of individuals per generation is set to 32. Parameters for both
SAMATA and SABBa are set to: Nini t = 32, Nnew = 1 (sequential optimizer), Nf irst = 5
and Nre f = 1 (sequential refinement). Recall that Nf irst is only used for performing
first measure approximations in Separated-Spaces techniques.

All Separated-Spaces algorithms are initialized by running Nf irst evaluations of q
on all Nini t . Then, the number of individuals per NSGA-II iteration and Nini t are set to
16 when Separated-Spaces techniques are used, to lower the cost of the first iteration.

As for Coupled-Space algorithms, an initial DoE of 30 points is first computed in
the Coupled Space before launching the optimization procedure. This allows for well-
distributed information within the Coupled Space to initialize our adaptive strategies.

Each technique is launched ten times to get the mean and standard deviation of
the convergence curves.

IV–4.1.1 Unconstrained Taguchi optimization

The first test-case is the unconstrained Taguchi optimization problem tackled in Sec-
tion III–4.5.1. This problem is bi-objective and features two design variables x and
one uncertain parameter ξ.

The behavior of the Separated-Spaces strategies is represented in Figure IV.9. The
SAMATA strategy shows quicker convergence than SABBa, which corroborates our as-
sumption that sampling-based approximations are more representative than Bounding-
Boxes and allow for a more efficient optimization procedure. Note that because the
Surrogate-Assisting strategy is extensively exploited in the context of Separated Spaces,
the gap between the two convergence curves is not as important as one may have ex-
pected.

Remark Here, 80 evaluations of q are performed (Nini t × Nf irst) instead of 50 in
the previous chapter, which explains the difference between Fig. IV.9 and Fig. III.26
for the SABBa-SS strategy.

The performance of the Coupled-Space strategies is then depicted in Figure IV.10.
They all show much quicker convergence than the Separated-Spaces approaches from
Figure IV.9. The Joint and Disjoint characteristics seem not to have a very significant
impact overall, but one can remark that the Joint approach has a steeper convergence
curve than the Disjoint one. This behavior can be explained by the POP computa-
tion, that yields more accurate values when considering Joint realizations. However,
as long as the measures are only roughly approximated, the Joint POP computation
emphasizes the model error while the Disjoint assumption smoothen the POP values.
This explains why the Disjoint approach yields better results when the number of eval-
uations is low.

IV–4.1.2 Quantile-constrained optimization

These approaches are also compared on the quantile-constrained optimization prob-
lem depicted in Section III–4.5.2. This mono-objective problem features a quantile
95% constraint and possesses three design parameters and four uncertain variables.
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Figure IV.9 Comparison of SABBa and sampling-based SAMATA in the context of
Separated-Spaces surrogate models.

Figure IV.10 Comparison of SABBa and sampling-based SAMATA in the context of
Coupled-Space surrogate model. The Joint and Disjoint SAMATA variants are both
represented.

For their superior behavior in the context of low-dimensional parametric uncer-
tainties, only the Coupled-Space approaches are compared here.

The convergence curves associated with the Joint SAMATA, Disjoint SAMATA and
SABBa strategies are depicted in Figure IV.11. Similarly to Figure III.30, the conver-
gence is slower than the previous test-case. However, also Figure III.30 only shows
a small improvement for SABBa with respect to the A Priori MetaModel strategy, by
reaching the 0.1 value around 150 evaluations, both SAMATA approaches show a sig-
nificant improvement compared to SABBa. Using NSGA-II instead of NOMAD has
allowed SABBa to reach the 0.1 indicator value around 120 evaluations. As for the
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Joint and Disjoint SAMATA techniques, they can achieve this value nearly two times
faster. In this case, Joint SAMATA seems to yield slightly better performance than
Disjoint SAMATA consistently.

Remark Recall that the plateau at the end of these convergence curves (for example
at the end of Joint and Disjoint SAMATA) are mostly plotting artifacts that arise when
one run out of the 10 is significantly longer.

Figure IV.11 Comparison of SABBa and sampling-based SAMATA in the context of
Coupled-Space surrogate model. The Joint and Disjoint SAMATA variants are both
represented.

IV–4.2 Benefit of sampling-based approximations

Several works in the literature perform Optimization Under Uncertainty with Gaussian
measure approximations with the so-called projected processes [Da Veiga and Delbos,
2013, Baudoui, 2012, Janusevskis and Le Riche, 2013, Williams et al., 2000], which
permits to use a Bayesian Optimization setting.

We investigate here the benefits of performing sampling-based measure approxi-
mations compared to a more classical Gaussian approach. Intuitively, sampling-based
measure approximation permits to grasp better the distribution of non-Gaussian statis-
tics such as variance or extreme quantiles. Besides, it allows to recover dependencies
between these statistics, i.e. between quantiles and expectation. On the other side,
Gaussian approximations are cheaper to estimate and give an analytical formulation
for the measures distribution shape. The expectation measure is particularly adapted
to this Gaussian approximation and only requires to compute the first two moments
through kernel integration. For deeper insights, see [Baudoui, 2012].

We carry out the optimizations using the Disjoint SAMATA variant depicted in Al-
gorithm IV.2. To focus the comparison on the distribution shapes, and to avoid adding
noise, the SA strategy is not employed. This strategy is simply achieved in practice by
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setting s1 to 0 throughout the optimization process. We then compare this sampling-
based SAMATA strategy to a Gaussianized approach, where each computed set of sam-
ples is replaced with a set of iid samples coming from a decorrelated normal distribu-
tion. The first two moments are kept constant for resampling the measure realizations.
Practically, at any design x , the empirical mean µP(x ) and empirical standard devi-
ation σP(x ) are computed from the set of samples

�

P(i)(x )
	

i
, and new Gaussianized

samples are drawn instead from N
�

µP(x ),σP(x )
�

.

The two variants are compared on the unconstrained Taguchi optimization prob-
lem. The full optimization process is performed 30 times for each approach, and the
mean convergence curves are depicted in Figure IV.12, with its Bollinger band ±σ
variability.

Figure IV.12 Convergence curves of the non-parametric SAMATA strategy against its
Gaussianized equivalent. Variability represented with the transluscent ±σ band.

Although the final convergence is similar between the two approaches, the Gaus-
sianized approach shows slightly inferior accuracy compared to the original non-parametric
strategy. Intuitively, accurate distribution shapes and dependencies are lost when
Gaussian density is forced, which deteriorate the accuracy of the Pareto optimal set.
However, when enough evaluations are performed, and the P distributions on the
Pareto front are very refined, the non-parametric efficiency becomes similar to the
Gaussian one.

In this test-case, non-parametric measure representations seem to have a relevant
effect on the convergence speed at low and medium accuracy, thus providing accurate
Pareto front approximations more quickly than its Gaussian counterpart.
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!
Discussion The non-parametric SAMATA strategy presented in Sections IV–1, IV–2
and IV–3 has been applied to two Optimization Under Uncertainty problems tackled
in Chapter III. Several key conclusions can be drawn from these analytical test-cases.
Convergence speed seems to be improved through the use of non-parametric measure
approximations compared to fixed distribution shape such as Gaussians. This trend
is notably true at early to mid-stages of the optimization process when the measure
still features a substantial variability.
Also, by being more representative and avoiding over-conservativeness, the non-
parametric SAMATA approaches show much quicker convergence toward the Pareto
optima than SABBa, that is based on Bounding-Boxes. This trend holds both in the
setting of Separated-Spaces and Coupled-Space surrogate models.
Finally, the use of KDE-based SA model for computing Pareto Optimal Probabilities
in a disjoint setting permits to smooth the optimal area at the beginning of the opti-
mization process. Eventually, it gets outperformed by the joint approach, that shows
a better convergence slope. Nevertheless, these techniques show comparable overall
performance.

IV–5 Application to non-parametric uncertainties

We finally study the performance of the proposed strategy in the case of non-parametric
uncertainties. In this context, q are not regarded in the coupled space X×Ξ and values
q(x ,ξ) are not directly accessible. Instead, only realizations q(x ,ξ(i)) can be drawn,
with no information on ξ(i). To highlight this behavior, in the following of this section,
the function at a given design x is denoted as Q(x ) and only samples Q(i)(x ) can be
drawn.

In this setting, the Joint SAMATA using Algorithm IV.2 is not applicable, because the
coupled-space GP surrogate model requires parametric uncertainties. Hence, in this
section, we make use of the KDE-based surrogate model to speed-up the optimization
process on disjoint sampling-based measure approximations.

Remark Because surrogate model construction is impractical when dimensionality
is very large, [Sabater et al., 2020] exploits the non-parametric uncertainties setting
and proposes an algorithm for Optimization Under Uncertainty which is insensible
to the problem dimension.

IV–5.1 Adjustment of SAMATA

SAMATA can be applied in the presence of non-parametric uncertainties through the
use of the KDE-based Surrogate-Assisting (SA) model and a technique for performing
the sampling-based Measure Approximation (MA). Note that the refinement criterion
defined in Section III–4.1.1 cannot be applied in this context. We thus propose to use
a bootstrap strategy for sampling realizations of the robustness and reliability mea-
sures and to refine the current approximations through the computation of random
additional samples.

The bootstrap sampling strategy is presented in Section IV–5.1.1, and is then in-
corporated in the global algorithm, which is given in Section IV–5.1.2. The results are
finally pictured on an analytical test-case in Section IV–5.2
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IV–5.1.1 Bootstrap measure sampling

Function q at a design x is regarded as a random value Q(x ), that can be sampled at
a given cost. These samples are denoted by Q(i)(x ).

The classic bootstrap scheme permits to estimate the distribution of a statistic re-
gardless of the sample’s distribution. Although approximated, this approach extends
the classical theory to the non-parametric world.

In practice, given a set of samples Q(x ) =
�

Q(i)(x )
	Nsamples

i
at location x , the statis-

tics of interest (robustness and reliability measures) can be empirically estimated as
eρ(x ) = H

�

Q(x )
�

, where H can refer e.g. to an expectation, a variance or a quan-
tile. The bootstrap method then resamples from the set Q(x ) with replacement. Each
element of a given bootstrap resampling Q(k)bs (x ) is an element Q(I)(x ) of Q(x ) with
I ∼ U

�

¹1, Nsamplesº
�

. The set of statistics
�

P(k)(x )
	

k
=
�

H
�

Q(k)bs (x )
�	

k
can then be

considered as iid realizations of the robustness and reliability measures.

Remark Although bootstrap may appear as a rather naive, it can be regarded as
resampling Q from its empirical Cumulative Density Function (CDF), which is the
best least-square approximation of the underlying CDF based on empirical samples.

By adding a small deviation around each sampled value, the so-called smoothed
bootstrap permits to smooth out the estimated distribution P.

Numerically, this corresponds to drawing realizations from a Kernel Density Es-
timate (KDE) of Q during the bootstrap resampling step. Thus, the measure real-
izations P(k) are here defined as statistics computed over a resampled set of values
H
�

Q(k)smooth(x )
�

, where each element of the resampled set Q(k)smooth(x ) is a realization
from the KDE density ψKDE

x constructed on samples Q(x ).
For performing this smoothed bootstrap strategy, the Kernel Density Estimation is

carried out similarly to Section IV–3.1, using Silverman’s bandwidth.

Remark Note that more intrusive methods could be used for the bootstrap compu-
tation or Surrogate-Assisted model computation. For example, measure dependent
surrogate model could be used as the SA model, such as [Sabater et al., 2020] with
quantile regression.
Here we chose to show that SAMATA adapts to non-parametric uncertainties and
performs well, even with fundamental and non-intrusive techniques.

IV–5.1.2 Algorithm

Only a few adjustments are needed within the SAMATA algorithm for performing Op-
timization Under Uncertainty with non-parametric uncertainties. Namely, no coupled
or separated spaces surrogate is constructed, and the smoothed bootstrap technique
presented above is applied for drawing realizations of P. Also, the refinement strategy
is not criterion-based but instead simply generates a new realization of q .

In practice, the SAMATA algorithm for non-parametric uncertainties is given in Alg.
IV.3 and follows the general flowchart from Figure II.5:
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Algorithm IV.3 SAMATA algorithm for non-parametric uncertainties
1: Loop over values of s1 and s2

2: while Optimization running do
3: Get new designs Xnew

4: Initialize Xc empty
5: Compute PSA for all x ∈ Xnew from (IV.26)
6: Compute X 0

SA =
�

x ∈ Xnew | ∆SA(x )≤ s1

	

and X 0
c = Xnew \X 0

SA
7: Deduce X 0

r from X 0
c using (II.26)

8: k = 0
9: while X k

r 6= ; do
10: Compute ∀x ∈ Xnew, POPmin(x ) w.r.t. all designs using (II.24) and (IV.2)
11: Find x ∗ from X k

r using (II.27)
12: if x ∗ 6∈ Xc then
13: Add x ∗ in Xc

14: Compute Nf irst realizations Q(i)(x ∗)
15: else
16: Compute Nre f realizations Q(i)(x ∗)
17: end if
18: Draw bootstrap realizations P(i)c (x

∗) as presented in Section IV–5.1.1
19: Update PSA for all x ∈ Xnew \Xc

20: Compute X k+1
c , X k+1

SA and X k+1
r

21: k = k+ 1
22: end while
23: Return E

�

P(x )
�

to the optimizer for all x ∈ Xnew

24: end while
25: Return all measure approximations P(x ) and their associated POP

Remark Similarly to all Separated-Spaces techniques, during the first iteration,
the SA model cannot be computed, and thus, the POPmin metric cannot be computed.
We simply propose to add all these first designs to Xc and compute all the associated
measures to initialize the approach.

IV–5.2 Analytical application

This bootstrap-based SAMATA technique is applied to two analytical test-cases in the
following. First, the unconstrained Taguchi optimization presented at the beginning
of Section IV–4 is solved by considering non-parametric uncertainties. Then SAMATA
is applied to a simple mono-objective quantile optimization under non-parametric un-
certainty that cannot be solved with fully Gaussian assumptions.

IV–5.2.1 Taguchi optimization

The unconstrained Taguchi optimization from Section III–4.5.1 is solved here, consid-
ering the uncertain variable to be non-parametric. In practice, anytime q is computed
at a design x , a value Q(i)(x ) = q(x ,ξ(i)) is returned, with ξ(i) a realization of the
random variable ξ∼ U([0,1]).

This uncertainty-based optimization is solved using the bootstrap SAMATA algo-
rithm given in Alg. IV.3 and the convergence results are gathered in Table IV.1. The
five rows correspond to normalized thresholds of 50%, 40%, 30%, 20% and 10% re-
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spectively, using notations from Equation (III.35). The final computational cost for
reaching a 10% threshold is 56300 evaluations. These QB values can be compared
with Figures from Section III–4.5.1, where QB ≈ 100 signifies very high disagreement
with the true Pareto front while QB ≈ 10−2 reflects very good convergence. The pro-
posed approach already gives acceptable results for 3900 evaluations, with QB < 10−1,
and eventually converges toward the exact Pareto optimal area.

Neval QB
3900 8.115× 10−2

6400 4.184× 10−2

9850 3.160× 10−2

17800 2.649× 10−2

56300 1.288× 10−2

Table IV.1 Convergence results for the bootstrap SAMATA approach.

More classically, this uncertainty-based optimization problem could be solved using
the bootstrap technique within a Double-Loop approach, introduced in the previous
chapters. With a final measure accuracy of 10%, we can make a rough estimate of the
number of function evaluations required for solving this test-case.

As an optimistic assumption, we only consider the first objective, which is an ex-
pectation. From normal theory, a Gaussian approximation for the measure distribution
should be close to the truth. We consider that ∼ 200 individuals are visited during the
optimization process, and approximate the cost of one measure approximation. Nor-

mal theory gives us that σ ≈
σq
p

N
, with σ the standard deviation of the expectation

operator. Target accuracy is reached when 3σ ≤ 10% of the range lµ of the robustness
measure. Here lµ ≈ 0.35, hence we aim for σ ≤ 0.012. Finally, because σq ≈ 0.7,

the number of evaluations can be estimated as
�

0.7
0.012

�2

≈ 4000. Multiplied by 200

optimization iterations, this represents nearly 106 evaluations of q . The Double-Loop
approach reveals much less cost-efficient than the proposed SAMATA strategy.

Remark Note that the rough approximation carried out for the Double Loop com-
putational cost is verified in practice with the most refined individuals in SAMATA
requiring up to 5000 evaluations for reaching the target 10% accuracy.

IV–5.2.2 Quantile optimization

A second test-case is proposed here in order to show the resilience of the proposed
approach to heavily non-Gaussian distributions. To this extent, a stochastic Quantity
of Interest Q(x) is constructed with a constant variance over the design space. Practi-
cally:

Q(x) = −10 sin(9x)− x + Z(x)

with φZ(z | x) =
1
2

�

φGauss

�

z,−µ(x),σ(x)
�

+φGauss

�

z,µ(x),σ(x)
�

�

. (IV.39)

The random additive bias Z(x) thus follows a centered Gaussian mixture with two
components. The statistics are initialized at µ(0) = 2 and σ(0) = 0.5, which gives an
overall variance of 0.52 + 22 = σ2

stoch. The standard deviation σ(x) is then defined as
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follows:

σ(x) = 0.5+ (σstoch − 0.5)t(x) (IV.40)

with t(x) =







0 if x ≤ 0.3

2x − 0.6 if 0.3≤ x ≤ 0.8

1 if x ≥ 0.8

.

The standard deviation associated to the random additive bias Z(x) thus goes from
σ(0) = 0.5 to σ(1) = σ2

stoch. The function µ(x) is then specifically constructed
so that the variance of Q(x) remains constant for all x . Using the variance for-
mula for Gaussian mixture, and fixing the standard deviation, to σstoch, we have
σstoch =

p

σ2(x) +µ2(x). This gives the mean values:

µ(x) =
q

σ2
stoch −σ2(x). (IV.41)

Figure IV.13 gives a visual representation of the stochastic Quantity of Interest. It
depicts the Probability Density Function (PDF) of Q(x) as a color map at each location
x ∈ [0,1].

Figure IV.13 PDF of the random field Q(x).

The uncertainty-based optimization problem reads:

minimize: ρ f (x) = q0.99
�

Q(x)
�

(IV.42)

by changing: x ∈ [0, 1].

Using the constant variance σstoch over the design space, the random process Q(x)
can be readily approximated with a Gaussian Process, for which the quantile value
ρ f (x) is analytical. The Gaussian 99% quantile measure approximation reads:

q0.99
Gauss(x ) = −10sin(9x)− x + 2.326σstoch. (IV.43)

This Gaussian quantile approximation is plotted as a green dotted curve in Figure IV.14
over the stochastic function Q(x). The associated minimum is represented as a green
dot at x = 0.874. However, the real quantile function is drawn as a red dashed curve
with minimum at x = 0.17577.
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Figure IV.14 True and approximated quantiles of the stochastic process.

As for the previous example, Table IV.2 gives the evolution of the quantitative indi-
cator with respect to the number of evaluations. SAMATA is applied with four iterative
threshold values of 20%, 10%, 5% and 3%. One can see that the true optimum area
around x = 0.17577 maximizes the POP at the end of the second iteration, at the cost
of 680 evaluations.

The Pareto Optimal Probabilities associated with the visited designs at each iter-
ation are plotted in Figure IV.15. The Pareto Optimal Probability (POP) of the true
optimum takes over the Gaussian optimum during the second SAMATA iteration and
following refinements further ensure that the optimum lies at x = 0.17577.

Neval QB
340 6.999× 10−1

680 1.772× 10−2

1180 7.638× 10−3

1640 5.893× 10−3

Table IV.2 Convergence values of bootstrap SAMATA applied to problem (IV.42).
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(a) (b)

(c) (d)

Figure IV.15 Pareto Optimal Probability of all visited designs associated with (a) 20%,
(b) 10%, (c) 5% and (d) 3% accuracy.

!
Discussion In this section, SAMATA has been applied to a special setting for Opti-
mization Under Uncertainty. Contrarily to the previous test-cases, we consider non-
parametric uncertainties, meaning that no surrogate model can be constructed in the
uncertain space. In this context, coupled-space GP techniques are unfeasible, and the
Surrogate-Assisting strategy is required to ensure an acceptable computational cost.
Robustness and reliability measure realizations are drawn with a smoothed boot-
strap strategy, and the KDE-based surrogate model from Section IV–3 is exploited
as Surrogate-Assisting strategy. Indeed, we have illustrated in Section IV–4.2 the ad-
vantage of performing the sampling-based estimation of the robustness and reliability
measures instead of making a Gaussian assumption.
This bootstrap strategy has been applied to two uncertainty-based optimization prob-
lems revealing excellent performance and featuring low computational cost. The ab-
sence of distribution assumption notably permits to tackle problems that could not
be solved with classical GP-based approaches.
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!
Conclusion of the chapter This chapter has proposed several tools for perform-
ing non-parametric sampling-based measure approximations. This setting and as-
sociated Pareto Optimal Probability computations have been introduced in Section
IV–1. The computational impact of drawing joint or disjoint realizations has been
highlighted and is quantitatively studied in the following sections.
Then, Sections IV–2 and IV–3 introduced two approaches for performing sampling-
based Optimization Under Uncertainty. First, an adaptive strategy for drawing joint
realizations of the robustness and reliability measure over numerous designs at the
same time is presented. It relies on an approximation scheme for drawing large-scale
Gaussian random field realizations, with controlled accuracy. Then a KDE-based sur-
rogate model is introduced as an extension of the classical heteroscedastic Gaussian
process, with the capability to take as input non-parametric density estimations.
These sampling-based algorithms are then quantitatively compared to SABBa from
Chapter III, showing a significant improvement in the convergence speed, either with
joint or disjoint approximations. The sampling-based context is also shown to sensi-
bly improve the mean convergence speed compared to its Gaussian counterpart. Note,
however, that the computational cost for computing realizations of the robustness and
reliability measures is significantly higher than SABBa intervals. Thus, SABBa out-
performs sampling-based SAMATA on test-cases where evaluations are inexpensive,
and most of the computational burden comes from SAMATA itself.
Finally, SAMATA has been applied to uncertainty-based optimization problems with
non-parametric uncertainties. Bootstrap-based realizations are drawn for creating
the sampling-based measure approximations, and the KDE-based surrogate model is
exploited for lowering the overall computational time. SAMATA yields much bet-
ter convergence speed than a direct Double-Loop approach and exploits its non-
parametric distribution shape to outperform Gaussian-based techniques.
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!
Overview Several efficient formulations for performing Optimization Under Un-
certainty have been proposed in Chapters III and IV. These techniques, respectively
called SABBa and sampling-based SAMATA, both derive from the general SAMATA
strategy proposed in Chapter II. In the previous chapter, sampling-based SAMATA has
been shown more efficient than SABBa on small analytical test-cases.
In this chapter, we aim to apply these strategies to real-world engineering applica-
tions. To this extent, we propose to assess their performance on three test-cases of
increasing complexity. SABBa and sampling-based SAMATA are compared on a first
structural application where analytical expressions exist. Then, we apply SABBa
to an aerospace optimization problem with medium dimensionality and smooth be-
havior of the simulation output q . Finally, Joint SAMATA, which has proven very
efficient in the preceding chapter, is exploited for solving a problem of shape Optimiza-
tion Under Uncertainty in the context of Organic Ranking Cycle (ORC) turbines, with
medium dimensionality and complex behavior of the function q .

Outline In Section V–1, the first application is the famous two-bar truss structural
problem. A simple uncertainty-based optimization problem is proposed based on
[Baudoui, 2012] and [Jin et al., 2003], with four design variable and two uncertain
parameters. Formally, the overall volume is minimized under two uncertainty-based
constraints on the stress. The chosen statistics for both constraints is 95% quantile.
This test-case is solved with both SABBa and Joint SAMATA to compare their behavior
and verify their convergence.
Then, the Thermal Protection System (TPS) of a spacecraft is optimized in Section
V–2 under material, chemical and geometrical uncertainties. These uncertain pa-
rameters have been shown in the literature to have a significant influence on the
Quantities of Interest. Practically, we aim to minimize the mean mass of the TPS
under a worst-case constraint on the bottom temperature. This problem features two
design parameters, twelve uncertain dimensions, and a pretty smooth input-output
relationship. In this context, i.e. low-dimensional design space and smooth functions,
the Surrogate-Assisting strategy yields a significant cost reduction. Thus, SABBa can
be employed for solving this test-case with a reasonable budget.
Finally, in Section V–3, we optimize the shape of an ORC turbine to minimize the drag
under uncertain pressure and temperature operating conditions. This application is
computationally intensive and features nine design parameters and three uncertain-
ties. To cope with the high-dimensionality of the design space and the complex be-
havior of the simulation code, we exploit the Joint SAMATA strategy, that allows for
very parsimonious mono- and bi-objective optimizations compared to state-of-the-art
approaches.



V–1. Two bar truss structure 157

!
Contribution The TPS optimization is an original contribution of this work. Un-
certainty Propagation and Sensitivity Analysis have been presented in [Rivier et al.,
2019]. However, to the authors’ knowledge, no uncertainty-based optimization has
ever been carried out in the literature considering uncertain pyrolysis parameters.
The shape optimization problem for the ORC turbine has been solved in [Razaaly,
2019]. We show here that the use of joint sampling-based measure approximations
provides a gain of at least one order of magnitude in terms of computational cost. A
Taguchi formulation is also proposed to study the computational cost of a bi-objective
formulation.

V–1 Two bar truss structure

The two-bar truss optimization problem is notably illustrated in Refs. [Baudoui, 2012]
and [Jin et al., 2003]. A simplified uncertainty-based optimization problem is derived
and formulated as follows (with a schematic representation in Figure V.1(a)):

minimize: ρ f (x ) = V (x )

satisfying: ρg (x ) =
�

c1(x )
c2(x )

�

≤
�

smax

0

�

where: c1(x ) = q0.95[s(x ,ξ)]

c2(x ) = q0.95[s(x ,ξ)− scri t(x ,ξ)]

with: ξ∼N
��

150000
210000

�

,
�

300002 0
0 210002

��

by changing: x ∈ [20,80]× [800,1200]× [700, 800]× [2,3] (V.1)

In the above, the design variables are: (x1) the diameter of the cross section d, (x2)
the bar length L, (x3) the structure half-width B and (x4) the thickness of the cross
section T . The uncertain parameters refer to (ξ1) the external force F and (ξ2) the
elastic modulus E. The objective is to minimize the total volume V (x ) = 2πx1 x2 x4 ×
10−6 while verifying, with the 95% quantile constraints, that the probability of the

stress s(x ,ξ) =
x2ξ1

2πx1 x4

Æ

x2
2 − x2

3

exceeding smax = 400 N.mm−2 and scri t(x ,ξ) =

π2ξ2(x2
1 + x2

4)

8x2
2

are both below 0.05.

The problem is represented in Fig. V.1(b), where the objective value V (x ) to be
minimized is plotted in the constraints space with a color scale. The abscissa and
ordinate directions refer to the constraints c1(x ) and c2(x ) ; the associated thresholds
are drawn with red lines. The admissible set is in the lower left quadrangle (c1 < 400
N.mm−2 and c2 < 0 N.mm−2) and one may note that the objective is nearly constant
on the limit c1 = 400 N.mm−2, with optimum value at (c1, c2) = (400, 0).

This optimization problem is solved both with the SA-CS variant of SABBa pre-
sented in Section III–4.5 and the Joint SAMATA variant of the sampling-based SAMATA
strategy introduced in Section IV–2. The thresholds s1 and s2 are sequentially reduced
up to 0.1% of the total ranges, with four steps 3%, 1%, 0.3% and 0.1%. Optimization
is again performed with the NSGA-II technique.
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(a) (b)

Figure V.1 (a) Schematic representation of the two bars, with bar section above (from
[Baudoui, 2012]). (b) Representation in the objective/constraints space, constraints
in abscissa and ordinate, objective in color.

SABBa results are depicted in Figure V.2 with parallel coordinates plots. The four
thresholds are sequentially reached with a total number of 42, 44, 46 and 52 func-
tion evaluations, and an optimal objective value of roughly 0.698 is found. Uniform
approximation errors from SABBa are represented as vertical intervals for each design
with non-zero POP. Note that the second constraint c2 is slightly off its optimal value 0
because the objective value V is nearly constant w.r.t. c2, as can be observed in Figure
V.1(b).

Results from the Joint SAMATA strategy are then given in Figure V.3. Vertical in-
tervals are replaced here with sample sets. In this case, threshold values are reached
with only 31, 35, 39 and 49 evaluations. Once again, c2 is not as accurately optimized
as c1 because of its lesser impact on objective V .

!
Discussion On this analytical engineering test-case, Joint SAMATA reveals again
more parsimonious than SABBa. This difference is surely driven by the represen-
tativeness of the sets of samples compared to the over-conservative intervals from
SABBa. However, regardless of the SAMATA variant, uncertainty-based optimization
with 95% quantiles has been solved at a very low computational cost (∼ 30 to 50
evaluations).
Because of the superior parsimony of Joint SAMATA, we propose to solve a simulation-
based OUU problem with medium complexity using SABBa in the next section (V–
2), and to perform a higher-complexity uncertainty-based optimization with Joint
SAMATA in Section V–3.
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(a) (b)

(c) (d)

Figure V.2 Objective and constraints values with (a) 42, (b) 44, (c) 46 and (d) 52
evaluations. Transparency driven by POP value and optimal value in red.

V–2 Optimization of a Thermal Protection System for
atmospheric reentry

We tackle here the design of a Thermal Protection System (TPS) for a reentry vehicle.
This test-case deals with twelve dimensions and aims at minimizing the mean mass
density under worst-case temperature constraint. Because this test-case is only of
medium complexity and dimensionality, we choose to solve this uncertainty-based
optimization problem with SABBa.

We study the reentry of Stardust, the first mission using a low-density carbon-
phenolic ablator in 2006. Stardust was the fastest human-made object reentering the
earth atmosphere, at a velocity of 12.7 km/s. A generic heat-shield for atmospheric
reentry is depicted in Figure V.4.

Here, surface total pressure and heat flux are computed with hypersonic com-
putational fluid dynamics (CFD) simulations. Following the state-of-the-art design
approach, we assume that the problem is locally mono-dimensional. The analysis
is performed using the properties of the Theoretical Ablative Composite for Open
Testing (TACOT), which composition and properties are comparable to the Phenolic-
Impregnated Carbon Ablator (PICA), pictured in Figure V.5. Nominal TACOT prop-
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(a) (b)

(c) (d)

Figure V.3 Objective and constraints values with (a) 31, (b) 35, (c) 39 and (d) 49
evaluations. Transparency driven by POP value and optimal value in red.

Figure V.4 Thermal Protection System (TPS) of the Mars Science Laboratory (MSL) for
atmospheric reentry.

erties are available in the open literature. Volume-wise, TACOT is made of 10% of
carbon fibers, 10% of phenolic resin, and is 80% porous. The thickness of the ablative
material is two inches, and adiabatic conditions are used at the wall.
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Figure V.5 PICA material, pyrolysis phenomenon. Picture from [Lachaud and Mansour,
2014].

The physical model used here is a generic heat and mass transfer model for porous
media [Lachaud and Mansour, 2014]. The model is implemented in the Porous ma-
terial Analysis Toolbox (PATO), distributed Open Source. First-order implicit finite-
volume schemes in time and space were used for the simulations. The 1D problem
is solved on 300 finite-volume cells with a logarithmic refinement of parameter 0.2
towards the surface. In this study, we use an equilibrium chemistry model and study
the material response at the stagnation point, which reaches the highest temperature
during the reentry. Figure V.6 illustrates the temporal evolution of temperature inside
the material (dashed lines) and at the heated surface (plain red line).

Formally, the optimization problems reads as follows:

minimize: ρ f (x ) = µ(x )
satisfying: ρg (x ) = M(x )≤ 473.15

where: µ(x ) = Eξ[σ(x ,ξ)]

M(x ) =max
ξ
[Tb(x ,ξ)]

with: ξ∼ U(Ξ)
by changing: x ∈ [0.01,0.1]× [3.5, 7] (V.2)

with x1 the resin volume fraction (originally 10%) an x2 the overall width of the
TPS (originally 7.21 cm). We observe in Figure V.6 that with these initial parameters,
the bottom temperature stays merely constant during the whole reentry. Hence, the
search space is centered on lower x1 and x2 values, which tends to increase the bottom
temperature.
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Figure V.6 Surface and in-depth temperatures obtained with nominal parameters.

In this test-case, Ξ is of dimension 12, and all uncertainties are assumed uniform.
The choice of the uncertain parameters relies on a sensitivity analysis performed on
this test-case in a previous paper [Rivier et al., 2019]. Retained uncertain parameters
are: 1) Density and volume fraction of the fibrous preform (±5% uncertainty each); 2)
Density and volume fraction of the phenolic resin (±5% uncertainty each); 3) Thermal
properties of the charred material: heat capacity, conductivity and emissivity (±5%
uncertainty each); 4) Oxygen fraction in the pyrolysis gases (±10% uncertainty); 5)
Pyrolysis reaction activation energy (±10% uncertainty); 6) Overall width of the sys-
tem (0.1 cm uncertainty). Both design parameters are also affected by an uncertainty
(±0.005 for x1 and ±0.1 for x2).

Each function evaluation requires the 1D simulation of heat transfer and shield
ablation, taking approximately 10 minutes to compute on a 2.90 GHz processor. An
acceptable global cost should remain within a day, or equivalently below 100 to 150
evaluations.

SABBa is ran with parameters Nini t = 5, Nnew = 1 (sequential optimizer), Nf irst = 4
and Nre f = 1 (sequential refinement). As for the normalized thresolds s̄1 and s̄2, they
are both sequentially taken as 50%, 40%, 30%, 20%, 10%, 5%, 3%, 2% and 1% in all
dimensions.

Three optima are found using SABBa with coupled-space surrogate model (SA-
CS) for a computational cost of only 40 function evaluations. These Pareto optimal
designs are plotted in Figure V.7. The design x ∗ ≈ (4.43× 10−2, 4.25) has the highest
Pareto Optimal Probability (POP), of approximately 65%. It corresponds to the middle
box in Fig. V.7(b), where ρ f must be minimised and the admissible set is below the
constraint threshold ρg = 473.15 K.
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(a) (b)

Figure V.7 Outputs of SABBa in (a) the input space, (b) the objective/constraint space.

In Figure V.8, we have reported the performance of all the designs evaluated during
the optimization. They are plotted in blue when dominated, red when entirely in the
failure zone and green when non-dominated.

Among the three optimal designs depicted in Figure V.7, only the right one lies
entirely in the admissible set, and thus belongs to AB, as defined in Eq. (III.5) and
(III.6). Contrarily to the two other optimal designs, it can dominate other boxes.
In Figure V.8, it can be observed that this design dominates all the blue boxes, that
are not entirely in the failure zone but are strictly worse in the objective dimension.
Contrarily, the red boxes belong to FB and lie entirely in the failure zone. Hence,
they are all considered dominated. This behavior explains why only three designs are
kept, as shown in Figure V.7. It can be observed in Figure V.8 that the Bounding-Box
approach permits to exploit the tunable accuracy since extreme boxes (on the very left
or very right) are estimated with very wide uncertainty.

(a) (b)

Figure V.8 All boxes, depicted in blue when dominated, in red when entirely in failure
zone and in green when non-dominated. (a) Full view, (b) zoomed-in view.

Figure V.9 provides a visualisation of the final SA model. In particular, we plot
the SA mean surface density ρSA f

(x ), wherever the constraint ρSAg
(x ) ≤ 473.15 k is

satisfied. One can see that (i) the optima plotted in Figure V.7 are coherent with this
SA model, and (ii) the objective valueρSA f

(x ) seems merely constant on the constraint
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limit. The final accuracy is imposed at 1%, which may not be enough to discriminate
designs on the constraint limit. The design x ∗ ≈ (4.43 × 10−2, 4.25) is returned by
SABBa but the whole border from (0.01, 5.1) to (0.07,4) is of high interest.

Figure V.9 Final SA model, representing ρSA f
(x ) where the constraint ρSAg

(x ) ≤
473.15 K is satisfied.

!
Discussion For the cost of only 40 evaluations, SABBa has provided an optimal
design with 1% final accuracy. This application gives insights for designing Thermal
Protection Systems and shows that SABBa can be very cost-efficient when a simple
behavior of the robustness and reliability measure is detected. Here, the objective is
found to be linear, and the constraint limit shows low complexity, which explains that
the SA strategy was able to return accurate optima quickly.

V–3 ORC turbine blade optimization

Robust shape optimization is here applied to the design of a typical converging-diverging
turbine nozzle for ORC applications. This configuration has been extensively studied
in the context of deterministic optimization [Pini et al., 2015a, Vitale et al., 2017, Per-
sico et al., 2019] and multi-point optimization [Pini et al., 2014a]. Some recent works
investigated the design of the blade mentioned above under epistemic uncertainties
[Razaaly et al., 2019a] due to turbulence modelling, and investigated the robustness
of the blade design under aleatoric uncertainties due to variability in the operating
conditions, uncertainty in the thermodynamic model parameters, and geometric tol-
erances [Razaaly et al., 2019b]. First, we minimize the mean performance of the ORC
turbine, under the constraint that the mean mass-flow rate lies within a prescribed
range around the nominal value. Secondly, we explore the interest in reducing the
variability of the turbine performance by formulating a Taguchi-like bi-objective prob-
lem.
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Because of the higher complexity, both formulations of this test-case are solved
using Joint SAMATA, that has shown very efficient in the previous sections. We then
compare the computational cost associated with solving mono- and multi-objective
problems and assess Joint SAMATA on a real-world constrained multi-objective engi-
neering application.

Section V–3.1 first presents the physical problem of interest. Then, Section V–3.2
presents the uncertain parameters and both Optimization Under Uncertainty (OUU)
formulations. The numerical ingredients for the simulation are gathered in Section V–
3.3 and results for the mono-objective and bi-objective formulations are finally given
in Sections V–3.4 and V–3.5, respectively.

V–3.1 Physical application

The Biere represents a reference two-dimensional benchmark geometry to test the de-
sign of devices operating with the siloxane fluid MDM (Octamethyltrisiloxane, C8H24O2Si3)
which properties are reported in Table V.1. This blade profile is meant to obtain a
convergent-divergent cascade passage which serves to accelerate the fluid up to su-
personic speed. Across the cascade, the fluid is expanded from superheated conditions.
As the flow past the cascade is highly supersonic (M ≈ 2 at the blade trailing edge),
compressibility effects play a crucial role. Indeed, because of the high Mach number
achieved at the nozzle exit, a typical fish-tail shock pattern is generated downstream
the trailing edge. The presence of strong shocks past stator vanes may result in signif-
icant losses, and thus, the design of the trailing edge region is critical for the turbine
efficiency. Moreover, shock-waves propagate through the vane and usually interact
with the boundary layer developing over the suction side of the neighboring blade,
thus further compromising the efficiency of the cascade. The Mach field is depicted in
Figure V.10 with the baseline blade profile.

Critical pressure 14.152 bar
Critical temperature 564.1 K

Critical density 256.82 kg.m−3

γ 1.0165
Acentric factor ω 0.529

Gas constant 35.152 J/kg/K
µ 1.1517× 10−5 Pa.s
k 0.03799 W/(m.K)

Table V.1 Gas properties of the siloxane MDM

V–3.2 Problem setting

The objective function ∆P is defined as the standard deviation of the azimuthal dis-
tribution of static pressure half an axial chord downstream of the blade Trailing Edge
(TE). Indeed, minimizing∆P within the optimization is convenient for such highly su-
personic cascade by yielding a significant reduction of the shock strength, and hence
of the shock loss. A constraint is imposed on the mass-flow rate per unit span ṁ,
normalized with respect to the nominal value.
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Figure V.10 Mach contours at nominal conditions for the baseline profile and compu-
tational grid of 36k cells.

Uncertainties on the operating conditions are considered both at the inlet and the
outlet of the turbine. These variabilities simply result in a change of boundary con-
ditions for each cascade. Following [Pini et al., 2014b], we model the operational
variability as independent and uniform uncertainties, gathered in the random vector
ξ= [P t

in, T t
in, P s

out]. The range of these uncertainties is also reported in Table V.2. Note
that the uncertainties on the parameters of the thermodynamical model are neglected
since previous studies [Congedo et al., 2013a] provided evidence of their limited im-
pact with respect to the uncertainties on operating conditions for turbine cascades.

ξ P t
in (bar) T t

in (K) P s
out (bar)

Nominal (ξ0) 8 545.15 1.072
Mean (ξµ) 8 545.15 1.5
Random U[7.95,8.05] U[541.15, 549.15] U[1, 2]

Table V.2 Operating Conditions: Nominal, Mean and Random.
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Two problems are treated here. The first problem is mono-objective and reads as
follows:

minimize: ρ f (x ) = µ1(x )
satisfying: ρg (x ) = µ2(x ) ∈ [0.98ṁ0, 1.02ṁ0]

where: µ1(x ) = Eξ[∆P(x ,ξ)]

µ2(x ) = Eξ[ṁ(x ,ξ)]

ṁ0 = 344.843

with: ξ∼ U(Ξ)
by changing: x ∈ X (V.3)

where Ξ = [7.95,8.05] × [541.15,549.15] × [1,2]. The design space X allows to
moshape of the blade as much as possible while ensuring convergence of the numerical
simulation.

The second problem of interest is a multi-objective Taguchi formulation:

minimize: ρ f (x ) =
�

µ1(x )
σ2(x )

�

satisfying: ρg (x ) = µ2(x ) ∈ [0.98ṁ0, 1.02ṁ0]
where: µ1(x ) = Eξ[∆P(x ,ξ)]

σ2(x ) = Vξ[∆P(x ,ξ)]

µ2(x ) = Eξ[ṁ(x ,ξ)]

ṁ0 = 344.843

with: ξ∼ U(Ξ)
by changing: x ∈ X (V.4)

The optimal blade profile will be compared with two deterministic optima, com-
puted with at the Nominal and Mean operating conditions, as presented in Table V.2.

V–3.3 Numerical ingredients

Parametrization The pressure and suction sides are parametrized using a unique
B-spline curve of degree 3 ([Farin, 2002]), defined over a total number of 30 Control
Points (CP). The design vector x parametrizing the 2D cascade is constituted by a
subset of 9 CP allowed to be displaced in the direction normal to the baseline geometry,
as illustrated in Figure V.11.

SU2 Solver Since the study aims at the aerodynamic optimization of the blade pro-
file, the flow model focuses on the two-dimensional flow at the midspan section of the
cascade. The numerical domain is periodic with a pitch spacing of 45-mm. The flow is
simulated up to a distance of 0.5 and 2 chord-lengths ahead and past the blade, respec-
tively. Total Pressure P t

in, total Temperature T t
in, and axial flow direction are assigned

at the inlet, while static pressure P s
out is fixed at the outlet. To estimate the aerody-

namic performances of the supersonic turbine, the Non-Ideal Compressible-Fluid Dy-
namics solver included in the SU2 [Palacios et al., 2013, Economon et al., 2016, Pini
et al., 2016, Vitale et al., 2015] suite is employed, embedding, in particular, the Peng-
Robinson-Stryjek-Vera Equation of State to describe the fluid thermodynamic behavior.
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Figure V.11 B-splines parametrization. Fixed CP in black, moving CP in red.

Inviscid fluxes are discretized using a MUSCL approach based on an approximate Rie-
mann solver of Roe upwind type [Roe, 1981, Vinokur and Montagné, 1990] along
with the slope limiter proposed by van Albada, while central differences are used for
the viscous terms. Non-Reflecting Boundary Conditions [Giles, 1990] are exploited in
SU2 to avoid pressure oscillations due to the reflection of spurious pressure waves at
domain boundaries. Simulations are performed using a restart file corresponding to
the baseline simulation.

Mesh The unstructured grids are generated using an in-house tool based on an
advancing-front/Delaunay algorithm, requiring special treatment of the blade trail-
ing edge region, since the lack of viscosity prevents the inviscid flow to detach from
solid boundaries and this may lead to non-physical solutions and convergence issues.
A truncated trailing edge address those issues by introducing two sharp corners that
enforce the separation of the flow. Detailed convergence analyses (not shown) have
been performed, leading to a computational mesh of the flow domain with 36, 000
triangular elements (Figure V.10), which represents a trade-off between accuracy and
computational cost. During the optimization process, several blade profiles are gen-
erated. A dedicated mesh deformation tool based on Radial Basis Functions (RBF),
initially presented in [De Boer et al., 2007] and successfully applied in [Pini et al.,
2015b, Razaaly et al., 2019b] allows high flexibility and robustness while maintaining
the grid connectivity.

V–3.4 Mono-objective results

In the case of problem (V.3), deterministic solutions are first computed in Section V–
3.4.1 to give a reference for comparing robust optima, and to assess the impact of
considering uncertainties within the optimization process. Notably, because nominal
conditions are not centered with the range of the uncertain parameters, we conduct
the deterministic optimization process both at nominal conditions and at mean con-
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ditions. The robust optimization process is then carried out in Section V–3.4.2 with
the Joint SAMATA strategy. Intermediate and final optima are depicted with respect to
the number of simulation calls. The statistics associated with deterministic and robust
optima are pictured in Section V–3.4.3, and reveal the impact of taking uncertainties
into account during the optimization phase.

(a)

(b)

Figure V.12 Deterministic optimizations convergence curves with operating conditions
at (a) Nominal values and (b) Mean values.
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V–3.4.1 Deterministic optimizations

Deterministic optimizations of the blade profile are performed at ξ0 and ξµ using
a state-of-the-art optimization strategy based on Bayesian Optimization, similarly to
[Razaaly, 2019]. Gaussian Processes (GP) are constructed on ∆P(x ,ξ0) and ṁ(x ,ξ0)
(and similarly at ξµ), and the Expected Improvement (EI) criterion determines the
next design x to visit. Note that in this constrained setting, the EI criterion is multi-
plied by the Probability of Feasibility (PF) [Gardner et al., 2014], to comply with the
constraint. The Matern 5/2 kernel is chosen for building these GPs.

The convergence curves associated with these optimizations are drawn in Figure
V.12. Black dots are related to satisfying constraints while grey crosses have a value ṁ
outside of the 2% range. An initial Design of Experiment (DoE) of 30 evaluations is
performed and represented with the dotted red line. The current minimum objective
value is represented with the blue curve. Note that in both cases, the minimum ∆P
value is roughly reached between 75 and 100 simulation calls, and further refinements
only provide minimal improvements.

We denote by x ∗0 the optimal blade profile at the nominal conditions ξ0 and x ∗
µ

at
mean conditions ξµ. These two blades are plotted in Figure V.13, with x ∗0 in blue and
x ∗
µ

in orange.

Figure V.13 Optimal blades in the Nominal (blue) and Mean (orange) conditions.
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V–3.4.2 Robust optimization

Problem (V.3) is then solved using the sampling-based SAMATA strategy with coupled-
space surrogate model and large-scale random field realizations, as presented in Al-
gorithm IV.2. The NSGA-II optimization procedure is again exploited, and constraints
are handled through a penalization. The initial DoE consists of 30 evaluations drawn
with a maximin Latin Hypercube Sampling (LHS) in the coupled space. Each NSGA-II
population contains 32 individuals, and evaluations for measure refinement are all
performed sequentially. The normalized threshold values iteratively take values of
10%, 5%, 3%, 2% and 1%. The design with the highest POP at the end of each itera-
tion is represented in Figure V.14 w.r.t. the number of function evaluations. The violin
plot is constructed using a set of 1000 samples of ρ. As expected, lower threshold val-
ues induce more evaluations but yield more accurate measure approximations. Note
that only the objective measure ρ f is plotted in Figure V.14.

Similarly to Fig. V.12, samples associated with satisfied constraint are represented
with a black dot in Figure V.14. Note that all samples are represented as such, meaning
that they all satisfy the prescribed constraints. Convergence values are gathered in
Table V.3, with a final optimum centered on ρ f = 8087, with an standard deviation
of the approximation error of 44.26. This optimum satisfies the 1% accuracy imposed
by the normalized thresholds and has required 145 simulation calls.

Figure V.14 Violin plot of the sampled robustness measure associated with highest
POP against the number of function evaluations. Each violin correspond to a specific
threshold value (10%, 5%, 3%, 2% and 1%).
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Neval ρ f ρg

Mean Std. dev. Mean Std. dev.
76 8.328× 103 6.355× 102 3.464× 102 1.065× 10−1

91 8.854× 103 3.986× 102 3.514× 102 3.149× 10−2

106 8.869× 103 1.124× 102 3.387× 102 1.534× 10−2

118 8.288× 103 1.068× 102 3.500× 102 1.144× 10−2

145 8.087× 103 4.426× 101 3.505× 102 1.812× 10−2

Table V.3 Optimal outputs associated to the different threshold values.

Remark Note that the number of simulation calls required for performing this Op-
timization Under Uncertainty is not significantly higher than the cost of the deter-
ministic optimizations carried out in Section V–3.4.1 with Bayesian Optimization
algorithms. It corroborates the very high efficiency of the proposed SAMATA strat-
egy.
Notably, such robust optimization has been carried out in [Razaaly, 2019], with a
more classical Double Loop approach, where a full Uncertainty Propagation is carried
out at each optimization iteration, at the cost of several thousand evaluations. Here,
SAMATA permits to reduce by around one order of magnitude the number of required
function evaluations.

The design associated with the highest Pareto Optimal Probability (POP) at the
last iteration is denoted x ∗OUU and is plotted in Figure V.15 against the deterministic
optimal blade profiles. As one could expect, the optimal shape is closer to the Mean
optima than to the Nominal one. However, the Robust blade shape is slightly flatter,
as can be seen in Figure V.15. The Nominal blade is represented in blue, the Mean one
in orange, and the Robust one in green.

V–3.4.3 Post-processing analysis

Each optimization performed in the preceding sections yields a blade profile that
shows more or less sensitivity to the uncertain parameters. Notably, the pressure and
velocity fields are very dissimilar when computed at the Nominal operating conditions
ξ0 or the Mean operating conditions ξµ. This behavior comes from the fact the output
pressure in ξ0 and ξµ are significantly different.

Blade profile ∆P(x ,ξ0) ∆P(x ,ξµ) Eξ[∆P(x ,ξ)]
Nominal optimum x = x ∗0 1.958× 103 1.526× 104 1.624× 104

Mean optimum x = x ∗
µ

1.079× 104 1.773× 103 8.472× 103

Robust optimum x = x ∗OUU 1.210× 104 3.082× 103 8.084× 103

Table V.4 Nominal values and statistics for different blade profiles.

The statistics associated with each blade profile from Figure V.15 are gathered in
Table V.4 and the full distributions of ∆P induced by uncertain parameters ξ are plot-
ted in Figure V.16. As expected, the Nominal optimum yields very high variability
in Fig. V.16(a) but very low nominal output of 1.958 × 103 bar, represented with a
dashed black line. The Mean and Robust optima are again quite similar, Figs V.16(b)
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Figure V.15 Nominal (blue), Mean (orange) and Robust (green) optimal blades.

and V.16(c). However, while the Mean optimum gives very low ∆P = 1.773×103 bar
at ξµ, represented with a dotted black line, the Robust optimal blade shows a lower
value for the expectation 8.084× 103 < 8.472× 103, drawn as a plain red line.

These distributions are computed from an extensive Monte Carlo sampling drawn
on a Gaussian Process surrogate model inΞ. This GP is built on 50 function evaluations
�

∆P(x ,ξi)
	

i
.

Figure V.17 then depicts the Mach field computed at ξ0 and ξµ for each optimal
blade drawn in Figure V.15. As expected, velocities are higher at ξ0, where the output
pressure is low. In addition, as the Mean (orange) and Robust (green) optimal blades
in Figure V.15 are quite similar, the Mach fields V.17(c) and V.17(d) are comparable
with V.17(e) and V.17(f). Finally, as expected, shock strengh is minimized by x ∗0 at
Nominal operating conditions ξ0, Figure V.17(a), and by x ∗

µ
at Mean conditions ξµ,

Figure V.17(d).
Similarly, the mean Mach field and associated standard deviation are drawn in

Figure V.18. This figure permits to grasp the overall variability and anticipate the per-
formance of each design over the uncertain space Ξ. The Nominal optimal design,
Figures V.18(a) and V.18(b) reveals high variations of the Mach field and significant
shocks in the mean-field. On the contrary, Figures V.18(c) to V.18(f) show lower vari-
ability and smooth mean Mach field for the Mean and Robust optimal blades. Notably,
the secondary shocks are nearly eliminated in the Robust mean-field, Fig. V.18(e).

All these mean fields and standard deviations are empirically computed based on
50 function evaluations equally distributed within Ξ.
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(a)

(b)

(c)

Figure V.16 Distribution of ∆P at (a) x ∗0 , (b) x ∗
µ

and (c) x ∗OUU . ∆P(x ,ξ0) represented
as a dashed black line, ∆P(x ,ξµ) as a dotted black line and Eξ[∆P(x ,ξ)] as a plain
red line.
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(a) (b)

(c) (d)

(e) (f)

Figure V.17 Mach field computed at (a) (x ∗0 ,ξ0), (b) (x ∗0 ,ξµ), (c) (x ∗
µ
,ξ0), (d) (x ∗

µ
,ξµ),

(e) (x ∗OUU ,ξ0) and (f) (x ∗OUU ,ξµ), .
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(a) (b)

(c) (d)

(e) (f)

Figure V.18 Mean and standard deviation of the Mach field over Ξ at (a,b) x ∗0 , (c,d)
x ∗
µ

and (e,f) x ∗OUU .
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V–3.5 Bi-objective results

Finally, we demonstrate the capability of SAMATA to tackle real-world multi-objective
problems on a Taguchi bi-objective formulation, in Equation (V.4). This formulation
aims to find the Pareto front of trade-offs between good expected performance and
low variability. The Joint SAMATA algorithm is again employed, with the NSGA-II
optimization method and normalized thresholds of 10%, 5%, 2% and 1%.

The Pareto fronts associated with these threshold values are depicted in Figure
V.19, and reveal great improvements in the Pareto front accuracy throughout the iter-
ations. The total computational cost for attaining the chosen thresholds is of 72, 122,
276 and 419 simulation calls respectively. Note that each plus sign in Figure V.19 is a
realization of the objectives µ1 and σ2, and realization cloud associated with a given
design has its transparency driven by its POP value (1: fully visible, 0: transparent).
The mono-objective optimum found in the preceding section is represented as a red
dot, and lies on the Pareto front, as expected.

(a) (b)

(c) (d)

Figure V.19 Pareto front of the bi-objective OUU problem with normalized threshold
values of (a) 10% (72 evaluations), (b) 5% (122 evaluations), (c) 2% (276 evalua-
tions) and (d) 1% (419 evaluations). Transparency driven by POP value and mono-
objective optimum from previous section as a red dot.

Joint SAMATA reveals very parsimonious, by returning a whole Pareto front with
fine robustness measure computations for only 419 simulation calls, which is three
times the cost of the mono-objective problem (145 evaluations).
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!
Discussion In this section, a real-world engineering application has been tackled
by the sampling-based SAMATA strategy. This robust optimization problem had al-
ready been solved in [Razaaly, 2019] with a more standard approach. The reference
optimal robustness measure is 7.9×103 bar, which is well approximated by the opti-
mum found here with 8.084× 103 bar. Notably, SAMATA returns an optimal value
as well as the associated impreciseness, which explains the small bias. However, the
robust optimization process has been solved here at the cost of 100 to 150 function
evaluations, which is one order of magnitude lower than the cost associated with
the robust optimization in [Razaaly, 2019]. Furthermore, the bi-objective formula-
tion only requires roughly 400 evaluations, which is still lower than the literature
mono-objective study. These applications reveal the very high efficiency of the Joint
SAMATA strategy for performing Optimization Under Uncertainty on a real-world
engineering application. !
Conclusion of the chapter Three engineering-based Optimization Under Uncer-
tainty problems have been solved in this chapter. The first has been tackled with both
SABBa, presented in Chapter III and Joint SAMATA, from Chapter IV, and permits to
compare their behavior and parsimony on a real-world application. Because of the
better behavior of Joint SAMATA, the second test-case of medium complexity is solved
with SABBa, and the third and most difficult one is carried out with Joint SAMATA.
The first test-case is the classical two-bar truss structure, with quantile-based reli-
ability constraints. The problem has been solved at a very reasonable cost (< 50
evaluations), and one constraint has been shown to have a low impact on the opti-
mization output.
In the second test-case, SABBa is applied with success to the design of a Thermal Pro-
tection System under material, chemical and geometrical uncertainties. Even though
the coupled space features twelve dimensions, the Surrogate-Assisting strategy has
quickly detected a linear behavior of the robustness measure and quasi-linear one
for the reliability constraint. This behavior has permitted to get an optimal geome-
try for the TPS under a worst-case reliability constraint at the cost of fewer than 50
evaluations.
Finally, the third test-case deals with the geometric optimization of the blade profile
in an Organic Rankine Cycle turbine. It has been tackled with the non-parametric
SAMATA strategy with the coupled-space model for the cost of 100 to 150 evaluations,
which is one order of magnitude less than the state of the art approach. A second
formulation has been proposed for assessing the performance of Joint SAMATA on a
bi-objective optimization problem. The Pareto front is accurately recovered and no-
tably comply with the mono-objective optimum, at the cost of 100 to 400 evaluations,
depending on the accuracy thresholds.
In summary, the proposed strategies have been successfully applied to several
engineering-based problems, with both mono- and multi-objective formulations, and
yield very low computational cost. Notably, the Joint SAMATA strategy is very par-
simonious in terms of the number of evaluations when dealing with parametric un-
certainties.
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!
Overview This final chapter aims to illustrate the main achievements of this thesis
and the limitations of the proposed techniques.
Some perspectives are then drawn for further improving the flexibility and parsimony.

Outline Section VI–1 first reviews the main contributions of this work..
Then, Section VI–2 highlights difficulties that can arise when applying the proposed
strategies and proposes some techniques for coping with these issues.
Finally, Section VI–3 gives some perspectives, on improvements that could be incor-
porated within the proposed strategies, as well as on ideas that build on concepts
introduced in this work.

VI–1 Main achievements

The major contributions of this thesis are summarized in this section.
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VI–1.1 Tunable accuracy formulation

In the context of Optimization under Uncertainty (OUU) problems, we have proposed
an adaptive refinement strategy called Measure Approximation with Tunable Accuracy
(MATA). Specifically, the accuracy for approximating the objectives and constraints at
a given design is driven by the probability for this design of being non-dominated.
This choice permits to reduce the effort for evaluating designs which are unlikely to
be optimal.

This technique heavily relies on our capability to compare current approximations
and select the most promising ones. To this extent, we have introduced the concept
of probabilistic dominance for constrained multi-objective optimization under uncer-
tainty as well as the so-called Pareto-Optimal Probability (POP), that associates a quan-
titative score to each design.

Finally, the MATA strategy has been coupled with a Surrogate-Assisting (SA) tech-
nique, that permits to increase the overall parsimony further. The approximated eval-
uations and their associated errors can be used to construct a predictive representation
of the objectives and constraints over the whole design space to accelerate the opti-
mization process.

Overall, the approximation of different uncertainty-based metrics with tunable
accuracy and the use of a Surrogate-Assisting strategy are the main ingredients of
the proposed algorithm, called SAMATA. This approach is flexible in terms of metrics
formulations and reveals very parsimonious. This algorithm is notably applicable to
generic optimization methods.

VI–1.2 Bounding-Box approximations

This thesis then explores the influence of the error distribution on the algorithm per-
formance. A first simplifying and conservative assumption is to consider the approx-
imation error to follow independent uniform distributions. This assumption permits
to derive specific Pareto dominance rules, that have been exploited in the literature
within the so-called Bounding-Box framework. We have proposed a convergence anal-
ysis of such adaptive refinement technique within the optimization process. The recur-
sive characteristic has notably been highlighted, and the coupling with the proposed
SA strategy has been tackled. In this context, SAMATA is called Surrogate-Assisted
Bounding-Box approach (SABBa), and its convergence has been demonstrated under
some assumptions. The asymptotic computational cost has finally been pictured on
generic noisy optimization problems against more conventional techniques.

SABBa has then been put in practice on OUU problems through the use of Gaus-
sian Process (GP)-based formulations for computing lower and upper bounds on the
robustness and reliability measures. The proposed method relies on a ±3σ paradigm
that is very conservative and usually overestimates the true approximation error. Spe-
cific POP formulations for Bounding-Boxes have been provided, and a quantitative
quality indicator has been proposed for assessing the convergence rate in test-cases
where optimal designs are known.

This strategy has then been put in practice on some analytical test-cases with sev-
eral inner techniques for constructing the GP surrogate model. Notably, constructing
these models in the coupled design/uncertainty space revealed particularly efficient
when the surrogate yields accurate predictions. Overall, SABBa shows slightly faster
convergence and much higher reliability than a classical A Priori Metamodel strategy.
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Its performance has also been assessed on a structural mechanics test-case and an
aerospace engineering application. SABBa has shown good parsimony in both cases
and was notably able to accurately find the optimal area within 50 simulation calls.

VI–1.3 Sampling-based approximations

We finally proposed to compute non-parametric approximations of the error distri-
butions. To this extent, a sampling-based strategy is introduced, that approximates
the current error distribution with an empirical Probability Density Function (PDF),
namely by a set of realizations. In a context where these realizations can be drawn
from the current robustness and reliability measure estimations, e.g. with GP or boot-
strapping techniques, this setting permits to construct non-parametric measure ap-
proximations with complex shapes that may exhibit dependencies between some ob-
jectives and constraints.

We have proposed two settings for applying this approach, either with joint or
disjoint realizations. Intuitively, joint realizations correspond to discretizing a single
realization of the robustness and reliability measures random field at different design
locations while disjoint realizations treat all designs separately and then require a
random field reconstruction on scattered data.

We proposed a first algorithm relying on an approximation scheme with controlled
accuracy for drawing large-scale Gaussian random field realizations in the coupled
space between design and uncertain parameters. These realizations of the function of
interest in the coupled space can then be translated into joint realizations of the robust-
ness and reliability measures. It notably permits a sharper computation of the POP and
detects possible correlations between the different objectives and constraints. Joint re-
alizations drawn on multiple designs allow generating Surrogate-Assisting models of
the objectives and constraints. The main limitation comes from the number of sam-
pled locations in the coupled space, which increases with both the number of visited
designs and the number of Monte Carlo samples required for computing the empiri-
cal estimate of the robustness and reliability measures. A specific technique has thus
been proposed for limiting the computational burden while controlling the associated
accuracy.

Since the construction of a Gaussian random field can be unfeasible in the context
of high dimensionality or non-parametric inputs, we proposed a second algorithm, i.e.
a KDE-based Surrogate-Assisting model, as an extension of the classical heteroscedas-
tic Gaussian process with the capability to take as input non-Gaussian disjoint objective
and constraint realizations. Notably, this reconstruction aims to avoid any a priori as-
sumption on the distribution but to properly relapse to the classical heteroscedastic
Gaussian Process in the Gaussian case.

The performance of both these techniques has been assessed considering paramet-
ric uncertainties, where surrogate models can be constructed in the uncertain dimen-
sions and thus in the coupled space. In this setting, coupled-space strategies reveal
very parsimonious, and the Joint and Disjoint characteristic are quantitatively com-
pared, showing slightly faster convergence of Joint techniques. These sampling-based
strategies reveal consistently more parsimonious than SABBa throughout these com-
parisons. The Disjoint SAMATA strategy has also been applied in the context of non-
parametric uncertainties through the use of bootstrapping techniques and is shown to
outperform a classical Double-Loop approach by several orders of magnitude.
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The Joint SAMATA technique has then been applied to the most computationally
intensive engineering application of this work, which is the shape optimization of an
ORC turbine blade. In addition to the mono-objective problem, we illustrate a bi-
objective Taguchi formulation for showing the applicability of the proposed method
to multi-objective test-cases. Joint SAMATA has demonstrated a gain of one order of
magnitude compared to the literature for returning a robust blade profile.

VI–1.4 Properties of the proposed framework

Overall the proposed framework features the following properties:

• Generality: The proposed algorithm can tackle some classical robustness and
reliability measures, and can be easily extended to treat new ones.

• Constrained multi-objective context: Multiple objectives and constraints are
inherently tackled through the probabilistic Pareto dominance rules and the pro-
posed Pareto Optimal Probability (POP) indicator.

• High parsimony: SABBa and sampling-based SAMATA revealed very parsimo-
nious, both on analytical test-cases, where they outperformed conventional ap-
proaches, and on engineering applications, with gains of roughly one order of
magnitude compared to the literature.

• Computational impact: Much effort was dedicated to lowering the computa-
tional cost of the proposed algorithms. SABBa is notably extremely cheap to run
and thus particularly adapted for solving analytical test-cases. Sampling-based
SAMATA, on the other hand, can be quite computationally expensive, notably
when using the Metropolis-Hasting strategy for non-parametric uncertainties.

• Coupling strategy: SAMATA can be coupled to any optimization technique (NO-
MAD and NSGA-II in this work) and can make use of any UP strategy that also
provides bounds or realizations (GP surrogate modeling and bootstrapping in
this work).

VI–2 Limitations

However, several limitations can be pointed out. First, because the proposed method
relies on coupling optimization procedures with UQ techniques, one must have appro-
priate strategies for the problem at hand to use the SAMATA setting. As a consequence,
the performance of the proposed framework will be highly dependent on the chosen
optimization and UQ procedures.

In this manuscript, we have applied the proposed strategies using mainly GP sur-
rogate modeling. Such techniques can face significant challenges when dealing with
high dimensions or non-stationary functions. The former will require additional di-
mensionality reduction techniques, such as auto-encoders, latent variables or mani-
fold methods. The latter reflects the difficulty of selecting a covariance kernel and
optimizing its hyperparameters. Although universal kernels allow for great generality,
it has been shown that kernel selection plays a crucial role in the final accuracy of
the model. Similarly, Maximum Likelihood hyperparameters are usually relevant in
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a low-dimensional setting. However, they can fail to give a representative response
surface in a more complex context. Fully Bayesian treatment or adapted likelihood
maximization techniques should then be employed for allowing GP surrogate model-
ing.

Finally, the relevance of the proposed Pareto Optimal Probability (POP) indicator
is inherently linked with the applicability of the Pareto dominance setting. Notably,
in a many-objective context, or when the admissible set is very small, this metric will
become impractical. In the many-objective case, any design eventually belongs to the
Pareto front. It would require reformulation or scalarization for the optimization to
be solvable within the proposed framework. When the admissible set is very small,
because of specific choices in our Pareto dominance rules, all POP will be equal to zero.
In this context, one should rely on the optimization procedure to eventually reach the
admissible set.

In light of these remarks, we recommend using the proposed techniques on OUU
formulations with one to three objectives and a limited number of constraints. Also,
the total number of dimensions (design and uncertainties) should not be much higher
than 15 or 20, and complex behaviors (discontinuity, non-stationarity, etc.) should be
avoided. To exploit SAMATA outside of these conditions, one must incorporate better
surrogate models or dimensionality reduction techniques, as discussed above.

VI–3 Perspectives

VI–3.1 Improvements within the SAMATA framework

As an answer to the limitations raised above, several future developments can be con-
sidered. First, in terms of overall parsimony, cost improvement could be achieved
by improving the Uncertainty Quantification (UQ) techniques associated with specific
statistical measures. For example, extreme quantile estimation and refinement should
be performed with appropriate techniques such as [Echard et al., 2011] or [Razaaly
and Congedo, 2018]. The use of state-of-the-art UQ and optimization techniques is
promoted by the proposed framework and should allow tackling uncertainty-based
optimization problems with an evergrowing efficiency.

Similarly, in this work, only sequential refinement was performed in practice. As
raised in the methodologic part, kriging believer can be exploited to return a set of new
locations and to perform multi-point refinement. Note, however, that this approach
is greedy and nearly always suboptimal. Often, numerical simulation cannot be in-
trinsically parallelized. In this setting, to take advantage of the high parallelization
capacities of nowadays computational clusters, multi-point refinement can be very
attractive. To this extent, parallel refinements in the uncertain space should be com-
pared to parallel UQ procedures over different designs. To the author’s opinion, such
dynamic allocation of computational resources is critical for minimizing the overall
cost.

Besides, one could take advantage of specific characteristics of the Quantities of
Interest to further lower the overall computational burden. Notably, some numerical
solvers possess an adjoint solver that returns the QoI gradients alongside their values.
Taking this information into account could be achieved, for example, with Gradient-
Enhanced Kriging (GEK) surrogate models. Similarly, multiple fidelities of the Quanti-
ties of Interest (QoI) are often available, for example by modeling in different dimen-
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sions (0-D to 3-D) or with formulations of different fidelities (Euler, Reynold-Averaged
Numerical Simulation (RANS), Large Eddy Simulation (LES) or Direct Numerical Sim-
ulation (DNS)). This multi-fidelity and multilevel capacity can be exploited on-the-fly
for obtaining accurate predictions based on a few expensive simulations and many
cheap ones. Such an example of multi-fidelity surrogate modeling technique that
could be easily employed in the proposed setting is Co-Kriging [Myers, 1982].

VI–3.2 Ideas

Finally, we argue that some of the proposed metrics, such as the Pareto Optimal Prob-
ability (POP) could be employed in a Bayesian Optimization setting. Namely, similarly
to the classical Probability of Improvement (PI) acquisition function, the POP yields
the probability for a given design to be optimal. However, instead of comparing with
a current optimum, the POP indicator compares all individuals within a given popula-
tion. This formulation has the significant downside that POP does not have an analyt-
ical formulation, which means that maximizing this acquisition function is much more
involved than maximizing classical criteria such as PI and Expected Improvement (EI).
However, the POP metric, unlike any existing acquisition function, can naturally deal
with non-Gaussian approximation errors in a multi-objective setting. Similarly to PI,
the POP metric suffers from a lack of exploratory behavior, and we propose to multiply
the POP value with the standard deviation associated with each individual. In doing
so, the so-called POPstd metric is able, as an acquisition function, to give as efficient
results as EI on a simple 1-D Gaussian test-case. Mean convergence curves over 50
optimization runs are plotted in Figure VI.1. The lack of exploration of PI and POP
makes them worse than random search on average, whereas EI, PIstd and POPstd yield
similar efficient results.

To the author’s opinion, efficient Optimization Under Uncertainty could be achieved
with this strategy, which naturally accounts for multiple objectives and constraints in a
non-Gaussian noisy context. Another strategy that should be pursued is to derive Pre-
dictive Entropy Search (PES) [Shah and Ghahramani, 2015, Hernández-Lobato et al.,
2016a, Garrido-Merchán and Hernández-Lobato, 2019, Hernández-Lobato et al., 2015,
Hernández-Lobato et al., 2014] techniques to compute mutual information between
the current Pareto-optimal locations and function evaluations in the coupled design/uncertainty
space.
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Figure VI.1 Convergence curves for Bayesian Optimization procedure with different
acquisition functions.
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tions under uncertainty in multiobjective optimization. Mathematical Problems in
Engineering, 2014.

[Moens and Vandepitte, 2005] Moens, D. and Vandepitte, D. (2005). A survey of non-
probabilistic uncertainty treatment in finite element analysis. Computer methods in
applied mechanics and engineering, 194(12-16):1527–1555.

[Morio, 2012] Morio, J. (2012). Extreme quantile estimation with nonparametric
adaptive importance sampling. Simulation Modelling Practice and Theory, 27:76–
89.

[Most, 2007] Most, T. (2007). An adaptive response surface approach for structural
reliability analyses based on support vector machines. In Proceedings of the eleventh
international conference on civil, structural and environmental engineering comput-
ing, BHV Topping.

[Moustapha and Sudret, 2019] Moustapha, M. and Sudret, B. (2019). Surrogate-
assisted reliability-based design optimization: a survey and a unified modular
framework. Structural and Multidisciplinary Optimization, pages 1–20.

[Moustapha et al., 2016] Moustapha, M., Sudret, B., Bourinet, J.-M., and Guillaume,
B. (2016). Quantile-based optimization under uncertainties using adaptive kriging
surrogate models. Structural and multidisciplinary optimization, 54(6):1403–1421.

[Muandet et al., 2017] Muandet, K., Fukumizu, K., Sriperumbudur, B., Schölkopf, B.,
et al. (2017). Kernel mean embedding of distributions: A review and beyond.
Foundations and Trends R© in Machine Learning, 10(1-2):1–141.

[Myers, 1982] Myers, D. (1982). 1982, myers,d.e., matrix formulation of cokriging
mathematical geology 14, 249-257. Mathematical Geology, 14:249–257.

[Nakayama et al., 2009] Nakayama, H., Yun, Y., and Yoon, M. (2009). Sequential
approximate multiobjective optimization using computational intelligence. Springer
Science & Business Media.

[Palacios et al., 2013] Palacios, F., Colonno, M. F., Aranake, A. C., Campos, A.,
Copeland, S. R., Economon, T. D., Lonkar, A. K., Lukaczyk, T. W., Taylor, T. W. R.,
and Alonso, J. J. (2013). Stanford University Unstructured (SU2): An open-source
integrated computational environment for multi-physics simulation and design. In
51st AIAA Aerospace Sciences Meeting and Exhibit.

[Panunzio et al., 2018] Panunzio, A. M., Cottereau, R., and Puel, G. (2018). Large
scale random fields generation using localized karhunen–loève expansion. Ad-
vanced Modeling and Simulation in Engineering Sciences, 5(1):20.



Bibliography 203

[Papadrakakis and Lagaros, 2002] Papadrakakis, M. and Lagaros, N. D. (2002).
Reliability-based structural optimization using neural networks and monte
carlo simulation. Computer methods in applied mechanics and engineering,
191(32):3491–3507.

[Pastel, 2012] Pastel, R. (2012). Estimation de probabilités d’évènements rares et de
quantiles extrêmes: applications dans le domaine aérospatial. PhD thesis, Rennes 1.

[Perrin, 2016] Perrin, G. (2016). Active learning surrogate models for the concep-
tion of systems with multiple failure modes. Reliability Engineering System Safety,
149:130 – 136.

[Perrin and Defaux, 2019] Perrin, G. and Defaux, G. (2019). Efficient evaluation of
reliability-oriented sensitivity indices. Journal of Scientific Computing, 79(3):1433–
1455.

[Persico et al., 2019] Persico, G., Rodriguez-Fernandez, P., and Romei, A. (2019).
High-fidelity shape-optimization of non-conventional turbomachinery by surrogate
evolutionary strategies. Journal of Turbomachinery, 141(8):081010.

[Picheny, 2009] Picheny, V. (2009). Improving accuracy and compensating for uncer-
tainty in surrogate modeling. PhD thesis, University of Florida Gainesville.

[Picheny, 2015] Picheny, V. (2015). Multiobjective optimization using gaussian pro-
cess emulators via stepwise uncertainty reduction. Statistics and Computing,
25(6):1265–1280.

[Picheny et al., 2010a] Picheny, V., Ginsbourger, D., and Richet, Y. (2010a). Noisy ex-
pected improvement and on-line computation time allocation for the optimization
of simulators with tunable fidelity.

[Picheny et al., 2010b] Picheny, V., Kim, N. H., and Haftka, R. T. (2010b). Application
of bootstrap method in conservative estimation of reliability with limited samples.
Structural and Multidisciplinary Optimization, 41(2):205–217.

[Picheny et al., 2013] Picheny, V., Wagner, T., and Ginsbourger, D. (2013). A bench-
mark of kriging-based infill criteria for noisy optimization. Structural and Multidis-
ciplinary Optimization, 48(3):607–626.

[Pini et al., 2014a] Pini, M., Persico, G., and Dossena, V. (2014a). Robust adjoint-
based shape optimization of supersonic turbomachinery cascades. In ASME Turbo
Expo 2014: Turbine Technical Conference and Exposition, pages V02BT39A043–
V02BT39A043. American Society of Mechanical Engineers.

[Pini et al., 2014b] Pini, M., Persico, G., and Dossena, V. (2014b). Robust adjoint-
based shape optimization of supersonic turbomachinery cascades. In ASME Turbo
Expo 2014: Turbine Technical Conference and Exposition, pages V02BT39A043–
V02BT39A043. American Society of Mechanical Engineers.

[Pini et al., 2015a] Pini, M., Persico, G., Pasquale, D., and Rebay, S. (2015a). Ad-
joint method for shape optimization in real-gas flow applications. ASME Journal of
Engineering for Gas Turbines and Power, 137(3).



204 Bibliography

[Pini et al., 2015b] Pini, M., Persico, G., Pasquale, D., and Rebay, S. (2015b). Ad-
joint method for shape optimization in real-gas flow applications. ASME Journal of
Engineering for Gas Turbines and Power, 137(3).

[Pini et al., 2016] Pini, M., Vitale, S., , Colonna, P., Gori, G., Guardone, A., Economon,
T., Alonso, J., and Palacios, F. (2016). Su2: the open-source software for non-
ideal compressible flows. In NICFD 2016: 1st International Seminar on Non-Ideal
Compressible-Fluid Dynamics for Propusion & Power, Varenna, Italy.

[Pisaroni et al., 2019] Pisaroni, M., Nobile, F., and Leyland, P. (2019). Continuation
multilevel monte carlo evolutionary algorithm for robust aerodynamic shape de-
sign. Journal of Aircraft, 56(2):771–786.

[Pourahmadi, 2011] Pourahmadi, M. (2011). Covariance estimation: The glm and
regularization perspectives. Statistical Science, pages 369–387.

[Powell et al., 2014] Powell, C. E. et al. (2014). Generating realisations of stationary
gaussian random fields by circulant embedding. matrix, 2(2):1.

[Qiu and Elishakoff, 1998] Qiu, Z. and Elishakoff, I. (1998). Antioptimization of
structures with large uncertain-but-non-random parameters via interval analysis.
Computer methods in applied mechanics and engineering, 152(3-4):361–372.

[Qiu and Wang, 2003] Qiu, Z. and Wang, X. (2003). Comparison of dynamic response
of structures with uncertain-but-bounded parameters using non-probabilistic inter-
val analysis method and probabilistic approach. International Journal of Solids and
structures, 40(20):5423–5439.

[Qiu and Wang, 2005a] Qiu, Z. and Wang, X. (2005a). Parameter perturbation
method for dynamic responses of structures with uncertain-but-bounded parame-
ters based on interval analysis. International journal of solids and structures, 42(18-
19):4958–4970.

[Qiu and Wang, 2005b] Qiu, Z. and Wang, X. (2005b). Two non-probabilistic set-
theoretical models for dynamic response and buckling failure measures of bars with
unknown-but-bounded initial imperfections. International Journal of Solids and
Structures, 42(3-4):1039–1054.

[Razaaly, 2019] Razaaly, N. (2019). Rare event estimation and robust optimization
methods with applications to ORC turbine cascade. PhD thesis, Université Paris-
Saclay.

[Razaaly and Congedo, 2018] Razaaly, N. and Congedo, P. M. (2018). Novel al-
gorithm using active metamodel learning and importance sampling: application
to multiple failure regions of low probability. Journal of Computational Physics,
368:92–114.

[Razaaly et al., 2019a] Razaaly, N., Gori, G., Iaccarino, G., and Congedo, P. (2019a).
Optimization of an orc supersonic nozzle under epistemic uncertainties due to tur-
bulence models. In GPPS 2019.

[Razaaly et al., 2017] Razaaly, N., Persico, G., and Congedo, P. M. (2017). Uncer-
tainty Quantification of Inviscid Flows Through a Supersonic ORC Turbine Cascade.
Energy Procedia.



Bibliography 205

[Razaaly et al., 2019b] Razaaly, N., Persico, G., and Congedo, P. M. (2019b). Impact
of geometric, operational, and model uncertainties on the non-ideal flow through
a supersonic orc turbine cascade. Energy, 169:213–227.

[Ribaud et al., 2020] Ribaud, M., Blanchet-Scalliet, C., Helbert, C., and Gillot, F.
(2020). Robust optimization: a kriging-based multi-objective optimization ap-
proach. Reliability Engineering & System Safety, page 106913.

[Rivier et al., 2019] Rivier, M., Lachaud, J., and Congedo, P. M. (2019). Ablative
thermal protection system under uncertainties including pyrolysis gas composition.
Aerospace Science and Technology, 84:1059–1069.

[Rocquigny, 2009] Rocquigny, E. d. (2009). Quantifying uncertainty in an industrial
approach: an emerging consensus in an old epistemological debate. SAPI EN. S.
Surveys and Perspectives Integrating Environment and Society, (2.1).

[Roe, 1981] Roe, P. L. (1981). Approximate riemann solvers, parameter vectors, and
difference schemes. J. Comput. Phys., 43(2):357–372.

[Sabater et al., 2020] Sabater, C., Le Maître, O., Congedo, P., and Görtz, S. (2020). A
bayesian approach for quantile optimization problems with high-dimensional un-
certainty sources.

[Saltelli et al., 2008] Saltelli, A., Ratto, M., Andres, T., Campolongo, F., Cariboni, J.,
Gatelli, D., Saisana, M., and Tarantola, S. (2008). Global sensitivity analysis: the
primer. John Wiley & Sons.

[Sanson, 2019] Sanson, F. (2019). Estimation du risque humain lié à la retombée
d’objets spatiaux sur Terre. PhD thesis, Université Paris-Saclay.

[Santner et al., 2003] Santner, T. J., Williams, B. J., Notz, W., and Williams, B. J.
(2003). The design and analysis of computer experiments, volume 1. Springer.

[Schöbi, 2019] Schöbi, R. (2019). Surrogate models for uncertainty quantification in
the context of imprecise probability modelling. IBK Bericht, 505.

[Schöbi et al., 2016] Schöbi, R., Sudret, B., and Marelli, S. (2016). Rare event estima-
tion using polynomial-chaos kriging. ASCE-ASME Journal of Risk and Uncertainty
in Engineering Systems, Part A: Civil Engineering, 3(2):D4016002.

[Schölkopf et al., 2001] Schölkopf, B., Herbrich, R., and Smola, A. J. (2001). A gen-
eralized representer theorem. In International conference on computational learning
theory, pages 416–426. Springer.

[Schuëller and Jensen, 2008] Schuëller, G. I. and Jensen, H. A. (2008). Computa-
tional methods in optimization considering uncertainties–an overview. Computer
Methods in Applied Mechanics and Engineering, 198(1):2–13.

[Seeger, 2000] Seeger, M. (2000). Relationships between gaussian processes, support
vector machines and smoothing splines. Machine Learning.

[Sejdinovic and Gretton, 2012] Sejdinovic, D. and Gretton, A. (2012). What is an
rkhs?



206 Bibliography

[Selçuklu et al., 2020] Selçuklu, S. B., Coit, D. W., and Felder, F. A. (2020). Pareto
uncertainty index for evaluating and comparing solutions for stochastic multiple
objective problems. European Journal of Operational Research.

[Seshadri et al., 2016] Seshadri, P., Constantine, P., Iaccarino, G., and Parks, G.
(2016). A density-matching approach for optimization under uncertainty. Com-
puter Methods in Applied Mechanics and Engineering, 305:562–578.

[Shah and Ghahramani, 2015] Shah, A. and Ghahramani, Z. (2015). Parallel predic-
tive entropy search for batch global optimization of expensive objective functions.
In Advances in Neural Information Processing Systems, pages 3330–3338.

[Shah et al., 2014] Shah, A., Wilson, A., and Ghahramani, Z. (2014). Student-t pro-
cesses as alternatives to gaussian processes. In Artificial intelligence and statistics,
pages 877–885.

[Shahriari et al., 2015] Shahriari, B., Swersky, K., Wang, Z., Adams, R. P., and De Fre-
itas, N. (2015). Taking the human out of the loop: A review of bayesian optimiza-
tion. Proceedings of the IEEE, 104(1):148–175.

[Silverman, 1986] Silverman, B. W. (1986). Density estimation for statistics and data
analysis, volume 26. CRC press.

[Soares et al., 2009] Soares, G. L., Guimarães, F. G., Maia, C. A., Vasconcelos, J. A.,
and Jaulin, L. (2009). Interval robust multi-objective evolutionary algorithm. In
2009 IEEE Congress on Evolutionary Computation, pages 1637–1643. IEEE.

[Soize, 2005] Soize, C. (2005). A comprehensive overview of a non-parametric prob-
abilistic approach of model uncertainties for predictive models in structural dynam-
ics. Journal of sound and vibration, 288(3):623–652.

[Song et al., 2013] Song, L., Fukumizu, K., and Gretton, A. (2013). Kernel embed-
dings of conditional distributions: A unified kernel framework for nonparametric
inference in graphical models. IEEE Signal Processing Magazine, 30(4):98–111.

[Sudret, 2008] Sudret, B. (2008). Global sensitivity analysis using polynomial chaos
expansions. Reliability engineering & system safety, 93(7):964–979.

[Sudret et al., 2017] Sudret, B., Marelli, S., and Wiart, J. (2017). Surrogate models
for uncertainty quantification: An overview. In 2017 11th European Conference on
Antennas and Propagation (EUCAP), pages 793–797. IEEE.

[Syberfeldt et al., 2010] Syberfeldt, A., Ng, A., John, R. I., and Moore, P. (2010). Evo-
lutionary optimisation of noisy multi-objective problems using confidence-based
dynamic resampling. European Journal of Operational Research, 204(3):533–544.

[Taflanidis and Beck, 2008] Taflanidis, A. A. and Beck, J. L. (2008). An efficient
framework for optimal robust stochastic system design using stochastic simulation.
Computer Methods in Applied Mechanics and Engineering, 198(1):88–101.

[Tan and Goh, 2008] Tan, K. C. and Goh, C. K. (2008). Handling uncertainties in evo-
lutionary multi-objective optimization. In IEEE World Congress on Computational
Intelligence, pages 262–292. Springer.



Bibliography 207

[Tang and Périaux, 2012] Tang, Z. and Périaux, J. (2012). Uncertainty based robust
optimization method for drag minimization problems in aerodynamics. Computer
Methods in Applied Mechanics and Engineering, 217:12–24.

[Teich, 2001] Teich, J. (2001). Pareto-front exploration with uncertain objectives. In
International Conference on Evolutionary Multi-Criterion Optimization, pages 314–
328. Springer.

[Thore et al., 2017] Thore, C.-J., Holmberg, E., and Klarbring, A. (2017). A gen-
eral framework for robust topology optimization under load-uncertainty including
stress constraints. Computer Methods in Applied Mechanics and Engineering, 319:1–
18.

[Tipireddy et al., 2019] Tipireddy, R., Barajas-Solano, D. A., and Tartakovsky, A. M.
(2019). Conditional karhunen-lo\eve expansion for uncertainty quantification
and active learning in partial differential equation models. arXiv preprint
arXiv:1904.08069.

[Tootkaboni et al., 2012] Tootkaboni, M., Asadpoure, A., and Guest, J. K. (2012).
Topology optimization of continuum structures under uncertainty–a polynomial
chaos approach. Computer Methods in Applied Mechanics and Engineering, 201:263–
275.

[Torczon and Trosset, 1998] Torczon, V. and Trosset, M. (1998). Using
approximations to accelerate engineering design optimization. In 7th
AIAA/USAF/NASA/ISSMO Symposium on Multidisciplinary Analysis and Opti-
mization, page 4800.

[Toscano-Palmerin and Frazier, 2018] Toscano-Palmerin, S. and Frazier, P. I. (2018).
Bayesian optimization with expensive integrands. arXiv preprint arXiv:1803.08661.

[Trappler et al., 2020] Trappler, V., Arnaud, E., Vidard, A., and Debreu, L. (2020).
Robust calibration of numerical models based on relative regret.

[ur Rehman et al., 2014] ur Rehman, S., Langelaar, M., and van Keulen, F. (2014).
Efficient kriging-based robust optimization of unconstrained problems. Journal of
Computational Science, 5(6):872–881.

[Valdebenito and Schuëller, 2010a] Valdebenito, M. and Schuëller, G. (2010a).
Reliability-based optimization considering design variables of discrete size. En-
gineering Structures, 32(9):2919–2930.

[Valdebenito and Schuëller, 2011] Valdebenito, M. and Schuëller, G. (2011). Efficient
strategies for reliability-based optimization involving non-linear, dynamical struc-
tures. Computers & Structures, 89(19-20):1797–1811.

[Valdebenito and Schuëller, 2010b] Valdebenito, M. A. and Schuëller, G. I. (2010b).
A survey on approaches for reliability-based optimization. Structural and Multidis-
ciplinary Optimization, 42(5):645–663.

[Villemonteix, 2008] Villemonteix, J. (2008). Optimisation de fonctions coûteuses
Modèles gaussiens pour une utilisation efficace du budget d’évaluations: théorie et
pratique industrielle. PhD thesis.



208 Bibliography

[Villemonteix et al., 2009a] Villemonteix, J., Vazquez, E., Sidorkiewicz, M., and Wal-
ter, E. (2009a). Global optimization of expensive-to-evaluate functions: an em-
pirical comparison of two sampling criteria. Journal of Global Optimization, 43(2-
3):373–389.

[Villemonteix et al., 2009b] Villemonteix, J., Vazquez, E., and Walter, E. (2009b). An
informational approach to the global optimization of expensive-to-evaluate func-
tions. Journal of Global Optimization, 44(4):509.

[Vinokur and Montagné, 1990] Vinokur, M. and Montagné, J. L. (1990). Generalized
flux-vector splitting and roe average for an equilibrium real gas. J. Comput. Phys.,
89:276.

[Vitale et al., 2017] Vitale, S., Albring, T. A., Pini, M., Gauger, N. R., and Colonna,
P. (2017). Fully turbulent discrete adjoint solver for non-ideal compressible flow
applications. Journal of the Global Power and Propulsion Society, 1:Z1FVOI.

[Vitale et al., 2015] Vitale, S., Gori, G., Pini, M., Guardone, A., Economon, T. D., Pala-
cios, F., Alonso, J. J., and Colonna, P. (2015). Extension of the SU2 open source
CFD code to the simulation of turbulent flows of fluids modelled with complex
thermophysical laws. Number AIAA Paper 2015-2760.

[Wagner et al., 2010] Wagner, T., Emmerich, M., Deutz, A., and Ponweiser, W. (2010).
On expected-improvement criteria for model-based multi-objective optimization.
In International Conference on Parallel Problem Solving from Nature, pages 718–
727. Springer.

[Wang et al., 2017] Wang, C., Qiu, Z., Xu, M., and Li, Y. (2017). Novel reliability-
based optimization method for thermal structure with hybrid random, interval and
fuzzy parameters. Applied Mathematical Modelling, 47:573–586.

[Wang and Peng, 2014] Wang, X. and Peng, Z. (2014). Method of moments for esti-
mating uncertainty distributions. Journal of Uncertainty Analysis and Applications,
2(1):5.

[Wang and Jegelka, 2017] Wang, Z. and Jegelka, S. (2017). Max-value entropy
search for efficient bayesian optimization. In Proceedings of the 34th International
Conference on Machine Learning-Volume 70, pages 3627–3635. JMLR. org.

[Williams et al., 2000] Williams, B. J., Santner, T. J., and Notz, W. I. (2000). Sequen-
tial design of computer experiments to minimize integrated response functions.
Statistica Sinica, pages 1133–1152.

[Williams and Rasmussen, 2006] Williams, C. K. and Rasmussen, C. E. (2006). Gaus-
sian processes for machine learning, volume 2. MIT press Cambridge, MA.

[Williams and Seeger, 2001] Williams, C. K. and Seeger, M. (2001). Using the nys-
tröm method to speed up kernel machines. In Advances in neural information pro-
cessing systems, pages 682–688.

[Wilson et al., 2018] Wilson, J., Hutter, F., and Deisenroth, M. (2018). Maximizing
acquisition functions for bayesian optimization. In Advances in Neural Information
Processing Systems, pages 9884–9895.



Bibliography 209

[Wu et al., 2016] Wu, J., Gao, J., Luo, Z., and Brown, T. (2016). Robust topology op-
timization for structures under interval uncertainty. Advances in Engineering Soft-
ware, 99:36–48.

[Wu et al., 2017] Wu, J., Luo, Z., Li, H., and Zhang, N. (2017). Level-set topology
optimization for mechanical metamaterials under hybrid uncertainties. Computer
Methods in Applied Mechanics and Engineering, 319:414–441.

[Wu et al., 2014] Wu, J., Luo, Z., Zhang, Y., and Zhang, N. (2014). An interval un-
certain optimization method for vehicle suspensions using chebyshev metamodels.
Applied Mathematical Modelling, 38(15-16):3706–3723.

[Xie et al., 2016] Xie, Q., Wang, J., Lu, S., and Hensen, J. L. (2016). An optimization
method for the distance between exits of buildings considering uncertainties based
on arbitrary polynomial chaos expansion. Reliability Engineering & System Safety,
154:188–196.

[Xu et al., 2016] Xu, J., Zhang, W., and Sun, R. (2016). Efficient reliability assessment
of structural dynamic systems with unequal weighted quasi-monte carlo simulation.
Computers & Structures, 175:37–51.

[Yang, 2010] Yang, X.-S. (2010). Engineering optimization: an introduction with meta-
heuristic applications. John Wiley & Sons.

[Youn and Choi, 2004] Youn, B. D. and Choi, K. K. (2004). A new response sur-
face methodology for reliability-based design optimization. Computers & structures,
82(2-3):241–256.

[Youn et al., 2005] Youn, B. D., Choi, K. K., and Du, L. (2005). Enriched perfor-
mance measure approach for reliability-based design optimization. AIAA journal,
43(4):874–884.

[Youn et al., 2003] Youn, B. D., Choi, K. K., and Park, Y. H. (2003). Hybrid analysis
method for reliability-based design optimization. Journal of Mechanical Design,
125(2):221–232.

[Zahir and Gao, 2013] Zahir, M. K. and Gao, Z. (2013). Variable-fidelity optimization
with design space reduction. Chinese Journal of Aeronautics, 26(4):841–849.

[Zhang et al., 2017] Zhang, J., Taflanidis, A., and Medina, J. (2017). Sequential ap-
proximate optimization for design under uncertainty problems utilizing kriging
metamodeling in augmented input space. Computer Methods in Applied Mechan-
ics and Engineering, 315:369–395.

[Zhao et al., 2016] Zhao, Q., Chen, X., Ma, Z., and Lin, Y. (2016). A comparison
of deterministic, reliability-based topology optimization under uncertainties. Acta
Mechanica Solida Sinica, 29(1):31–45.

[Zhu et al., 2017] Zhu, H., Tian, H., and Cai, G. (2017). Hybrid uncertainty-based
design optimization and its application to hybrid rocket motors for manned lunar
landing. Chinese Journal of Aeronautics, 30(2):719–725.



210 Bibliography

[Žilinskas, 2010] Žilinskas, A. (2010). On similarities between two models of global
optimization: statistical models and radial basis functions. Journal of Global Opti-
mization, 48(1):173–182.

[Zitzler et al., 2000] Zitzler, E., Kalyanmoy, D., and Thiele, L. (2000). Comparison of
multiobjective evolutionary algorithms: Empirical results. Evolutionary computa-
tion, 8(2):173–195.



Bibliography 211



Titre : Méthodes à faible coût pour l’optimisation sous incertitude multi-objectif sous contrainte

Mots clés : Incertitudes, Optimisation, Robustesse et fiabilité, Statistiques, Modèle de substitution

Résumé : L’optimisation sous incertitude est un axe de recherche fon-
damental chez de nombreuses entreprises, de par l’accroissement de
la puissance de calcul et la recherche continuelle d’efficience, de fiabi-
lité et d’optimalité des coûts. Parmi les difficultés associées, on peut
citer, entre autres, la bonne formulation d’une métrique d’optimisa-
tion pour le problème d’intérêt et la recherche d’un compromis idéal
entre parcimonie et précision lorsque des simulations complexes et
coûteuses sont impliquées. Cet travail vise à traiter les problèmes d’op-
timisation multi-objectif sous contrainte, où les objectifs et contraintes
tiennent compte des paramètres incertains sous la forme, par exemple,
de moments statistiques ou de quantiles.
Cette thèse repose sur deux idées principales. Premièrement, la
précision d’approximation des objectifs et contraintes à chaque point
devrait être guidée par la probabilité de ce point d’être non-dominé.
Cela permet de réduire l’effort alloué aux points dont l’optimalité est
peu probable. Pour cela, nous introduisons le concept de dominance
probabiliste pour l’optimisation multi-objectif sous contrainte, basé sur
le concept de probabilité d’être Pareto-optimal (POP). Deuxièmement,
dans le but d’accélérer le processus d’optimisation, ces approxima-
tions et leur erreur associée peuvent être exploitée afin de construire
un modèle prédictif des objectifs et contraintes. Ces deux techniques,
approximations des objectifs et contraintes avec une précision adapta-
tive et assistance par métamodèle, sont au coeur de l’algorithme pro-
posé, appelé SAMATA. Ce dernier est flexible en termes de métriques
utilisées et se révèle très parcimonieux. Cet algorithme est d’ailleurs
applicable avec des méthodes génériques d’optimisation.
Nous explorons ensuite l’influence de la distribution de l’erreur d’ap-
proximation. Une première supposition simplificatrice et conservative
consiste à considérer cette distribution uniforme. La formulation pro-

posée devient une approche par boı̂tes, ou l’erreur est réduite à un
intervalle (en mono-dimensionel) ou un produit d’intervalles (en multi-
dimensionel) autour de la valeur estimée, ce qui permet naturellement
le calcul d’un front de Pareto imprécis. Cette approche est couplée à
une assistance par métamodèle, construit directement sur les objectifs
et contraintes. Sous quelques hypothèses, nous étudions la conver-
gence du front de Pareto approximé vers le front réel.
Par la suite, nous proposons une approximation non-paramétrique
par échantillonnage de la distribution de l’erreur. Un premier algo-
rithme repose sur une approximation avec contrôle de précision per-
mettant de tirer des réalisations de champ Gaussien sur un très grand
nombre de points dans l’espace couplé entre variables de contrôle
et incertaines. Cela permet notamment des comparaisons probabi-
listes plus précises et la capture de corrélations entre les différents
objectifs et contraintes. Des réalisations jointes sont tirées à différents
points afin de générer un métamodèle pour assister l’optimisation. La
construction de ce champ Gaussien dans l’espace couplé peut se
révéler infaisable lorsque la dimensionalité est trop élevée ou que les
incertitudes sont non-paramétriques. Nous proposons donc aussi la
construction d’un métamodèle, construit sur des réalisations disjointes
des objectifs et contraintes, comme extension des processus Gaus-
siens hétéroscedastiques classiques.
Les variantes proposées sont testées sur plusieurs cas analytiques
d’optimisation sous incertitudes, et sont comparées à une approche
par métamodèle a priori à l’aide d’un indicateur probabiliste de distance
de Hausdorff au front de Pareto exact. La méthode est finalement mise
en pratique sur plusieurs applications pour l’ingénierie : la charpente
à deux barres, un système de protection thermique pour la rentrée at-
mosphérique et les pâles d’une turbine à cycle de Rankine organique.

Title : Low-cost methods for constrained multi-objective optimization under uncertainty

Keywords : Uncertainty, Optimization, Robustness and reliability, Statistics, Surrogate model

Abstract : Optimization Under Uncertainty is a fundamental axis of
research in many companies nowadays, due to both the evergrowing
computational power available and the need for efficiency, reliability
and cost optimality. Among others, some challenges are the formu-
lation of a suitable metric for the optimization problem of interest and
the search for an ideal trade-off between computational cost and accu-
racy in the case of problems involving complex and expensive numeri-
cal solvers. The targeted class of problem here is constrained multi-
objective optimization where fitness functions are uncertainty-driven
metrics, such as statistical moments or quantiles.
This thesis relies on two main ideas. First, the accuracy for approxi-
mating the objectives and constraints at a given design should be dri-
ven by the probability for this design of being non-dominated. This
choice permits to reduce the effort for evaluating designs which are
unlikely to be optimal. To this extent, we introduce the concept of pro-
babilistic dominance for constrained multi-objective optimization under
uncertainty through the computation of the so-called Pareto-Optimal
Probability (POP). Secondly, these approximated evaluations and their
associated errors can be used to construct a predictive representa-
tion of the objectives and constraints over the whole design space to
accelerate the optimization process. Overall, the approximation of dif-
ferent uncertainty-based metrics with tunable accuracy and the use of a
Surrogate-Assisting strategy are the main ingredients of the proposed
algorithm, called SAMATA. This approach is flexible in terms of metrics
formulations and reveals very parsimonious. Note that this algorithm is
applicable with generic optimization methods.
This thesis then explores the influence of the error distribution on
the algorithm performance. We first make a simplifying and conser-
vative assumption by considering a Uniform distribution of the error. In
this case, the proposed formulation yields a Bounding-Box approach,

where the estimation error can be regarded with the abstraction of
an interval (in one-dimensional problems) or a product of intervals (in
multi-dimensional problems) around the estimated value, naturally al-
lowing for the computation of an approximated Pareto front. This ap-
proach is then supplemented by a Surrogate-Assisting strategy that
directly estimates the objective and constraint values. Under some hy-
potheses, we study the convergence properties of the method in terms
of the distance between the approximated Pareto front and the true
continuous one.
Secondly, we propose to compute non-parametric approximations of
the error distributions with a sampling-based technique. We propose
a first algorithm relying on an approximation scheme with controlled
accuracy for drawing large-scale Gaussian random field realizations in
the coupled space between design and uncertain parameters. It nota-
bly permits a sharper computation of the POP and detects possible cor-
relations between the different objectives and constraints. Joint realiza-
tions can be drawn on multiple designs in order to generate Surrogate-
Assisting models of the objectives and constraints. Since the construc-
tion of a Gaussian random field can be hard in the context of high di-
mensionality or non-parametric inputs, we also propose a KDE-based
Surrogate-Assisting model as an extension of the classical heterosce-
dastic Gaussian process, with the capability to take as input disjoint
objective and constraint realizations.
We assess the proposed variants on several analytical uncertainty-
based optimization test-cases with respect to an a priori metamodel ap-
proach by computing a probabilistic modified Hausdorff distance to the
exact Pareto optimal set. The method is then employed on several en-
gineering applications: the two-bar truss, a thermal protection system
for atmospheric reentry and the blades of an Organic Rankine Cycle
turbine.
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