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Chapter 1

Introduction

Computer vision is a research �eld that focuses on solutions allowing a computer to
understand images. Although over �fty years old, the �eld has gained recent popularity
by achieving impressive results that led to the creation of new technologies e.g. self-driving
cars. This chapter shapes the boundaries of the �eld in which this thesis belongs.

A historical context is presented in Section 1.1. Section 1.2 discusses dif�culties that a
computer vision method must deal with, including variations inherent to images captured
by different people. We focus on two vision tasks presented in Section 1.3. We discuss our
contributions and make our claims in Section 1.4. Finally, we present the structure of this
document in Section 1.5 and in particular detail the dependencies between chapters.

1.1 Context

In May 2017, the Economist printed an article entitled “The world's most valuable re-
source is no longer oil, but data” [17]. It described the shift performed by industries since
the early 2000's. Companies are currently making very large pro�ts by exploiting user data
often handed over for free. And us, the users, are also taking advantage of all data piled up
in servers. We are surrounded by technology containing cameras - phones, cars, dronesetc.
Those machines take pictures and videos of our world, and can help with improving our
everyday life if they understand what they capture. What do images depict, what are the
objects of interest, what is happening in the scene? All of those questions must be answered
exploiting just raw pictures and no other information.

The computer vision�eld studies a large variety of problems. It investigates tasks focusing
on 2D, 3D images, or videos, performing image recognition, learning, compression, genera-
tion or exploitation. Images can also be associated with other modalities, such as text, sound
or meta-information. Computer vision has been studied for decades and today achieves re-
sults that reach a broad public. As a result, the �eld has gained interest and attracts both re-
searchers and industry parties. The 2019 Computer Vision and Pattern Recognition (CVPR)
conference gathered about 9000 attendees, 4000 more than in 2017.

We focus this thesis on image understanding. As with most of machine learning, early
works were inspired by biology and in particular neurosciences. Rosenblatt [Ros58] was
wondering how the biological system would sense, encode, and store information from the
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physical world. He proposed a “hypothetical nervous system”, called the perceptron, which
was presented as the beginning of Arti�cial Intelligence (AI). Relayed by the New York
Times 1958 article “New navy device learns by doing” [58], the machine received much
attention.

“The Navy revealed the embryo of an electronic computer today that it expects will be
able to walk, talk, see, write, reproduce itself and be conscious of its existence. ”

— New York Times, 1958

However, the promises of a “Perceptron thinking machine that will be able to read and write
[...] expected to be �nished in about a year at a cost of $100,000” were not met. A few years
later the work would be critized by fellow researchers [MP88]. As a result, neural networks
suffered a drop in interest leading to an AI “winter”.

It would take more than �fty years of research efforts for recognition neural models to
achieve compelling results. Those included the development of back-propagation [RHW86],
convolutional networks [KSH12; SZ14; He+16], the progress of hardware ( e.g. Graphics
Processing Units (GPUs)) and the collection of very large datasets [Kri09; Don+09]. One
achievement has been made by Krizhevsky et al. [KSH12] in 2012, who showed that Convolutional
Neural Networks (CNNs) outperform previously used hand-crafted features combined with
linear classi�ers. Enthusiastic, the vision community has focused a large part of its re-
search on deep learning. This led to the de�nition of highly ef�cient deep networks [He+16;
Hua+17], containing millions of parameters to be learned.

Real-world problems can be translated into learning tasks de�ned by training and test
sets, ground-truth labels and loss functions. There are many computer vision problems,
and in particular, image understanding includes tasks that focus on class-level or instance-
level information. Image classi�cation(Figure 1.1 (a)) consists of discovering what class of
objects is contained in an image; object detection(Figure 1.1 (b)) requires classi�ed objects to
be localized on the image by a bounding box; instance segmentation(Figure 1.1 (c)) consists
of classifying every pixel of an image; instance-level image retrieval(Figure 1.1 (d)) expects
to �nd all the images within a database containing one particular object depicted in a query
image.

CNNs achieve state-of-the-art results in many computer vision tasks, including all tasks
listed above, as well as in text, Q&A and audio tasks. Inputs and expected outputs vary
depending on the task. However, CNN-based solutions often share a backbone structure.
Indeed, deep networks include �rst a stack of convolutional layers (the backbonenetwork)
followed by specialized layers. Networks are often trained in a supervised manner, and
labels and losses can be designed together in order to make a network learn the right infor-
mation. We will further show that deep networks are very �exible and can be used to solve
different tasks.

1.2 Learning for vision

The desired qualities of an image representation depend directly on the computer vision
task; important properties of an image are different for each task. The image representation
needs to be exploitable by computers to make decisions. The design of this representation,
either hand-crafted or learned, is a core problem of the computer vision �eld.



1.2. Learning for vision 15

CAT CAT, DOG, DUCK CAT, DOG, DUCK

query
image

D

1.

2.

3.

(a) Classi�cation (b) Object detection (c) Instance segmentation (d) Image retrieval

FIGURE 1.1 – Computer vision tasks. Three class-level tasks are presented: the image clas-
si�cation (a), the object detection (b) and the instance segmentation (c). The instance-level
image retrieval task is represented in (d): similar images to a query image are selected from
a databaseD and sorted by relevance.

A representation must be robust to variability in an image. On one hand, there is a
wide variety of images captured under very different conditions, with different camera qual-
ity. Depicted objects may vary due to the change of camera orientation, zoom effects, light
changes, day/night shift, and objects may be partially represented due to occlusion or vis-
ibility. On the other hand, class-level objects also have a high intra-class variance showed
in Figure 1.2. Objects of the same class may look dissimilar, in colors, shapes, textures, or
even have an entirely different appearance. Only certain variations and deformations must
be addressed by a model depending on the problem.

Early recognition methods relied on hand-crafted features [Low99; MS04], which are
computed using mathematical operations directly on the image, independently of a task.
Such features have proved to be very relevant when performing instance-level operations,
allowing the acquisition of local and �ne-grained information. They can be aggregated into
a global representation using visual vocabularies e.g. Bag of Words (BoW) [SZ03]. Local
features can be used by classi�cation methods, trainable or not, such as k-Nearest Neigh-
bors (k-NN) [CH67] or Support Vector Machines (SVMs) [BGV92]. However, hand-crafted
features are limited due to their �xed de�nitions.

CNNs offered the possibility to specialize descriptions to a certain problem by learning
image representations directly for the desired task. Indeed, different CNN architectures and
losses, such as regression or classi�cation losses, allow extracting different properties from
an image. For each task the types of supervision must be de�ned, as well as labels, learning
functions and optimizations that will maximize the performance of a model on a task.

Representation. An image can be described by a set of local featuresor a global representa-
tion, and, both must describe information invariant to previously listed variations. Local
features, e.g. Scale Invariant Feature Transform (SIFT) [Low99], characterize details of an
object and can help to deal with missing parts, when performing partial classi�cation or
matching due to occlusion, clutter or the presence of multiple objects. However, storing sets
of features per image comes at a high cost, so it can be intractable when dealing with billions
of images. Global representations are coarser and contain less information than a set of local
features, but they are also more dif�cult to construct. Good global description often requires
learning. Nevertheless, they have the advantage of being cheap to store.
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FIGURE 1.2 – Intra-class variability. Images presented in [Par+12] and taken from the MSR
ASIRRA dataset [Els+07].

Current state-of-the-art CNNs are translation invariant, and can deal with some rotation
and light changes depending on the diversity of the training data. They can be explicitly
designed to deal with more image transformations, such as rotation [Jad+15; Est+18], re�ec-
tion [CW16] or scaling [SM13; KSJ14] using data augmentation. Deep global representations
are compact and discriminative; they allow the storage of large datasets in a limited memory
space as well as the computation of operations on the whole dataset.

Labels and loss functions. Most machine learning applied to computer vision is trained in
a supervised manner. Neural networks require large amounts of labeled data. The de�nition
of a labeldepends on the task: for example a scalar class label per image for classi�cation,
a set of bounding box/class label couples for object detection, a label per pixel for instance
segmentation, and sets of positive/negative pairs of images for retrieval or manifold learn-
ing. The computer vision community has often used the Amazon Mechanical Turk (AMT)
service to label images and produce new datasets [Das+17; Agr+19]. This service is expen-
sive in terms of human work, and it is hard to ensure that all workers perform labeling the
same way; Oquab et al. [Oqu+15] posed the following questions:

”For example, should we annotate the dog's head or the entire dog? What if a part of
the dog's body is occluded by another object? “

Improving the construction of datasets is an important problem as the ability of CNNs to
generalize depends largely on the variety and quantity of images seen at training.

Supervision. The large classi�cation dataset Imagenet [Don+09] has allowed the broad
training of networks, and as an outcome classi�cation results have improved. In order to
avoid requiring millions of images carefully labeled by humans for every vision task, the
community has worked on minimizing needs in supervision. In particular, unlabeled im-
age data are massively available on the internet and diverse kinds of information can be
extracted from them. Efforts have been made to integrate those images to the training of
models.

The classi�cation task requires the least and easiest labeling. Minimizing supervision
therefore means dealing with unlabeled data, either by learning with only unlabeled data
(unsupervisedlearning [JMF99; HS06; Goo+14]), few labeled data (few-shotlearning [Lak+11;
Koc15]) or a mix between the two ( semi-supervisedlearning [Zhu+06; Lee13; Shi+18]).Weakly-
supervisedlearning [Li+17] can also be performed by adding noisy labels. Alternatively, it
is possible to select the most relevant images for model training to be labeled by humans,



1.3. Understanding and retrieving 17

which is the core idea of active learning[Yan+15b; SS18]. Different levels of supervision can
also be combined in order to take advantage of all efforts and data available [DP18].

Tasks requiring more detailed labels, such as object detection or instance segmentation,
can also bene�t from efforts performed to construct less detailed labels. Weakly-supervised
methods allow the object detection task to pro�t from classi�cation level training [Oqu+15]
and instance segmentation can pro�t from both classi�cation or object detection supervision
[He+17]. Other forms of supervision weaker than bounding boxes can also be de�ned e.g.
points [Bea+15] or size estimates [SF16b].

Alternatively to using more or less labeled data, learning can be directly transferred from
one model to another using transfer learning. In particular, models trained on Imagenet
[Don+09] have proved to be a good initialization for new classi�cation task models, or even
other tasks. The Imagenet dataset contains 1000 classes, which is more than most of other
datasets. Pre-training has become standard practice. Experiments proved that initializing
models with pre-trained weights improves training quality, both in terms of speed and re-
sults, in all tasks including classi�cation [Lec+98], object detection [Lin+14], segmentation
[He+17] or image retrieval [Rad+18].

1.3 Understanding and retrieving

Computer vision covers many problems and challenges. In particular, we focus this
thesis on two applications, the image classi�cation and image retrieval tasks. Both require
different concepts to be extracted from an image. A model designed for image classi�ca-
tion must cope with intra-class variability while the image retrieval task asks to deal with
instance-level changes. They also differ by the types of supervision and model architectures
that can be used to solve them.

1.3.1 Image classi�cation

Among the recognition problems, image classi�cation is one of the easiest in terms of
supervision. Considering a limited set of classes, the task consists in predicting a scalar
class label per image. Objects of a same class may differ radically from one another. As any
class-level recognition problem, image classi�cation models must cope with high intra-class
variability. Hand-crafted methods fail to extract high-level semantic information that would
allow a classi�er to make correct predictions. However, CNNs can be designed to extract
conceptual information with speci�c losses ( e.g. cross-entropy) and a training set of images
annotated by a class label. The ability of CNNs to generalize to very different objects of the
same class depends on the amount of images seen at training.

1.3.2 Image retrieval

In the second part of the thesis, we focus on image retrieval. The task requires images de-
picting the same object(s) as a given query image to be selected from a database and sorted
by relevance. It is possible to perform a fast search using globalimage representations. The
accuracy of the sorting depends directly on the quality of global representations - either
aggregated hand-crafted descriptors [PD07; Jég+10] or CNN-based descriptors [Gor+17;
RTC18]. However, a global descriptor often lacks pertinent knowledge. It contains infor-
mation about the entire image and misses details or fails to focus on the objects of interest.
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Regional matching[TSJ16] improves search performances by comparing exhaustively dif-
ferent parts of the images, allowing partial matching. Regional search is more expensive
both in terms of computation and storage cost, as several descriptors are stored per image.
Such a high expense is not tractable to large scale datasets.

Given sorted images selected by a cheap search with global representations, it is pos-
sible to reorder the �rst images using more expensive techniques. Spatial matching[FB81;
CMK03] is performed pairwise and consists in �tting a transformation model to a set of lo-
cal descriptors. This robust matching discards obvious non-matching images but requires
the storage of local descriptors. Alternatively or additionally, query expansion[Chu+07] al-
lows the discovery of similar images to an expanded version of the query. Although not
requiring more image information than a global descriptor, Query Expansion (QE) adds the
cost of additional global search.

1.4 Contributions

In this thesis, we discuss several techniques to extract the most knowledge with the least
supervision. In particular, we focus on the opportunities given by a CNN. As discussed
before, a deep network backbone can be used to perform various tasks. We show that a
convolutional backbone output - a set of feature maps- can be exploited in different ways as
presented in Figure 1.3.

The �gure presents an outline of the contribution presented in this thesis. Once an im-
age is represented by a feature tensor, it is possible to predict class labels using a trained
fully-connected layer as presented in Figure 1.3 (a). A global descriptor can also be pooled
(Figure 1.3 (b)) from the feature maps and used in the context of image retrieval. The qual-
ity of an image search depends largely on image representations. In particular, one image
often depicts more objects than just the object of interest, including clutter and background,
which may alter the globally pooled description. We propose a method to identify objects
of interest and focus the representation on them (Figure 1.3 (c)). Finally, we show that com-
pact local features can be extracted directly from feature maps, allowing to perform accurate
spatial matching (Figure 1.3 (d)).

1.4.1 Active learning

We �rst focus on the classi�cation task and try minimizing needs in supervision. In the
active learning [Set09] scenario, a certain budget of images can be labeled and they must be
selected by a system in order to maximize the quality of a training performed with them.
This task reduces the need for labeled images. Active learning proved to be relevant when
performed in the context of hand-crafted features. Images were selected one at the time,
labeled, and added to the training set. When deep learning achieved state-of-the-art on the
classi�cation tasks, works adapted the selection process to CNN requirements. In particular,
labeling one image at a time would not be relevant as deep models are trained on batches of
images; it is now standard practice to label a certain budgetof images [GE17] at every cycle,
usually between hundreds and thousands.

Several acquisition functions were proposed to select images, either based on geometry
or a model uncertainty. However, recent works reported that the difference of performance
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FIGURE 1.3 – Thesis summary. We consider an input image x processed by a fully convo-
lutional backbone network. We show several ways to exploit the resulting feature tensor
A that allow the computation of a robust image representation. In order to perform image
classi�cation, a vector of predictions can be computed (a) by using a fully-connected (FC)
layer (used in Chapter 3). An image global representation can be pooled (b) from the feature
tensor (seen in Chapter 4, 5). It is possible to construct a localized global representation (c)
using our Graph-based Object Discovery (GOD) method (Chapter 5). At last, (d) shows the
output of our local feature extractor presented in Deep Spatial Matching (DSM) (Chapter 4).
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between the functions were not signi�cant [GS18; CAL19; Bel+18], and could not help se-
lecting the “best” acquisition function. CNNs appeared only partially dependent on the
images they learn on.

Acquisition methods depend on the quality of the used models, so with a small budget
we show that selected images are less relevant than a random selection. It therefore appear
that performing active learning in the context of deep learning requires further thinking. We
propose to include knowledge from unlabeled images, by adding unsupervised and semi-
supervised methods to the active learning pipeline. Both types of supervision are known
to achieve good results alone and naturally results obtained with such a combination are
better. We also propose to always compare to a uniform selection - which is equivalent as
not performing active learning at all - in order to have fair comparisons.

We argue that in the context of deep learning, the framing of active learning can be improved.

1.4.2 Pooling

CNN-based global descriptors are constructed by pooling information from convolu-
tional feature maps. Traditionally, spatial details are aggregated into a single value, losing
structural information. However, it is possible to go further than performing a simple pool-
ing and to actually keep spatial information. It has been shown that feature maps trained for
the classi�cation task are activated on different parts of an image [Zho+16], corresponding
to certain characteristical zones. Therefore, using pre-trained networks on manifold learn-
ing tasks, it is possible to exploit CNN feature maps and construct saliency maps that can
help to localize interesting objects. This discussion, rather new, opens the door to many
possibilities to perform weakly-supervised learning using only class labels.

We argue that relevant localization information can be extracted from feature maps at a low cost.

1.4.3 Local features

We investigate how such localization information can be used in the context of spatial
matching. This task requires images to be represented by a set of local features that can be
matched from one image to another. Features are usually characterized by a position, a
region and a descriptor that must be invariant to instance-level variations. We propose to
extract local features directly within feature maps, almost for “free”. We detect af�ne re-
gions in every channel and match them from one images to another by performing ef�cient
Fast Spatial Matching (FSM) [Phi+07]. We force matches to be done between features from
the same channel, which enforce that the semanticinformation contained by feature maps
is maintained during matching. This semantic matching alleviates the need for descriptors.
Our proposed method Deep Spatial Matching (DSM) does not require any additional train-
ing and proves to be ef�cient on networks trained for the classi�cation task.

We argue that local features exploitable for spatial matching can be extracted from feature maps,
without requiring any additional training or descriptors.

1.4.4 Unsupervised instance-object mining

We propose a new pooling scheme, which also takes advantage of the information con-
tained in feature maps. We propose to consider the dataset as a whole–structured in a graph–
and to mine objects of interest by using the simple concept of repetition. In particular, our
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method Graph-based Object Discovery (GOD) discovers depicted objects by combining in-
formation contained in CNN feature maps and the dataset graph. We are able to construct
saliency mapsthat accurately highlight desired objects. Once they are discovered, we can
construct a localized global representation, thus greatly improving global search.

We argue that a dataset can be considered as a whole in order to discover interesting objects,
without supervision, before constructing a robust global representation.

1.5 Structure and dependencies

In Chapter 2, we present concepts that will be used in this thesis. We �rst investigate
in Section 2.1 the evolution of CNNs since their �rst de�nition to current very pro�cient
architectures. Section 2.2 gathers solutions to maximize a training while using the minimum
amount of labeled data. In Section 2.3, we focus on the feature maps generated by the
convolutional layers of CNNs and investigate what information can be extracted from them.
Section 2.4 presents how to construct ak-NN graph and use it ef�ciently in the context of
computer vision. Finally, in Section 2.5, we present the background of the image retrieval
�eld.

As stated above, minimizing the need in labels is an important challenge. In Chapter 3,
we investigate the active learning task, which consists of constructing an acquisition func-
tion that selects images to be labeled. In particular we focus on the context of deep learning
and show that all acquisition functions give similar results. We propose to add unlabeled
images to the training pipeline and show striking results. This method will be published at
ICPR 2020 [Sim+20]. The reader is invited to read Section 2.1, presenting CNNs, and Sec-
tion 2.2, which discusses supervision, in order to get the background necessary to read the
chapter.

The remaining part of the thesis focuses on the image retrieval task, and is still concerned
with extracting as much information as possible with the least amount of supervision. In
Chapter 4, we show that feature maps trained for classi�cation or manifold learning con-
tain localization information accurate enough to detect local features. We also demonstrate
that feature maps are semantic enough to get rid of the local features descriptors, allowing
features with low-cost representation. Additionally to the work published at CVPR 2019
[SAC19], we give results on tentative experiments to incorporate our spatial matching to a
training (in Section 4.5). Section 2.3, 2.4 and 2.5 present background on localization in fea-
ture maps, graph theory and image retrieval, respectively, which are needed to read this
chapter.

Finally, Chapter 5 introduces an unsupervised technique to construct relevant image rep-
resentations. We focus on the instance level image retrieval task, which requires �nding im-
ages depicting the “exact” same object. We consider the database as a whole and utilize the
repetition information; objects that appear frequently in the database are most likely the ob-
jects of interest. This work was �rst published at WACV 2018 [Sim+18], and then presented
in a longer format for a journal version [Sim+19]. Similarly to the previous chapter, the
reader is invited to read Section 2.3, Section 2.4 and Section 2.5 which introduce background
on localization in feature maps, on graph theory and image retrieval, respectively.
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In this chapter, we present concepts that are exploited later in the thesis. In Section 2.1
we describe the key evolution of CNNs that lead to the impressive results achieved today
in classi�cation, detection, segmentation and other tasks. CNNs are commonly trained in a
supervised manner and require large amounts of labeled data; in Section 2.2 we investigate
different solutions to minimize the need for labels. In Section 2.3 we get a closer look at
feature maps, which are the outputs of CNN convolutional layers and can provide semantic
and localization information “for free”. Section 2.4 we present k-NN graph representations,
which will be used throughout the thesis. Finally, Section 2.5 is a brief review of the progress
of instance-level image retrieval from hand-crafted features to CNNs.

2.1 Convolutional Neural Networks

CNNs have a long history in which they phased in and out of popularity. In 1958, Rosen-
blatt was investigating brain-inspired mechanisms to perceive the physical world, store the
collected information and make decisions based on it. He introduced an early form of neu-
ral network: the multilayer perceptron architecture [Ros58] shown in Figure 2.1. Ten years
later, Minsky and Papert rede�ned “perceptron” as a single-layer network and derived a se-
quence of negative results [MP88] that led to the loss of interest in neural networks, known
as the �rst “winter” of AI.

At the same time, Hubel and Wiesel were experimenting on cats [HW59; HW62] and
monkeys [HW68] to understand how living organisms process visual information. They
investigated cortical cells and measured their reaction to light pattern stimuli on the retina.
The experiments, despite being dreadful from the animals' perspective, have allowed Hubel
and Wiesel to understand the role of cortical cells as visual feature detectors. In particu-
lar, depending on their reactions they classi�ed cells as simple, complexand hypercomplex.
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FIGURE 2.1 – The design of a multi-layer perceptron presented by Rosenblatt [Ros58].

This work inspired Fukushima to design the cognitron [Fuk75] and neocognitron [Fuk80]
multilayered neural networks respectively in 1975 and 1980. Both shift invariant networks
include several layers of simple (S-cells) and complex (C-cells) “cells” organized in a net-
work, performing convolution and pooling operations, respectively. However, neural net-
works were outperformed by methods using hand-crafted features [HS88; Low99; MS02]
(discussed in 2.5) such ask-NN algorithm [CH67] or SVMs [BGV92; CV95; SS02]. The con-
vex SVMs were trained on 30-50 examples; easy to train and explain as opposed to neural
networks. Neural networks suffered their second “winter”.

A decade later, Rumelhart et al. [RHW86] proposed the Back Propagation (BP) algo-
rithm, which LeCun et al. used to train the “ConvNet” [LeC+89], a 3-layer CNN in 1989.
Increasing the network depth from 3 to 5 layers, LeCun et al. presented good results of
“LeNet5” [Lec+98] on a realistic Optical Character Recognition (OCR) problem, tested on
the now famous MNIST dataset [Lec+98]. They trained the network on batches of images
rather than the whole dataset using Stochastic Gradient Descent (SGD) [KW52].

In order to make CNNs training practical at large scale, [CPS06; UB09] �tted networks
in GPUs but designed the networks to satisfy hardware constraints, which was not opti-
mal. Then in 2011 and 2012, Ciresanet al. [C C+11] and Krizhevsky et al. [KSH12] showed
that networks could be fully trained on GPUs in an online manner without requiring a
particular design. Both works demonstrated the ef�ciency of CNNs on several bench-
marks (NORB [LHB04], CIFAR-10 [Kri09]). In particular, the network “AlexNet” [KSH12]
caught attention for improving results by over 10% error-rate on ImageNet Large-Scale Vi-
sual Recognition (ILSVRC) 2010 challenge [Rus+15], thanks to the addition of Recti�ed Lin-
ear Unit (ReLU) [NH10] non-linearity and dropout[Hin+12] regularization.

Any learning algorithm is prone to over�tting: they tend to learn perfectly the train-
ing set while providing poor generalization on unseen data. In order to avoid having to
produce new labeled images, several tricks can be used as dropout regularization [KSH12;
Hin+12], data augmentation, �ipping and cropping [SSP03; C C+11] and multi-scale ap-
proaches [Ser+13a].

Following the promising results of deeper CNNs [ZF14], the depth of neural networks
has increased to 15 (VGG16 [SZ14]) and 22 learnable layers (GoogleNet [Sze+14]). Those
two networks integrated interesting improvements to CNN architecture. VGG [SZ14] pro-
posed to use small kernels (3 � 3) accross all layers and to iteratively train a network ini-
tializing from shallow networks. GoogleNet [Sze+14] is composed of “inception” modules
combining information at different resolutions, increasing the number of kernels but at a
lower cost. Szegedy et al. also integrated “auxiliary classi�ers” to the network at different
depths to improve the gradient �ow. Subsequently, the inception network was updated and
improved [Sze+16; Sze+17].
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Two years later, network depth was augmented drastically: 152 (ResNet [He+16]) and
264 layers (DenseNet [Hua+17]). Additionally to the over�tting problem, He et al. [He+16]
showed that deeper networks suffered accuracy “degradation” and vanishing gradients
compared to shallower ones. They investigated the impact of depth by de�ning a deep
network that was functionally equivalent to a shallow network (using identity layers) and
showed that training was signi�cantly harder. In order to �x this problem, they introduced
“residuals” constructed using shortcut connections. Following the intuition that connect-
ing layers helps, Huang et al. [Hua+17] proposed “DenseNet”, a deep network in which
every layer is connected to all layers of matching output resolution. Doing so, the network
is encouraged to reuse features and, in some setups, similar performances to ResNet are
achieved using 3� less parameters. Following [He+16], Szegedy et al. introduced residual
connections in Inception, resulting in Inception-ResNet [Sze+17].

The convergence of a deep network training depends greatly on the initialization of the
model parameters as shown by Simonyan et al. [SZ14]. Random initialization showed to be
under-performing. Glorot et al. [GB10] proposed to construct initialization in order to control
the variance of activations and avoid for a signal to explode or vanish. They introduced the
“Xavier” initialization, which scales a uniform distribution to a layer size. He et al. [He+15]
adapted [GB10] to the presence of non-linearity ReLU in convolutional networks. Training
can be further improved by initializing weights using transfer learning methods (discussed
in Section 2.2). In order to simplify deep network training, Ioffe and Szegedy proposed to
normalize layer inputs using Batch Normalization (BN) [Chr15]. BN allows to use a higher
learning rate and sometimes it can replace dropout by acting as a regularizer.

Computer vision classi�cation benchmarks are currently dominated by CNNs, which
proved to be very ef�cient in other tasks such as object detection, segmentation, image re-
trieval, language and sound processing.

2.2 Minimizing supervision

We have seen that very deep CNN models achieve state-of-the-art results in many com-
puter vision tasks. They are commonly trained in a supervised manner on labeled datasets.
Most tasks require training sets that include images and their associated labels (a class, a
set of box/class couples or a value for every pixel). This image labeling process commonly
requires human labor, which is tedious and alienating. However, the ability of CNN to
generalize to new images depends directly on the number and diversity of images seen at
training time. In this section, we investigate different solutions to train a CNN for the clas-
si�cation task whilst minimizing supervision.

Unsupervised learning. A �rst question to consider, is what information can be extracted
from unlabeled data and how to perform learning without labels.

Clustering, [JMF99], can be divided into hierarchical [GWW01; GK78; Kur91] and parti-
tional clustering. The latter includes k-means clustering [Llo82] , expectation maximization
[DLR77], or spectral clustering [NJW+02; SM97; Nad+05; ZP04]. Efforts have been made to
integrate unsupervised clustering to deep networks; in particular, [Bau+16; Dos+14; Lia+16;
XGF16; Yan+16] learned jointly CNN features and image clusters using clustering losses. At
a large scale, DeepCluster [Car+18a] updated network parameters based on grouped fea-
tures using k-means clustering in an alternating fashion with model training, while [CN12]
performed a sequential bottom-up learning.
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FIGURE 2.2 – Illustration of learning with all labeled data (a) and no labeled data (b).

Self-supervision.Hinton et al. [HS06] and Goodfellow et al. [Goo+14] showed that data rep-
resentation can be learned by training a network on a “dummy” task that yields supervi-
sion without human involvement. Among others, it is possible to predict relative position
of patches [DGE15], to rearrange patches of jigsaw puzzles [NF16], to guess missing pix-
els [Pat+16], to rotate images [KoGi18 ; FXT19]–helping the network to deal with rotation
invariance–, or to predict blur [Alv+19]. Wang et al. [WG15] proposed to use videos by
training a siamese [CHL05] network on patches extracted by a tracking system on a video.

Generative models.In order to learn image representations, Hinton et al. [HS06] proposed to
train an autoencoderto learn encoding/decoding an image to/from a feature space. Ranzato
et al. [Ran+07] forced the generated representation to be sparse, while Vincentet al. [Vin+08]
trained the network with augmented data to be more robust to altered inputs. Alternatively,
Generative Adversarial Networks (GANs) [Goo+14; Spr16] simultaneously learn two net-
works on two competing tasks. The generator learns to generate images that should fool
the discriminator classi�er, which itself learns to discriminate between “fake” and “real”
images. GANs and autoencoder networks can also be associated [DKD16; Dum+16]. Alter-
natively, [BJ17; Boj+17] proposed to use a reconstruction loss to learn a mapping between
random vectors and images in a database.

Transfer learning. As discussed previously, CNN weight initilization impacts greatly per-
formance (in Section 2.1). A line of work proposed to initialize weights using unsupervised
methods such as clustering [HOT06; Car+18a; Ser+13b]. Alternatively, it is possible to take
advantage of previous efforts of training by performing transfer learning. A network pre-
trained on a supervised task with a large-scale dataset can be successively �ne-tuned on
another supervised task described by less labeled data [Gir+14; He+17; Sun+17; Mah+18].
As a result, pre-training a network on the large dataset ILSVRC [Rus+15] has become a stan-
dard practice in classi�cation [Gir+14; He+16], as well as in other tasks [Ren+15; RTC16;
He+17]. Using a larger source domain than ILSVRC (e.g. � 6 [He+17], � 300 [Sun+17] or
� 3000 [Mah+18]) showed improvements, however suffered from diminishing returns. He
et al. [HGD18] showed that a long enough training allows to avoid pre-training.

Semi-supervised learning. When a limited amount of labeled data is available, it is of-
ten possible to make use of unlabeled images, which are usually easy to �nd. Not anno-
tated data can be added directly to a supervised training setup [See01; ZG09] as shown in
Figure 2.3a. A review of semi-supervised methods before 2009 can be found in [Zhu+06;
ZG09]. Semi-supervised learning can be performed using either transductive or inductive
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FIGURE 2.3 – Illustration of learning with different levels of supervision. Semi-supervised
learning combines labeled and unlabeled data (a). Figure (b) presents the process of active
learning.

techniques. The last requires a predictive model that can be applied on unseen data, while
the latter only focuses on already available unlabeled data and computes label inference
based on data statistics [Zho+03a; ZLG03a]e.g. using clustering or graphs.

Pseudo-labels.Using a classi�er trained in a supervised manner, it is possible to predict la-
bels for unlabeled images using its softmax output [Lee13; Shi+18] or with label propagation
[ZG02; Zho+03a] on the dataset graph [Isc+19b]. Label propagation has been extensively
explored [ZLG03a; Zho+03a; Lon+08]. It takes advantage of a graph structure and the
assumption that “similar” images have a high chance to share labels. Given the result-
ing pseudo-labels, the novel class training set is augmented. To reduce the noise, Shiet al.
[Shi+18] discarded unlabeled images for which a con�dence level was too low, while Iscen
et al. [Isc+19b] proposed a soft selection of unlabeled data by weighting the loss using an
uncertainty score.

Unsupervised regularization.Unlabeled data can also be used to regularize a supervised train-
ing. In 2008, Westonet al. [WRC08] used non-linear embedding algorithms to act as regular-
izer on different layers of a network. Rasmus et al. [Ras+15] adopted a reconstruction loss
between one clean and one stochastically-corrupted forward pass of the same input using
auto-encoders. Miyato et al. [Miy+16] de�ned the distributional smoothness against local
random perturbation as an unsupervised penalty. Chen et al. [CZG18] proposed to integrate
a memory-assisted module that produces on-the-�y an unsupervised memory loss. A line
of work modeled the regularization using a consistencyloss. Sajjadiet al. [SJT16] and Laineet
al. [LA16a] forced the network to produce consistent outputs compared to outputs of train-
ing samples randomly transformed and to the temporal average of outputs, respectively.
Tarvainen et al. [TV17] focused on the averaged network parameter distribution rather than
the averaged outputs. Shi et al. [Shi+18] added a contrastive loss to the consistency loss.
Inspired by GANs [Goo+14], Miyato et al. [Miy+18] proposed a virtual adversarial loss that
evaluated local smoothness of the label distribution. Finally, Qiao et al. [Qia+18] prevented
several networks trained simultaneously to collapse into each other using adversarial exam-
ples.
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Active learning. When only few images can be labeled, it is bene�cial to choose the most
“informative” images. Active learningrequires a system to optimize the selection of exam-
ples from an unlabeled pool to be labeled by humans, as shown in Figure 2.3b. Acquisition
functions can be designed to �nd diverse samples in the feature space. The core set tech-
nique [GE17; SS18] relies on geometry and uses the Euclidean distance to �nd the samples
that are furthest away from labeled and selected samples. The uncertainty of a classi�er
is also a relevant information when choosing images [Yan+15b; JPP09; LG13]. One way to
de�ne the uncertainty is to measure the entropy of the classi�er output probabilities. Fol-
lowing adversarial learning, [GS18; SED19] proposed to use a binary classi�er to predict if
an image is from the labeled or unlabeled pool. [DP18] added adversarial examples to the
labeled set, while [MT18] matched them to the nearest unlabeled example. Different works
observed that the difference between results obtained with recent acquisition functions are
not signi�cant [GS18; CAL19; Sim+20].

Ensemble and Bayesianmethods [GIG17; Bel+18; CAL19] target representing model uncer-
tainty, which can then be used by different acquisition functions. This idea is orthogonal
to acquisition strategies. In fact, Beluch et al. [Bel+18] and Chitta et al. [CAL19] show that
the gain of ensemble models is more pronounced than the gain of any acquisition strategy.
Of course, ensemble and Bayesian methods are more expensive than single models. Ap-
proximations include for instance a single model producing different outputs by dropout
[GIG17].

Semi-supervised active learninghas a long history [MN98; MMK02; ZLG03a; ZCJ04; Lon+08].
A recent deep learning approach acquires the leastcertain unlabeled examples for labeling
and at the same time assigns predictedpseudo-labelsto mostcertain examples [Wan+17]. This
does not always help [DP18]. In some cases, semi-supervised algorithms are incorporated
as part of an active learning evaluation [Li+19; SS18]. A comparative study suggests that
semi-supervised learning does not signi�cantly improve over active learning, despite its
additional cost due to training on more data [GIG17]. However, we showed (Chapter 3) that
this is clearly not the case, using the semi-supervised method [Isc+19a].

Few-shot learning (or low-shot learning) [Thr95; MMV00; Lak+11; Koc15] is similar to
transfer learning in that knowledge is transferred from a task with large-scale data and su-
pervision to a task with few labeled data. However, even the raw data in the new task are so
few (e.g. 5-10 examples per class) that �ne-tuning a pre-trained model is challenging. If only
a single new labeled image is available, the task is called one-shotlearning[FFP06]. Zero-shot
learning [Soc+13] differs in that instead of a label, a description is given per image - e.g. a
binary attribute or text.

Sharing priors. Li Fei-Fei et al. [LFP06] and George et al. [Geo+17] found priors that can
be shared between classes. Designed for simple tasks, Lakeet al. [LST13; LST15] focused
on strokes on the “Omniglot” dataset of handwritten characters [LST13], while Wong et al.
[WY15] were �nding similar patches of MNIST digits. On a more semantic level, [LNH09]
focused on �nding common attributes between objects of the same class. Alternatively,
[TC09] proposed to weight a descriptor to get closer to vectors of well-known class images.

Meta-learning. An ensemble of works [Men+12; Vin+16; SSZ17] were inspired by metric
learning (which will be discussed later). In particular, Vinyals et al. [Vin+16] argued that
using a similar training scenario to a test scenario helped. They trained a neural network,
equivalent to a weighted k-NN classi�er, on small mini-batches called episodes. This formed
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the introduction of meta-learning[TP98] in the context of CNNs. In each episode, a meta-
learner samples a small training and test set from the labeled pool and feeds it to a learner
that outputs a classi�er. The loss produced by the classi�er on the test set is used to train the
meta-learner. The episodic few-shot learning process is therefore directly optimized. Also
performing metric learning, Snell et al. [SSZ17] proposed to construct a prototype per class
and to classify a query to its nearest prototype. A line of works focused on optimization
[FAL17; FXL18; RL17]. Alternatively, Bertinetto et al. [Ber+16] were attempting to predict
the parameters of a learner.

Image generation.Another idea is that new labeled images can be generated using dataset
statistics. For instance, Miller et al. [MMV00] learned a density that arises from a set of trans-
forms. Dixit et al. [Dix+17] proposed to perform an attribute-guided augmentation given a
pose and attribute labeled dataset. Hariharan et al. [HG17] performed feature hallucination,
by applying it on novel class image transformations learned on pairs of images. Wang et al.
[Wan+18] also combined meta-learning with a hallucinator and improved the process by an
end-to-end network.

There are also combinations of different tasks. Douze et al. [Dou+18] bridged semi-
supervised and few-shot learning by using additional unlabeled data in few-shot learn-
ing. We have discussed above how semi-supervised can be combined with active learn-
ing [Lon+08; Wan+17] and we further explore this combination in Chapter 3. Rebuf� et
al. [Reb+19] have recently investigated unsupervised pre-training in the context of semi-
supervised learning and their �ndings are consistent with ours (Chapter 3).

2.3 Localization in activation maps

Training on semi-supervised and unsupervised tasks allows to greatly reduce supervi-
sion when using CNNs. In this section, we discuss how localization information can be
extracted while training on a simple classi�cation task. A CNN designed for classi�cation
is often composed of a backbone network - a stack of convolutional layers - and additional
layers speci�c to the task. CNNs give excellent results on classi�cation tasks [KSH12; SZ14;
He+16], but how and why is still not well understood. Convolutional layers output feature
maps that are activated by some patterns. Their properties vary with depth as shown by
Zeiler et al. [ZF14] and Springenberg et al. [Spr+14]: the �rst activation maps have small
receptive �elds and focus on simple patterns while the last maps are coarser and can detect
complex concepts. Additionally, convolutional layers are invariant to translation, and when
the receptive �eld is large enough, they are invariant to scale change up to a certain extent
[ZF14].

Understanding classi�cation predictions. While trying to improve the performance of
CNNs, Zeiler et al. [ZF14] proposed to visualize parts of an image that were most signi�cant
for a given neuron using a deconvolution [ZTF11] approach. They also discovered discrimi-
native parts of an image to a prediction by occluding the image using a sliding gray patch on
the image and observing the class probabilities depending on the patch position. From both
those experiments, they showed that it was possible to visualize where the network would
focus to make a prediction. Springenberg et al. [Spr+14] further investigated visualization
and proposed a guided back-propagation approach, in which the back-propagation signal is
guided by the deconvolution signal, preventing negative gradients to �ow backwards. Re-
sults are presented in Figure 2.4. Alternatively, Mahendran et al. [MV15] experimented with
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deconv guided backpropagation corresponding image crops

FIGURE 2.4 – Visualization of learned patterns proposed by Springenberg et al. [Spr+14].
Most active patches are shown.

the reconstruction of an image given a representation, showing therefore what the represen-
tation encodes and what information is preserved by the network. Bazzani et al. [Baz+14]
localized objects by hiding parts of an image and discovered the one causing the most dif-
ference of activation.

Zeiler et al. [ZF14] and Springenberg et al. [Spr+14] used visualization to interpret CNN
results and to improve their network architecture. While doing so, they showed that convo-
lutional kernels are acting as concept detectors even if trained only using class labels.

Weakly supervised localization. Following this discovery, Zhou et al. [Zho+15] proposed
to train a network on the scene recognition task and perform classi�cation and detection of
objects present in a single forward pass. One year later, Zhou et al. [Zho+16] exploited vi-
sualization efforts to perform accurate localization. They introduced Class Activation Map-
ping (CAM) that performs a linear combination of the last convolutional layer outputs using
weights learned before a fully-connected layer speci�c to the classi�cation task. Contrary to
Zeiler et al. [ZF14] and Zhou et al. [Zho+15], they used a global average pooling layer in or-
der to maintain spatial information while using fully-connected layers. The generated class
activation maps highlight the class-discriminative regions that were used to make predic-
tions, and gave good localization results. Grad-CAM [Sel+17] generalizes this idea to any
network architecture and allows visualization at any layer by a similar linear combination
on the gradient signal instead. Similarly, Oquab et al. [Oqu+15] trained a network on class-
level labels and localized objects in class feature maps. However, they used max-pooling
as opposed to average-pooling in CAM [Zho+16], which limits localization to a single point
rather than encouraging a network to discover the entire object. The selection of a pool-
ing scheme is important and will be latter discussed in Section 2.5 in the context of image
retrieval.

Sparsity and localization. Wang et al. [Wan+15] performed further experiments on feature
maps, and observed the following.

”Although the receptive �eld of CNN feature maps is large, the activated feature maps
are sparse and localized. The activated regions are highly correlated to the regions of

semantic objects.“
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FIGURE 2.5 – CAM [Zho+16]. Extracting localization information.

They constructed a visual tracking system that selects feature maps from convolutional
layers using a convolutional attention layer. They noted that the last convolutional layer was
responding to semantic objects while earlier layers are focusing on more coarse, but detailed,
information ( e.g. texture) that could help discriminating between semantically equivalent
objects. In a class-agnostic manner, Kalantidiset al. [KMO16] took advantage of the sparsity
of activation maps. Following the intuition that a sparse feature map has a higher chance to
focus on a particular object rather than on clutter, they proposed to weight activation map
pixels using this information, as well as applying a spatial weight based on pooling over
channels.

Local features. CAM [Zho+16] and Wang et al. [Wan+15] require the network to be trained
on speci�c classes that will be localized, while in [KMO16] localization is coarse and does not
include semantic information. Also, pooling over channels, performed in [Zho+16; KMO16],
leads to the construction of a saliency map which is less sparse than feature maps them-
selves. Dusmanuet al. [Dus+19] and Cieslewski et al. [CBS19] and us (Chapter 4) discovered
semantic information within feature maps without requiring a speci�c training. All three
methods rely on extracting local features that were repeatable from one image to another
and could be used for spatial matching. As Cieslewski et al. [CBS19], we showed that the
semantic information of feature maps was signi�cant enough to represent an image by a set
of local features without descriptors; additionally we proved that no speci�c training was
required.

2.4 Graph representation

So far, we have discussed how CNN models can solve recognition problems, giving an
answer for one image at a time. However, it may be useful to consider a dataset as a whole
and to look at it globally. Indeed, a database of images can be structured in a graph, in which
an algorithm can walk and discover how images are related. Largely used in web applica-
tions, graphs allow the measurement of the importance of each node w.r.t. to the others, as
well as comparing them. In particular, given a query image and a database structured in a
graph, similar images to the query can be found while walking in the graph. We focus on
k-NN graphs and introduce concepts that are used in the following chapters.

K-Nearest Neighbor Graph. We consider a graph with n vertices V = f v1, ...,vng, corre-
sponding to n images, with v i being the descriptor of the i th image. The graph edges connect
k-nearest neigbhors and are weighted using a similarity measure s(u, v) where u, v 2 Rd

and s : Rd � Rd ! R. The similarity measure is symmetric and positive, so the graph is undi-
rected. k-NN graphs are particularly suited for image retrieval as a graph can be computed
of�ine (the whole dataset is known). Additionally, there is no need to exhaustively de�ne
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relations between images–but only between close/similar ones following k-NN–, processes
described later will help discover more accurate .

Iscen et al. [Isc+17] proposed a mutual k-NN graph, which edges are weighted using the
mutual k-NN similarity sk : Rd � Rd ! R

sk(v i , v j ) = min (sk(v i jv j ), sk(v j jv i )) (2.1)

where i, j 2 [n], (v i , v j ) 2 V, and,

sk(v i jv j ) =
�

s(v i , v j ) if v i 2 NNk(v j )
0 otherwise

(2.2)

where NNk(v) are the k nearest neighbors of v in V. Any other symmetric operation could
be used to replace min in 2.1.

Graph representation. An undirected k-NN graph can be represented by the adjacency ma-
trix W 2 Rn� n which elements are the edge weights. Considering the n � n degree matrix
D := diag(W1) where 1 2 Rn, it is possible to de�ne the symmetrically normalized adjacency
matrix

W := D � 1/2 WD � 1/2 , (2.3)

with the convention 0/0 = 0. The graph n � n Laplacian and normalized Laplacian are
de�ned as

L := D � W (2.4)

and
L := D � 1/2 LD � 1/2 . (2.5)

Iscenet al. [Isc+17] introduced a regularized version of the Laplacian,

La := D � aW (2.6)

and its normalized form
L a := D � 1/2 LaD � 1/2 = In � aW , (2.7)

where 0 < a < 1. Both La and L a are positive-de�nite [Chu97; Isc+17; Isc+18a], in particular
L a = aL + ( 1 � a) In � aL � 0.

Scalability. The construction of k-NN graph by brute force is only practicable for small
datasets as it has aO(n2) cost. Indeed,k-NNs have to be found for every object of the graph.
Scalability can be achieved using parallel algorithm e.g. data partioning schemes [CFS09] or
space �lling curves [CK10] when using speci�c similarity measures. Alternatively, Dong et
al. [DCL11] proposed an approximate k-NN graph, fast to implement and applicable to any
similarity measure.

Social network analysis. Social network analysis is a related �eld of study where graphs
have been used to model social relations. Important contributions to the �eld in the 50's
[Kat53; Hub65; See49] have later been applied to other �elds including machine learning
[SC04] and computer vision. Newman [New10] gathered different measures describing a
vertex importancein a graph. In particular, he introduced the concept of centrality which
would help answer the question “What are the most important or centralvertices in a net-
work?”. Such information was primordial when performing social network analysis, but
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is also useful in computer vision. We further detail signi�cance measures and a possible
exploitation in Chapter 5.

Queries. For the following part of this section, we consider a set of query descriptors in V,
represented by the binary vector g = ( gi ) 2 Rn where gi = 1 if v i for which the system
should retrieve all images containing the same object in V.

Diffusion. In the context of image retrieval, the centrality measure is not enough to retrieve
elements similar to a query. In particular, Richardson et al. [RD01] added the notion of query
to the centrality algorithm PageRank[Pag+99], by modeling the probability of relevance of
a page to a query. Alternatively, similarities can be diffusedstarting from queries, perform-
ing diffusion. Different diffusion schemes were revisited in [DB13] by Donoser and Bischof;
they focused on iterative solutions and argued that closed forms were not computationally
doable due to the need to inverse large matrices. Diffusion has been early investigated in
the context of semi-supervised classi�cation [ZGL03; Zho+03a] and segmentation [Gra06;
KLL08]. We focus this section on the process proposed by Zhou et al. [Zho+03b; Zho+03a].

Given a manifold, represented by a graph, and the set of queries Zhou et al. [Zho+03b]
proposed to diffuse ranking scoresde�ned by a ranking score vector u 2 Rn. The iterative
diffusion processed was based on the following equation

u t = aW u t � 1 + ( 1 � a)g (2.8)

where W 2 Rn� n is the normalized adjency matrix of the graph, a is a parameter and
g 2 Rn.

This iterative process is equivalent to performing a random walk on the graph when W
is a transition matrix and g is a l1 unit vector. Indeed, given the probability a the process
jumps to an adjacent vertex following W , and with 1 � a to a query point selected uniformly
at random. In our case however, W is symmetric.

The system 2.8 converges towards the solution u � as shown by [Zho+03a; Zho+03b],
with

u � = ( 1 � a)L � 1
a g (2.9)

assuming that 0 < a < 1.

Closed form solution. Iscen et al. [Isc+17; Isc+18a] introduced a fast iterative approximate
solution of the closed form. The authors proposed to construct a graph using mutual k-NN
similarity (2.1) implying performing a locally constrained random walk [KDB09]. They
speed up the process by approximating the solution

L af = ( 1 � a)g (2.10)

using Conjugate Gradient (CG) [NW06], which takes advantage of L a being positive-de�nite.

Additionally, Iscen et al. augmented the diffusion to use queries not included in the
databaseV. They did not augment the existing graph at query time, as proposed by Zhang
et al. [Zha+12], but found the k-NN of the query and performed the search with those neigh-
bors. They also modi�ed diffusion so that it could be applied to regional representation,
using a diffusion process starting from several queries.
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It can be noticed that depending on the form of g, it is possible to perform diffusion
(g 2 Rn) (used in Chapter 4, 5), computation of centrality ( a = 0, g = 1 2 Rn) discussed in
Subsection 5.3.7 and label propagation (using matricesU 2 Rn� n and G 2 Rn� n instead of
vectors u and g) [Isc+19b] (used in Chapter 3). This diffusion process has been used in many
different scenarios including retrieval [Isc+17; Isc+18a], semi-supervised learning [Isc+19b]
and our active learning framework presented in Chapter 3.

2.5 Image retrieval

In this section, we focus on the instance-level image retrieval task. We discuss different
solutions from early hand-crafted features to CNN-based methods. In this task, we are
given an image, called a query, which depicts an object, or a scene. Given this query image
and no other information, the system must retrieve from a database, a ranked list of images
sorted by similarity to the query. An important dif�culty lies in the fact that queried object
of interest may vary from one image to another in viewpoint, lighting conditions or can be
occluded.

Evaluation metric. The mean Average Precision (mAP) [Phi+07] (average of Average Pre-
cision (AP) over all queries) is commonly used to evaluate retrieval performances. The AP
measure corresponds to the area under the precision/recall curve and allows to describe
results combining the accuracy of results (precision) and checking how many of the expected
elements are returned (recall). Additionally, the mean Precision at rank K (mP@K) [Rad+18]
can be used to evaluate the sorting precision.

Hand-crafted features. For several decades, images have been represented by hand-crafted
features, which are computed directly on the pixels. Those features are computed in 2 to
3 steps. First, local features aredetectedin the image, they are describedby a descriptor and
�nally they may be aggregatedinto a single descriptor.

Local feature detection.Early detectors were focusing on corner and edges [Mor80; HS88]
looking for maximum of change between pixels. The Difference of Gaussians (DoG) [Low99]
detector ef�ciently approximates the Laplacian of Gaussian (LoG) [Lin98] to detect local
features at different scales. Mikolajczyk et al. [MS01] proposed the Harris-Laplacedetector, an
extension of the Harris detector [HS88] that integrates a scale selection using LoG [Lin98].
In order to deal with images varying by af�ne transformation, Mikolajczyk and Schmid
proposed the Harris-Af�ne [MS02] which includes an additional shape adaptation following
[LG97] to every detected keypoint. The detector has been further improved by using the
Hessian matrix, resulting in the Hessian-Laplace[MS04]. Maximally Stable Extremal Region
(MSER) [Mat+02] differs from previously presented work as it is not based on pixel changes,
but rather on pixel intensity.

Local descriptors.One widely used representation method is SIFT [Low99] which computes
for each keypoint a canonical orientation and a 128-descriptor constructed by concatenating
orientation histograms of subpatches around the keypoint. This work has been followed by
improvements including Root-SIFT [AZ12] or the faster scheme SURF [Bay+08], descriptors
based on histogram of gradients as HOG [DT05] or CHOG [Cha+09], or binary descriptions
including BRIEF [Cal+10].
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FIGURE 2.6 – Pooling. We consider an input image x processed by a fully convolutional
backbone network. The resulting tensor A 2 Rh� w� k can be pooled in a global descriptor
z 2 Rk using either Sum-pooled Convolutional (SPoC) [BL15], Maximum Activation of
Convolutions (MAC) [Azi+14; TSJ16] or Generalized-Mean (GeM) [RTC18] pooling.

Aggregation. In order to perform a fast global search, each image needs to be represented
by a unique global descriptor. The local descriptors presented above must be aggregated
into a global representation. State-of-the-art solutions require to construct a dictionary of
visual words, called a codebook, using for instance k-means clustering [Llo82], Gaussian Mix-
ture Model (GMM) or Expanding Gaussian Mixture (EGM) [AK12]. The BoW technique
was �rst introduced in the context of text understanding [SM83], and then adapted to com-
puter vision [SZ03; Csu+04]. A histogram of assigments to the codebook is constructed and
used as image representation. Vector of Locally Aggregated Descriptors (VLAD) [Jég+10]
and Fisher Vectors (FVs) [PD07] integrate more statistics of the codewords, and in particu-
lar the divergence of each visual word from the assigned descriptors, using respectively 1 st

and a combination of 1 st and 2nd moments. Among many improvements of those aggrega-
tion techniques, the cell of a BoW visual word is further devided in Hamming Embeddings
[JDS08; JDS10]. In particular, local descriptors assigned to the same visual word are com-
pared using the Hamming distance after being quantized using a binary signature. While
Aggregated Selective Match Kernel (ASMK) [TAJ13; TAJ16] is an improved version of VLAD
which inludes non-linearity.

CNN in retrieval. Following the breakthrough of CNNs on the classi�cation task and
qualitative results of deep networks on image retrieval [KSH12], the retrieval community
has introduced convolutional networks in their pipeline. The �rst positive experiments
with CNNs for retrieval were performed using the fully-connected layer outputs [Bab+14;
Gon+14], allowing for one descriptor per image (or patch). Further experiments on convolu-
tional outputs showed convolutional representations to give better performances [Raz+16;
Moh+16; CMV15], as well as allowing to extract either global or local features. Local de-
scriptors obtained with CNNs can be aggregated using classic aggregation methods such as
VLAD [Gon+14], FV [CMV15] or BoW [Moh+16].

Retrieval at large scale is challenging both in terms of search and memory footprint.
Global descriptors are therefore very interesting for the community. Hand-crafted global de-
scriptors can be computed [OT01; TFW08] directly from pixels, but they were outperformed
by aggregated local descriptors. Alternatively, is it possible to construct CNN global repre-
sentations that achieve better results than hand-crafted aggregated descriptors (e.g. VLAD)
with the same dimensions and memory cost [TSJ16; RTC18].

Global pooling.Feature maps can be compressed into a global representation using simple
pooling schemes as shown in Figure 2.6. We denote by A 2 Rh� w� k a tensor containing
k feature maps of spatial resolution ( h, w). The tensor can be represented by a descriptor
z = [ z1 � � � zj � � � zk] 2 Rk with j 2 [k] where each zj summarizes information from channel



36 Chapter 2. Background

A � j . We de�ne P := [ h] � [w] the set of positions in a feature map. In particular, following
SPoC [BL15] it is possible to average each channel into a value using

zSPoC
j =

1
jPj å

p2 P
Apj (2.11)

with j 2 [k]. Better results were achieved using max-pooling MAC [Azi+14; TSJ16]

zMAC
j = max

p2 P
Apj (2.12)

or GeM pooling [RTC18]

zGeM
j =

 
1

jPj å
p2 P

Apjw

! 1
w

, (2.13)

which depends on a parameter w learned a training. Average pooling has the issue of giving
the same power to each pixel, therefore background and objects contribute equivalently to
the pooling, while MAC focuses on a single pixel value per feature map. GeM is an inter-
mediate solution, leveraging high value pixels, more or less depending on pk. Alternatively,
the NetVLAD network [Ara+16] aggregates all vectors Ap� 2 Rk of the tensor A with p 2 P
using a differentiable VLAD layer [Jég+10]; a soft-assignment is used in order for the layer
to be differentiable.

Region-based pooling.Another line of work is using regions. In Regional Maximum Activa-
tion of Convolutions (R-MAC) [TSJ16], Tolias et al. divide the image in R sampled regions
following Figure 2.7b. A representation is computed per region by applying MAC pooling
on the cropped feature maps. Resulting local descriptors are l2-normalized and whitened
(discussed later). The regions are then summed into a global representation. Other works
have replaced uniformly sampled regions by Regions of Interest (RoI) produced by the class-
agnostic Region Proposal Network (RPN) [Sal+16; Gor+16a; Son+17]. The RPN is part of the
Faster-Region-CNN (R-CNN) detector [Ren+15]; it produces for every image hundreds of
RoI proposals with an objectness score. Teichmannet al. [Tei+19] proposed to train a model
to predict few bounding boxes, as opposed to the hundreds produced by a RPN, and ag-
gregated regions into a single descriptor. At a higher cost, it is possible to perform regional
cross-matching; Tolias et al. [TSJ16] and Salvadoret al. [Sal+16] both accumulated the highest
similarity scores when comparing all database local image descriptors to every region of
every query.

Saliency-based pooling.An image does not only depict the objects of interest, but also many
irrelevant elements to the search, such as sky, grass or background. An ensemble of works
tried to eliminate such information by using saliency maps. Cross-dimensional Weighting
and Pooling (CroW) [KMO15] is a weighted pooling scheme which uses data statistics and
successfully removes a major part of image noise (Figure 2.7a). Channels are weighted using
sparsity- a sparse feature map has a higher chance to focus on a particular object, rather than
on clutter, and pixels are weighted by their importance over channels. Laskar et al. [LK17]
used a similary scheme to weigh each R-MAC region. Our work, GOD (Chapter 5) includes
the computation of a saliency map per image combining CroW and object repetition infor-
mation. Candidate regions are gathered in a graph and repeating objects are spotted using
the centrality measure. It is also possible to learn a saliency map within a CNN network by
training an attention map following DEep Local Features (DELF) [Noh+17].
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(a) (b)

FIGURE 2.7 – Figure (a) presents an image and the resulting saliency map when applying
CroW [KMO15] weighting scheme. Figure (b) presents R-MAC [TSJ16] sampling scheme.

Architectures and losses.There are several solutions to train a CNNs for the instance-level
retrieval task. On one hand, it is possible to train a classi�er, using a cross-entropy loss, on
a training set with images and labels speci�cally selected to correspond to retrieval bench-
marks [Bab+14]. On the other hand, a line of work is inspired by metric learning[Xin+02]
which consists in discovering what objects are similar or dissimilar. This is based on Chopra
et al. [CHL05], who used a siamese architecture to learn on positive and negative pairs and
[HCL06] who introduced the constrative loss. Hoffer et al. [HA14] and Wang et al. [Wan+14a]
augmented the two images architecture to an anchor, negative, positivetriple architecture.
Applicable directly to image retrieval, Gordo et al. [Gor+16a; Gor+17] used a triplet net-
work tuned using a triplet loss. In order to deal with a noisy training set, Arandjelović et al.
[Ara+16] used a weakly supervised triplet loss. Radenović et al. [RTC16; RTC18] showed
that a contrastive loss gives better performances because over�tting less.

Training sets.Previously described networks are trained in a supervised manner. They re-
quire datasets composed of a large number of matchingand non-matchingimages. Interest-
ingly, it is possible to construct such annotated dataset with minimal human effort. Arand-
jelović et al. [Ara+16] extracted images from Google Street View and labeled them using GPS
information. This dataset, although cheap to construct, is noisy: a picture with a certain GPS
coordinate can depict one side of a street or another. Gordo et al. [Gor+16a] used the pro-
cessed Landmark [Bab+14] dataset. They constructed pairs of images by performing spatial
matching, following the �rst-to-second neighbor ratio rule [Low99], using SIFT [Low99] and
Hessian-Af�ne [MS02] features. Radenović et al. [RTC16] constructed a dataset, from unla-
beled images, following Schönberger et al. [Sch+15] that coupled BoW [SZ03] with Structure
from Motion (SfM) [HZ03]. They constructed clusters and a 3D model per cluster, allowing
to selecthard positivesas inspired by [Sim+14]. D2-NET [Dus+19] was trained on MegaDepth
[LS18], a dataset of scenes constructed using internet images and COLMAP [SF16a]. Teich-
mann et al. [Tei+19] proposed a dataset of landmarks labeled by bounding boxes focusing
on the objects of interest allowing to train detectors.

Whitening. One of the major constraints in image retrieval is memory. Indeed, representa-
tions must be ascompactas possible. In the work on VLAD [Jég+10], Jégouet al. showed that
applying Principal Component Analysis (PCA) [FRS01] not only allows to reduce descrip-
tors dimension, but also improves retrieval performances. Inspired by this work, Jégou et
al. [JC12] theoretically explained how PCA improves a representation by down-weighting
co-occurences. This post-processing step has become standard practice in image retrieval,
in particular for CNN-based descriptors [TSJ16; BL15; RTC16]. Whitening can be integrated
in a deep network [Gor+16a] modeled using a fully-connected layer. Alternatively, Raden-
ović et al. [RTC18] discussed the instability of PCA whitening [JC12] and proposed to learn
explicitly a robust whitening using the same supervision as in network learning.
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Query expansion. A retrieval search is dependent on the quality of the query image and its
description. If the image is cluttered, if the object is occluded, or the lighting conditions are
bad, then the descriptor may be of low quality resulting in a poor search. One way to over-
come this problem is to expanda query representation using reliable additional information.
QE has been �rst introduced by Manning et al. [MRS08] for information retrieval. In 2007,
Chum et al. [Chu+07] applied it to the visual domain and proposed the Average Query Ex-
pansion (AQE) method: a query descriptor is aggregated with descriptors of trusted similar
images chosen using BoW and geometric veri�cation (see Section 4.2). Moreover, several ef-
forts have been made to improve the algorithm [JB09; Chu+11; AZ12]. Getting rid of costly
spatial veri�cation, Qin et al. [Qin+11] proposed Hello Neighbors (HN) and Tolias and Jé-
gou introduced Hamming Query Expansion (HQE) [TJ14] which relies on Hamming Em-
bedding (HE) [JDS10] quantization. Following [TAJ13], a global descriptor was computed
per image but expanded to reliable image local descriptors.

Initially computed with hand-crafted features, AQE has also been applied to CNN fea-
tures [TSJ16; KMO16; Gor+16a]. Moreover, the high quality of CNN global representa-
tions has allowed to perform more extension methods. In particular, Iscen et al. [Isc+17;
Isc+18b] proposed a diffusion process on a graph of global descriptors (details are given
in Section 2.4). In a nutshell, similarity scores are diffused starting from the query images
through neighbors. Chang et al. [Cha+19] also used a graph: they proposed a process that
alternates exploitation–retrieve k-NN to the query which edge weights are higher than a
threshold–and exploitation–traverse neighbors of retrieved images–of a graph.
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Chapter 3

Revisiting active learning
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We �rst try to minimize the need for supervision by selecting the most interesting im-
ages for training a CNN, using active learning. Active learning typically focuses on training
a model on few labeled examples alone, while unlabeled ones are only used for acquisi-
tion. In this chapter, we depart from this setting by using both labeled and unlabeled data
during model training across active learning cycles. We do so by using unsupervised fea-
ture learning at the beginning of the active learning pipeline and semi-supervised learning
at every active learning cycle, on all available data. The former has not been investigated
before in active learning, while the study of latter in the context of deep learning is scarce
and recent �ndings are not conclusive with respect to its bene�t. The idea developed here
is orthogonal to acquisition strategies by using more data, much like ensemble methods use
more models. By systematically evaluating on a number of popular acquisition strategies
and datasets, we �nd that the use of unlabeled data during model training brings a spec-
tacular accuracy improvement in image classi�cation, compared to the differences between
acquisition strategies. We thus explore smaller label budgets, even one label per class.

We introduce our work [Sim+20] in Section 3.1 and present a background in Section 3.2.
We detail our proposition to integrate unlabeled data in Section 3.3 and study relations be-
tween acquisition function and label propagation in Section 3.4. We present experiments
in Section 3.5 and propose a study of the difference between acquisition functions in Sec-
tion 3.6. Finally, we dicuss our work in Section 3.7.

3.1 Introduction

Active learning[Set09] is an important pillar of machine learning but it has not been ex-
plored much in the context of deep learninguntil recently [GIG17; Bel+18; Wan+17; GE17;
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SS18]. The standard active learning scenario focuses on training a model on few labeled ex-
amples alone, while unlabeled data are only used for acquisition, i.e., performing inference
and selecting a subset for annotation. This is the opposite of what would normally work
well when learning a deep model from scratch, i.e., training on a lot of data with some loss
function that may need labels or not. At the same time, evidence is being accumulated that,
when training powerful deep models, the difference in performance between acquisition
strategies is small [GS18; CAL19; Bel+18].

In this work, focusing on image classi�cation, we revisit active deep learning with the
seminal idea of using all data, whether labeled or not, during model training at each ac-
tive learning cycle. This departs from the standard scenario in that unlabeled data are now
directly contributing to the cost function being minimized and to subsequent parameter up-
dates, rather than just being used to perform inference for acquisition, whereby parameters
are �xed. We implement our idea using two principles: unsupervised feature learningand
semi-supervised learning. While both are well recognized in deep learning in general, we ar-
gue that their value has been unexplored or underestimated in the context of deep active
learning.

Unsupervised feature learningor self-supervised learningis a very active area of research in
deep learning, often taking the form of pre-training on arti�cial tasks with no human super-
vision for representation learning, followed by supervised �ne-tuning on different target
tasks like classi�cation or object detection [DGE15; WG15; GSK18; Car+18b]. To our knowl-
edge, all deep active learning research so far considers training deep models from scratch.
In this work, we perform unsupervised feature learning on all data once at the beginning of
the active learning pipeline and use the resulting parameters to initialize the model at each
active learning cycle. Relying on Caron et al. [Car+18b], we show that such unsupervised
pre-training improves accuracy in many cases at little additional cost.

Semi-supervised learning[CSZ06] and active learning can be seen as two facets of the same
problem: the former focuses on most certain model predictions on unlabeled examples,
while the latter on leastcertain ones. Combined approaches appeared quite early [MN98;
ZLG03b]. In the context of deep learning however, such combinations are scarce [Wan+17]
and have even been found harmful in cases [DP18]. It has also been argued that the two indi-
vidual approaches have similar performance, while active learning has lower cost [GIG17].
In the meantime, research on deep semi-supervised learning is very active, bringing signi�-
cant progress [TV17; LA17; Isc+19a; Ver+19]. In this work, we use semi-supervised learning
on all data at every active learning cycle, replacing supervised learning on labeled exam-
ples alone. Relying on Iscen et al. [Isc+19a], and contrary to previous �ndings Wang et al.
[Wan+17] and Gal et al. [GIG17], we show that this consistently brings a dramatic accuracy
improvement. Related work has been discussed in Section 2.2.

Since Iscenet al. [Isc+19a] useslabel propagation[Zho+03a] to explore the manifold struc-
ture of the feature space, an important question is whether it is the manifold similarity or the
use of unlabeled data during model training that actually helps. We address this question
by introducing a new acquisition strategy that is based on label propagation.

In summary, we make the following contributions:

• We systematically benchmark a number of existing acquisition strategies, as well as a
new one, on a number of datasets, evaluating the bene�t of unsupervised pre-training
and semi-supervised learning in all cases.
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• Contrary to previous �ndings, we show that using unlabeled data during model train-
ing can yield a dramatic gain compared to differences between acquisition strategies.

• Armed with this �nding, we explore a smaller budget (fewer labeled examples) than
prior work, and we �nd that the random baseline may actually outperform all other
acquisition strategies by a large margin in cases.

3.2 Problem formulation and background

Problem. We are given a set X := f xigi2I � X of n exampleswhere I := [ n] := f 1, . . . ,ng
and, initially, a collection y0 := ( yi ) i2 L0 of b labels yi 2 C for i 2 L0, where C := [ c] is a set ofc
classes andL0 � I a set of indices with jL0j = b � n. The goal of Active Learning (AL)[Set09]
is to train a classi�er in cycles, where in cycle j = 0, 1, . . . we use a collectiony j of labels for
training, and then we acquire(or sample) a new batch Sj of indices with

�
�Sj

�
� = b to label

the corresponding examples for the next cycle j + 1. Let Lj := Lj � 1 [ Sj � 1 � I be the set
of indices of labeledexamples in cycle j � 1 and U j := I n Lj the indices of the unlabeled
examples for j � 0. Then y j := ( yi ) i2 Lj are the labels in cycle j and Sj � U j is selected
from the unlabeled examples. To keep notation simple, we will refer to a single cycle in the
following, dropping subscripts j.

Classi�er learning. The classi�er fq : X ! Rc with parameters q, maps new examples
to a vector of probabilities per class. Given x 2 X , its predictionis the class of maximum
probability

p (p) := arg max
k2C

pk, (3.1)

where pk is the k-th element of vector p := fq(x). As a by-product of learning parameters
q, we have access to anembedding functionf q : X ! Rd, mapping an example x 2 X to a
feature vector f q(x). For instance, fq may be a linear classi�er on top of features obtained
by f q.

In a typical AL scenario, given a set of indices L of labeled examples and labels y, the
parametersq of the classi�er are learned by minimizing the cost function

J(X, L, y; q) := å
i2 L

` ( fq(xi ), yi ), (3.2)

on labeled examples xi for i 2 L, where cross-entropỳ (p, y) := � log py for p 2 Rc
+ , y 2 C.

Acquisition. Given the set of indices U of unlabeled examples and the parameters q re-
sulting from training, one typically acquires a new batch by initializing S  Æand then
greedily updating by

S  S [ f a(X, L [ S,U n S, y; q)g (3.3)

until jSj � b. Here a is an acquisition(or sampling) function, each time selecting one example
from U n S. For eachi 2 S, the corresponding example xi is then given as query to an oracle
(often a human expert), who returns a label yi to be used in the next cycle.

Geometry. Given parameters q, a simple acquisition strategy is to use the geometry of ex-
amples in the feature spaceF q := f q(X ), without considering the classi�er. Each example
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xi is represented by the feature vector f q(xi ) for i 2 I . One particular example is the func-
tion [GE17; SS18]

a(X, L,U, y; q) := arg max
i2U

min
k2 L

kf q(xi ), f q(xk)k , (3.4)

each time selecting the unlabeled example in U that is the most distant to its nearest labeled
or previously acquired example in L. Such geometric approaches are inherently related to
clustering. For instance,k-means++ [AV07] is a probabilistic version of (3.4).

Uncertainty. A common acquisition strategy that considers the classi�er is some measure
of uncertainty in its prediction. Given a vector of probabilities p, one such measure is the
entropy

H (p) := �
c

å
k= 1

pk log pk, (3.5)

taking values in [0, log c]. Given parameters q, each examplexi is represented by the vector
of probabilities fq(xi ) for i 2 I . Then, acquisition is de�ned by

a(X, L,U, y; q) := arg max
i2U

H ( fq(xi )) , (3.6)

effectively selecting the b most uncertainunlabeled examples for labeling.

Pseudo-labels. It is possible to use more data than the labeled examples while learning.
In Wang et al. [Wan+17] for example, given indices L, U of labeled and unlabeled examples
respectively and parameters q, one represents examplexi by p i := fq(xi ), selects themost
certainunlabeled examples

L̂ := f i 2 U : H (p i ) � eg, (3.7)

and assigns pseudo-label ŷi := p (p i ) by (3.1) for i 2 L̂. The same cost function J de�ned
by (3.2) can now be used by augmenting L to L [ L̂ and y to (y, ŷ), where ŷ := ( ŷi ) i2 L̂. This
augmentation occurs once per cycle in Wang et al. [Wan+17]. This is an example of active
semi-supervisedlearning.

Transductive label propagation [Zho+03a] refers to graph-based, semi-supervised learn-
ing. Following notations presented in Section 2.4, a nearest neighbor graph of the dataset
X is used, represented by a symmetric non-negative n � n adjacencymatrix W with zero
diagonal. This matrix is symmetrically normalized as W := D � 1/2 WD � 1/2 (2.3), where
D := diag(W1) is the degreematrix and 1 is the all-ones vector. The given labels y := ( yi ) i2 L

are represented by a n � c zero-one matrix Y := c (L, y) where row i is a c-vector that is a
one-hotencoding of label yi if example xi is labeled and zero otherwise,

c (L, y) ik :=
�

1, i 2 L ^ yi = k,
0, otherwise

(3.8)

for i 2 I and k 2 C. Given the normalized regularized Laplacian L a := In � aW (2.7) where
a 2 [0, 1) is a parameter, Zhou et al. [Zho+03a] de�ne the n � c matrix P := h[h(Y)]1, where

h(Y) := ( 1 � a)L � 1
a Y. (3.9)

1We denote by h[A] := diag(A1) � 1A and h[a] := ( a> 1) � 1a the (row-wise) `1-normalization of nonnegative
matrix A and vector a respectively.
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FIGURE 3.1 – Illustration of the active learning process including our addition of unsuper-
vised and semi-supervised learning.

The i-th row p i of P represents a vector of class probabilities of unlabeled example xi , and
a prediction can be made by p (p i ) (3.1) for i 2 U. This method is transductivebecause it
cannot make predictions on previously unseen data without access to the original data X.

Inductive label propagation. Although the previous methods do not apply to unseen data
by themselves, the predictions made on X can again be used as pseudo-labels to train a
classi�er. This is done in [Isc+19a], applied to semi-supervised learning. Like Wang et al.
[Wan+17], a pseudo-label is generated for unlabeled example xi as ŷi := p (p i ) by (3.1), only
now p i is the i-th row of the result P of label propagation according to (3.9) rather than the
classi�er output fq(xi ). Unlike Wang et al. [Wan+17], all unlabeled examples are pseudo-
labeled and an additional cost term Jw(X,U, ŷ; q) := å i2U wi ` ( fq(xi ), ŷi ) applies to those
examples, where ŷ := ( ŷi ) i2U and wi := b(p i ) is a weight re�ecting the certainty in the
prediction of ŷi :

b(p) := 1 �
H (p)
log c

. (3.10)

Unlike Wang et al. [Wan+17], the graph and the pseudo-labels are updated once per epoch
during learning in Iscen et al. [Isc+19a], where there are no cycles.

Unsupervised feature learning. Finally, it is possible to train an embedding function in an
unsupervised fashion. A simple method that does not make any assumption on the nature
or structure of the data is Caron et al. [Car+18b]. Simply put, starting by randomly initial-
ized parameters q, the data f q(X) are clusteredby k-means, each example is assigned to the
nearest centroid, clusters and assignments are treated as classesC and pseudo-labelŝy respec-
tively, and learning takes place according to J(X, I , ŷ, q) (3.2). By updating the parameters q,
f q(X) is updated too. The method therefore alternates between clustering/pseudo-labeling
and feature learning, typically once per epoch.

3.3 Training the model on unlabeled data

We argue that acquiring examples for labeling is not making the best use of unlabeled
data: unlabeled data should be used during model training, appearing in the cost function
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that is being minimized. We choose two ways of doing so: unsupervised feature learning
and semi-supervised learning, as shown in Figure 3.1. As outlined in Algorithm 1, we follow
the standard active learning setup, adding unsupervised pre-training at the beginning and
replacing supervised learning on L by semi-supervised learning on L [ U at each cycle. The
individual components are discussed in more detail below.

Algorithme 1 : Semi-supervised active learning

Data : data X, indices of labeled examples L, labels y, batch sizeb
1 U  I n L . indices of unlabeled examples
2 q0  PRE(X) . unsupervised pre-training
3 for j 2 f 0, . . .g do . active learning cycles
4 q  SUP(X, L, y; q0) . supervised learning on L only
5 for e2 f 1, . . .g do . epochs
6 ( ŷ, w )  LP(X, L, y, q) . pseudo-labels ŷ and labels w
7 q  SEMI(X, L [ U, (y, ŷ), w ; q) . semi-supervised learning on all data

8 S  Æ
9 while jSj < b do . acquire a batch S � U for labeling

10 S  S [ a(X, L [ S,U n S, y; q)

11 y  (y, LABEL (S)) . obtain true labels on S by oracle
12 L  L [ S; U  U n S . update indices

Unsupervised pre-training(PRE) takes place at the beginning of the algorithm. We follow
Caron et al. [Car+18b], randomly initializing q and then alternating between clustering the
features f q(X) by k-means and learning on cluster assignment pseudo-labels ŷ of X accord-
ing to J(X, I , ŷ, q) (3.2). The result is a set of parametersq0 used to initialize the classi�er at
every cycle.

Learning per cycle follows inductive label propagation [Isc+19a]. This consists of super-
vised learning followed by alternating label propagation and semi-supervised learning on
all examples L [ U at every epoch. Thesupervised learning(SUP) is performed on the labeled
examples L only using labels y, according to J(X, L, y, q) (3.2), where the parametersq are
initialized by q0.

Label propagation(LP) involves a reciprocal k-nearest neighbor graph on features f q(X) ac-
cording to (2.1), (2.2). The resulting adjacency matrix W is normalized as W := D � 1/2 WD � 1/2

(2.3). Label propagation is then performed according to P = h[h(Y)] (3.9), by solving the
corresponding linear system using the conjugate gradient(CG) method [Isc+19a]. The label
matrix Y := c (L, y) (3.8) is de�ned on the true labeled examples L that remain �xed over
epochs but grow over cycles. With p i being the i-th row of P, a pseudo-label ŷi = p (p i ) (3.1)
and a weight wi = b(p i ) (3.10) are de�ned for every i 2 U [Isc+19a].

Semi-supervised learning(SEMI) takes place on all examples L [ U = I , where examples
in L have true labels y and examples in U pseudo-labels ŷ := ( ŷi ) i2U . Different than Iscen
et al. [Isc+19a], we minimize the standard cost function J(X, L [ U, (y, ŷ), q) (3.2), but we do
take weights w := ( wi ) i2U into account in mini-batch sampling, `1-normalized as h[w ]. In
particular, part of each mini-batch is drawn uniformly at random from L, while the other
part is drawn with replacement from the discrete distribution h[w ] on U: an example may
be drawn more than once per epoch or never.
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Discussion. The above probabilistic weightingdecouples the size of the epoch from n and
indeed we experiment with epochs smaller than n, accelerating learning compared to Iscen
et al. [Isc+19a]. It is similar to importance sampling, which is typically based on loss val-
ues [KF17; Che+18] or predicted class probabilities [Yan+15a]. Acceleration is important as
training on all examples is more expensive than just the labeled ones, and is repeated at
every cycle. On the contrary, unsupervised pre-training only occurs once at the beginning.

The particular choice of components is not important: any unsupervised representation
learning could replace Caron et al. [Car+18b] in line 2 and any semi-supervised learning
could replace Iscen et al. [Isc+19a] in lines 4-7 of Algorithm 1. We keep the pipeline as
simple as possible, facilitating comparisons with more effective choices in the future.

3.4 Investigating manifold similarity in the acquisition function

Label propagation [Zho+03a; Isc+19a] is based on the manifold structure of the feature
space, as captured by the normalized af�nity matrix W . Rather than just using this informa-
tion for propagating labels to unlabeled examples, can we use it in the acquisition function
as well? This is important in interpreting the effect of semi-supervised learning in Algo-
rithm 1: is any gain due to the use of manifold similarity, or to training the model on more
data?

Joint label propagation(jLP), introduced here, is an attempt to answer these questions. It
is an acquisition function similar in nature to the geometric approach (3.4), with Euclidean
distance replaced by manifold similarity. In particular, the n-vector Y1c, the row-wise sum
of Y = c (L, y) (3.8), can be expressed asY1c = d(L) 2 Rn, where

d(L) i :=
�

1, i 2 L,
0, otherwise

(3.11)

for i 2 I . As discussed in Section 2.4, in the terminology of manifold ranking, vector Y1c

represents a set ofqueries, one for each example xi for i 2 L, and the i-th element of the
n-vector u� = h(Y)1c expresses themanifold similarityof xi to the queries for i 2 I as in (2.9).
Similar to (3.4), we acquire the example in U that is the least similarto examples in L that are
labeled or previously acquired:

a(X, L,U, y; q) := arg min
i2U

(h(d(L))) i . (3.12)

This strategy is only geometric and bears similarities to discriminative active learning[GS18],
which learns a binary classi�er to discriminate labeled from unlabeled examples and ac-
quires examples of least con�dence in the “labeled” class.

3.5 Experiments

3.5.1 Experimental setup

Datasets. We conduct experiments on four datasets that are most often used in deep active
learning: MNIST [LeC+98], SVHN [Net+11], CIFAR-10 and CIFAR-100 [Kri09]. Table 3.1
presents statistics of the datasets. Following [TV17; Isc+19a], we augment input images by
4 � 4 random translations and random horizontal �ips.
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Data size Image size Batch size Budget Total labels
train / test w/o SEMI/ SEMI

MNIST 60000 / 10000 28� 28 10 / 64 10 50
SVHN 73257 / 26032 32� 32 32 / 128 100 500
CIFAR-10 50000 / 10000 32� 32 32 / 128 100 500
CIFAR-10 50000 / 10000 32� 32 32 / 128 1000 5000
CIFAR-100 50000 / 10000 32� 32 32 / 128 1000 5000

TABLE 3.1 – Datasets used in this chapter, including the batch sizes used in training with
and without SEMI, acquisition sizes at each active learning step and the total number of
labeled images.

Networks and training. For all experiments we use a 13-layer convolutional network used
previously in Laine et al. [LA16b]. We train the model from scratch at each active learning
cycle, using SGD with momentum of 0.9 for 200 epochs. An initial learning rate of 0.2 is
decayed by cosine annealing [LH17], scheduled to reach zero at 210 epochs. The mini-batch
size is 32 for standard training and 128 when SEMI is used, except for MNIST where the size
of the mini-batch 10 and 64 with SEMI. All other parameters follow Tarvainen et al. [TV17].

Unsupervised pre-training. We use k-means as the clustering algorithm and follow the
settings of Caron et al. [Car+18b]. The model is trained for 250 epochs on the respective
datasets.

Semi-supervised learning. Following Iscen et al. [Isc+19a], we construct a reciprocal k-
nearest neighbor graph on features f q(X), with k = 50 neighbors and similarity function
s(u, v) := [ û> v̂]3+ for u, v 2 Rd, where û is the `2-normalized counterpart of u, while a =
0.99 in (3.9). We follow [Isc+19a] in splitting mini-batches into two parts: 50 examples (10
for MNIST) are labeled and the remaining pseudo-labeled. For the latter, we draw examples
using normalized weights as a discrete distribution. The epoch ends when 1

2 jU j pseudo-
labels have been drawn, that is the epoch is 50% compared to Iscenet al. [Isc+19a]. Given
that jLj � jU j in most cases, the labeled examples are typically repeated more than once.

Acquisition strategies. We evaluate our new acquisition strategy jLP along with the fol-
lowing baselines: (a) Random; (b) Uncertainty based on entropy (3.5); (c)CEAL [Wan+17],
combining entropy with pseudo-labels (3.7); (d) the greedy version of CoreSet(3.4) [SS18;
GE17].

Baselines. For all acquisition strategies, we show results of the complete Algorithm 1 as
well as the the standard baseline, that is without pre-training and only fully supervised on
labeled examples L, and unsupervised pre-training(PRE) alone without semi-supervised. In
some cases we showsemi-supervised(SEMI) alone. For instance, in the scenario of 100 labels
per class, the effect of pre-training is small, especially in the presence of semi-supervised.
CEAL [Wan+17] is a baseline with its own pseudo-labels, so we do not combine it with
semi-supervised. The length of the epoch is �xed for Algorithm 1 and increases with each
cycle for the baselines.

Label budget and cycles. We consider three different scenarios, as shown in Table 3.1. In
the �rst we use an initial balanced label set L0 of 10 labels per class, translating into a total
of 100 for CIFAR-10 and SVHN and 1000 for CIFAR-100. We use the same values as label
budget b for all cycles. In the second, we use initially 100 labels per class in CIFAR-10 with
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FIGURE 3.2 – Average accuracyvs. cycle on different setups and acquisition strategies on
SVHN with a budget ( b = 100)(a), CIFAR-10 with a budget of 100 and 1000 ((b) and (c)
respectively), and CIFAR-100 with b = 1000 (d).
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FIGURE 3.3 – Average accuracyvs. cycle on different setups and acquisition strategies with
PRE on SVHN with a budget ( b = 100)(a), CIFAR-10 with a budget of 100 and 1000 ((b) and
(c) respectively), and CIFAR-100 with b = 1000 (d).

b = 1000 per cycle; this is not interesting for CIFAR-100 as it results in complete labeling of
the training set after 4 cycles. Finally, we investigate the use of one label per class both as the
initial set and the label budget, on MNIST, translating to 10 labels per cycle. All experiments
are carried out for 5 cycles and repeated 5 times using different initial label sets L0. We report
average accuracyand standard deviation.

3.5.2 Investigating the agreement of acquisition strategies

We �rst evaluate acquisition functions without using any unlabeled data. Figure 3.2
presents results on SVHN, CIFAR-10 and CIFAR-100. The differences between acquisition
functions are not signi�cant, except when compared to Random. On SVHN, Random ap-
pears to be considerably better than the other acquisition functions and worse on CIFAR-10
with b = 1000. All the other acquisition functions give near identical results; in particu-
lar, there is no clear winner in the case of 10 labels per class on CIFAR-10 and CIFAR-100
(Figure 3.2(b) and (d), respectively).

This con�rms similar observations made in Gissin et al. [GS18] and Chitta et al. [CAL19].
Our jLP is no exception, giving similar results to the other acquisition functions. We study
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M ETHOD CIFAR-10 CIFAR-100

BUDGET b = 100 b = 1000

CYCLE 0
jLP 29.17� 1.62 19.63� 0.99

+ PRE 35.20� 2.26 23.71� 0.86

+ SEMI 36.73� 5.70 25.06� 1.44

+ PRE + SEMI 38.05� 2.92 27.04� 0.78

CYCLE 1
jLP 38.86� 1.36 32.16� 1.98

+ PRE 42.07� 0.74 33.48� 0.52

+ SEMI 46.76� 3.27 37.99� 2.47

+ PRE + SEMI 48.66� 2.64 40.30� 1.53

CYCLE 2
jLP 42.30� 1.61 40.65� 1.21

+ PRE 47.99� 1.17 40.81� 0.40

+ SEMI 51.53� 3.02 46.39� 1.49

+ PRE + SEMI 51.18� 1.80 47.03� 0.47

TABLE 3.2 – Ablation study. Evaluation of results obtained with Random while adding PRE

and/or SEMI.

this phenomenon in Section 3.6. In summary, we �nd that while the ranks of examples ac-
cording to different strategies may be uncorrelated, the resulting predictions of label propa-
gation mostly agree. Even in cases of disagreement, the corresponding examples have small
weights, hence their contribution to the cost function is small. Since those predictions are
used as pseudo-labels in Iscenet al. [Isc+19a], this can explain why the performance of the
learned model is also similar in the presence of semi-supervised learning.

3.5.3 The effect of unsupervised pre-training

As shown in Figure 3.3, pre-training can be bene�cial. PRE by itself brings substantial
gain on SVHN and CIFAR-10 with b = 100, up to 6%, while the improvements on CIFAR-
100 are moderate. In addition, numerical results in Table 3.2 for our acquisition strategy
jLP show that PRE is bene�cial with or without SEMI in most cases. Pre-training provides a
relatively easy and cost-effective improvement. It is performed only once at the beginning
of the active learning process. While Caron et al. [Car+18b] was originally tested on large
datasets like ImageNet or YFCC100M, we show that it can be bene�cial even on smaller
datasets like CIFAR-10 or SVHN.

3.5.4 The effect of semi-supervised learning

Figure 3.4 shows results on different datasets and acquisition strategies like Figure 3.3,
but including both PRE and PRE + SEMI. For the purpose of reproducibility, numeric results,
including average and standard deviation measurements, are given in Table 3.3. We de-
scribe results obtained with the �ve methods Random, Uncertainty, CEAL, CoreSet and jLP
presented before. We evaluate them on CIFAR-10 with 10 and 100 labels per class (budget
b = 100 and b = 1000 respectively), CIFAR-100 with b = 1000 and SVHN with b = 100 in
Table 3.3.

The combination PRE + SEMI yields a further signi�cant improvement over PRE and the
standard baseline, on all acquisition functions and datasets. For instance, on CIFAR-10 with
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a budget of 100, the most noticeable improvement comes from Random, where the improve-
ment of PRE+ SEMI is around 15% over the standard baseline at all cycles. The improvement
is around 10% in most other cases, which is by far greater than any potential difference be-
tween the acquisition methods. Also, noticeably, in the case of SVHN, Random with PRE +
SEMI reaches nearly the fully supervised accuracy after just 2 cycles (300 labeled examples
in total).

The gain from semi-supervised learning is dramatic in the few-labels regime of CIFAR-
10 with b = 100. A single cycle with PRE + SEMI achieves the accuracy of 4 cycles of the
standard baseline in this case, which translates to a signi�cant reduction of cost for human
annotation.

Random CoreSet Uncertainty jLP CEAL
PRE + SEMI + PRE+ SEMI + SEMI + PRE + PRE + SEMI PRE + SEMI
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FIGURE 3.4 – Average accuracyvs. cycle on different setups and acquisition strategies:
Baseline, PRE and PRE +SEMI. PRE, SEMI and PRE + SEMI scenarios are represented using
different dashed lines as presented in the legend. For reference, the full training accuracy is
96.97% for SVHN, 94.84 % for CIFAR-10 and 76.43 % for CIFAR-100.

In Table 3.2 we present the effect of all four combinations: with/without PREand with/without
SEMI. We focus on our jLP acquisition strategy, which has similar performance as all other
strategies and uses manifold similarity just like SEMI. In most cases,PRE improves over SEMI

alone by around 2%. The use of PRE appears to be particularly bene�cial in the �rst cycles,
while its impact decreases as the model performance improves.
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FIGURE 3.5 – Average accuracyvs. cycle on different setups and acquisition strategies.

It is worth noting that CEAL, which makes use of pseudo-labels, has a low performance.
This has been observed before Ducoffeet al. [DP18] and can be attributed to the fact that it is
using the same set of pseudo-labels in every epoch. By contrast, pseudo-labels are updated
in every epoch in our case.

3.5.5 Label propagation with one label per class

Here we demonstrate the effectiveness ofSEMI in combination with acquisition functions
against the functions alone. To that end we use MNIST as a benchmark. We investigate a
relatively dif�cult scenario in which the AL budget at each cycle is equal to the number of
classes. Figure 3.5 shows the 5 strategies with and without SEMI. As noted before, there is no
consistent winner among the selection strategies alone, and results with 50 labels (5 cycles)
remain below 80%. However, Random with SEMI arrives at 90.89% accuracy with only 20
labeled examples which is 40% better than without. We also investigated the scenario of 2
labels per class, but did not extend the study as we achieve 94.39% with 40 labels and 97.86%
with 60 (2 cycles and 3 cycles, respectively) combining Random and SEMI. This results are
close to the 99.44% accuracy achieved with a full training over the 50000 labeled images.
Detailed results are presented in Table 3.3.

3.6 Studying the agreement of acquisition strategies

It has been observed that most acquisition strategies do not provide a signi�cant im-
provement over standard uncertainty when using deep neural networks; for instance, all
strategies perform similarly on CIFAR-10 and CIFAR-100 according to Gissin et al. [GS18]
and Chitta et al. [CAL19]. To better understand the differences, the ranks of examples ac-
quired by different strategies are compared pairwise by Gissin et al. [GS18]. We make a step
further in this direction, using label propagation as a tool.

In particular, after the classi�er is trained at any cycle using any reference acquisition
function a, we apply two different acquisition functions, say a(1) and a(2) , followed by label-
ing of acquired examples and label propagation, obtaining two different sets of predicted
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FIGURE 3.6 – Ranks of examples obtained by one acquisition strategyvs. the ranks of an-
other on CIFAR-10 with b = 1000 after cycle 1. A random 5% subset of all examples is
shown.

pseudo-labels ŷ (1) and ŷ (2) and weights w (1) and w (2) on the unlabeled examples U. We
de�ne the weighted accuracy

AU,w (z, z0) = å
i2U

h[w ]idzi ,z0
i

(3.13)

for z, z0 2 R jU j , where d is the Kronecker delta function. Using the average weights w :=
1
2(w (1) + w (2) ), we then measure the weighted accuracy AU,w (y (1) , y (2) ), expressing the
agreementof the two strategies, as well as the weighted accuracy AU,w (y (k) , t) of a(k) rela-
tive to the true labels t on U for k = 1, 2. More measurements include weighted accura-
cies relative to true labels on subsets of U where the two strategies agree or disagree. This
way, assuming knowledge of the true labels on the entire set X, we evaluate the quality of
pseudo-labels used in semi-supervised learning in each cycle, casting label propagation as
an ef�cient surrogate of the learning process.

Results. Here we take a closer look at the similar performance of most acquisition strate-
gies. We show results on CIFAR-10 with b = 1000 in this study. Following the experiments
of [GS18], we �rst investigate the correlation of the ranks of unlabeled examples obtained
by two acquisition functions. As shown in Figure 3.6(a), Uncertainty and jLP are not as
heavily correlated compared to, for example, CoreSetand Uncertainty in Figure 3.6(b). The
correlation between jLP and CoreSetis also quite low as shown in Figure 3.6(c).

It may of course be possible that two strategies with uncorrelated ranks still yield models
of similar accuracy. To investigate this, we follow the methodology described in Section 3.6.
Results are shown in Table 3.4. Uncertainty is used as a reference strategy,i.e. we train the
model for a number of cycles using Uncertainty and then measure agreement and disagree-
ment of another strategy to Uncertainty. After cycle 1, any two methods agree on around
80% of the pseudo-labels, while the remaining 20% have on average smaller weights com-
pared to when the methods agree.

We reach the same conclusions from a similar experiment where we actually train the
model rather than performing label propagation. Hence, although examples are ranked
differently by different strategies, their effect on prediction, either by training or label prop-
agation, is small.
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CYCLE 1 2

M EASURE %agree accuracy (3.13) avg weights %agree accuracy (3.13) avg weights

A GREE? = 6= = 6= = 6= = 6=

Random 79.98 79.97 38.39 0.32 0.17 86.98 88.07 39.77 0.46 0.28
CoreSet 80.58 79.52 44.57 0.27 0.16 87.32 87.94 43.80 0.45 0.29
jLP (ours) 80.24 80.03 48.79 0.27 0.15 86.96 88.12 45.55 0.43 0.27

TABLE 3.4 – Agreement results between acquisition strategies on CIFAR-10 with b = 1000
after cycles 1 and 2. All strategies are compared to Uncertainty as reference, which is also
employed in the previous cycles. %agreeis percentage of pseudo-labels agreeing to the
reference. Accuracy is weighted according to (3.13) and weights are according to (3.10).
Measurements denoted by = (6= ) refer to the set of pseudo-labels that agree (disagree) with
the reference.

3.7 Discussion

In this work, we have shown the bene�t of using both labeled and unlabeled data during
model training in deep active learning for image classi�cation. This leads to a more accurate
model while requiring less labeled data, which is in itself one of the main objectives of
active learning. We have used two particular choices for unsupervised feature learning
and semi-supervised learning as components in our pipeline. There are several state of the
art methods that could be used for the same purpose, for instance Tarvainen et al. [TV17],
Verma et al. [Ver+19], Berthelot et al. [Ber+19], and Rebuf� et al. [Reb+19] for semi-supervised
learning. Our pipeline is as simple as possible, facilitating comparisons with more effective
choices, which can only strengthen our results. While the improvement coming from recent
acquisition strategies is marginal in many scenarios, an active learning approach that uses
unlabeled data for training and not just acquisition appears to be a very good option for deep
network models. Our �ndings can have an impact on how deep active learning is evaluated
in the future. For instance, the relative performance of acquisition strategies changes in the
presence of pre-training and semi-supervised learning.
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In this chapter, we introduce Deep Spatial Matching (DSM) [SAC19], a novel way of ex-
tracting localization information from feature maps of convolutional networks and using
this information to perform spatial matching for large-scale image retrieval. Initial ranking
is based on image descriptors extracted from convolutional neural network activations by
global pooling, as in recent state-of-the-art work. However, the same sparse 3D activation
tensor is also approximated by a collection of local features. These local features are then ro-
bustly matched to approximate the optimal alignment of the tensors. This happens without
any network modi�cation, additional layers or training. No local feature detection happens
on the original image. No local feature descriptors and no visual vocabulary are needed
throughout the whole process.

We experimentally show that the proposed method achieves the state-of-the-art perfor-
mance on standard benchmarks across different network architectures and different global
pooling methods. The highest gain in performance is achieved when diffusion on the nearest-
neighbor graph of global descriptors is initiated from spatially veri�ed images.

We introduce our work in Section 4.1. After discussing background in Section 4.2, we
develop DSM, in Section 4.3. Experimental results are reported in Section 4.4. In Section 4.5
we discuss how a network training can take advantage of the feature detection and spatial
matching. Conclusions are drawn in Section 4.6.
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4.1 Introduction

Image and speci�c object retrieval is commonly addressed as large scale image match-
ing: a query is matched against the database images and the �nal ranking is given by the
matching score. In the early retrieval days, methods based on local features were domi-
nating [SZ03; NS06]. The matching score was �rst approximated by a similarity of bag of
words [SZ03] or aggregated descriptors [Jég+10], and then re-ranked by ef�cient spatial
veri�cation [Phi+07; PCM09].

Recently, image retrieval is dominated by CNNs [Gor+17; RTC18]. Image representation
is derived from the output of the CNN, which can be interpreted as a collection of 2D re-
sponse maps of pattern detectors. The position of the response indicates the location of the
pattern in the image, the size of the pattern is limited by the receptive �eld, and the value of
the response indicates the con�dence in the presence of the pattern.

Images of corresponding objects or object parts have similar response in all channels. It
is known that the image-to-image mapping can be recovered by correlating the response
tensors of the two images [LZD14; Cho+16; RAS18].

In general, the CNN activation tensor size depends on the number of channels and the
image size. It is is too large to be stored, especially for large-scale applications. To construct
a descriptor of a �xed and reasonable size, vectors obtained by global pooling are extracted
instead, for instance mean pooling [BL15], max pooling [TSJ16], generalized-mean pool-
ing [RTC18], and others [KMO16; TSJ16]. If the CNN-response tensors are matching, the
statistics obtained after the global pooling should be matching too.

Global pooling not only reduces the size of the descriptor, but also injects view-point
invariance. In fact, the global pooling is, similarly as bag of features, invariant to a very
broad class of transformations. Thus, some information, namely geometric consistency, is
lost.

In this work we introduce a very simple way of extracting from the CNN activations
a representation that is suitable for geometric veri�cation, which we apply to re-ranking.
Ideally, one would estimate the geometric transformation to align the activation tensors and
compare. Nevertheless, as stated previously, this would be impractical. We propose to
approximate this process, exploiting two properties of the activations: high values are more
important and the activations are sparse. Therefore each channel can be well approximated
by a small number of extremal regions.

4.2 Background

As discussed in Section 2.5, the power of CNN representations of one or very few re-
gional descriptors per image allowed reducing image retrieval to nearest neighbor search
and extending previous query expansion [Chu+07; TJ14] into ef�cient online exploration of
the entire nearest neighbor graph of the dataset by diffusion [Isc+17]. The main drawback
of these compact representations is that they are not compatible with spatial veri�cation.
However, using spatial veri�cation ensures accuracy of the top ranking results and boosts
greatly retrieval results. We discuss in this section spatial veri�cation, also called geometric
veri�cation.

1 Answer: (d) [this work].
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FIGURE 4.1 – Fast spatial matching [Phi+07] �nds a linear geometric transformation be-
tween two views of an object based on a local feature representation. This is used for spatial
veri�cation in large-scale image retrieval. Inlier correspondences shown, colored by visual
word. What is the underlying representation? 1

(a) SIFT [Low99] descriptors on Hessian-af�ne [MS04] local features.

(b) Descriptors on detected patches by an end-to-end differentiable pipeline using patch pair la-
bels [Yi+16].

(c) A subset of convolutional features at locations selected by an attention mechanism learned on
image-level labels [Noh+17].

(d) Local maxima on each channel of a vanilla feature map. No vocabulary needed.
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Geometric veri�cation The well-known RANdom SAmple Consensus (RANSAC) algo-
rithm, by Fischler et al. [FB81], performs robust estimation of a geometric model on experi-
mental data contaminated with outliers. Models are iteratively tested against the full dataset
and evaluated using a metric e.g. the number of inliers. Hartley et al. [HZ04] compared more
model hypothesis metrics. The process stops when the likelihood of �nding a better model
is too low. There are several improvements of RANSAC by adding prior knowledge, for
instance MLE-SAC [TZ00], or NAPSAC [Mya+02].

Chum et al. [CMK03] showed that the quality of an hypothesis was increasing with the
number of samples used to generate it and proposed Locally Optimized RANSAC (LO-RANSAC).
They added at the end of a RANSAC pass the re-estimation of the model parameters from
all inliers. The locally optimized model is then tested against the full data and a new set of
inliers is computed. As a result, LO-RANSAC proved to be faster than RANSAC.

In FSM [Phi+07], Philbin et al. proposed to remove the randomness in RANSAC by enu-
merating all hypothesis, which would result in better performances. To do so, they proposed
on one side to consider a restricted class of transformations at hypothesis generation and on
the other side to exploit the af�ne-invariant properties of regions (features). Doing so, they
could generate hypothesis using only one pair of regions. As a result, the number of hy-
pothesis would be signi�cantly reduced, speeding up the matching process.

The Generalized Hough Transform (GHT) [Bal81] can be used to �nd promising trans-
formation hypotheses by a voting process in the transformation space. Lowe [Low99] used
a version of GHT where each correspondence casts a single vote, followed by a veri�ca-
tion process similar to RANSAC. Jégou et al. [JDS10] incorporated a voting process in the
indexing process independently for relative scales and orientations rather than full trans-
formations, which still requires geometric veri�cation. Tolias et al. [TA11] used a hierarchi-
cal partition of the transformation space, which allows computing a global matching score
without veri�cation of hypotheses, making the matching process linear in the number of
correspondences. Liet al. [LLH15] followed [TA11] and used pairs of correspondences too.

Spatial veri�cation using CNNs Roccoet al. [RAS17; RAS18] proposed networks trained
to perform geometric matching in an end-to-end fashion. Feature extraction, matching and
transformation estimation are performed using three different differentiable layers. Rocco et
al. [Roc+18] matched two images by learning to discover neighborhood consensus patterns
in a 4D space representing all correspondences between pairs of images. This exhaustive
comparison doesn't require to estimate a geometric model. Although relevant, those works
are too expensive for image retrieval.

Noh et al. [Noh+17] and Dusmanu et al. [Dus+19] applied RANSAC on keypointsdescrip-
tors detected and extracted from CNN activation maps. The performance of DELF [Noh+17]
was remarkable in benchmark [Rad+18]. DELF combines the power of CNN features with
the conventional pipeline of hundreds of local descriptors per image found using an at-
tention map, followed by encoding against a vocabulary, searching by inverted �les and
spatial matching by RANSAC. Local features are only described by coordinates, hence ef�-
cient matching by FSM does not apply. More relevant work is D2-NET [Dus+19], published
concurrently with ours. The method includes the discovery of local features within feature
maps–one per map–without additional training. As in DELF [Noh+17], a high-dimensional
descriptor per feature is stored in order to perform spatial matching. Considering that FSM
[Phi+07] can compute a transformation hypothesis using two af�ne regions, we investigate
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FIGURE 4.2 – Four views (columns) of the Museum of natural history in the R Oxford
dataset, overlaid with two different feature maps (rows) of the last convolutional layer of
the VGG16 [SZ14] network. The �lter kernel in each channel is responding to similar image
structures in all images. All activations are naturally sparse and nonzero responses agree in
both location and local shape between all images.

in this work how to reduce storage cost by not using expensive descriptors. Similar to us,
Cieslewski et al. [CBS19] also used no descriptors, however they only used one local feature
per channel and did not report results without training.

RANSAC [FB81] is not differentiable. There have been attempts [Bra+17; RAS18] to pro-
pose an approximate and differentiable version that could be integrated to CNN architec-
ture. Differentiable SAmple Consensus (DSAC) [Bra+17] uses a probabilistic selection of
highest scoring model hypotheses. Rocco et al. [RAS18] proposed an alignment network
that estimates one geometric transformation which is then veri�ed using a soft-inlier count.
Alternatively, classic RANSAC has been improved by using neural guidance in [BR19].

4.3 Deep spatial matching

We begin by motivating our approach, and then present the proposed architecture, fol-
lowed by the main ideas, including feature detection and representation from CNN activa-
tions, spatial matching and re-ranking.

4.3.1 Motivation

Given a convolutional neural network ending in global average pooling, objects of a
given class can be localized by CAM [Zho+16], even if the network has only been trained
for classi�cation on image-level labels. These maps are linear combinations of individual
feature maps (channels) of the last convolutional layer. Grad-CAM [Sel+17] generalizes this
idea to any network architecture and allows visualization at any layer by a similar linear
combination on the gradient signal instead. Without any class semantics, another linear
combination produces a saliency map used for spatial pooling in CroW [KMO15; KMO16].
The latter weighs channels according to sparsity, but in all cases the linear combinations only
provide coarse localization of objects of a given class or class-agnostic salient regions.

Experiments in [TSJ16] have shown MAC to be superior to other spatial pooling schemes,
at least for image retrieval. This can be connected to the sparsity of the activations. More
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interestingly, looking at the positions of the maxima in channels contributing most to image
similarities, one can readily identify correspondences between two images [TSJ16]. The
same has been observed in person re-identi�cation [Alm+18]. Later, GeM [RTC18] was
shown to outperform max-pooling. This can be attributed to the fact that it allows for more
than one locations contributing to the representation, while still being more selective than
average pooling.

Following the above observations, we investigate the responses of the last convolutional
layer of VGG on several matching images of the R Oxford dataset. This time we do not limit
ourselves to the channels that are contributing most to image similarity (assuming e.g. global
max-pooling and cosine similarity), but we rather observe all channels. We �nd out that, as
illustrated in Figure 4.2, for two example channels, in most cases the responses to all images
are not just sparse but consistent too: the �lters respond to the same structures in the images,
and there are responses at consistent locations with consistent local shape. The responses
exhibit translation and scale covariance to some extent. The deep spatial matching proposed
in this work is motivated by the following ideas.

Instead of just reducing each channel to a single scalar, why not keep all the peaks of the responses
in each channel along with geometric information (coordinates and local shape)? Instead of attaching
an entire descriptor to each such geometric entity, why not just attach the channel it was extracted
from, as if it was a visual word?

We propose a method in-between two commonly used approaches, taking the best of the
two worlds. One is conventional representations of thousands of local features per image,
each with its own descriptor, suitable for inverted �les and spatial veri�cation. The other
relies on a single global or few regional descriptors per image, leading to compact storage,
ef�cient nearest neighbor search, and graph-based re-ranking. The proposed approach is
applicable to any network �ne-tuned for retrieval, without requiring any network adapta-
tion, even without any training. It needs no vocabulary and it is trivially related to the global
descriptors that dominate the state of the art.

4.3.2 Method overview

The preceding ideas give rise to the Deep Spatial Matching (DSM) network architecture
that we introduce in this work, illustrated in Figure 4.3. We consider a fully convolutional
backbone network architecture that maintains as much as possible spatial resolution. We
denote by f the network functionthat maps an input image to the feature tensor of the last
convolutional layer. We assume that the backbone network f , when followed by a pooling
mechanism e.g. MAC [TSJ16] or GeM [RTC18], extracts a global descriptor that is used e.g.
for retrieval [Gor+17; RTC18].

As shown in Figure 4.3, two input images x1, x2 are processed by a network into 3-
dimensional feature tensors A1 := f (x1), A2 := f (x2) where A i 2 Rwi � hi � k, wi � hi is the
spatial resolution of A i for i = 1, 2 and k is the number of channels (features). Using
the two feature tensors is standard practice in image registration [LZD14; Cho+16], opti-
cal �ow [Dos+15a] or semantic alignment [Kim+17; RAS18], but here we use an entirely
different way of working with the tensors.

In particular, similarly to local feature detection from a single feature tensor [Noh+17],
most registration/�ow/alignment methods see a feature tensor A 2 Rw� h� k as a w � h
array of k-dimensional vector descriptors. Then, given two feature tensors, most consider
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FIGURE 4.3 – Deep Spatial Matching (DSM) network architecture. Two input images x1, x2
are mapped by network f to feature tensors A1, A2 respectively. Sparselocal featuresQ1, Q2
extracted by detector dundergo spatial matching g, resulting in a collection of inliers M .
Similarity function s applies to this collection. Local features are detected and matched
independently per channel, with channels playing the role of visual words. This takes place
without any additional learning and without adapting the backbone network. In retrieval,
only local features Q1, Q2 are stored and g applies directly at re-ranking.

the correlation of the two 2-dimensional arrays, seeking dense correspondences. By con-
trast, from each feature tensor A1, A2 we extract a sparse collection of local featuresQ1 :=
d(A1), Q2 := d(A2) respectively. The feature detector d, discussed in Subsection 4.3.3, oper-
ates independently per channel and each local feature collection Q is a list of sets, one per
channel. Local features are represented as discussed in Subsection 4.3.4.

Then, the two local feature collections Q1, Q2 undergo spatial matching, denoted asg and
discussed in Subsection 4.3.5, returning a collection of inliers M and a geometric transfor-
mation T. We �t a linear motion model to a collection of tentative correspondences, i.e., pairs
of local features from the two images, which are formed again independently per channel.
This implicitly assumes that the “appearance” of each local feature is quantizedaccording
to channel where it was detected, hence channels play the role of visual words, without any
descriptor vectors ever being computed. The output collection of inlier correspondencesM
is again given as a list of sets, one per channel. Finally,similarity function sapplies to M .

The entire feature detection and matching mechanism takes place without adapting the
backbone network in any way and without any additional learning. When applied to image
retrieval, this architecture assumes that local features have been precomputed and are the
representation of the database images, that is, feature tensors are discarded. Based on this
representation, spatial matching g applies directly for geometric veri�cation and re-ranking.

Even though this functionality comes “for free”, we optionally have the opportunity to
use it at learning too, which we call spatial training. In particular, as discussed in Section 4.5,
inliers M are split into two collections of local features per image. Then, attention functionf
combines each collection with the corresponding feature tensor to yield the representation
of one image given the other. Explicit spatial attention mechanisms are again ubiquitous but
we rather focus attention on one image guided by another.
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FIGURE 4.4 – Feature maps from one channel for two different views of a building in the
R Oxford dataset. Ellipses are �tted to the local features detected by MSER.

4.3.3 Local feature detection

To detect local features in each feature channel we use MSER by Mataset al. [Mat+02].
MSERs are de�ned over a 2-dimensional input, in our case over feature map A � j of feature
tensor A independently for each channel j = 1, . . . ,k. The extractor �nds continuous re-
gions R with all interior points having strictly higher response value than neighboring outer
points. Regions satisfying a stability criterion [Mat+02] and passing location non-maxima
suppression are selected. These features are appropriate for regions of arbitrary shape, in-
cluding localized peaks, blobs, elongated or even nested regions.

When MSERs are used as image features, the response value is either the image intesity
(MSER+ ) or the reverse intensity (MSER� ). In our case, only regions of high CNN activa-
tions in sparse feature maps are of interest, and hence only one type of MSERs are extracted
directly over the feature map responses.

4.3.4 Local feature representation

For each MSERR detected in channel j we compute a scalar value v representing strength.
It is pooled over the spatial support of R in feature map A � j asv := pool r2 R A � j (r). Here pool
can be any pooling operation like max, mean, or generalized mean. We also �t an ellipse
by matching its �rst and second moments, i.e. its 2 � 1 mean (position) vector mand 2 � 2
covariance matrix (local shape) S. For instance, Figure 4.4 shows an example of ellipses
�tted to the MSER detected on feature maps of one channel for two views of the Oxford
Museum of Natural History. Ellipses are well aligned in the two views. The local feature
corresponding to R is then represented by tuple q := ( m, S, v). Finally, we collect local fea-
tures Q = ( Q(1) , . . . ,Q(k) ) where Q( j) contains the local features q found in channel j. The
entire operation is denoted by Q := d(A).

To treat feature channels as visual words, we assume that features are uncorrelated,
which does not hold in practice as indicated by the fact that whitening boosts performance.
The same �lter may respond to a variety of input patterns and worse, several �lters may
respond to the same pattern. This can increase the level of interference in negative image
pairs. For this reason we apply Non Maximum Suppression (NMS) over all channels on the
detected regions of each database image. Because local features are often small, we set a low
Intersection over Union (IoU) threshold. We do not apply NMS to the query image in order
to allow matches from any channel.
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FIGURE 4.5 – Examples of our DSM between images from R Oxford and R Paris bench-
marks. Inlier features (ellipses) and correspondences (lines) shown in different colors.
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4.3.5 Spatial matching

Given the local features Q1, Q2 of two images x1, x2, we use FSM [Phi+07] to �nd the
geometric transformation T between the two images and the subsets ofQ1, Q2 that are con-
sistent with this transformation. Matching is based on correspondences, i.e. pairs of local fea-
tures (q1, q2) from the two images. We allow pairs only between local features of the same

channel, that is, q1, q2 are in Q( j)
1 , Q( j)

2 respectively for some channel j. We thus treat chan-
nels asvisual words, as if local features were assigned descriptors that were vector-quantized
against a vocabulary and matched with the discrete metric. We begin with the tentative cor-

respondencesthat is the set of all such pairs, C := ( Q(1)
1 � Q (1)

2 , . . . ,Q(k)
1 � Q (k)

2 ).

FSM is a variant of RANSAC [FB81] that generates a transformation hypothesis from a
single correspondence. We adopt the linear 5-dof transformation which allows for transla-
tion, anisotropic scale and vertical shear but no rotation, assuming images are in “upright”
orientation. Given a correspondence of two features q1 = ( m1, S1, v1) and q2 = ( m2, S2, v2),
one �nds from the two ellipses (m1, S1), (m2, S2) the transformations T1, T2 that map them to
the unit circle while maintaining the y-direction, and de�nes the transformation hypothesis
T = T� 1

2 T1.

A hypothesis is evaluated based on the number of inliers, that is, correspondences that
are consistent with it. Because tentative correspondences are not too many, all possible hy-
potheses are enumerated. Following [Phi+07], we are using LO-RANSAC [CMK03], which
iteratively evaluates promising hypotheses by �tting a full transformation to inliers by least
squares. The transformation T with the most inliers M is returned. The operation is de-
noted by (M , T) := g(Q1, Q2) and M = ( M (1) , . . . ,M (k) ) is a list of sets of inliers, one per
channel.

4.3.6 Retrieval and re-ranking

In an image retrieval scenario, n database imagesX = f x1, . . . ,xng are given in advance.
For each imagexi with feature tensor A i , its local features Q i := d(A i ) are computed along
with a global descriptor zi spatially pooled directly from A i again e.g. by max (2.12) or GeM
pooling (2.13); A i is then discarded. At query time, given query image x with feature ten-
sor A, local features Q := d(A) and global descriptor z, we �rst rank f z1, . . . ,zng by cosine
similarity to z, and then the top-ranking images undergo spatial matching against Q ac-
cording to (M i , Ti ) := g(Q, Q i ) and are re-ranked according to similarity function s(M i ).
The most common choice, which we also follow in this work, is the number of inliers found,
s(M i ) := å k

j= 1 jM ( j)
i j.

In order to improve the performance, we follow a multi-scaleapproach where we com-
pute feature tensors and local features from each input image at 3 different scales, but still
keeping a �xed number of local features from all scales according to strength. During re-
ranking, we then perform spatial matching on all 9 combinations of query and database
image scales and keep the combination with maximum similarity. Matching examples are
shown in Figure 4.5. As post-processing, we apply supervised whiteningto global descrip-
tors as in [RTC18] (discussed in Section 2.5) and query-time diffusion [Isc+17]. The latter,
discussed in Section 2.4, is based on a nearest neighbor graph of the entire datasetX and is
a second re-ranking process applied after spatial re-ranking. The precision of top-ranking
images is important for diffusion [Rad+18], so spatial re-ranking is expected to help more
its presence.
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Method
Medium Hard

R Oxford R Paris R Oxford R Paris

R-MAC* 64.0 75.5 36.7 53.2
R-MAC* " 63.9 75.5 35.6 53.3
R-GeM[RTC18] 64.7 77.2 38.5 56.3
R-GeM[RTC18]" 65.3 77.3 39.6 56.6

R-MAC*+D 73.7 89.5 45.8 80.5
R-MAC* " +D 73.9 89.9 45.6 81.0
R-GeM[RTC18]+D 69.8 88.9 40.5 78.5
R-GeM[RTC18]" +D 70.1 89.1 41.5 78.9

TABLE 4.1 – Impact of ResNet (R) activation upsampling ( " ) on mAP in R Oxford and
R Paris [Rad+18]. MAC: max-pooling [TSJ16]; GeM: generalized-mean pooling [RTC18];
D: diffusion [Isc+17]. All results with supervised whitening [MM07]. Citation speci�es the
origin of the network or *: our re-training.

4.4 Experiments

In this section we evaluate the bene�ts of different parts of our DSM and compare our
results with the state of the art on standard benchmarks.

4.4.1 Experimental setup

Test sets. We use the medium and hard setups of the revisited R Oxford and R Paris bench-
marks [Rad+18]. We also use the large-scale benchmarksR Oxf+R 1M and R Par+R 1M,
which are a combination of a set of 1M distractor images with the two small ones. We re-
size all images to a maximum size of 1024� 1024. We evaluate performance bymean average
precision(mAP) and mean precision at 10(mean Precision (mP)@10), as de�ned by the proto-
col [Rad+18].

Networks. We use VGG16 [SZ14] and Resnet101 [He+16], denoted simply as VGG (ResNet),
or V (R) for short. In particular we use the versions trained by Radenovic et al. [RTC18] with
GeM pooling. We also re-train them with max-pooling, on the same dataset of 120k Flickr
images and the same structure-from-motion pipeline [RTC18]. Max-pooling is denoted by
MAC [TSJ16] and re-training by *. ResNet has a resolution 4 times smaller than VGG. There-
fore we remove the stride in the �rst conv5 convolutional layer and add a dilation factor of
2 in all following layers. We thus preserve the feature space while upsampling by 2. This
upsampling requires no re-training and is denoted by " .

Global image representation. To rank images based on cosine similarity, we compute the
multi-scale global representation described in Subsection 4.3.5. We extract descriptors at
three different scales, related by factors 1, 1/

p
2, and 1/2, and pooled from the last activation

maps using MAC [TSJ16] or GeM [RTC18]. The descriptors are pooled over scales into a
single representation by either GeM for networks using GeM, or average for networks using
MAC.

Local feature detection. We use the MSER implementation of VLFEAT [VF08] to detect
regions in the last activation map of the network. We set the minimum diversity to 0.7 and
maximum variation to 0.5. We observed that the step D needs adjusting according to the
network/dataset used. We do this by setting D to 60% of the cumulative histogram of the
activation values over the dataset.
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Medium Hard
Method R Oxford R Paris R Oxford R Paris

mAP mP@10 mAP mP@10 mAP mP@10 mAP mP@10

V 44.8 63.3 65.7 95.0 18.4 31.2 41.0 79.1
V+DSM 51.1 77.3 66.2 96.9 25.3 40.3 41.0 81.7
R" 44.4 64.2 69.0 96.4 17.7 31.2 46.5 85.3
R" +DSM 49.6 74.0 69.7 98.4 21.7 37.6 46.7 87.0

V+D 48.4 65.2 81.4 95.6 24.8 37.1 67.1 93.0
V+DSM+D 61.6 81.0 82.8 97.6 35.5 48.1 68.7 95.9
R" +D 53.8 69.0 85.6 96.3 29.8 38.1 72.1 94.1
R" +DSM+D 60.2 78.9 86.3 96.9 33.1 42.0 72.8 95.0

TABLE 4.2 – Impact of the proposed (DSM) on mAP and mP@10 on R Oxford and
R Paris [Rad+18] with off-the shelf(pre-trained on Imagenet [Don+09]) VGG (V) and ResNet
(R). " : upsampling; D: diffusion [Isc+17]. DSM: this work. All results with GeM pooling
and supervised whitening.

Local image representation. To spatially verify images, we compute the multi-scale local
representation introduced in Subsection 4.3.5. We �t an ellipse to each MSER region and for
each ellipse we keep the covariance matrix, center position, channel id and maximum value.
We discard activation maps with more than 20 features detected on query images, and 10
on database images. We apply NMS to features of database images with IoU threshold
0.2, which is restrictive enough even for small features. We rank features over all scales
according to activation value and we select the top-ranking 512 features on VGG and 2048
on ResNet.

Re-ranking. After initial ranking by cosine similarity, we perform spatial matching between
the query and the 100 top-ranked images as described in Subsection 4.3.5. Tentative corre-
spondences originate from the same channels. We set the error threshold to 2 pixels (in the
activation channel, not the image) and the maximal scale change to 3. Finally, we use the
number of inliers to re-rank the top 100 images.

Spatially veri�ed diffusion. We use diffusion [Isc+17], denoted by D, as a second post-
processing step after spatial veri�cation. It is based on a nearest neighbor graph of the
global descriptors of the entire dataset, which is computed off-line. It starts from the top
ranked images and �nds more similar images according to manifold similarity. Diffusion
is very powerful but sensitive to the quality of the initial top-ranked results. Thanks to
our spatial matching, these results are more accurate. We take our 10 top-ranking spatially
veri�ed images and we compute a new score that is the product of the number of inliers and
the descriptor similarity scores. We select the top 5 of them to initiate diffusion.

4.4.2 Ablation experiments

Upsampling. Table 4.1 shows the effect of upsampling on retrieval. This is not signi�cant
on MAC pooling. On GeM however, it results in perfomance increase by up to 1 mAP point
on the hard setup of R Oxford, both with and without diffusion. This can be explained by
the higher resolution of the activation maps.

Off-the-shelf networks. Our re-ranking can be applied to any network, even as pre-trained
on Imagenet [Don+09] (off-the-shelf). We use GeM pooling, which is better than MAC on
such networks [Rad+18]. Table 4.2 shows the effect of DSM onR Oxford and R Paris medium
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Medium Hard
Method R Oxford R Paris R Oxford R Paris

mAP mP@10mAP mP@10mAP mP@10mAP mP@10

V* 55.2 78.1 61.3 96.1 25.0 38.6 35.8 77.4
V*+DSM 58.2 83.4 61.9 98.9 28.4 46.6 36.2 80.4
V*+W 59.1 81.3 66.8 97.7 31.5 49.0 41.7 82.3
V*+W+DSM 60.0 84.3 67.0 98.6 32.5 53.1 42.0 82.3

R*" 54.0 75.7 70.6 97.0 24.2 36.6 44.4 84.6
R*" +DSM 57.4 80.4 70.9 98.7 28.4 42.6 44.3 84.9
R*" +W 63.9 85.2 75.5 98.4 35.6 52.6 53.3 89.6
R*" +W+DSM 62.7 83.7 75.7 98.7 35.4 51.6 53.1 88.6

TABLE 4.3 – Impact of the supervised whitening(W) [MM07] on mAP and mP@10 on
R Oxford and R Paris [Rad+18]. Results with VGG (V) and ResNet (R), both with MAC
pooling; " : upsampling; D: diffusion [Isc+17]; DSM: this work; *: our network re-training.

and hard setup. We improve results with and without diffusion. The gain is signi�cant on
R Oxford, up to 13 mAP points on VGG-GeM with diffusion, medium setup. It is much
smaller on R Paris, where the perfomance is already 20 to 40 mAP points higher than on
R Oxford.

Whitening. We investigate the ef�ciency of our re-ranking with multi-scale global descrip-
tors that are whitened or not. We use supervised whitening as in [MM07; RTC16], denoted
by W. This is more powerful than PCA whitening [JC12]. As shown in Table 4.3, we improve
signi�cantly on non-whitened descriptors with both networks on R Oxford. We gain 3 to 4
mAP points, as well as increasing mP@10. On the other hand, whitening boosts cosine sim-
ilarity search, and gains 5 to 10 mAP points. Our improvement is more marginal or we lose
up to one mAP point in this case.

Inliers. To evaluate the quality of matching, we check how many inliers are found for pos-
itive and negative images. In particular, Figure 4.6 shows the distribution of the number of
inliers to all queries of R Oxford with VGG-MAC for both positive and negative images. The
distribution is similar over different networks and datasets. Negative images can be easily
discriminated by having few inliers, but this may result in loosing positive ones. Contrary
to conventional spatial matching, we do not use local descriptors. This is positive in terms
of memory, but comes necessarily with lower quality of matches. However, the top-ranking
spatially veri�ed images per queryare indeed accurate as indicated by mP@10, which is
enough to initiate a better diffusion.

4.4.3 Comparison with the state-of-the-art

We conduct an extensive comparison of our method with baselines and additional state-
of-the-art methods. All methods are tested on R Oxford, R Oxf+R 1M, R Paris and R Par+R 1M.
We collect all results in Table 4.4.

Most baselines are improved by re-ranking, and all experiments on R Oxford show con-
sitent increase in performance. However, re-ranking is not perfect, as seen in Figure 4.6. In
few cases the performance drops after re-ranking by up to one mAP point on R Paris, in
particular with the upsampled ResNet-GeM. We attribute the loss to two factors. One is a
limited “vocabulary”, based only on 512 or 2048 activation maps. The other is the fact that
activation maps are highly correlated. This is exploited by whitening of the global descrip-
tors, but tends to create correlated features.
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FIGURE 4.6 – Distribution of number of inliers for positive and negative database images
over all queries of R Oxford, using VGG-MAC.

The performance is improved signi�cantly when diffusion is initiated from top-ranked
spatially veri�ed images. Diffusion only needs few relevant images, and we are able to
provide these images thanks to spatial matching. We improve on most datasets, networks
and pooling options in this case. The gain is more pronounced on R Oxford, and is up to 5
mAP or 6 mP@10 points.

Finally, the proposed method with spatially veri�ed diffusion outperforms approaches
based on deep local features in a number of cases. In particular, we compare with the best
performing and expensive version of DELF [Noh+16] proposed and evaluated by [Rad+18].
Apart from spatial veri�cation by [Phi+07] on the 100 top-ranking images, this version is
using two independent representations. One is ASMK* [TAJ16], based on 128-dimensional
descriptors of 1000 DELF features per image, and used for initial ranking. Another is a
global descriptor obtained by ResNet-R-MAC [Gor+17], and used for diffusion (D†) after
spatial veri�cation as in this work. By contrast, our global and local representations are
obtained from the same activation tensor, and we do not use any local descriptors or their
quantized versions.

4.5 Spatial training

We have shown that our approach DSM can be applied on pre-trained networks. The
used networks are trained for image retrieval following [RTC18], with a siamese architec-
ture. This setting is appropriate for spatial matching as well. Indeed, our approach can be
added in the training and help discovering where matching objects are located given a pair
of images. In this section we present experiments on spatial training that have not been
presented in our published work.
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4.5.1 Method

Although spatial matching can apply to any backbone network without any change in
the architecture, it can be used at learning too. For image retrieval, it is typical to start
with networks pre-trained on ImageNet and �ne-tune them on a new dataset for manifold
learning, for instance using the contrastive [RTC18] or triplet [Gor+16a] loss on image-level
labels obtained automatically from data. We follow the pipeline of [RTC18], where pairs of
images are compared by cosine similarity on global descriptors, obtained by either max or
GeM pooling. As shown in Figure 4.7, our architecture is siamese like [RTC18], the only
difference being that we apply spatial matching before computing a similarity.

The idea is that spatial matching �nds what is common in the two images and then
focuses attentionto the common part in each image. In a positive image pair, the common
part is what should really be matching because anything else is really irrelevant and trying
to strengthen similarity on irrelevant input can be damaging. In a negative pair on the other
hand, whatever is found by spatial matching is the part of the two images that looks most
similar according to the current representation, so it should be the hardest. Thus, spatial
matching can provide for a �ner selection of input to the learning process than entire images.

In particular, inliers M are split into two collections of local features Q1j2, Q2j1, where
Q i j j refers to local features of image xi veri�ed against xj . Then,attention functionf combines
each collection Q i j j with the corresponding feature tensor A i to yield the representation
A i j j := f (A i , Q i j j ) of image xi with given xj , for i, j = 1, 2 and i 6= j. The simplest form
of function f (A, Q), which we follow in this work, is to pool A into a global descriptor.
This is the same max or GeM pooling operation, only over the regions of the local features
Q; in channels without features ( i.e., inliers), we pool globally instead. Since pooling over
each region has been done already, this is the same as pooling the local feature strengths.
RepresentationsA1j2, A2j1 are then matched with learning similarity function s, which is cosine
similarity in this case. Finally, loss function ` applies, which is contrastive as in [RTC18].

The above pooling operation is also the same as masking every feature map A ( j) accord-
ing to the MSER regions of Q( j) and then pooling over the masked tensor. This is possible
at learning only because otherwise the regions are not stored in Q. We apply this approach
in practice as it is ef�cient on GPU and differentiable with respect to A. While of course
it is not differentiable with respect to the masks that result from MSER detection and spa-
tial matching. The argument is that there are two streams multiplied here, one of which
(Q) is an attention signal to the other ( A), in which case just one (A) being differentiable
is enough. In contrast to works that attempt to come up e.g. with differentiable version of
RANSAC [Roc+18; Bra+17], which necessarily needs to be simpli�ed in many aspects, we
are thus allowed to use a well-tested robust version.

4.5.2 Experiments

Experimental setup. We re-use experimental setup presented in Section 4.4 while inves-
tigating the impact of spatial training on results. We consider a trained network follow-
ing [RTC18] and we re-train it for 30 epochs with spatial matching (presented 4.5.1) using
the pipeline given by [RTC18]. We detect features on both images of a training pair, using
MSER [Mat+02], and match them with FSM [Phi+07].

Baseline. For fair comparison, we also re-train a network for 30 epochs without spatial
matching. Results on VGG16 [SZ14] and Resnet101 [He+16] trained following [TSJ16; RTC18]
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Method
Medium Hard

R Oxford R Paris R Oxford R Paris

V-MAC* 59.1 66.8 31.5 41.7
V-MAC*+ TR 59.7 65.7 31.5 40.0
V-MAC*+ TSP 60.0 65.7 31.7 40.2

R-MAC* " 63.9 75.5 35.6 53.3
R-MAC* " +TR 63.9 74.8 36.4 52.7
R-MAC* " +TSP 64.2 74.7 37.6 52.5
R-GeM[RTC18]" 65.3 77.3 39.6 56.6
R-GeM[RTC18]" +TR 64.6 77.0 39.6 55.7
R-GeM[RTC18]" +TSP 64.6 76.9 39.5 55.7

TABLE 4.5 – Impact of re-training with spatial training + TSP and without + TR on mAP in
R Oxford and R Paris [Rad+18]. MAC: max-pooling [TSJ16]; GeM: generalized-mean pool-
ing [RTC18]; D: diffusion [Isc+17]. All results with supervised whitening [MM07]. Citation
speci�es the origin of the network or *: our re-training.

are presented in Table 4.5 (denoted by +TR). We observe that performing re-training doesn't
signi�cantly alter trained network, between -0.7 mAP (on R-GeM[RTC18] " ) to +0.3 mAP (on
R-MAC* " ).

Results. Re-training with spatial matching (+ TSP) improves over re-training without (+ TR)
by 0.3 mAP when MAC pooling, and doesn't affect results when using GeM pooling. The
impact of spatial re-training alone is therefore not signi�cant. We additionally evaluate if
spatial training helps our spatial matching method DSM, previously presented.

In Table 4.6 we observe consistent gain using spatial training on VGG16 with MAC pool-
ing, both with/without diffusion and with/without DSM, by 0.8 to 1.9 mAP improvement
on R Oxford to the baseline without training. Notably, re-training without matching can
hurt DSM results (-0.8 mAP on V-MAC*) or not improve (on V-MAC*+ DSM). In Table 4.7,
we observe that spatial training also improves results obtained with Resnet101 and MAC
pooling in all setups except when using both diffusion and DSM–although R Oxford always
bene�ts from our spatial training.

When using GeM pooling, results are improved only when using diffusion as showed
in Table 4.8. The most signi�cant gain is achieved on R Oxford in the hard setup, obtaining
+3 mAP. However gains are equivalent, and sometimes better, when re-training without
spatial matching. So it appears that ResNet101 bene�ts from a longer training when trained
using GeM pooling.

4.6 Discussion

Our experiments validate that the proposed representation for spatial veri�cation achieves
state-of-art performance across a number of different datasets, networks and pooling mech-
anisms. This representation arises naturally in the existing convolutional activations of off-
the-shelf or �ne-tuned networks, without any particular effort to detect local features or
extract local descriptors on image patches. It does not require any network modi�cation
or retraining. It is a signi�cant step towards bridging the gap between global descriptors,
which are ef�cient for initial ranking using nearest neighbor search, and local representa-
tions, which are compatible with spatial veri�cation. We also show that spatial training can
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Method
Medium Hard

R Oxford R Paris R Oxford R Paris

V-MAC* 59.1 66.8 31.5 41.7
V-MAC*+ TR 59.7 65.7 31.5 40.0
V-MAC*+ TSP 60.0 65.7 31.7 40.2
V-MAC*+ DSM 60.0 67.0 32.5 42.0
V-MAC*+ TR+ DSM 59.2 65.5 31.3 39.6
V-MAC*+ TSP+ DSM 61.1 65.4 33.3 39.6

V-MAC*+ D 67.7 85.6 39.8 73.9
V-MAC*+ TR+ D 69.3 86.1 43.2 74.8
V-MAC*+ TSP+ D 69.6 86.4 43.4 75.4
V-MAC*+ DSM+ D 72.0 86.4 43.9 75.1
V-MAC*+ TR+ DSM+ D 72.0 85.7 45.5 74.7
V-MAC*+ TSP+ DSM+ D 73.2 86.4 46.2 75.7

TABLE 4.6 – Impact ofre-training with spatial training (+ TSP) and without (+ TR) on on mAP
in R Oxford and R Paris [Rad+18]. MAC: max-pooling [TSJ16]; D: diffusion [Isc+17]. All
results with supervised whitening [MM07]. Citation speci�es the origin of the network or
*: our re-training.

Method
Medium Hard

R Oxford R Paris R Oxford R Paris

R-MAC* " 63.9 75.5 35.6 53.3
R-MAC* " +TR 63.9 74.8 36.4 52.7
R-MAC* " +TSP 64.2 74.7 37.6 52.5
R-MAC* " + DSM 62.7 75.7 35.4 53.1
R-MAC* " +TR+ DSM 63.1 75.0 35.5 52.5
R-MAC* " +TSP+ DSM 63.1 74.8 35.4 52.1

R-MAC* " + D 73.9 89.9 45.6 81.0
R-MAC* " +TR+ D 74.1 89.6 47.8 80.3
R-MAC* " +TSP+ D 74.5 89.5 48.3 80.2
R-MAC* " + DSM+ D 76.9 90.1 49.4 81.2
R-MAC* " +TR+ DSM+ D 76.8 89.8 50.5 80.6
R-MAC* " +TSP+ DSM+ D 76.6 89.7 50.8 80.5

TABLE 4.7 – Impact of re-training with spatial training (+ TSP) and without (+ TR) on on
mAP in R Oxford and R Paris [Rad+18]. MAC: max-pooling [TSJ16]; D: diffusion [Isc+17].
All results with supervised whitening [MM07]. Citation speci�es the origin of the network
or *: our re-training.
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Method
Medium Hard

R Oxford R Paris R Oxford R Paris

R-GeM[RTC18]" 65.3 77.3 39.6 56.6
R-GeM[RTC18]" +TR 64.6 77.0 39.6 55.7
R-GeM[RTC18]" +TSP 64.6 76.9 39.5 55.7
R-GeM[RTC18]" + DSM 65.3 77.4 39.2 56.2
R-GeM[RTC18]" +TR+ DSM 64.6 77.0 37.5 55.4
R-GeM[RTC18]" +TSP+ DSM 64.7 77.1 38.2 55.4

R-GeM[RTC18]" + D 70.1 89.1 41.5 78.9
R-GeM[RTC18]" +TR+ D 72.2 88.7 44.5 78.3
R-GeM[RTC18]" +TSP+ D 72.1 88.6 44.6 78.1
R-GeM[RTC18]" + DSM+ D 75.0 89.3 46.2 79.3
R-GeM[RTC18]" +TR+ DSM+ D 76.4 88.8 49.8 78.7
R-GeM[RTC18]" +TSP+ DSM+ D 75.5 88.8 48.4 78.6

TABLE 4.8 – Impact of re-training with spatial training (+ TSP) and without (+ TR) on mAP
in R Oxford and R Paris [Rad+18]. GeM: generalized-mean pooling [RTC18]; D: diffu-
sion [Isc+17]. All results with supervised whitening [MM07]. Citation speci�es the origin
of the network or *: our re-training.

help improving activation maps from which more robust local features can be discovered
following our DSM.

Of course, the activation channels are not the most appropriate by construction to re-
place a visual vocabulary. This means that our representation, while being very compact,
is not as powerful as storing e.g. hundreds of local descriptors per image. Nonetheless, we
still demonstrate that it is enough to provide high-quality top-ranking images to initiate
diffusion, which then brings excellent results.
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Chapter 5

Object Discovery and retrieval
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In Chapter 4 we have introduced a way to exploit information contained in CNN feature
maps. In this chapter we investigate another way: discovering objects of interest in an entire
image collection and using them to de�ne a robust global representation. Our motivation is
to address the challenge of severe background clutter in large-scale image retrieval. Global
descriptors, that are popular due to their memory and search ef�ciency, are especially prone
to corruption by such a clutter. Eliminating the impact of the clutter on the image descriptor
increases the chance of retrieving relevant images and prevents topic drift due to actually
retrieving the clutter in the case of query expansion. Here we introduce a novel salient
region detection method that captures, in an unsupervised manner, patterns that are both
discriminative and common in an image dataset. Saliency is based on a centrality measure of
a nearest neighbor graph constructed from regional CNN representations of dataset images.
The proposed method [Sim+19] exploits recent CNN architectures trained for object retrieval
to construct the image representation from the salient regions. We improve particular object
retrieval on challenging datasets containing small objects.

We introduce the context of our work in Section 5.1. Section 5.2 discusses our contri-
butions against related work. Section 5.3 describes our methodology including our pool-
ing scheme in Subsection 5.3.3 and our object discovery approach in Subsection 5.3.8. We
present experimental results in Section 5.4 and draw conclusions in Section 5.5.

5.1 Introduction

Particular object retrieval becomes very challenging when the object of interest is cov-
ering a small part of the image. In this case, the amount of relevant information is sig-
ni�cantly reduced. Large objects might be partially occluded, while small objects are on a
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FIGURE 5.1 – The saliency map (right) computed for an input image (left) based on
common-structure analysis on Instre dataset. Background clutter and objects not relevant
for this dataset are automatically removed. The image is represented only by the region
detected on the saliency map.

background that covers most of the image. A combination of both, occlusion and cluttered
background, is not rare either. These conditions naturally arise from image acquisition and
make naive approaches fail, including global template matching or semi-robust template
matching [OT06].

Ideally, image descriptors should be extracted only from the relevant part of the image,
suppressing the irrelevant clutter and occlusions. In this paper, we attempt to determine the
regions containing the relevant information, as shown in Figure 5.1, in a fully unsupervised
manner.

Methods based on robust matching of hand-crafted local featuresare naturally insensitive
to occlusion and background clutter. The locality of the features allows to match small parts
of images in regions containing the object of interest, while the incorrect matches are typi-
cally removed by robust geometric consistency check [Phi+07]. Methods based on ef�cient
matching of vector-quantized local-feature descriptors were introduced in context of image
retrieval by Sivic and Zisserman [SZ03].

Retrieval methods based on descriptors extracted by CNNs have become popular be-
cause they combine good precision and recall, ef�ciency of the search, and reasonable mem-
ory footprint [Bab+14; Raz+16]. Deep neural networks are capable of learning, to some
extent, what information in the image is relevant, which results in a good performance even
with global descriptors [TSJ16; BL15; KMO15]. However, if the signal to noise ratio is low,
e.g. the object is relatively small, multiple objects are present, etc., the global CNN descrip-
tors fail [Isc+17; Isc+18a].

A class of methods inspired by object detectionhave recently emerged. Instead of attempt-
ing to match the whole image to the query, the problem is changed to �nding a rectangular
region in the image that best matches the query [TSJ16; Sal+16]. An inef�cient search by
sliding window is intractable for large collections of images. The exhaustive enumeration
is approximated by similarity evaluation on a number of pre-selected regions. The regions
are either selected geometrically to cover the whole image at different scales, as in R-MAC
[TSJ16], or by considering the content by object or region proposal methods [Sal+16; Son+17;
Gor+16a].



5.2. Related work 77

Another direction of suppressing irrelevant content is saliency detection [KMO15; Noh+16].
For each image, a saliency map, that captures more general region shapes compared to (a
small set of) rectangles, is �rst estimated. The contribution of each pixel (or region) is then
proportional to the saliency of that location.

In this work we introduce a very simple pooling scheme that inherits the properties of
both saliency detection and region based pooling and that, like all previous approaches, is
applied to each image in the database independently. In addition, we investigate the use of
the resulting regional representation for automatic, of�ine object discovery and suppression
of background clutter, which considers the image collection as a whole. Unlike previous
approaches, we do this in an unsupervised way. As a consequence, our representation takes
two saliency detection steps into account. One that acts per image and depends solely on its
content and another that considers the image collection as a whole and captures frequently
appearing objects.

In both cases, we derive aglobalrepresentation that outperforms comparable state-of-the-
art methods in retrieving small objects on standard benchmarks, while the memory footprint
and online cost is only a fraction of more powerful regionalrepresentations [Raz+16; Isc+17].
Moreover, we show that our representation bene�ts signi�cantly from query expansionmeth-
ods.

We make the following contributions:

1. We show that it is possible to select a set of candidate image regions based on CNN
activations of off-the-shelf networks trained on retrieval tasks without bounding box
annotations.

2. We obtain a global dataset-dependent “signi�cance” of such regions via a neighbor-
hood graph.

3. We represent the dataset by sampling and pooling CNN activations according to a
dense saliency map of automatically discovered objects.

4. We thereby improve the state of the art on particular object retrieval, especially in a
large scale dataset containing small objects.

Compared to the prior version of this work [Sim+18], we make the following improve-
ments. We apply our method to the recent GeM representation [RTC18]. We use a multi-
scale representation in saliency computation. We analyze multiple graph centrality mea-
sures and validate their impact on detection quality using bounding box annotations. Fi-
nally, we evaluate using the recently revisited and challenging R Oxford and R Paris bench-
marks [Rad+18].

5.2 Related work

Local features and geometric matching offer an attractive way for retrieval systems to
handle occlusions and clutter as discussed in Chapter 4. One of their drawbacks is high
query complexity and large storage cost when an image is represented by several thousands
features. Many methods attempt to decrease the amount of indexed features by removing
background clutter while maintaining the relevant information. The selection procedure is



78 Chapter 5. Object Discovery and retrieval

either applied independently per image or considers an image collection as a whole. Com-
mon examples of the former case are bursty feature detection [SAJ15], symmetry detection
[TKA12] or use of semantic segmentation [AZ14; Ome+08]. The methods of the second
category, are scalable enough to jointly process the whole collection and perform feature
selection by the following assumption. A feature that repeats over multiple instances of the
same object in the dataset is likely to appear in novel views of the object too. Representa-
tive cases are common object discovery [TL09; TAJ16], co-occurrence detection [CM10], or
methods using GPS information [Gam+09; KSP10].

The work by Turcot and Lowe [TL09] performs pairwise spatial veri�cation on hand-
crafted local features across all images and only indexes veri�ed features. With an additional
off-line cost, the on-line stage is sped up and the memory footprint is reduced. However,
unique views of objects are not veri�ed and thus discarded. In this work, we address a
similar selection problem based on more powerful CNN-based representation rather than
local features.

Recent advances on deep learning [Azi+14; TSJ16; KMO15; Gor+16b; RTC16] dispense
with the large memory footprint by using global descriptors and cast the problem of in-
stance search as Euclidean nearest neighbor search. Nevertheless, background clutter and
occlusion are better handled by regional representation. Regional descriptors signi�cantly
increase the performance when they are indexed independently [Raz+16; Isc+17] but this
comes at a prohibited memory and computational cost for large scale scenarios. RPNs are
applied either off-the-shelf [Sal+16] or after �ne-tuning [Son+17] for instance search. The
RPNs reduce the number of regions per image only to the order of tens. A new dataset
including bounding box annotations on landmark images allows training a network specif-
ically for image retrieval [Tei+19]. Our work focuses on aggregating regional representation
that keeps the complexity low but we rather detect regions around salient objects and objects
that frequently appear in the dataset.

Recent work uses CNN activation statistics to construct a saliency map in an unsuper-
vised manner. These methods consider each dataset image independently. CroW [KMO15]
computes spatial and channel weights based on activation maps, and weighs each feature
accordingly. Similarly, Laskar and Kannala [LK17] weigh each R-MAC region. Traditional
methods are applied on top of CNN activations for the same purpose. Jeong et al. [Jeo+17]
use the Hessian-af�ne detector on activation maps to obtain repeatable regions. Pang et
al. [Pan+18] use heat diffusion within an image to eliminate bursty features and keep the
discriminative ones.

Another line of research trains a network to estimate the saliency map or �nd regions of
interest. Zhu et al. [Zhu+18b] train an attention layer applied over multiple scales and use
it for visual place recognition. This way, the network learns to discard background clutter.
Similarly, Kim and Yoon [KY18] train a regional attention network to focus on important
parts of an image. Jimenezet al. [JAG17] construct saliency maps and perform region detec-
tion to construct global image vectors, which is similar to our goal. However, they employ
object detectors trained on ImageNet classes, which does not apply to networks �ne-tuned
for retrieval on new classes. Mohedano et al. [Moh+17] evaluate deep and non-deep saliency
models in order to detect regions of interest from an image.

All aforementioned methods either act per image without supervision or learn from a
collection with ground-truth. By contrast, our method operates on the entire dataset jointly
and at the same time is fully unsupervised.
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dataset feature saliency FS regions

region graph object saliency OS regions

FIGURE 5.2 – Overview of our of�ine unsupervised process. On the top row, CNN activa-
tions of dataset images are used to extract afeature saliencymap, on which a set of regions
is detected. On the bottom row, a centrality measure is obtained per region from a region
k-NN graph. Using this measure, a dense object saliencymap is formed from the original
CNN activations and the feature saliency. This map is focusing on objects automatically
discovered in the dataset, with background clutter removed. Finally, another set of regions
is detected on the object saliency map to extract descriptors and represent the dataset for
retrieval.

The problem that this work is dealing with has been addressed previously in the lit-
erature but on different tasks. Common objects or regions in an image collection has been
addressed in several different ways. Bagon et al. [Bag+10] useLocal Self-Similarity Descriptors,
while Rubinstein et al. [Rub+13] use SIFT �ow. [Siv+05; Rus+06] apply statistical topic dis-
covery models. More recently, Cho et al. [Cho+15] start from region proposals and perform
matching to discover dominant objects, while Kwak et al. [Kwa+15] extend such a discovery
process to videos. A relevant work is Kim et al. [KT09], who start from candidate regions
found by segmentation and select regions of interest using PageRank [Pag+99]. We apply
a similar idea to instance-level discovery based on CNN feature maps; we also use apply
discovered objects to improve image representation for retrieval.

5.3 Method

Like [TL09], our objective is to remove transient and non-distinctive objects as in Fig-
ure 5.1 and rather focus on objects appearing frequently in a dataset. Beginning with the
activation map of a convolutional layer in a CNN, one would need access to a local repre-
sentation to automatically discover such objects. On the other hand, knowing what these
objects are would help forming a local representation by selecting regions depicting them,
which appears to be a chicken-and-egg problem. Without an initial region selection, we risk
“discovering” uninformative but frequently appearing “stuff”-like patches, for instance sky.

5.3.1 Overview

Fortunately, it is possible to make an initial selection based on CNN activations alone,
without any training and without bounding box annotations. As described in Subsection 5.3.3,
the mechanism is inspired by CroW [KMO16] and Grad-CAM [Sel+17] and generates a fea-
ture saliencymap. This initiates our of�ine analysis illustrated in Figure 5.2. A small set of
rectangular regions is detected per image from this map as discussed in Subsection 5.3.4.
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This �rst round of detection is applied independently per image and depends only on its
content.

Each region in the dataset is associated to a feature saliency score and a visual descriptor,
pooled from the activation map of the corresponding image, as discussed in Subsection 5.3.5.
It is now possible to compute a centrality score per region, representing the “signi�cance”
of each region in the dataset. This is based on a region k-NN graph and is discussed in
Subsection 5.3.6 and Subsection 5.3.7.

Now, given a new image, we can infer the “signi�cance” of every region from its nearest
neighbors in the graph, yielding a dense object saliencymap as discussed in Subsection 5.3.8.
This is a regression problem and we suggest a non-parametric k-NN solution. Finally, we
detect a small set of rectangular regions on this saliency map and extract a global descriptor
to represent dataset images for retrieval, as discussed in Subsection 5.3.9. This second detec-
tion procedure takes into account all salient and repeating objects appearing in the dataset.

The entire process is fully unsupervised and only assumes on the-shelf networks trained
on a classi�cation or retrieval task without bounding box annotations.

5.3.2 Notation

Following notations given in Table 1, we represent the activation map of a convolutional
layer as a non-negative 3d tensor A 2 Rh� w� k where h, w are the spatial resolution (height,
width) and c is the number of feature channels. The set of valid spatial positions is P :=
[h] � [w]1 and the set of all rectangles with vertices in P is denoted by R . By Apj we represent
an element of A at position p 2 P and channel j 2 [k]. By A � j 2 Rh� w we denote the 2D
feature map of A corresponding to channel j 2 [k]. By Ap� 2 Rk we denote the vector
containing all feature channels at position p 2 P. By n(x) we denote the `2-normalized
vector x/ kxk2.

5.3.3 Feature saliency

Inspired by CroW [KMO15] and CAM [Zho+16], we construct a 2D saliency map of an
image based on a convolution activation of that image alone. Following CroW, we compute
an idf-like weight per channel b 2 Rk with elements

bj = log
�

(a + e)> 1
aj + e

�
(5.1)

for j 2 [k], where a := 1
wh å p2 P 1[Ap� ] 2 Rk is the average number of nonzero elements per

channel. We then compute a weighted sum over channels

F := å
j2 [k]

bj A
� j (5.2)

Finally, we obtain the 2D feature saliency(Feature Saliency (FS)) mapF̂ 2 Rh� w by normaliz-
ing F according to [KMO15]. Examples of feature saliency maps are presented in Section 5.4.
Despite its simplicity, this kind of saliency can focus on objects of interest when the back-
ground is simple enough. It fails however in the presence of clutter. Contrary to CroW, we

1Here, [i ] is the set f 1, . . . ,ig for i 2 N .
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image i = 0 i = 2 i = 3 i = 5 i = 7 i = 14
m = 272 m = 29 m = 22 m = 17 m = 11 m = 9

FIGURE 5.3 – Evolution of regions during EGM iterations on the feature saliency map of
an image of Magdalen towerfrom Oxford buildings dataset, shown on the left. Below each
image we display the iteration i and the number of regions m.

use the feature channel weights when computing the 2D spatial weights, amplifying chan-
nels with sparse activation. This order of summation is the same as in CAM. However,
we are working with channel weights obtained by a sparsity property on any convolutional
layer, without any assumption on the network topology. CAM on the other hand, assumes
global average pooling followed by a fully connected layer mapping channels to classes and
uses the parameters of this layer to obtain a saliency map per class.

5.3.4 Region detection

We are given a 2D saliency map S, which can be either the feature saliency described in
Subsection 5.3.3 or the object saliency described in Subsection 5.3.8. We use an Expanding
Gaussian Mixture (EGM) model [AK12] to detect a number of salient rectangular regions.
This is a variant of Expectation-Maximization (EM) that iteratively performs local averaging
(E- and M-steps) interleaved with a selection process (P-step) similar to NMS. In doing so,
it dynamically estimates the number of regions.

The original algorithm applies to point sets and isotropic Gaussian components. Here
we extend it to functions, considering that a saliency map is a function S : P ! R. We
use it to �t a number of components, each modeling a rectangular region in 2D coordinate
space. We also extend it to a diagonal covariance model, so that a rectangle is modeled by
an axis-aligned ellipse.

In particular, given 2D saliency map S 2 Rh� w, we represent it as a set of Gaussian
functions si : R2 ! R with

si (x) := Spi N (xjpi , s I2) (5.3)

for i 2 [` ], x 2 R2 where N is the normal density, ` = jPj is the number of positions and
we represent P as f p1, . . . ,p` g. Here, s is a scaleparameter that determines how coarse or
�ne the region representation will be for the given saliency map. Similarly, we represent
components as Gaussian functionsqk : R2 ! R with

qk(x) := p kN (xjmk, Sk) (5.4)

for k 2 [m], x 2 R2, where m is the number of components and p k 2 R, mk 2 R2 and
Sk 2 R2� 2 are the mixing coef�cient, mean and diagonal covariance matrix respectively of
component k. Means represent region centers, while the (inverse) eigenvalues of covariance
matrices represent heights and widths. We initialize components as qk  sk for k 2 [m],
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with m  ` . In the expectation(E)-step, we compute the responsibility

g ik  
hsi i qk

å j2 [m] hsi i qj
(5.5)

of component k 2 [m] for sample i 2 [` ], where hf i g is the L2 inner product of square-
integrable functions f , g : Rd ! R, computed in closed form for Gaussian functions [AK12].
In the maximization(M)-step, we update parameters as

p k  
`k

`
(5.6)

mk  
1
`k

n

å
i= 1

g ik pi (5.7)

Sk  
1
`k

n

å
i= 1

g ik diag(pi � mk) � 2 (5.8)

where `k := å n
i= 1 g ik is the effective number of points assigned to component k and X � 2 :=

X � X is the Hadamard product power for a vector or matrix X.

Finally, in the purge(P)-step, similarly to NMS, we process components in descending
order of mixing coef�cient and we decide whether to keep a component or not depending
on its overlap with the collection of previously kept components. Overlap is measured by
a generalized responsibility function similar to (5.5), and again inner products are given in
closed form [AK12]. This means that the number of components m is potentially reducing
at each iteration.

Figure 5.3 shows how regions are formed during EGM iterations, starting from one small
region centered on each spatial position. We get 4 clean regions on the ground truth build-
ing, as well as 6 regions on background objects, which, although less salient, cannot be
removed based on the feature saliency alone.

5.3.5 Region pooling and whitening

Given a rectangular region R 2 R of an image with feature saliency map F̂ 2 Rh� w, we
associate to it feature saliency f:= mF̂(R) 2 R, where

mF̂(R) :=
1

jRj å
p2 R

F̂p (5.9)

is the average of 2D map F̂ over R.

In addition, given the activation map A 2 Rh� w� k of the same image, it is standard
practice that a descriptor is obtained by pooling over R. As detailed in Section 2.5, it is
possible to use sum [BL15] (2.11), weighted sum [KMO15], max [Azi+14; TSJ16] (2.12), or
GeM [RTC18] (2.13) pooling. We adopt the latter choice to extract descriptor z := mA (R) 2
Rk, where

mA (R) :=

 
1

jRj å
q2 R

(Aq� )w

! 1
w

(5.10)
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is the generalized-mean of 3d tensor A over R along the spatial dimensions, and w is a
pooling parameter that is learned. This has been the basis of �ne-tuning in [RTC18] and
produces a global description, referred to as GeM, in the special case where there is a single
region R = P. In contrast, we detect a set of regions based on saliency maps in this work.

It is also standard practice to perform a sequence of post-processing steps including
normalization, PCA and whitening (Section 2.5) . We follow [RTC18] in performing su-
pervised whitening by simultaneous diagonalization [MM07]. In particular, given a de-
scriptor z 2 Rk, we `2-normalize, center, whiten, PCA-project and renormalize by function
w : Rk ! Rd to generate ad-dimensional descriptor:

w(z) := n(U>
D TD (n(z) � mD )) . (5.11)

Parameters TD , UD , mD are trained on an independent labeled dataset D = f Z, yg where
Z = f z1, . . . ,zng � Rk and y : [n]2 ! f 0, 1g maps a pair of descriptors to 1 if “positive”
(similar) or 0 if “negative” (dissimilar). In particular, given set X = f x1, . . . ,xng, de�ne
covariance matrix

Cl (X) :=
1

jYl j
å

( i ,j)2Yl

(xi � xj )(xi � xj )> (5.12)

where Yl := f ( i , j) 2 [n]2 : y( i , j) = lg. Then, the k � k whitening matrix TD := C1( Ẑ) � 1
2 is

the inverse square root of the intra-class covariance matrix of Ẑ = n(Z). The PCA matrix
UD is the c � d matrix having as columns the top d eigenvectors of C0(TD Ẑ), that is, the
inter-class covariance matrix of the whitened counterpart of Ẑ. Finally, the mean vectoris
mD := 1

n å i2 [n] n(zi ).

5.3.6 Graph construction

Given an image dataset, we assume here a set of regionsf R1, . . . ,Rng are detected from
the saliency maps (Subsection 5.3.4), afeature saliencyvector f := ( f1, . . . , fn) 2 Rn is com-
puted with the corresponding average saliency per region in (Equation 5.9), and a set of
descriptors V := f v1, . . . ,vng � Rd are extracted from the activation maps, whitened and
normalized per region (Subsection 5.3.5).

Based on the above information, we construct a k-NN graph on those regions in order to
compute a global centrality score per region as discussed in Subsection 5.3.7, which enables
us to form an object saliencymap on a new image, described in Subsection 5.3.8.

We construct a weighted undirected graph having the set of descriptors V as vertices
following Section 2.4. It is described by the sparse symmetric nonnegative adjacency matrix
W 2 Rn� n, and its normalized form W := D � 1/2 WD � 1/2 2 Rn� n (2.3) where D 2 Rn� n

is the degree matrix. We also construct the n � n regularized Laplacian La := D � aW (2.6)
and its normalized form L a := In � aW (2.7) following [Isc+17; Isc+18a].

5.3.7 Graph centrality

With the above de�nitions in place, the objective is to compute a vector u 2 Rn where
each elementui represents the signi�cance of vertex v i in the graph, for i 2 [n]. We choose
graph centrality[New10] to estimate u. Centrality is a global measure of signi�cance of ver-
tices in a graph. Different de�nitions exist, each one re�ecting a different kind of vertex
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importance. Herein, we consider a number of centrality measures on adjacency matrix W,
which we then evaluate in the experimental section.

Degree centralityis the simplest one to de�ne and to compute. It is de�ned as the degree
of each vertex, i.e. the diagonal of degree matrix D. Large value means that the vertex is
connected to many other vertices with edges of large weight (similarity).

Eigenvector centrality, also known as eigencentrality [Bon87], corresponds to the dom-
inant eigenvector of W. Centrality value of vertex v i is given by the i-th element of this
eigenvector. Large value means that the vertex is connected to many vertices which them-
selves have high centrality.

PageRank centralityis maybe the most well-known [Pag+99] centrality measure, and is a
variant of the eigencentrality. It is given by the dominant left eigenvector of the transition
matrix aD � 1W + ( 1 � a) J/ n, where J is an n � n matrix of ones. It is ef�ciently computed
with power iteration. It models a random walk on the graph and its score represents the
probability of visiting a vertex.

Betweenness centralityre�ects the number of times a vertex is part of the shortest path be-
tween any two other vertices of the graph. In contrast to all previously mentioned measures
that are computed based on edge importance (similarity wi j ), it is computed based on an
edge cost. In this case, we are using Euclidean distancejjv i � v j jj .

Closeness centralityis inversely proportional to the average length of the shortest path to
all other nodes. Closeness centrality for vertex v i is equal to å v j 6= v i

n� 1
jv i ! v j j

, where jv i ! v j j
is the length of the shortest path between v i and v j . Similarly to betweenness, closeness
applies to edge cost, and we use the Euclidean distance.

Katz centrality[Kat53] is given by the solution u � 2 Rn of the linear system

L au = ( 1 � a)1. (5.13)

As in [Isc+17], we solve this system by the conjugate gradient method(CG) [NW06]. Any
method would be equally appropriate because this is computed just once of�ine.

It is interesting to observe that in [Zho+03b], given a vertex v i 2 V as aquery, the linear
system L ax = ( 1 � a)ei is considered instead, where ei is the i-th canonical basis vector. A
random walk iteration is applied, which (slowly) converges to x� , where each element x�

j
represents the “similarity” of vertex v j to the query v i . In [Isc+17], the same linear system is
rather solved directly and more ef�ciently with CG. One may then interpret (5.13) as follows.
If we denote by x�

i the solution to L axi = ( 1 � a)ei for i 2 [n], then the solution of (5.13) is
u � = å i2 [n] x�

i . It follows that each element u�
j measures the “expected similarity” of v j to a

query vertex of the graph for j 2 [n], averaged over all query vertices.

In fact, Katz centrality was introduced as such a global measure before being adapted by
a boundary conditionto measure relevance to individual vertices by Hubbell [Hub65]. This
work has a long history before being rediscovered e.g. by [Pag+99; Zho+03b], as summarized
in the study of spectral ranking[Vig09].
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FIGURE 5.4 – Computing the object saliencymap S of an image from Instre dataset (top), as
de�ned in (5.14). For each patch, its neighbors in the graph (right) are found. Common
patterns with high centrality in green outline, outliers with low centrality in red. S(bottom)
then focuses on patches similar to common patterns and combines with feature saliency F̂
(left).

5.3.8 Saliency map construction

Given the region descriptor set V, the region saliency vector f and the associated central-
ity vector u � of an entire dataset, the problem is to construct a new saliency map S 2 Rh� w

for an image in the dataset. The image is represented by its activation map A 2 Rh� w� k.
Since this saliency is based on regions or patterns appearing frequently in the dataset, which
are commonly associated to repeating objects, we call it object saliency(Object Saliency (OS)).

We compute Sby a sliding window iteration over each position p 2 P. The saliency value
Sp at p is found as a linear combination of the centrality values of the nearest neighbors in
V of a patch centered at p. In particular, we consider a square patch Rp of side a centered at
p. We compute the vector zp := w(mA (Rp)) 2 Rd by max-pooling over Rp, whitening and
normalizing as discussed in Subsection 5.3.5. If Np is the set of indices of the k-NN of zp in
V, we compute Sp as

Sp := F̂q
p å

i2 Np

s(v i , zp) f q
i u�

i . (5.14)

That is, each neighboring region descriptor v i is weighted by its similarity to patch descrip-
tor zp, its feature saliency fi and its centrality u�

i , while the entire sum is scaled by the feature
saliency F̂p at the current position p of the image being considered. Exponent q controls the
relative importance of feature saliency of the current image and neighbors compared to cen-
trality. The object saliency computation is illustrated in Figure 5.4. Looking at the input
image and is feature saliency map F̂ alone, it is not evident which is the object of interest
and which is clutter. This is only found by discovering other instances of the same object in
the dataset, as represented by the graph.

5.3.9 Saliency-based representation

The object saliency mapS highlights patterns that appear frequently in the dataset, with
the background clutter removed. It is only natural then to apply the same method described
in Subsection 5.3.4 to this map in order to detect a small number of regions per image. Unlike
the regions detected from the feature saliency map F̂, these new regions are more likely to
appear in a new image. For the purpose of evaluation, we investigate both saliency maps.
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For each regionR detected from a saliency map (F̂ or S) in a dataset image with activation
map A, we apply GeM pooling and `2-normalization. All descriptors are then summed and
the resulting descriptor is whitened with w : Rk ! Rd as described in Subsection 5.3.5.
We apply whitening on the aggregated vector and not separately per region. This follows
the spirit of R-MAC [TSJ16], but performs GeM pooling instead of max, and the regions are
detected in the saliency map rather than being uniformly distributed. This yields a global
image representation in Rd.

Pooling based on saliency is in fact the idea explored in CroW [KMO15], but here we
follow the nonlinear two-level pooling of R-MAC (�rst within a region, then over regions)
rather than the one-level sum of CroW. This is more powerful and has also been the basis of
�ne-tuning in [Gor+16b; RTC18].

5.3.10 Multi-scale representation

Multi-scale descriptor extraction with CNNs is becoming standard practice [Gor+16b;
RTC18]. It consists of the following steps. Re-sample the image to multiple scales, feed
each scale separately to the network, obtain an `2-normalized vector per scale, sum-pool
over scales, re-normalize, whiten, and re-normalize. We follow the same principle, but use
the representation of Subsection 5.3.9 per scale. Saliency maps are simply constructed in-
dependently per scale. Finally, pooling over scales is done with the generalized-mean as
in [RTC18].

We additionally adopt the multi-scale concept for graph construction. Regions are de-
tected independently per scale and the corresponding descriptors form new vertices.

5.4 Experiments

We apply the proposed representation on image retrieval. In particular, we have two
variants of our method that both use the region detection described in Subsection 5.3.4. The
saliency map which the detection is performed on is different in each case. FS.EGM uses
the feature saliency map described in Subsection 5.3.3, and OS.EGM uses the object saliency
map described in Subsection 5.3.4. The former is image speci�c, while the latter is both
image and database speci�c.

5.4.1 Experimental setup

Test sets. We use three image retrieval benchmarks for our experiments. We evaluate on the
revisited benchmark [Rad+18] of the Oxford Buildings [Phi+07] and Paris [Phi+08] datasets.
We refer to the revisited datasets asR Oxford and R Paris respectively. We also use the more
recently introduced Instre [WJ15] dataset. Instre contains around 27k images of small objects
in cluttered scenes while objects appear with different variations, such as rotation, occlusion
and scale changes, making it a challenging case. We use the evaluation protocol introduced
in [Isc+17] for Instre. Search performance in all datasets is measured with mean average
precision (mAP).
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FIGURE 5.5 – mAP on R Oxford and R Paris versus parameters in FS.EGM.

Image Representation. We use the global image representation as described in Subsec-
tion 5.3.9. This reduces image similarity to cosine, which is common practice [TSJ16]. Fea-
ture extraction is performed with the VGG network [SZ14] with GeM pooling that is �ne-
tuned for image retrieval [RTC18]. We use supervised whitening [RTC16; RTC18] as de-
scribed in Subsection 5.3.5. Compared to global GeM pooling, our variants are different in
that regions are detected from salient and repeating objects, while aggregation and whiten-
ing is identical. Detection is applied to dataset images only, while we use the provided
bounding boxes on the query side.

Implementation Details. To simplify region detection, each saliency map is masked above
threshold t and element-wise raised to exponent r before detection, which removes the
weakest regions and increases the contrast between foreground and background objects. We
�x threshold t = 0.01 in order to remove noise from saliency maps. We set exponent r = 1
and scale parameter s = 1 before any parameter tuning is performed. We determine OS
parameter q in (5.14) by visual inspection of OS and set q = 3 throughout our experiments.
We perform our experiments on a 16-core Intel Xeon 2.00GHz CPU. It takes 36s to create
the graph on Instre, while centrality computation takes negligible amount of time. Saliency
computation and detection per image takes 0.02s for FS and 0.23s for OS.

5.4.2 Parameter tuning

In this section, we show the impact of FS.EGM and OS.EGM detection parameters on
the retrieval performance. We tune the parameters on R Oxford and R Paris, while showing
that their impact is similar on both datasets.

Feature saliency detection is evaluated �rst by FS.EGM, while we do not compute object
saliency and OS.EGM yet. Figure 5.5a shows the effect ofr on FS, which controls the con-
trast of the the saliency map. We observe that large r is needed to remove as much clutter
as possible from the noisy FS activations. We setr = 7 for the rest of our experiments. Scale
s is used during EGM sampling as explained in Subsection 5.3.4. Its impact in performance
on FS is shown in Figure 5.5b. Settings = 2.5 results in good performance and regions that
are large enough for FS.EGM.

Centrality measure We use the different centrality measurements presented in Subsection 5.3.7,
compute the OS map, and evaluate the quality of saliency maps. We use Instre's bounding
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FIGURE 5.6 – Saliency precision evaluation of FS and OS created with several centralities
maps measured on all images of Instre.
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FIGURE 5.8 – mAP on R Oxford and R Paris versus parameters in OS.EGM.

box annotation as ground truth and measure saliency precisionas the sum of saliency map
values inside the bounding box normalized by the total sum over the entire image. High
precision means that a saliency map captures the repeating object and discards the back-
ground.

We present the average saliency precision over the entire Instre dataset in Figure 5.6.
The comparison includes saliency maps created with FS and FSq, since the latter is used
in (5.14). Improvements brought by OS compared to FS are signi�cant regardless of the
centrality measurement, while Katz centrality gives the best precision. Figure 5.7 shows
the distribution of precision over all Instre images for FS and OS. We use Katz centrality
measurement for the rest of our experiments and simply refer to it as OS.

Object saliency detection is then evaluated for retrieval. Now, the feature saliency param-
eters are �xed, Katz centrality is selected and EGM detection is applied on the new saliency
map. We observe that OS behaves quite differently compared to FS, because foreground
objects are much cleaner. The impact of parameterss and r is shown in Figure 5.8a and
Figure 5.8b respectively. It is remarkable that a much lower exponent is needed in this case.
We chooser = 2 and s = 2.5.

Visual examples for saliency maps and detections for FS.EGM and OS.EGM are shown
in Figure 5.9. In all cases, OS is cleaner and focuses on objects that FS cannot discriminate.

5.4.3 Comparison to other methods

We compare our method against GeM descriptor [RTC18]. We additionally evaluate the
multi-scale variants for GeM, FS.EGM and OS.EGM, as described in Subsection 5.3.10. All
methods are tested with k-NN search and global diffusion [Isc+17], which is a method for
QE and is known to signi�cantly improve performance. Results are given in Table 5.1. We
report results for both Medium and Hard settings on R Oxford and R Paris.

FS.EGM does not always improve the performance, since objects captured are not nec-
essarily relevant for the particular dataset. This is what OS.EGM captures and boosts the
search performance, especially on Instre. We outperform GeM pooling in all datasets and
scenarios, except for R Paris- Hard with query expansion. Note that we use the default
diffusion parameters which are tuned on GeM-like descriptors. OS.EGM provides larger
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image FS.EGM OS.EGM

FIGURE 5.9 – Examples of images from R Oxford (�rst 2 rows) and Instre (last 3 rows)
datasets, along with smoothed FS and OS maps superimposed on the images and regions
detected by EGM, in red.
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Medium Hard
Method Instre R Oxford R Paris R Oxford R Paris

Single Scale
GeM [RTC18] 54.2 60.8 67.0 33.3 42.1
FS.EGM 54.6 61.2 66.5 33.4 41.7
OS.EGM 58.3 62.2 67.7 34.9 43.4

Single Scale + QE
GeM [RTC18] 73.3 69.3 83.9 42.3 71.8
FS.EGM 72.8 71.0 84.1 42.3 71.4
OS.EGM 76.5 72.2 83.8 46.5 69.9

Multi Scale
GeM [RTC18] 57.0 62.0 69.3 33.7 44.3
FS.EGM 57.7 63.0 68.7 34.5 43.9
OS.EGM 61.3 64.2 69.9 35.9 46.1

Multi Scale + QE
GeM [RTC18] 75.0 69.3 83.9 41.1 73.9
FS.EGM 74.6 71.0 84.1 40.6 72.5
OS.EGM 77.4 69.0 85.4 41.9 72.3

TABLE 5.1 – mAP comparison of our method against baselines on all tested datasets. QE
refers to query expansion by diffusion [Isc+17].

improvements on Instre, which is more challenging due to small objects and severe back-
ground clutter. This is exactly where our detection is essential.

There are several other approaches that deal with region detection or saliency masks.
Their results are not directly comparable, because they are not evaluated on R Oxford, but
Oxford5k. Therefore, they are not included in Table Table 5.1. Nevertheless, we outper-
form their reported results. We achieve 86.6 on Oxford5k with OS.EGM and no query ex-
pansion. Salvador et al. [Sal+16] use the off-the-shelf VGG and �ne-tune RPN on the test
set. Without using query expansion, they obtain 71.0 on Oxford5k. Similarly, Jimenez et
al. [JAG17] learn class weights and apply them on the activation maps of off-the-shelf VGG
and achieve 73.6 on Oxford5k. Songet al. [Son+17] train on different datasets, and achieve
78.3 on Oxford5k. The results obtained by learning a saliency mask in [Noh+16] are not
comparable since spatial veri�cation with local features is always applied in the end. Zheng
et al. [Zhe+16] achieve 83.4 with regional representation on Oxford5k. They employ both
CNN and local features, while we only rely on CNN and much more compact represen-
tation. Finally, according to our knowledge, [Moh+17] is the only work that evaluates on
Instre, which is rather challenging due to small objects. However, their results are not di-
rectly comparable as they use a different CNN model (ResNet101).

Region cross-matching methods [Raz+16] represent an image with multiple vectors, sacri-
�cing memory footprint and complexity for accuracy. In particular, the memory is linear in
the number of regions, while the complexity is quadratic. We compare our global represen-
tation with region cross-matching (R-Match) and regional diffusion [Isc+17] in Figure 5.10.
We sample regions uniformly at 3 scales as in R-MAC [TSJ16] and apply GeM pooling sepa-
rately for each region. Different numbers of regions are obtained by GMM reduction, exactly
as in [Isc+17].

Compared to regional descriptors, we require about 4 times less memory to achieve the
same performance. The runtime complexity gain is in the order of 4 2, which holds for the
case of R-Match and also for the �rst part of diffusion where Euclidean nearest neighbors
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FIGURE 5.10 – mAP comparison of our global OS.EGM (?) to R-Match with uniformly
sampled regional descriptors, with and without diffusion on R Oxford (Medium setup).
Text labels refer to query time.

are found. The diffusion complexity is O( m), where m is the number of non-zero entries of
the graph. We found that m is 3.7 times smaller in our case and our measurements of actual
query timings agree with this ratio.

5.5 Discussion

We propose a region detection approach that is dataset speci�c but requires no super-
vision. It captures not only salient objects by considering each image individually but also
frequently appearing ones by considering the dataset as a whole. As a result, we avoid
separate indexing of regional descriptors and construct a global descriptor by pooling over
data-dependent regions, which performs well under background clutter and severe occlu-
sions. We demonstrate that this approach is effective in particular object retrieval where
background clutter is a common problem.
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In this chapter we discuss the work presented in this thesis. We �rst start by drawing
global conclusions and summarize the knowledge that can be extracted from the different
presented efforts. In particular, we discuss how CNNs pre-trained on classi�cation or man-
ifold learning allow the performance of different tasks. Additionally we propose perspec-
tives for those works, from �ne-grained improvements to general ideas. This conclusion is
also a chance to discuss unpublished works.

Section 6.1 describes lessons learned from Chapter 3, 4 and 5. We present incomplete
works in Section 6.2. And �nally, we propose perspectives in Section 6.3.

6.1 Discussion

Works presented in this document focus on different applications, and therefore methods
are specialized to task requirements. However, knowledge accumulated from those efforts
is more general than any particular application. Indeed, it is possible to induce global ideas
that can be generally used in computer vision. This thesis has been focusing on two aspects:
extracting as much information as possibleand using the minimum of supervision.

We have seen that CNNs designed for classi�cation, or manifold learning, learn robust
representation that can be exploited in diverse ways. Indeed, feature maps can be used to
extract both classi�cation and localization information even when the network was trained
without spatial cues.

We also discussed the dif�culty to provide enough supervision to ef�ciently train deep
networks and we proposed a solution to minimize supervision. On the one hand, it is pos-
sible to directly reduce the amount of labeled data and achieve comparable results as with
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a full supervision scenario. On the other hand, it is possible to focus on available learned
models pre-trained on a task before transferring knowledge to another dissociated task.

6.1.1 Exploiting data

We have seen that state-of-the-art CNN methods, commonly trained in a supervised
manner, need large amounts of labeled data. Unlabeled data can be added directly to the
training of CNNs. Unsupervised training allows models to be trained on images not la-
beled using for instance clustering methods [CN12]. Performing transfer learning with un-
supervised learned weights proved to outperform random initialization [Car+18a]. This
pre-training can be relevant both on large datasets and on smaller ones as we show in
Chapter 3. Unlabeled data can also be integrated in fully-supervised training by predict-
ing pseudo-labels and using adapted losses [Isc+19b].

We have shown that active learning can bene�t largely from information extractable from
unlabeled images (Chapter 3). Adding unsupervised and semi-supervised methods im-
proved results signi�cantly compared to results obtained with acquisition functions alone.
When constructing a model for a particular task, we believe that unlabeled data should be
integrated as much as possible. We showed they contain much information that can be
used to construct better representations or to perform training. Although we applied those
methods to active learning, impressive gains due to the using of unlabeled data must be
applicable to other tasks.

Unlabeled data can also be exploited to extract statistics from a dataset. We have shown
that graph-based methods are very relevant and in particular in the context of retrieval.
Indeed when the same instances of an object are searched throughout a dataset, it is possible
to use the repetition information using a centrality measure and to detect nodes that are
popular in a graph (Chapter 5). We were able to produce instance mining having only a
pre-trained model on manifold learning. The dataset is then considered as a whole, which
is particularly interesting when it is not too large. We also have seen that graphs allow to
perform more unsupervised operation as similarity propagation [Isc+18b] (Chapter 4, 5) or
labels propagation [Isc+19b] (Chapter 3).

We were also able to perform weakly-supervised localization by exploiting pre-trained
networks on “simple” supervision tasks, such as classi�cation or manifold learning. We
additionally proposed to integrate spatial information in training using only positive and
negative pair labels. We showed that with or without any additional training, it was pos-
sible to detect zones of interest in feature maps, either objects (Chapter 5) or local features
(Chapter 4). This is discussed further in the following section.

6.1.2 Exploiting the feature maps of CNNs

Throughout this thesis, we have been using CNNs although performing different tasks.
We showed that a backbone network can be used in many different ways, leading to di-
verse robust representation. This makes CNNs a powerful model. The set of feature maps–
outputs of the backbone–can be fed to fully-connected layers (Chapter 3) that generate classi-
�cation predictions, or can be pooled globally (Chapter 4, 5) or locally (Chapter 4) as shown
in Figure 1.3.

We discussed convolutional representations and showed that their properties allow the
extraction of accurate localization information. Deep feature maps are sparse [KMO16]; the
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sparsity can be used to weight feature maps or select features maps non-sparse to extract
local features (Chapter 4). Feature maps are also semantic [Zho+16]. We were able to ag-
gregate the activations of feature maps into a feature saliency map that focuses on objects
without additional information. We also showed that it was possible to integrate additional
information in the construction of saliency maps focusing on objects of interest in Chapter 5.

Alternatively we have shown that feature maps contain local information that can be
used to establish repeatable correspondences from one image to another (Chapter 4). We
were able to extract robust local features by using a detector. We used MSER [Mat+02] but
another detector could be used (feature maps are more simple than images). We showed that
the invariance of feature maps to variations such as light changes, some rotation and scale
variations make them very relevant in the context of instance-level tasks. In particular, local
features detected within the feature maps were robust enough to perform spatial matching
without descriptors. Interestingly, we also showed that local features could be detected
from feature maps learned both on manifold learning–trained on datasets close to the target
datasets–but also on the classi�cation dataset Imagenet [Don+09]. In both cases, spatial
information is repeatable and can be exploited to perform spatial matching.

6.2 Unpublished efforts

With more than 3000 submissions to every important conference, computer vision is cur-
rently a tense �eld. Ideas must not only be supported by many experiments and signi�cant
improvement, they must also be developed fast. While ideas spread, speed is a key factor.
This section introduces ideas we worked on but were not completed or published.

6.2.1 Deformable representation

We have seen that properties of feature maps can be used to solve weakly-supervised lo-
calization problems. The extracted spatial information relies on the quality of feature maps
and one may wonder how they can be improved. We proposed in Chapter 4 to force the net-
work to match parts of images, but only achieved mixed results and at a high computational
cost.

The �rst project we worked on was based on the Region-based Fully Convolutional Net-
work (R-FCN) [Dai+16] object detection method. This fully convolutional network learns
position-sensitive score maps. Object bounding boxes are divided into parts represented by
cells of a grid and each feature map is trained to speci�cally recognize a certain cell (object
part) of a certain class. However, we know that objects are deformable and that parts cannot
be expected to always be at the same position. We tried to improve the training by allowing
object parts to move by some learned offsets from their original positions. Our idea was
that if this deformation was bene�cial for an object detector, it could also be bene�cial for
convolutional kernels.

In particular, convolutional kernels are rigid grids, and their receptive �elds are �xed.
Intuitively, the relevant information to a kernel may be slightly out of the kernel scope.
Kernels should also be allowed some �exibility and we investigated this idea. Dai et al.
[Dai+17] concurrently proposed exactly to add �exibility to the R-FCN and convolutional
kernels and they published their results while we were experimenting. Although doing
something very similar, they had the additional idea of predicting offsets rather than having
them as learned parameters. They showed that the receptive �eld of a pixel in the last
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features maps were more localized around the objects of interest than with the standard
convolution. This work was further improved by Zhu et al. [Zhu+18a].

6.2.2 Parametric convolutions

The performance of deformable convolution, as discussed above, opened the question
of how convolutions are performed. This simple operation could be modi�ed or revisited.
We attempted to propose a new convolutional structure and in particular to use GMM. The
idea was to �t a set of components to feature maps using EGM [AK12]. This method has
shown to be very relevant for detecting candidate objects on feature maps, automatically
�nding the right number of components (Chapter 5). Starting from this idea, we have imag-
ined integrating the detector as a layer in the neural network, rather than an of�ine method.
Both feature maps and convolution kernels are represented parametrically as sets of Gaus-
sian components. An intermediate convolutional layer inputs and outputs components and
computes convolutions directly in closed form as a sum. Additionally, in the last layer,
the detection of Gaussian components yields an object detection which integrates compo-
nent selection–avoiding using non-differentiable NMS. We have implemented this model
and performed several experiments, but we have encountered computation issues, both in
terms of speed and memory. The number of components to treat using EGM was too high.

6.2.3 Spatial dropout

Another way to improve feature maps quality could be to use a regularization scheme;
we tried to improve them in the context of weakly-supervised object detection. We �rst ob-
served that CAMs [Zho+16] were focusing only on the most discriminative part of an object:
heads for human and all animals, wheels for cars, etc. Even if this is good enough for classi-
�cation, if we want to use the feature maps for weakly supervised detection, then all parts
of the objects should be found in the CAMs. The regularization abilities of CNNs can be
improved by using ideas such as dropout [Sri+14]. Dropout had been successfully applied
on fully-connected layers. However, convolutional dropout is not straightforward. On the
one hand, dropping a single pixel has very little effect as neighboring pixels still participate
to the convolution operation; on the other hand dropping an entire feature map [Tom+15]
would discard too much information. We experimented with an intermediate solution: we
randomly removed information from the most activated regionsin the feature maps. With
this simple idea, we could see on a small dataset that the activated regions were indeed
evolving during the training. Some initial experiments have also shown improvement on
classi�cation. Based on a similar idea, Ghiasi et al. [GLL18] concurrently proposed to drop
convolutional units of contiguous regions in feature maps and showed both improvements
in terms of accuracy and stability to hyperparameter choices.

6.3 Perspectives

6.3.1 Exploration

We have discussed several ways to extract as much information as possible with as little
supervision as possible. Our different works provided some initial solutions but could be
further explored and used in other contexts.

Active learning or not? Active learning is a task constructed to help creating a new dataset
at low labeling costs. We have discussed in Chapter 5 that the performance of active learning
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in the context of deep learning are disputable. In particular, we have shown that the labeling
budget has a great impact on the utility of active learning: random sampling is better with
a low budget (10 images per class). Some remaining questions are: given a new unlabeled
dataset, how to de�ne the best label budget? When does active learning actually help?
We have shown that it is bene�cial to use an acquisition function (over random sampling)
when the image representation is good enough. Therefore, one solution may be to start
by randomly selecting a large enough budget of images, train the model and then use an
acquisition function on smaller budgets in the following cycles. Indeed, an active learning
scenario could include different acquisition functions, with different budgets, at different
cycles. In general an active learning scenario, which is currently �xed to a constant label
budget per cycle, could be given more freedom in order to discover when active learning
can actually help. Predicting the required budget would be an interesting direction in this
respect.

Active metric learning. Active learning has been investigated mostly in the context of class-
level tasks. We have discussed throughout this thesis the possibility to improve different
tasks using similar processes. One line of work could be to perform active metric learning.
In particular, it could be applied to select image pairs–or positive and negative images for
a given anchor–to label for �ne-grained classi�cation [Ber+14] which is often performed
following metric learning methods [Wan+14b; Cui+15].

Locally veri�ed classi�cation. We have seen that local features can be extracted from net-
works pre-trained for classi�cation on Imagenet (Chapter 4). Local features detected using
DSM are semantically meaningful and could maybe be used in the context of �ne-grained
image classi�cation. This task can be performed by using a pipeline close to the one applied
in image retrieval [Gor+16a; RTC18] and spatial matching again would be a re�nement step.
We have shown that local features detected in Chapter 4 focus on different parts of an ob-
jects, which would suit �ne-grained classi�cation.

Object discovery spatially veri�ed. We have shown in Chapter 5 that it is possible to dis-
cover objects in images by using an unlabeled dataset. We applied object discovery to im-
age retrieval which aims at �nding images depicting the same instance of an object. One
direction could be to improve GOD in order to perform unsupervised instance-level object
detectionand segmentation, maybe by integrating label information in the graph. Moreover,
local features detected on the same feature maps as GOD, using DSM, could help improve
object detection by performing spatial matching (Chapter 4). Objects of the same instance
can be aligned, as performed in �ne-grained classi�cation and discussed above.

Class-level object discovery. Our instance-level methods rely on the robustness of the rep-
resentation to image variations. If such representations were robust to intra-class variation,
class-level objectdiscovery could work in a similar manner. We showed positive results of
DSM on feature maps trained on Imagenet [Don+09]. Application to GOD should also be
possible. We would be able to �rst construct a coarse saliency map, which would discard
background elements; feature maps trained for classi�cation are activated mostly at the ob-
ject position, as shown by [Zho+16]. Moreover, centrality could still be applicable as it de-
pends on the similarity between descriptors, which in this case would have been trained
to minimize distances between objects of the same class. Alternatively, we could add some
supervision and augment the object saliency to also predict a class; this could be performed
by adding labels to the graph, maybe using a label propagation method [Isc+19b]. Our
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technique would only require class-level labels for the training of global descriptors, dis-
criminative in the context of classi�cation and the label propagation in the graph.

Learning to mine. The �nal object saliency maps of our GOD (Chapter 5) are localizing
objects with a good accuracy (as shown in Figure 5.6). They are computed without supervi-
sion which makes them very relevant when dealing with new datasets. Such saliency maps
could serve as supervision while training a CNN to discover objects. We are aware that the
saliency maps constructed without supervision are not perfect. However, results obtained
with semi-supervised training [Isc+19b] (Chapter 3) showed that training a model on noisy
labels can achieve very good results. Moreover, GOD could also be improved by including
labels in the graph, either on all images or some (semi-supervision). The �nal trained net-
work would generate a saliency map at the small cost of a feed-forward pass; it could replace
our graph-based method at test time. Alternatively, we could perform weakly-supervised
object detection by training a RPN or Teichmann et al. [Tei+19] pipeline with the bounding
boxes generated by GOD. The object saliency maps could also directly serve as supervision
for segmentation, however performing instance segmentation, which require separating the
objects of a same class, would necessitate more improvements.

Small objects. In our work presented in Chapter 4, we experimented on city datasets. Those
datasets include images depicting buildings and statues. Such structural elements often
represent a large portion of an image and are invariant in terms of low-level information,
as shape or texture. They can therefore easily be described by local features that highlight
detailed parts of the objects. DSM can extract up to hundreds of features if the building
contains many details (see Figure 4.1). This is not the case of images depicting little objects
e.g. Instre [WJ15]. One question remains: how to adapt the detection of local features in
the case of small objects? A �rst obvious solution would be to improve our multi-scale
approach. Alternatively, regions of interest could be detected using GOD before going back
to the image space. We could increase the resolution of the selected regions before detecting
features using DSM.

Spatially veri�ed diffusion. The diffusion of similarity in a manifold gives impressive re-
sults in image retrieval. It allows the discovery of images semantically close rather than
in the Euclidian space. We have shown that the quality of a diffusion process depends on
the query images used to start the walk (Chapter 4). In particular, DSM helped by pro-
viding reliable images similar to the query. Additionally, spatial matching could be used
while diffusing similarity and give a hard decision–are two images matching?–signaling
where to stop diffusing. Following a similar idea, Chang et al. [Cha+19] incorporated spatial
veri�cation to k-NN by re-weighting edges of the graph. Alternatively, one could use the
transformation computed between images to follow the objectsand discover when they get
out of sight. Diffusion could also be performed using local features provided by DSM rather
than global descriptors, providing re�ned similarity diffusion. Additionally, one could in-
vestigate how the diffusion process could be integrated to manifold learning, in particular
by providing an unsupervised training set.

Local feature detection. DSM can be used in image retrieval to perform spatial matching
(Chapter 4) but could also be used in other tasks e.g. optical �ow [Dos+15b] or local descrip-
tors for patches [TFW17]. Most methods are trying to detect features from a single saliency
map [Noh+17], which is less sparse than the feature maps. On the contrary, we exploit the
sparsity property of feature maps to detect well de�ned features (Chapter 4). Dusmanu et al.
[Dus+19] and Cieslewski et al. [CBS19] also proposed to detect features within feature maps;
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they used detected features on patches and showed good results. However, all methods dis-
covering features on the feature space are bound to the low resolutions of feature maps. One
direction to follow could be to construct or learn a projection from feature space to image
space.

Whitening. Whitening is currently added as a post-processing step on global descriptors.
It proved to signi�cantly enhance the descriptor quality [JC12] (Chapter 4). We have seen
that feature maps suffer from repetition; we removed repeating activations using NMS in
Chapter 4. Whitening applied locally on the feature maps could help in that regard. It
should be adapted to the properties of feature maps, which are sparse and non negative as
opposed to descriptors.

6.3.2 General perspectives

A decade ago, CNNs were hardly used in computer vision and most efforts were being
focused on SVMs. While this thesis is centered around CNN, past directions achieving good
results should not be forgotten. I started working on computer vision problems in 2016,
exactly when CNNs were becoming state-of-the-art in all tasks. I could have easily focused
on creating new layers, new architectures, to the exclusion of all else. I consider myself for-
tunate to have had the chance to mix within this PhD CNNs with pre-existing ideas. I used
graphs, performed diverse operations on them, detected local features, performed spatial
matching. All those techniques have been deeply studied and well de�ned by experts. One
perspective would be to push the integration of methods developed before and after CNNs
achieved state-of-the-art results. In particular, neural networks are an instance of differential
programming. They are de�ned as a set of differentiable operations and learned to approx-
imate desired functions. The design of neural networks can be performed by brute force,
assembling all operations in a diverse way and selecting the best combinations. However,
one direction could be to get inspiration from previous work and in particular to encode
past expertise in current models, with differential programming.

Moreover, to design a network by brute-force also has a high cost in terms of energy
consumption. Once a model is carefully designed, meta-parameters must be determined.
Again, an expensive solution to develop a model is often to perform brute-force search.
Strubell et al. [SGM19] discussed the cost of developing a neural model in the context of
Natural Language Processing (NLP) both in terms of �nances and energy. In particular,
their �rst table discuss CO2 consumption. They estimated that developing a neural net-
work for NLP–including the tuning of meta-parameters–costs over 626,155 lbs in terms of
CO2 emissions vs. 36,156 lbs for one year of consumption of an average American. The
authors encouraged the community to take these considerations into account while doing
research. In order to avoid such expensive efforts, a solution could be to use AutoML to
predict the design of architectures and their best parameters. AutoML is currently an active
�eld [Guy+15; He+18; Won+18; Feu+18]. It promises to generate small models that are less
expensive to train and use at test time. AutoML is still expensive in terms of computation;
however, different solutions have been proposed to reduce the cost [Won+18] and hopefully
it will become more ef�cient. We should consider our responsibility towards society and
we cannot always ignore the energy we use in research, even if we are lucky enough to be
provided with abundant computational resources.
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Résumé Étendu

La vision par ordinateur est un domaine de recherche qui propose des solutions permet-
tant à un ordinateur d'interpréter des images. Bien qu'étudié depuis plus de cinquante ans,
le domaine a récemment gagné en popularité grâce à d'excellents résultats qui ont permis la
création de nouvelles technologies, notamment les voitures intelligentes.

Le contexte

En mai 2017, le journal "The Economist" publiait un article intitulé “La ressource la plus
précieuse au monde n'est plus le pétrole, mais la donnée” [17]. L'article décrit la transition
effectuée par l'industrie depuis le début des années 2000. Les entreprises font actuellement
de très larges pro�ts en exploitant les données des utilisateurs, données qui sont souvent
fournies gratuitement. En tant qu'utilisateurs, nous pro�tons aussi des données amonce-
lées dans les serveurs. Nous sommes encerclés par des technologies contenant des appareils
photo tels que les téléphones, voitures ou drones etc. Ces machines capturent des images et
vidéos de notre monde et peuvent nous aider à améliorer notre vie quotidienne à condition
qu'elles comprennent ces images. Qu'est ce qu'une image représente? Quels sont les objets
d'intérêt? Que se passe-t-il dans la scène? Les réponses à ces questions doivent être extraites
directement à partir des pixels d'une image sans aucune autre information.

Le domaine de la vision par ordinateurétudie une large variété de problèmes. Il comprend
des tâches qui se concentrent soit sur des images 2D ou 3D soit sur des vidéos. La vision par
ordinateur propose des solutions pour effectuer de la reconnaissance, de l'apprentissage,
de la compression, de la génération ou de l'exploitation d'image. Les images peuvent aussi
être associées à d'autres modalités, telles que du texte, du son ou des méta-informations. Ce
domaine a été étudié depuis des décennies et atteint aujourd'hui des résultats qui touchent
un large public. Il a ainsi récemment gagné en popularité et attire à la fois des chercheurs et
des industriels. La conférence CVPR de 2019 a regroupé plus de 9000 visiteurs, 4000 de plus
qu'en 2017.

Cette thèse se concentre sur la compréhension des images. Comme souvent en appren-
tissage statistique, les premiers travaux se sont inspirés de la biologie et en particulier des
neurosciences. ROSENBLATT [Ros58] se demandait comment les systèmes biologiques re-
çoivent, encodent et enregistrent l'information à partir du monde physique. Il a proposé un
“système nerveux hypothétique”, appelé le perceptron, qui a été présenté comme le début de
l'intelligence arti�cielle. Relayé par le New York Times dans un article publié en 1958 et in-
titulé “Un équipement de la marine apprend en agissant” [58], la machine a reçu beaucoup
d'attention.



104

Cependant, les promesses d'une machine qui serait “capable de lire et écrire [...] devant
être �ni en un an et à un coût de $100,000” ne furent pas tenues. Quelques années plus tard,
le travail fût critiqué par des collègues [MP88]. En conséquence, les réseaux de neurones
convolutifs ont perdu de l'intérêt, précédant un premier “hiver” de l'intelligence arti�cielle.

Il aura fallu plus de cinquante ans de recherche pour que les modèles neuronaux at-
teignent des résultats intéressants. Ces efforts comprennent le développement de la “back-
propagation” [RHW86], des réseaux de neurones convolutifs (CNNs) [KSH12; SZ14; He+16],
les progrès du matériel informatique ( e.g. GPU) et la collection de très grandes bases de don-
nées [Kri09 ; Don+09]. Un succès notable fut celui du modèle proposé par K RIZHEVSKY et al.
[KSH12] en 2012, qui a prouvé que les CNNs permettent d'atteindre de meilleurs résultats
que ceux obtenus en combinant des descripteurs locaux et des classi�eurs linéaires. Enthou-
siasmée par ces résultats, la communauté de vision par ordinateur s'est largement orientée
vers l'apprentissage profond, ce qui a conduit au développement de modèles profonds très
performants [He+16; Hua+17] qui contiennent des millions de paramètres à apprendre.

Les problèmes du monde réel peuvent être traduits par des tâches en vision par ordina-
teur. Elles sont dé�nies par un jeu de données d'entrainement et un jeu de test, des données
de vérité terrain et des fonctions de coût. Le domaine s'intéresse à de très nombreux pro-
blèmes. En particulier, les tâches de compréhension d'image sont au centre de beaucoup de
recherches. Elles se concentrent sur des informations de classe ou d'instance des objets dans
une image. La classi�cation d'imageconsiste à découvrir quelles sont les classes des objets
présents dans une image. Ladétection d'objetsnécessite de localiser les objets classés dans
des boîtes englobantes. Lasegmentation d'imageconsiste à classer chaque pixel d'une image.
La recherche d'imagessuppose de trouver toutes les images contenues dans une base de don-
nées qui contiennent un objet en particulier, dépeint dans une image exemple donnée en
requête.

Les méthodes basées sur des CNNs sont à l'état de l'art de nombreuses tâches de la
vision par ordinateur, comprenant toutes celles listées ci-dessus, mais aussi des tâches de
traitement de texte, de question/réponses et d'audio. Les entrées et sorties d'un modèle va-
rient selon la tâche. Cependant, les solutions basées sur des CNNs partagent souvent une
partie de la structure du réseau. En effet, les réseaux profonds contiennent un premier empi-
lement de couches de convolution (le réseau “backbone”) suivis de couches spécialisées. Les
réseaux sont généralement entraînés de façon supervisée, et les labels et fonctions de coût
sont construits ensemble de façon à former un réseau qui apprend les bonnes informations.

Apprendre à voir

Les qualités de la représentation d'une image nécessaires au traitement dépendent direc-
tement de la tâche de vision par ordinateur. En effet, d'une tâche à l'autre, les propriétés les
plus importantes d'une image varient. La conception de cette représentation, soit construite,
soit apprise, est un problème central dans le domaine de la vision par ordinateur.

De plus, cette représentation doit être robuste aux variations dans une image. Tout d'abord,
les objets dépeints par plusieurs images peuvent varier. Ces variations peuvent être dûes à
un changement d'angle de la caméra, à des effets de zoom, des changements de lumière, des
variations jour/nuit. Les objets peuvent aussi être partiellement représentés dans l'image à
cause d'obstructions faites par d'autres objets ou le cadrage de la caméra. D'autre part, les
objets d'une même classe peuvent connaitre de très grandes variations “intra-classe”. Ils
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peuvent être différents en couleur, forme, texture jusqu'à avoir une apparence entièrement
différente. Selon le problème, une représentation ne doit appréhender que certaine types de
variations et déformations : les plus importantes pour la tâche.

Les premières techniques mises en place étaient basées sur des descripteurs locaux [Low99;
MS04] calculés en utilisant des opérations mathématiques directement sur l'image. Ces des-
cripteurs ne dépendent pas des tâches pour lesquels ils sont utilisés. Ils se sont avérés très
ef�caces pour effectuer des opérations au niveau de l'instance des objets, car ils permettent
d'acquérir des informations locales et �nes. Ces descripteurs locaux peuvent aussi être agré-
gés en une représentation globalee.g. BoW [SZ03]. Ils peuvent être utilisés par des classi-
�eurs, entrainables ou non, tels que les algorithmes des k plus proches voisins [CH67] ou
les SVMs [BGV92]. Cependant, l'utilisation de ces descripteurs est limitée à cause de leur
dé�nition �xe.

Les CNNs offrent la possibilité de spécialiser la représentation d'une image à un certain
problème en l'apprenant directement pour la tâche désirée. En effet, différentes architectures
de CNN et fonctions de coût, telles que les fonctions de régression et de classi�cation, per-
mettent d'extraire différentes propriétés à partir d'une image. Pour chaque tâche, le type de
supervision est dé�ni, de même que les labels, les fonctions d'apprentissage et d'optimisa-
tion qui permettent de maximiser la performance d'un modèle pour une tâche.

Représentation. Une image peut être décrite par un ensemble de caractéristiques localesou
une représentation globale, et, l'un et l'autre doivent décrire l'information insensible aux va-
riations précédemment décrites. Les caractéristiques locales,e.g. “SIFT” [Low99], détaillent
les spéci�cités d'un objet. Elles peuvent aider dans le cas où des parties d'un objet manquent
dans une image, à cause d'une obstruction du champ ou de la présence de multiples objets.
Elles peuvent en effet faciliter une classi�cation partielleou la mise en correspondance spa-
tiale. Cependant, stocker tous ces descripteurs a un coût important, et peut être irréalisable
quand des milliards d'images doivent être traitées. Les représentations globales sont plus
grossières et contiennent moins de détail qu'un jeu de caractéristiques locales. Elles sont
aussi plus dif�ciles à construire : une bonne représentation globale nécessite souvent un
apprentissage. Cependant, cette représentation a l'avantage d'être facile à stocker.

Les CNNs sont invariants en translation et, selon les données utilisées lors de l'apprentis-
sage, peuvent être invariants à de petites rotations de l'image ainsi qu'à des changements de
lumière. Ils peuvent aussi être explicitement conçus pour être invariants à plus de transfor-
mations, comme la rotation [Jad+15; Est+18], la ré�exion [CW16] ou le changement d'échelle
[SM13; KSJ14] en utilisant la technique d'augmentation des données. Les représentations
globales obtenues avec un CNN, sont compactes et discriminantes. Elles permettent le sto-
ckage de larges bases de données dans un espace mémoire limité tout en permettant le calcul
d'opérations sur le jeu de données entier.

Labels et fonctions de coût. La plupart des méthodes d'apprentissage statistique appli-
quées à la vision par ordinateur sont entrainées de façon supervisée. Les réseaux de neu-
rones convolutifs nécessitent de très grandes quantités de données annotées. La dé�nition
d'un label dépend de la tâche, par exemple : un scalaire représente la classe d'un objet pour
la classi�cation, alors qu'un couple boîte englobante / classe est utilisé pour la détection
d'objet, un label par pixel pour la segmentation d'image et des pairs positive/négative
d'images pour la recherche d'image. La communauté de vision par ordinateur a souvent
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fait appel au service d'AMT pour annoter des images et produire de nouveaux jeux de don-
nées [Das+17; Agr+19]. Ce service est coûteux en termes d'effort humain, et il est compli-
qué de s'assurer que tous les employés annotent les images de la même façon. OQUAB et al.
[Oqu+15] se demandaient :

”Par exemple, devrions nous annoter la tête du chien ou le corps entier? Que fait-on
quand la tête du chien est cachée par un autre objet? “

Étant donné que la capacité d'un CNN à généraliser dépend largement de la quantité et de
la variété des images vues à l'entrainement, il est important d'améliorer la construction des
jeux de données.

Supervision. La très grande base de données Imagenet [Don+09] a permis l'entraînement
de nombreux réseaux, et les résultats de classi�cation ont ainsi été beaucoup améliorés.
Cependant, pour éviter d'avoir besoin d'acquérir des millions d'images annotées par des
hommes pour chacune des tâches de vision par ordinateur, la communauté travaille à mini-
miser les besoins en supervision. En particulier, des images non annotées sont accessibles en
grandes quantités sur internet et divers types d'informations peuvent en être extraits. Des
efforts ont été fournis pour intégrer ces images aux entrainements des modèles.

La classi�cation est la tâche qui nécessite le moins de labels et les labels les plus simples.
Ainsi, minimiser la supervision revient à utiliser des données non annotées, soit en fai-
sant de l'apprentissage avec seulement les images non annotées (apprentissagenon super-
visé[JMF99; HS06; Goo+14]), peu de données labellisées (apprentissagefew-shot[Lak+11 ;
Koc15]) ou un mixte des deux (apprentissage semi-supervisé[Zhu+06; Lee13 ; Shi+18]). L'ap-
prentissage faiblement supervisé[Li+17] peut aussi être implémenté en ajoutant des labels
plus ou moins bien annotés. Alternativement, il est possible de sélectionner les images les
plus pertinentes à l'entrainement d'un modèle, et de les faire annoter par des humains, ce
qui est l'idée principale de l' apprentissage actif[Yan+15b; SS18]. Différents niveaux de su-
pervision peuvent aussi être combinés de façon à tirer pro�t de tous les efforts et types de
données accessibles [DP18].

Les tâches nécessitant des annotations plus détaillées, comme la détection d'objet ou la
segmentation d'images, peuvent aussi béné�cier de labels moins précis. Les méthodes d'ap-
prentissage faiblement supervisé permettent d'effectuer la tâche de détection d'objet tout en
pro�tant d'entrainements effectués pour la tâche de classi�cation [Oqu+15] et la tâche de
segmentation d'images peut pro�ter des supervisions pour la classi�cation et la détection
d'objets [He+17]. D'autres formes de supervision plus faibles que des boîtes englobantes
peuvent aussi être dé�nis e.g. des points [Bea+15] ou des estimations de taille [SF16b].

Sans jouer sur le nombre de données labellisées utilisées, il est aussi possible de transférer
directement l'apprentissage d'un modèle à un autre en utilisant la technique du transfert
d'apprentissage. En particulier, les modèles entrainés sur Imagenet [Don+09] peuvent être
utilisés de façon ef�cace en tant qu'initialisation pour de nouvelles tâches de classi�cation
ou même d'autres tâches. La base de donnée Imagenet contient 1000 classes, ce qui est bien
plus que la plupart des autres jeux de données d'apprentissage. Effectuer le pré-entrainement
d'un modèle est devenu une pratique ordinaire. De nombreuses expériences ont prouvé
qu'initialiser un modèle avec des poids pré-entrainés améliore grandement la qualité de
l'apprentissage, à la fois en termes de vitesse d'apprentissage et de résultats, dans toutes
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les tâches incluant la classi�cation [Lec+98], la détection d'objets [Lin+14], la segmentation
d'images [He+17] ou la recherche d'images [Rad+18].

Comprendre et chercher des images

Comme nous l'avons vu, le domaine de la vision par ordinateur couvre de nombreux
problèmes et challenges. En particulier, nous nous concentrons dans cette thèse sur deux
applications : les tâches de classi�cation d'image et de recherche d'image. Ces deux tâches
nécessitent l'extraction de différents concepts dans une image. Un modèle construit pour
la classi�cation d'image doit être insensible aux variations intra-classe alors que la tâche
de recherche d'image nécessite l'insensibilité aux variations des images, e.g. zoom, obscu-
rité, représentant un objet en particulier. Ces deux tâches différent aussi de par le type de
supervision et d'architecture des modèles utilisés pour les résoudre.

La classi�cation d'images

Parmi toutes les tâches de reconnaissance d'objets, la classi�cation d'images est l'une
des plus simples en termes de supervision. En considérant un nombre limité de classes, la
tâche consiste à prédire la classe des objets présents dans une image. Comme tout problème
se concentrant sur le concept de classe, les modèles utilisés pour la classi�cation d'images
doivent appréhender de grandes variations intra-classes. Les méthodes basées sur des des-
cripteurs locaux échouent à extraire des informations sémantiques qui pourraient permettre
à un classi�eur d'effectuer la bonne prédiction. Cependant, un modèle CNNs peut être
conçu pour extraire des informations conceptuelles en utilisant une fonction de perte ap-
propriée (e.g. la fonction d'erreur d'entropie croisée) et un jeu de données annotées par un
label de classe. La capacité d'un CNN à généraliser à différents objets de la même classe
dépend de la quantité des images vues pendant l'entrainement.

La recherche d'images

Dans la deuxième partie de cette thèse, nous nous concentrons sur la tâche de recherche
d'images. La tâche nécessite de sélectionner et d'ordonner par pertinence toutes les images,
contenues dans une base de données, représentant le même objet que celui dépeint dans
l'image requête. Il est possible d'effectuer une recherche rapide en utilisant des représenta-
tions globales. La précision du tri dépend alors directement de la qualité de la représentation
globale. Cette représentation peut soit être une agrégation de descripteurs locaux [PD07;
Jég+10], soit un descripteur global extrait directement d'un modèle CNN [Gor+17 ; RTC18].
Cependant, un descripteur global manque souvent d'information détaillée. Il contient en
effet des informations sur l'image entière mais rate des détails et ne se concentre pas sur les
objets d'intérêt.

La recherche de correspondances régionales[TSJ16] améliore grandement les performances.
Cette technique consiste à comparer de façon exhaustive différentes parties des images,
chaque partie représentée par plusieurs descripteurs. Faire une recherche régionale est bien
plus coûteux qu'effectuer une recherche globale, à la fois en terme de coût de calcul et de
stockage. Un tel coût ne passe pas à l'échelle quand de très larges bases de données sont
utilisées.
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Si un premier tri a été effectué en utilisant des représentations globales, il est possible de
réordonner les premières images en utilisant des techniques plus coûteuses. Lamise en cor-
respondance spatiale[FB81; CMK03] est effectuée sur une paire d'images et consiste à trouver
la transformation permettant de passer des descripteurs locaux de la première image de la
paire à ceux de la deuxième, et inversement. Cette mise en correspondance spatiale écarte
les images qui ne contiennent pas les mêmes détails. Cependant, mettre en place une telle
technique nécessite de stocker les descripteurs locaux. A la place ou en addition, il est pos-
sible d'utiliser des méthodes d' expansion des requêtes[Chu+07] qui permettent de découvrir
des images similaires à une version étendue de l'image requête. Même si cette méthode ne
nécessite pas plus d'information que les descripteurs globaux, effectuer une expansion de
requête ajoute le coût d'une seconde recherche globale.

Nos contributions

Dans cette thèse, nous examinons plusieurs techniques permettantd'extraire le plus de
connaissance possible avec un minimum de supervision. En particulier, nous nous concentrons
sur les opportunités fournies par un modèle CNN. Comme étudié précédemment, un même
réseau "backbone” peut être utilisé pour effectuer différentes tâches. Nous montrons que la
sortie convolutive du réseau "backbone", un ensemble de cartes de caractéristique, peut être
exploitée de différentes façons comme présenté dans la Figure 1.

Celle-ci résume les différentes contributions présentées dans cette thèse. Une fois qu'une
image est représentée par des cartes de caractéristiques, il est possible de prédire les la-
bels de classe en utilisant une couche entièrement connectée (FC) comme présenté par la
Figure 1 (a). Un descripteur global peut être construit par “pooling” (Figure 1 (b)) à partir
des cartes de caractéristiques et utilisé dans le contexte de la recherche d'image. La qua-
lité de la recherche dépend largement de la représentation des images. En particulier, une
image contient souvent plus d'objets que juste celui d'intérêt, ce qui peut altérer la qualité
du descripteur global. Nous proposons une méthode pour identi�er des objets d'intérêt et
focaliser la représentation sur eux (Figure 1 (c)). Finalement, nous montrons que des ca-
ractéristiques locales peuvent être extraites directement dans les cartes de caractéristiques,
permettant d'effectuer une mise en correspondance spatiale précise (Figure 1 (d)).

Revisiter l'apprentissage actif

Nous nous concentrons d'abord sur la tâche de classi�cation et nous essayons de mini-
miser les besoins en supervision. Dans le scénario de l'apprentissage actif [Set09], un certain
budget d'images à annoter est alloué, et ces images doivent être intelligemment sélection-
nées de façon a maximiser la qualité de l'apprentissage d'un modèle effectué avec elles. Cette
tâche réduit les besoins en images annotées. L'apprentissage actif est très pertinent dans le
contexte des caractéristiques locales. Les images sont sélectionnées une à la fois, annotées, et
ajoutées au jeu d'entrainement. Quand les réseaux neuronaux ont atteint les meilleurs résul-
tats de la tâche de classi�cation d'images, le processus de sélection a été adapté aux besoins
des CNNs. En particulier, annoter une image à la fois ne serait pas pertinent étant donné que
les réseaux sont entrainés en utilisant des groupes d'images. C'est aujourd'hui une pratique
courante que d'annoter un certain budgetd'images [GE17] à chaque cycle d'apprentissage,
le budget allant généralement de centaines et des milliers d'images.
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Prédictions
(a)

Descripteur global
(b)

x A

Descripteur global
localisé

(c)

Caractéristiques locals

(d)

CNN

DSM

FC

pool

GOD

FIGURE 1 – Résumé de la thèse. Nous considérons un image d'entréex transformée par
un réseau “backbone” entièrement composé de couches convolutives. Nous montrons dif-
férentes façons d'exploiter les cartes de caractéristiqueA, produites par le réseau, pour gé-
nérer une représentation d'images robuste. Pour effectuer une classi�cation d'images, il
est possible de calculer un vecteur de prédictions (a) en utilisant une couche entièrement
connectée (FC) (utilisé dans le Chapter 3). Une représentation globale peut-être extraite par
“pooling” (b) à partir des cartes de caractéristiques (vu dans les Chapter 4 et 5) Il est aussi
possible de construire une représentation globale localisée (c) en utilisant notre méthode
GOD (Chapter 5). Finalement, (d) présente la sortie de notre extracteur DSM de caractéris-
tiques locales présenté (Chapter 4).
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FIGURE 2 – Précision moyenne vs. cycle pour différentes con�gurations et fonctions d'ac-
quisition sur les jeux de données SVHN avec un budget ( b = 100)(a), CIFAR-10 avec un
budget de 100 et 1000 ((b) et (c) respectivement), et CIFAR-100 avecb = 1000 (d).

Dans ce travail [Sim+20], nous revisitons l'apprentissage actif avec l'idée d'utiliser toutes
les données, quelles soient annotées ou non, pendant l'apprentissage à chaque cycle de l'ap-
prentissage actif. Ainsi, les images sans label contribuent maintenant directement à réduire
la fonction de coût et à améliorer les paramètres du modèle utilisé, plutôt que de n'être uti-
lisée que pour effectuer une acquisition. Nous implémentons notre idée en utilisant deux
principes : l'apprentissage non-supervisé de caractéristiqueset l'apprentissage semi-supervisé. Ces
deux méthodes sont bien connues pour effectuer de l'apprentissage profond de façon géné-
rale, et nous soutenons que leur valeur a été sous-exploitée dans le contexte de l'apprentis-
sage actif profond.

Plusieurs fonctions d'acquisition ont été proposées pour sélectionner des images, soit
basées sur la géométrie [GE17; SS18] soit sur la certitude du modèle utilisé. Cependant, des
travaux récents rapportent que les différences de performance entre les fonctions ne sont
pas importantes [GS18; CAL19; Bel+18], et ne permettent pas de sélectionner la “meilleu-
re” fonction d'acquisition. Nous faisons le même constat comme présenté par la Figure 2.
Nous comparons sur différents jeux de données plusieurs fonctions d'acquisition : une ac-
quisition aléatoirementuniforme, correspondant à une apprentissage non-actif, la méthode
d' incertitudebasée sur l'entropie, CEAL [Wan+17], et CorSet[GE17; SS18]. Nous constatons
que la différence de résultat entre les différentes fonctions d'acquisition n'est pas signi�ca-
tive, seule l'acquisition aléatoire se distingue.

Les CNNs apparaissent seulement partiellement dépendant des images utilisées pen-
dant l'apprentissage. En particulier, les méthodes d'acquisition dépendent de la qualité des
modèles utilisés, et, avec un petit budget nous montrons que les images sélectionnées sont
moins pertinentes qu'une sélection aléatoire. Il apparait alors qu'effectuer de l'apprentissage
actif dans le cadre de l'apprentissage profond nécessite plus de ré�exion.

Nous proposons d'inclure des connaissances extraites à partir d'images non labellisées,
en ajoutant des méthodes non-supervisée et semi-supervisée dans le processus de l'appren-
tissage actif. En particulier, nous suivons une con�guration classique d'apprentissage actif,
mais proposons d'effectuer un pré-apprentissage non-supervisé du modèle [Car+18b]. L'ap-
prentissage non-supervisé de ces poids se fait en alternant entre une étape de partitionne-
ment des données et une étape d'apprentissage. Nous utilisons les poids �naux pour ini-
tialiser nos modèles d'apprentissage actif. D'autre part, nous intégrons aussi la méthode de
propagation de label [Isc+19a] qui s'appuie sur une diffusion des labels connus aux images
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non annotées et propose d'entrainer le modèle sur toutes les images en utilisant les labels
connus et prédits.
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FIGURE 3 – Précision moyenne vs. cycle pour différentes con�gurations et fonctions d'ac-
quisition : référence, PREet PRE+SEMI. Les scénariosPREet PRE+ SEMI sont représentés par
différentes lignes pointillées comme décrit dans la légende. Pour référence, la précision de
l'entrainement complet est de 96.97% pour SVHN, 94.84 % pour CIFAR-10 et 76.43 % pour
CIFAR-100.

Les lignes pointillées avec cercle dans la Figure 3 présentent les résultats obtenus avec le
pré-apprentissage (PRE). Nous observons une amélioration de la précision allant jusqu'à 6%
de gain. Cette amélioration est indépendante de l'utilisation du semi-apprentissage. Mais
le gain le plus impressionnant est obtenu en ajoutant l'apprentissage semi-supervisé ( PRE

+ SEMI). Dans la plupart des cas, le gain est de 10%, ce qui est de loin un béné�ce plus
important que celui obtenu en utilisant une fonction d'acquisition ou une autre. A noter
aussi que dans le cas de SVHN et d'un budget de 100, après 2 cycles d'apprentissage actif,
la précision est presque aussi bonne qu'avec un apprentissage complet supervisé.

En conclusion, nous avons montré le grand intérêt à intégrer des images non annotées
dans le processus de l'apprentissage actif. Nous proposons d'intégrer de façon systéma-
tique ces données à l'apprentissage actif et de façon générale de repenser l'apprentissage
actif. Nous proposons aussi de toujours comparer les fonctions d'acquisition à une sélection
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aléatoirement uniforme, qui est équivalente à ne pas effectuer d'apprentissage actif du tout,
de façon à faire une comparaison juste.

Mises en correspondance spatiale

Des descripteurs globaux sont construits en extrayant par "pooling” des informations
des cartes de caractéristiques. De façon traditionnelle, les détails spatiaux contenus dans
une carte de caractéristiques sont agrégés dans une unique valeur, perdant ainsi toute in-
formation structurelle. Cependant, il est possible de faire plus qu'un simple "pooling” et
garder ainsi les informations spatiales. Il a été démontré que les cartes de caractéristiques
entrainées pour la tâche de classi�cation sont actives sur différentes parties d'une image
[Zho+16], qui correspondent à certaines zones caractéristiques. Ainsi, en utilisant des ré-
seaux pré-entrainés sur des tâches de d'apprentissage de variété, il est possible d'exploiter
les cartes de caractéristiques CNN et de construire des cartes de saillance qui peuvent ai-
der à localiser les objets intéressants. Cette discussion, plutôt nouvelle, ouvre les porte à
beaucoup de possibilités pour effectuer de l'apprentissage faiblement supervisé en utilisant
seulement des labels de classe.

Dans ce travail [SAC19], nous étudions comment de telles informations de localisation
peuvent être utilisées dans le contexte de lamise en correspondance spatiale. Cette tâche néces-
site que les images soient représentées par un jeu de caractéristiques locales qui peuvent être
mises en correspondance d'une image à l'autre. Les caractéristiques sont généralement tra-
duites par une position, une région et un descripteur qui doit être insensible aux variations
de l'instance de l'objet. Nous proposons une nouvelle technique pour extraire les descrip-
teurs locaux directement dans les cartes de caractéristiques, de façon presque "gratuite”.

Des expériences dans [TSJ16] ont montré que la méthode de “pooling” MAC était supé-
rieure à d'autres techniques de “pooling”, au moins dans le cas de la recherche d'images.
Cette observation peut être rapprochée des travaux montrant que les cartes de caractéris-
tiques sont clairsemées, et que cette information de quantité d'activation peut être utilisée
pour construire des descripteurs [KMO15; KMO16]. De plus, en regardant la position des
éléments maximums des canaux de cartes de caractéristiques contribuant le plus lors de la
recherche par similarité, il es possible d'établir rapidement des correspondances entre les
images [TSJ16]. Plus tard, la méthode de “pooling” GeM [RTC18] s'est avérée meilleure que
MAC. Ceci peut être attribué au fait que cette technique utilisent l'information de plusieurs
localisations dans les cartes de caractéristiques.

En suivant ces observations, nous étudions les réponses de la dernière couche convolu-
tive du réseau VGG sur plusieurs images du jeu de données R Oxford. Nous découvrons
que, comme le montre la Figure 4, dans la plupart des cas les réponses sont clairsemées et
cohérentes d'une image représentant un objet à une autre représentant ce même objet. Les
réponses sont invariantes à la translation d'un objet et aussi à une certaine modi�cation du
zoom.

Ces idées ont initié notre projet DSM illustré dans la Figure 5. Nous considérons un
réseau entièrement fait de couches convolutives. Nous détectons des régionsaf�nes dans
chaque canal des cartes de caractéristiques. Nous trions ensuite les images prometteuses
obtenues par recherche globale en les mettant en correspondance en utilisant la technique
FSM [Phi+07]. En particulier, nous forçons les caractéristiques associées par cette méthode
à provenir des mêmes canaux, ce qui impose que l'information sémantiquecontenue par les
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FIGURE 4 – Quatre vues (en colonne) du musée d'histoire naturelle dans le jeu de données
R Oxford, sur lesquelles sont superposées deux cartes de caractéristiques différentes (lignes)
de la dernière couche convolutive du réseau VGG16 [SZ14]. Le noyau de chaque canal ré-
pond à des structures similaires dans les images. Toutes les activations sont naturellement
sporadique et les réponses non nulles coïncident à la fois en termes de location et en termes
de forme locale entre toutes les images.

cartes de caractéristiques soit maintenue pendant la mise en correspondance spatiale. Cette
mise en correspondance sémantique diminue le besoin d'avoir des descripteurs.

Notre méthode obtient de bonnes performances de mise en correspondance comme il
est possible de le voir dans la Figure 6. Les caractéristiques obtenues et mises en relations
sont la plupart du temps cohérentes. Notre technique a l'avantage de pouvoir être appli-
quée à n'importe quel réseau. Et, de façon intéressante les résultats obtenus sur des réseaux
seulement pré-entrainés sur Imagenet [Don+09] sont bons, comme montré dans la Table 1.
Nous utilisons la technique de “pooling” GeM, qui est meilleure que MAC sur de tels ré-
seaux [Rad+18]. La Table 1 montre l'effet de DSM sur R Oxford et R Paris dans les scénarios
moyens et durs. Nous améliorons les résultats avec et sans diffusion [Isc+17]. Le gain est
signi�catif sur R Oxford, jusqu'à 13% meilleur sur VGG-GeM avec diffusion, dans le scéna-
rio moyen. L'amélioration est moindre sur R Paris, où les performances sont déjà de 20 à 40
points de mAP plus hautes que R Oxford.

En conclusion, nos expériences valident que la représentation DSM proposée pour la
mise en correspondance spatiale atteint des performances qui sont à l'état de l'art pour diffé-
rents jeux de données, réseaux et mécanismes de “pooling”. Cette représentation émane na-
turellement dans les cartes de caractéristiques existantes provenant des réseaux pré-entrainés
sur Imagenet ou entrainés pour la recherche d'images, sans aucun effort particulier pour dé-
tecter des caractéristiques locales ou extraire des descripteurs locaux sur les patchs d'image.
Cette méthode ne nécessite aucune modi�cation des réseaux ou ré-entrainements. C'est un
pas important vers la réduction du fossé entre les descripteurs globaux, qui sont ef�caces
pour faire un classement initial en utilisant une recherche des plus proches voisins, et les
représentations locales, qui sont compatibles avec la mise en correspondance spatiale.

Exploration d'une base de données sans supervision

Nous proposons une nouvelle méthode de “pooling”, qui tire pro�t de l'information
contenue dans les cartes de caractéristique. Nous proposons de considérer le jeu de données
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FIGURE 5 – Architecture du réseau DSM. Deux images d'entrée x1, x2 sont transformées
par le réseau f donnant respectivement les tenseurs de caractéristiquesA1, A2. Les carac-
téristiques localesQ1, Q2 sont extraites par un détecteur d, sont traitées par une méthode de
mise en correspondance spatiale g, résultant en une collection d'“inliers” M . Une fonction de
similarité s est appliquée à la collection. Les caractéristiques locales sont détectées et mises
en correspondance indépendamment par canal, et les canaux jouent le rôle demots visuels.
Cette méthode est réalisée sans nécessiter d'entrainement additionnel et sans avoir à adap-
ter le réseau “backbone”. En recherche d'images, seuls les descripteurs locauxQ1, Q2 sont
stockés etg s'applique directement au second classement.

Moyen Dur
Method R Oxford R Paris R Oxford R Paris

mAP mP@10 mAP mP@10 mAP mP@10 mAP mP@10

V 44.8 63.3 65.7 95.0 18.4 31.2 41.0 79.1
V+DSM 51.1 77.3 66.2 96.9 25.3 40.3 41.0 81.7
R" 44.4 64.2 69.0 96.4 17.7 31.2 46.5 85.3
R" +DSM 49.6 74.0 69.7 98.4 21.7 37.6 46.7 87.0

V+D 48.4 65.2 81.4 95.6 24.8 37.1 67.1 93.0
V+DSM+D 61.6 81.0 82.8 97.6 35.5 48.1 68.7 95.9
R" +D 53.8 69.0 85.6 96.3 29.8 38.1 72.1 94.1
R" +DSM+D 60.2 78.9 86.3 96.9 33.1 42.0 72.8 95.0

TABLEAU 1 – Impact de la méthode proposée (DSM) sur mAP et mP@10 sur les jeux de don-
néesR Oxford et R Paris [Rad+18] avec les réseaux VGG (V) et ResNet (R) pré-entrainés sur
Imagenet [Don+09] . " : sur-échantillonnage ; D : diffusion [Isc+17]. DSM : ce travail. Tous
les résultats sont avec le “pooling” GeM et transformation de blanchiment (“whitening”)
supervisé.
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FIGURE 6 – Exemples de notre méthode DSM entre des images des jeux de données
R Oxford et R Paris. Les “inliers” (ellipses) et correspondances (lignes) sont montrées de
différentes couleurs.
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