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Résum

, objectif principal de cette these est de proposer de nouveaux estimateurs de 'indice
des valeurs extrémes (indice de queue) ainsi que des quantiles extrémes condition-
nels pour une famille de distributions a queue lourde. La famille de distributions considérée
est définie a partir d’'un modele de régression avec des parametres fonctionnels de position
a(-) et d’échelle b(-) inconnus. La variable d’intérét Y, supposée aléatoire et réelle, est si-
multanément mesurée avec une covariable déterministe x. Les résidus Z du modele sont
indépendants de la covariable et sont distribués suivant une loi du domaine d’attraction de
Fréchet d’indice de queue v inconnu et supposé constant.
Pour plus de souplesse que les approches purement paramétriques, nous préconisons une
approche d’estimation semi-paramétrique. Aussi, la constance de l'indice de queue nous
permet d’obtenir, dans le cas de petits échantillons, des estimations plus fiables que dans
certaines approches purement non paramétriques existant dans la littérature.
Nous établissons les propriétés asymptotiques de nos estimateurs et présentons, sur des
simulations aussi bien que sur des données réelles, des résultats permettant d’apprécier leur

comportement pour des échantillons de taille finie.

Mots-clés : Valeurs extrémes, estimation semi-paramétrique, fonctions de position et d’échelle
b ) )

indice de queue, quantiles conditionnels, distributions a queue lourde.
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Abstract

he main goal of this thesis is to propose new estimators of the tail-index as well
T as the conditional extreme quantiles in a family of heavy-tailed distributions. The
considered family of distributions is defined from a regression model with a location function
a(-) and a scale function b(-) which are unknown. The real random variable of interest Y
is simultaneously recorded with a deterministic covariate x. The residuals Z of the model
are independent of the covariate and their cumulative distribution function belongs to the
Fréchet domain of attraction whose the tail-index v is unknown and assumed to be constant.
For more flexibility than purely parametric approaches, we opt for a semi-parametric esti-
mation approach. Also, the constancy of the tail-index allows us to obtain, in the case of
small samples, more reliable estimates than in certain purely non-parametric approaches
existing in the literature.
We establish the asymptotic properties of our estimators and present some results allowing

to appreciate their finite sample properties both on simulated and real data.

Keywords : Extreme values, semi-parametric estimation, location and scale functions, tail-

index, conditional quantile, heavy-tailed distributions.
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Introduction générale

ertains évenements (tremblements de terre, ouragans, inondations, crises financiéres,
C etc.) se produisant a travers le monde attirent particulierement l’attention de par
leurs conséquences énormes sur les plans humain, économique, financier, environnemental,
etc. A titre d’exemple, nous pouvons citer :

e L’ouragan Dorian avec des pluies torrentielles et des vents frolant les 300 km/h
qui a touché une bonne partie de la cote Atlantique nord (Petites Antilles, Porto
Rico, Floride, Géorgie, Les Carolines, Bahamas, Provinces de I’Atlantique) du 24
aolt au 10 septembre 2019, causant la mort de 84 personnes et des dégats matériels
estimés a plus de 8 milliards de dollars américains (https://fr.wikipedia.org/
wiki/Ouragan_Dorian_(2019)).

e Le séisme de Haiti d'une magnitude de 7 a 7.3 survenu le 12 janvier 2010 et dont
le bilan s’éleve a plus de 230000 morts, 220000 blessés, 1.3 millions de sans abris et
plusieurs batiments détruits (https://fr.wikipedia.org/wiki/S),C3%A%1sme de
2010_en_HaJC3%AFti).

De I'impératif d’une théorie

Les évenements évoqués ci-dessus, quelle que soit leur nature, soulevent la question
tres importante de la prédiction de leur apparition, leur récurrence et leur impact. Il est
donc nécessaire d’élaborer une théorie qui permette de les étudier, de comprendre leur
comportement et de proposer des outils fiables pour leur prédiction afin de limiter au mieux
leurs conséquences. Il faut préciser que ces évenements dits extrémes se caractérisent par
une faible probabilité d’apparition et quand ils se produisent, ils prennent de treés petites
ou de tres grandes valeurs et ont un grand impact. On notera donc la différence avec un
évenement rare qui est un évenement dont la probabilité d’occurrence est faible. Ainsi, le fait
qu'un événement soit rare n'implique pas qu’il soit extréme, car non quantifiable (petites
ou grandes valeurs). A I'inverse, tout événement extréme est rare au sens ou il a une faible

probabilité de se produire.


https://fr.wikipedia.org/wiki/Ouragan_Dorian_(2019)
https://fr.wikipedia.org/wiki/Ouragan_Dorian_(2019)
https://fr.wikipedia.org/wiki/S%C3%A9isme_de_2010_en_Ha%C3%AFti
https://fr.wikipedia.org/wiki/S%C3%A9isme_de_2010_en_Ha%C3%AFti
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De ’estimation des événements extrémes

Pour tenter de répondre a la question précédente, des modeles physiques de prédiction
ont été développés en météorologie, par exemple. Cependant, ces modeles ne permettent
pas de donner des prévisions a plus de quelques semaines. Une premiere alternative pour la
prédiction de ces évenements consiste en 1'utilisation d’outils mathématiques, plus spécifi-
quement probabilistes, en se basant sur un échantillon de données, I'idée étant de caractériser
la probabilité d’occurrence d’un évenement extréme donné. Nous allons illustrer dans les

deux paragraphes suivants la mise en marche de cette alternative et ses difficultés.

Un probleme et son dual

A partir d’un échantillon de données, peut-on résoudre I’'un des deux problemes suivants ?
(i) Evaluer la probabilité d’occurrence d'un évenement d’amplitude supérieure a la va-
leur maximale de I’échantillon.
(ii) Déterminer 'amplitude de ’événement qui est dépassée avec une certaine probabilité
supposeée faible.
On se rend bien compte que ces deux problemes sont étroitement liés et révelent des aspects

importants de la prédiction des éveénements extrémes.

Une prédiction probabiliste

Considérons 'exemple du jeu de données (disponible sous le package evir du logiciel
R) qui consiste en n = 154 exces (débits X) au-dessus du niveau 65m?/s durant la période
1934 — 1969 (35 ans) de la riviere Nidd située dans le Yorkshire en Angleterre. La Figure 1
représente 1'histogramme de ces mesures de débits.
Déterminons dans un premier temps, la probabilité d’observer un débit de plus de 160m3/s.

L’histogramme de la Figure 2 (a) permet d’avoir :
P(X > 160) ~ nombre(X; > 160)/n = 11/154.

Ainsi, un tel débit est enregistré en moyenne tous les 35/11 ~ 3.2 ans. Cette évaluation est
d’autant plus importante que si l'on veut ériger une infrastructure qui ne sera pas submergée
durant au moins 3.2 ans, il faut faire de sorte qu’elle puisse contenir un flux de 160m?/s,
une sous-évaluation exposant a un danger et une sur-évaluation entrainant des cofits de
construction plus importants.

A partir respectivement des histogrammes (b) et (¢) de la Figure 2, on vérifie également
que la probabilité d’observer un débit de plus de 255m? /s, par exemple, est 3/154 (soit un
débit de ce genre tous les 11.7 ans) et que celle d’'un débit dépassant 280m?/s est 1/154

(soit un débit de ce genre tous les 35 ans).
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Figure 1: Histogramme des débits de la riviere Nidd.

Essayons maintenant de déterminer la probabilité d’un débit qui dépasse 500m?/s. L’histo-

gramme de la Figure 2 (d) nous donne alors une probabilité nulle.
P(X > 500) ~ nombre(X; > 500)/n = 0.

Cette probabilité est-t-elle vraiment nulle? La réponse est bien-siir non, juste qu’il est
impossible de la déterminer a partir de I’histogramme. La méme difficulté subsiste si 'on
veut, par exemple, déterminer la valeur du débit centennal de la riviere, c’est-a-dire, la
valeur ¢ du débit qui est atteinte une fois par siecle : P(X > ¢) = 35/(154 x 100) = 1/440.
Cet exemple met clairement en évidence la difficulté pratique dans la prédiction probabiliste
des événements extrémes a partir d'un échantillon de données. Cette difficulté provient du
fait que 'on dispose d’un grand nombre d’observations pour les évenements plus fréquents
et peu, voire pas du tout, pour les événements extrémes. Une autre source de cette difficulté
est que ces échantillons couvrent, en général, des périodes d’a peine une centaine d’années.
Pour tenter de résoudre le probleme précédent, une approche basée sur la théorie des va-
leurs extrémes a été adoptée. Cette théorie consiste a déduire le comportement des évene-
ments extrémes a partir d’évenements plus fréquents en extrapolant a partir de I’échantillon
de données disponibles, sous des hypotheses de régularité sur les phénomenes observés. Ses
premiers développements remontent a Nicolas Bernoulli en 1709 (voir Reiss [93] et Kotz and
Nadarajah [81]) alors que la premiére application est due & Fuller en 1914. Elle fournit une
base mathématique probabiliste rigoureuse pour la construction de modeles statistiques de

prédiction des évenements extrémes.
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Figure 2: Histogramme des débits de la riviere Nidd. En bleu, les débits inférieurs a 160m3/s
(a), 255m3 /s (b), 280m3/s (c) et 500m? /s (d). En rouge, les débits supérieurs respectivement
aux mémes valeurs.

Du champ d’application

La diversité de la nature des évenements extrémes explique la tres vaste étendue du
domaine d’application de la théorie des valeurs extrémes. Historiquement, son domaine
d’application reste 'hydrologie (de Haan [30], Katz et al. [79], Guillou and Willems [67], El
Methni et al. [46] et Dutfoy et al. [44]), notamment suite aux travaux de Jules Emile Gumbel
(Gumbel [69]) en 1954 et son ouvrage (Gumbel [70]) en 1958. Elle s’applique également dans
de nombreux domaines tels que la fiabilité (Ditlevsen [41]), la climatologie (Rootzén and
Tajvidi [98] et Bel et al. [12]), la météorologie (Coles and Tawn [23], Gardes and Girard
[54], Ceresetti et al. [21], El Methni et al. [47] et Bechler et al. [4]), I’assurance (Beirlant
and Teugels [7], Embrechts et al. [48], Resnick [96] et Rootzén and Tajvidi [97]) et la finance
(Embrechts et al. [48], Embrechts et al. [49] et McNeil et al. [88]).

Pour d’autres exemples d’applications, on peut se référer au livre de Reiss and Thomas [94].
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Contributions de la these

Cette these s’inscrit dans le cadre de la Statistique des valeurs extrémes et y apporte

essentiellement deux contributions :

1. La premiere contribution de cette these porte sur la construction d’un nouvel esti-
mateur de l'indice de queue conditionnel pour une famille de distributions a queue
lourde. Dans la littérature sur ’estimation de 'indice de queue conditionnel, ce der-
nier dépend de la covariable. Nous considérons un modele ou cet indice est supposé
constant et nous y introduisons des parametres de position et d’échelle dans un design
fixe unidimensionnel. Nous adoptons une approche d’estimation semi-paramétrique
et nous parvenons ainsi a construire un estimateur a performances égales que dans
le cas sans covariable.

Plus précisément, pour définir la famille de distributions a queue lourde de notre
modele, nous avons considéré une variable aléatoire réelle Y de fonction de survie

conditionnelle a z € [0, 1] donné, vérifiant :

Fy(ylz) = P(Y > y|z) = Fy (y_‘w) ,

b(x)

pour y > yo(x) > a(x). Les fonctions a : [0,1] — R et b : [0,1] — R% sont respec-
tivement les fonctions de position et d’échelle et F';; est la fonction de survie d’une
variable aléatoire Z supposée a queue lourde d’indice v indépendant de z.

Nous avons considéré un design fixe unidimensionnel et proposé, pour tout = € [0, 1],

des estimateurs des parametres fonctionnels a(-) et b(-) sous la forme :

A

an(x) = q\n,Y(MQ | ZL’) et Bn(x) = q\n,Y(/L?) | J]) - Qn,Y(,U/l | IL‘),

ot ny(a | x), a € (0,1) est un estimateur non paramétrique du quantile condition-

nel de Y et les constantes (pu1, 2, 113) € (0,1)% sont telles que uz < py et

qz(p2) = 0 et qz(u3) — qz(m) = 1,

qz(+) désignant un quantile de Z. L’indice de queue est ensuite estimé a partir de
statistiques de type Hill de la forme :

kn—1
’)/n = k_i Z log Zmn*iymn - lOg Zmn*kn,mn7
n =0
ou k, désigne le nombre d’extrémes utilisées et Z,,, k., m, < -+ < Zpom, les

statistiques d’ordre supérieur associées aux m, résidus Z; = (Y — an(2:))/bn(x;),
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1=1,...,m,, retenus par la procédure d’estimation.
Nous avons établi les propriétés asymptotiques de nos estimateurs et vérifié ces pro-
priétés pour des échantillons de taille finie aussi bien sur des données simulées que

sur des données réelles d’assurance.

2. La seconde contribution est relative a la construction d’un nouvel estimateur des
quantiles extrémes conditionnels. Nous introduisons un modele de régression avec
des parametres de position et de dispersion dépendant d’une covariable x en design
fixe ou la variable d’intérét Y est liée a une variable Z de distribution supposée
a queue lourde et indépendante de x. Un cadre multidimensionnel est considéré et
I’estimateur que nous proposons par une approche semi-paramétrique présente une
vitesse de convergence nettement meilleure que celle de certains estimateurs dans le
cas avec covariable ou cette vitesse est impactée par la dimensionnalité.

Plus concretement, nous considérons la classe des modeles de régression ou une va-
riable réponse ¥ € R est liée a une covariable déterministe multidimensionnelle
rellCRY d>1par:

Y =a(x) +b(z)Z,

ou la variable aléatoire Z € R est supposée a queue lourde d’indice v indépendant
de x.

Ce modele généralise celui proposé précédemment au cas multidimensionnel et les
parameétres fonctionnels a(-) et b-) ainsi que I'indice de queue v sont estimés suivant
la méme approche. Nous proposons alors un estimateur plugin des quantiles extrémes

conditionnels de Y, pour x € II, sous la forme :
Gny (| 2) = @0(2) + b ()G z(0n), an — 0,

ol ay,(z) et by () sont respectivement des estimateurs des fonctions de position a(-)
et de dispersion b(-) et G, z(c,) est un estimateur des quantiles extrémes de Z.

Sous des hypotheses de régularité plus fortes que dans le cas unidimensionnel sur les
parametres fonctionnels a(-) et b(-) et sur la fonction de survie de Z, nous avons établi
les propriétés asymptotiques de nos estimateurs. Nous avons non seulement mis en
évidence une amélioration du terme de biais par rapport au cas unidimensionnel mais
aussi 'avantage que présente notre modele pour contourner le probleme de dimension
qui se pose dans les méthodes non-paramétriques. Nous avons également vérifié les
proprié¢tés de nos estimateurs pour des échantillons de taille finie aussi bien sur des
données simulées que sur des données réelles de tsunami apres avoir testé et retenu

I’hypothese de constance de l'indice de queue.
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Organisation de la these

Cette these consiste en trois chapitres indépendants les uns des autres.

Le Chapitre 1 constitue un apergu assez général sur la théorie des valeurs extrémes univa-
riées réelles. Nous y rappelons quelques résultats de cette théorie qui nous sont utiles pour la
suite de cette these. Le Chapitre 2 propose un nouvel estimateur de I'indice de queue condi-
tionnel pour une famille de distributions a queue lourde avec des parametres de position et
d’échelle. Le Chapitre 3 propose, quant a lui, un nouvel estimateur des quantiles extrémes
conditionnels pour des distributions a queue lourde avec des parametres de position et de
dispersion.

Nous terminons le document par une conclusion et quelques perspectives au sujet de nos

travaux de recherche.



Chapter 1

Reminders on the extreme value theory

Abstract

In this chapter, we briefly recall some essential notions on the extreme value theory in the
real univariate framework. Section 1.1 gives a brief presentation of this theory when Section
1.2 presents the asymptotic behavior of the largest values of a sample. We expose in Section
1.8 some tools allowing to characterize the different domains of attraction. Section 1.4 deals
with the estimation of the tail-indexr and Section 1.5 on the different estimation methods
of extreme quantiles. We present in Section 1.6 some results on the estimation of extreme
quantiles in the presence of a covariate. Finally Section 1.7 constitutes a few reminders on

the notion of censoring and on the estimation of the tail-index and extreme quantiles under

CeENsoring.
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1.4.2 The Pickands estimator . . . . .. ... .. ... .. ... ... 27
1.4.3 The moment estimator . . . . . . .. ... ... L. 28

1.5 Estimation of the extreme quantiles . . ... ... ........ 30
1.5.1 GEV approach . . ... .. ... ... ... ... . 32
1.5.2 GPD approach . . . ... .. ... .o 33
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1.1 Presentation of the extreme value theory

The classical statistical approach is based on the study of the behavior in average as
well as the variability around this average of an observed phenomenon, in particular by the
use of some probabilistic tools such as the law of large numbers, the central limit theorem,
etc. Despite its popularity, this approach unfortunately fails to capture rare or extreme
events.

The study of the behavior of these events comes under the extreme value theory. As we
mentioned in the general introduction introduction, this theory is about solving problems
like the calculation of a low probability (close to zero) associated with an extreme event (see
problem (i)) or the determination of the value (called quantile in statistics, Value-at-Risk
(VaR) in finance or in actuarial science, return level ) in hydrology, etc.) of an extreme
event (see problem (ii)). To answer these two questions, it turns more towards the use of
information carried by the most extreme values of the data set and not the central values
as in the classic statistical approach. Thus the extreme value theory is developed, the main
result of which is based on the Theorem of Fisher and Tippett [52] and Gnedenko [61] on
the convergence in law of the maximum value of a sequence of independent and identically
distributed random variables, and then on the result of Pickands [90] on the convergence in

law of excesses above a threshold. We refer the reader to the works of Bingham et al. [16],

(1). Level exceeded on average once during a given period.
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Resnick [95], Embrechts et al. [48], Beirlant et al. [10], de Haan and Ferreira [31] and Lo

et al. [84] for a more complete discussion on extreme value theory.

1.2 Limit laws for extreme values

In this section, we study the asymptotic behaviour of the largest values in a sample. We
introduce the notion of the law of extreme values by first looking at the law of the maximum
of a sample in Paragraph 1.2.1 then by considering the excesses above a given threshold in
Paragraph 1.2.2.

1.2.1 Limit law for maximum (EVD-GEV)

Let X be a random variable with distribution function F' :

Fz)=P(X <x)=1-F(x), (1.1)
where I is its associated survival function. Given a sample X;,..., X, of independent
copies of X, we focus on the behaviour of the random variable X, , = max(Xy,...,X,).

The distribution function of X,, ,, is given by :

Fx, () =P(X,,<z) = P(X;<2,Xo<2,...,X, <)
= P(X;<z)...P(X, <x)
= F"(x). (1.2)

Since F' is unknown in practice, the result (1.2) is even more difficult to exploit. However,
based on the properties of a distribution function, we have the following asymptotic result :

lim Fy, ,(z) = lim F™"(2) = Tz, (1.3)

n—o0 n—oo

where 1y, is the indicator function and 75 := sup {z € R, F(z) < 1}, with sup{@} = oo by
convention, denotes the right endpoint of the function F'.

The result (1.3) yields that the distribution function of X, ,, is degenerated and therefore not
very informative. It is then necessary to consider the asymptotic behaviour of the suitably
normalized maximum to exhibit a non-degenerated limit distribution towards which Fx, ,

will converge. The following theorem gives the form of this limit distibution.

Theorem 1.1 (Fisher and Tippett [52]; Gnedenko [61]) Let X1,..., X, be inde-
pendent and identically distributed random variables with distribution function F'. Suppose

there exists a sequence of constants (ap)n>1 > 0, and (b,),>1 Teal and a non-degenerate
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distribution € such that for all x € R,

b

Xnn — Un .
lim P ( < x) = lim F"(a,x + b,) = 7 (x),
n—oo an n—oo

then S belongs to the type® of one of the following three distribution functions :

0 st <0

Dy (7) = (Fréchet)
exp(—z7%) st x>0, a>0
1 st x>0

Vo(z) = (Weibull)
exp (—(—x)*) stz <0, a>0

A(z) = exp(—exp(—z)) pourtoutz € R (Gumbel)

The normalizing constants a, and b, are respectively scale and location parameters and
depend on the distribution of X. Theorem 1.1 has some similarity with the Central Limit
Theorem (CLT) in classical statistical theory which gives the asymptotic law of the mean
of a sample of independent and identically distributed random variables. Indeed, a,, plays
the role of o(X)/v/n (0(X) denoting the standard deviation of X) in the CLT and b, the
one of E(X) (Expectation of X). The three above distribution functions A, ¥, and @,
are the only possible limit laws of the normalized maximum of a sample of independent
and identically distributed random variables. They are referred to as the Extreme Value
Distribution (EVD). A parametrization of these three distributions into a single formula
due to von Mises [104] and Jenkinson [77] called Generalized Extreme Value Distribution
(GEV) is given by :

() { exp (— (1+ 73:)7%) for all z such t'hat l+~vx>0,ifv#0 (1.4)

exp (—exp(—x)) forall z € R, if v =0.

The parameter v so-called the extreme-value index or the tail-index completely characterizes
the behaviour of the tail of the distribution F. Its sign also determines the notion of domain
of attraction :
e if v < 0, F is said to belong to the Weibull maximum domain of attraction (F' €
DA(Weibull)). This domain of attraction includes distributions with short tails, .e.
they have a finite endpoint.

e if v =0, F is said to belong to the Gumbel maximum domain of attraction (F' €

(2). Two non-degenerated distribution functions I and J are of same type if and only if there exist a > 0
and b € R such that I(az +b) = J(z) for all z € R.
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DA (Gumbel)). This domain of attraction includes distributions with light tails, i.e.
their survival distribution function decrease as an exponential rate.
e if v > 0, F is said to belong to the Fréchet maximum domain of attraction (F' €
DA (Fréchet)). This domain of attraction includes distribution with heavy tails, i.e.
their survival distribution function decrease as a power function.
Figure 1.1 (left) illustrates on a standard exponential distribution, the convergence in distri-
bution of the sequence of random variables (a,' (X, — b,)),~, to a non-degenerated limit

2, the normalizing constants being :
a, =1 and b, = logn.

The rate of this convergence is illustrated in Figure 1.1 (right).

Figure 1.1: Left : Comparison on a standard exponential distribution between J7)(z),
P (X"#*b" < x) avec n = 5 and . Right : Illustration of the
rate of convergence in distribution of the normalized maximum of a standard exponential
distribution to 7 (x) : values of n on x-axis and max |7 (z) — exp(x + logn)"| on y-axis.

Table 1.1 gives the maximum domains of attraction associated with usual distributions and
Figure 1.2 illustrates for v € {—1,0, 1}, an example of densities and distribution functions

associated with the extreme-value distribution.
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Domain Weibull Gumbel Fréchet
of attraction v <0 v=0 v >0
Beta Exponential Burr

ReverseBurr Gamma Cauchy

Uniform Gumbel Chi-deux

Distributions Logistic Fréchet
Log-normal Pareto

Gaussian Student

Weibull

Table 1.1: Maximum domains of attraction associated with usual distributions.

Figure 1.2: Densities (left) and distribution functions (right) associated with the extreme-
value distribution (v = —1 (blue), v = 0 (black) and v = 1 (red)).

It should also be noted that a more general form of GEV can be obtained from (1.4) by
replacing x by (r — p)/o for p € R, 0 >0 :

exp (— (1 + (T‘))_Q for all z such that 1 + ~ <%) >0, ify#0
exp (—exp(—x)) forall z € R, if v =0.

‘%ﬂww (x) =

Remark 1.1

Corresponding results for the minimum X, := min(Xy,...,X,) can easily be obtained
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from the following identity :
min(Xy,...,X,) = —max(—Xy,...,—X,).

For example,
Fy, () =P(X1, <z)=1—(1—-F(x))".

1.2.2 Limit law for excesses over threshold (POT)

In the approach by GEV, the use of the maximum leads to a loss of the information

contained in the other large values of the sample. To overcome this problem, the POT
(Peaks-over-Threshold) method or method of excesses over a high threshold has been intro-
duced by Pickands [90]. The idea of this method is as follows :
Given a sample Xi,..., X, of independent and identically distributed random variables
a large threshold u (u < 7p) is set and the N, observations Xj,..., X,
threshold are considered. Let Y; = X, —u, j=1,..., N, be the excesses over the threshold
u (see Figure 1.3).

exceeding this

T T T T T
o 500 1000 1500 2000 2500 3000

Figure 1.3: [llustration of the definition of excesses from n = 3000 observations of a standard
normal distribution for a threshold u = 1. The black dots represent the observations below
the threshold u, the red dots represent the observations above uw and the blue segments
define the excesses above wu.
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From F' we define the distribution function F, of the excesses Y over the threshold u for

0<y<7p—uby:

F(y+u) — F(u)

Fuly) =PY <y|X>u)=PX -u<y|X>u)= =) (1.5)
or equivalently : _
Fuly) =1- Fuly) = 452 (16)

The objective of this method is thus to determine by which limit distribution the distribution
(1.5) can be approached. Balkema and de Haan [3] and Pickands [90] have proposed the
following theorem which specifies the distribution of excesses when the threshold u goes to

the endpoint 7.

Theorem 1.2 (Balkema and de Haan [3] ; Pickands [90]) The distribution function
F belongs to the maximum domain of attraction of the extreme value distribution (F €
DA (3¢,)) if and only if there exists a positive function o(u) such that :

lim sup ‘Fu(?/) - G'y,cf(u) (y)‘ = 0’

YRSy <tp—u

where Gy o) 5 the Generalized Pareto Distribution (GPD) defined by :

()T a0
Gt (y) = l—eXp<_(a)EJu)) ifv=0,

where 0 <y <7p—u if v>0 and 0<y< -2 if v <0.

The result of Theorem 1.2 yields that the GPD appears as the limit distribution of scaled
excesses over high thresholds. It therefore plays the same role for these excesses than that
of Theorem 1.1 for the suitably standardised maximum.

An illustration of this approximation is given in Figure 1.4 for excesses from a Fréchet
distribution whose histogram is superimposed on the density of a GPD and Figure 1.5

where the distribution function of these excesses is superimposed on that of a GPD.

Remark 1.2
1. The tail-index + is identical between a GEV and a GPD. This identity highlights,

once again, its predominant role in the behaviour of extreme values.
2. It can be shown that the parameters of these two distributions are linked by the
relation :

o(u) =o,(u) = a, +y(u—by).
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3. Gy, is the exponential distribution with parameter 1/0 and G_;, is the uniform

distribution on [0, o].

Figure 1.4: Illustration of the convergence of the excesses : Histogram of excesses from
n = 3000 observations of a Fréchet distribution of parameter o = 4 for a threshold v = 1.5
(black) and the density of a GPD1/q4/o (blue).

0
|

Figure 1.5: Hlustration of the convergence of excesses : Distribution function of excesses
from n = 3000 observations of a Fréchet distribution of parameter a = 4 for a threshold
u = 1.5 (black) and distribution function of a GPD; /4 ,/q (blue).
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1.3 Characterization of maximum domains of attrac-
tion

The analysis of extreme values requires the characterization of belonging to a given
limit distribution to one of the three previously domains of attraction. For this purpose we
will limit us here to giving simple (necessary and sufficient) conditions on the distribution
function F' so that it belongs to a given domain of attraction. We also recall the concepts
of slowly varying functions and regularly varying functions which are prerequisites for this
characterization.

Next for any nondecreasing function f we introduce its generalized inverse :

fo (@) = nf{y, fly) =z}, (1.7)

where by convention inf {(}} = cc.

1.3.1 Slowly varying functions

Definition 1.1 A positive Lebesque measurable function ¢ is slowly varying at infinity if
forall x > 0,

lim (\x)

=1 .
L TES , forall A >0

Typical examples of slowly varying functions at infinity are positives constants or functions
converging to a positive constant, logarithms and iterated logarithms, etc.
The following theorem gives a representation of slowly varying functions called Karamata’s

representation.

Theorem 1.3 (Resnick [95, Corollary of Theorem 0.6]) The function { is slowly

varying if and only if it can be represented as :
v e(u)
Ve > 1, {(x) = c(x) exp/ —= du,
1 U

where ¢ and € are mesurable functions such that c(z) — co > 0 and e(x) — 0 as x — 0.

If the function c is a constant, ¢ is said to be normalized. When the function ¢ is normalized,
it is differentiable :

Especially,
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We end this part with reminders of some fundamental properties of slowly varying functions

by referring the reader to Bingham et al. [16] for more details.

Proposition 1.1 (Bingham et al. [16, Proposition 1.3.6]) Let {, {1 and ly be
slowly varying functions at infinity :

1.
log ¢(x)

lim =
Tr—00 log x

2. For all v > 0,

lim z7¢(x) = oo and lim 27 7{(z) = 0.

3. For all o € R, £* varies slowly.

4. 1+ Uy and U145 vary slowly. If moreover Ih_g)loég(x) = 00, then the composition {1 o ly
varies slowly.

1.3.2 Regularly varying functions

Definition 1.2 A positive Lebesgue measurable function f is reqularly varying with index
p € R at infinity if

lim f(Az)
w0 f(x)

This property is denoted by f € RV,. If p = 0, f is slowly varying. Any regularly varying

=N, forall A > 0.

function f with index p can be decomposed as f(z) = x”¢(x), where ¢ is a slowly varying

function.

Proposition 1.2 (Resnick [95, Proposition 0.5]) If f is a reqularly varying function
with index p then for all0 < a <b

fOx)

@ T

lim sup
TN e[a,b]

Proposition 1.2 establishes the local uniform convergence of a regularly varying function.
Propositions 1.3, 1.4 and 1.5 list other properties of regularly varying functions that may
be useful for the following.

Proposition 1.3 1. If f € RV, then

i 108 /(@)
T—00 logx

This implies,

lim f(z) =

T—00

0 if p<O
oo if p>0.
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2. If fr € RV, fo € RV,,, then fi + f2 € RViax(p1,p0)- If moreover ggrgofg(x) = 00,
then the composition fi o fo € RV, ,,.

3. If feRV, and a € R, then f* € RV,,.
4. If f € RV, then for all € > 0, there exists ty such that for all x > 1 and t > t,,

f(tx)
f(t)

The proof of Proposition 1.3 can be found in de Haan and Ferreira [31, Proposition B.1.9],
Bingham et al. [16, Proposition 1.5.7] or (Resnick [95] Proposition 0.8).

(1—eaz < < (1+¢€)z"*c. (Potter Bounds)

Proposition 1.4 Suppose f € RV, and (u,), (v,) satisfy, 0 < u, — 00, 0 < v, — oco. If
Up ~ Up, then f(un) ~ f(vn)
Proposition 1.5 (Inverse of a regularly varying function)

o If fERV,, p>0,then f© € RVy,.
o If fERV, p<O0, then f<(1/-) € RV_y,.

We refer to Bingham et al. [16, Theorem 1.5.12] for a proof of Proposition 1.5.

1.3.3 Fréchet domain of attraction

Theorem 1.4 (de Haan and Ferreira [31, Theorem 1.2.1]) F € DA(Fréchet) with
indezx v > 0 if and only if TP = 0o and

1—F(t
lim (x)

—
M e x /7 forall x > 0. (1.8)

Definition 1.2 and Theorem 1.4 yield that F' € DA(Fréchet) if and only if 7/ = oo and
F € RV_y,,, v > 0. The following corollary provides an equivalent characterization to that
of the Theorem 1.4 based on the tail quantile function defined by :

Ut):=F~(1—-1/t) =F<(1/t), t > 1. (1.9)

Corollary 1.1 (de Haan and Ferreira [31, Corollary 1.2.10]) F € DA(Fréchet)
with index v > 0 if and only if T, = 0o and

t
lim Ultz)

—
O x7, for all x > 0. (1.10)

In other words, F' € DA(Fréchet) with index v > 0 if and only if 7/ = 0o and U is regularly
varying with index . In this case, Corollary 1.2.4 in de Haan and Ferreira [31, page 21]
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specifies a possible choice of the normalizing constants a,, and b, :
a, = U(n) and b, = 0.

Example 1.1 (Pareto distribution)
Consider a standard Pareto distribution F(z) = 1—2""7, 2 > 1, v > 0 with 7 = co. First,
1— F(tz) (tx) "/

. T — =1/
tli)r& 1— F(t) tlggo =1/ v )

Therefore, 1 — F = F € RV_;,, and F € DA(Fréchet) with index v > 0. Second, since a
possible choice of the normalizing constants is

a,=F~(1-1/n)= (1 — (1 — n’l))iV =n" and b, = 0,
one can write :

lim F"(a,x +b,) = lim F" (n"z) = lim (1 — n’lel/”’)n = exp (—x’l/"*) =&/ (),

n—oo n—oo n—oo

which yields that the asymptotic distribution of the normalized maximum belongs to the

Fréchet maximum domain of attraction.

In the literature of extreme value theory, the property (1.8) (respectively (1.10)) is often cal-
led first-order condition. The distributions of Fréchet domain of attraction are also called
Pareto type distributions. They are applied in various fields such as meteorology (Gardes
and Girard [54] and El Methni et al. [47]), hydrology (Anderson and Meerschaert [2] and
El Methni et al. [46]) and finance (Bouchaud and Potters [18]), among others.

1.3.4 Weibull domain of attraction

Theorem 1.5 F € DA(Weibull) with index v < 0 if and only if T < oo and the function
(1 — F*) is regularly varying with index 1/7, where

F*(.T) =F (TF — .2;'71) ]l{x>0}.
Besides, a possible choice of the normalizing constants is :
a, =1 — F(1—=1/n) et b, =1p.

Theorem 1.5 shows that F' € DA(Weibull) with index 7 < 0 if and only if 7/ < oo and

F(x) = (1p —2)~ Y ((TF - x)_1> for some slowly varying function ¢. It is also interesting
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to note that the Fréchet and the Weibull domains of attraction are closely related (see

Gnedenko [61] or Resnick [95]).

Example 1.2 (Uniform distribution)
Consider the uniform distribution F(x) = x for « € [0, 1]. First, in this case, 77 = 1 and
1-FQQ—¢tz7t)y 7! o

A 1-F(1—t1Y === ==

Therefore, (1 — F*) is regularly varying with index —1, then F € DA(Weibull) with index

v = —1 < 0. Second, taking into account this choice of the normalizing constants :
a, =717 —F~(1—-1/n)=1- (l—n_l> =n"t et b,=71r =1,
one can write :

lim F"(anx + b,) = lim ™ (n_lx + 1) = lim (1 + n_lx)n = exp(z) = ¥y (),

n—oo n—o0

which yields that the asymptotic distribution of the normalized maximum belongs to the

Weibull maximum domain of attraction.

Applications to this domain of attraction include, among others; the work of Aarssen and
de Haan [1] on the maximal life span of humans, or those of Hall [72], Falk [50] and Girard

et al. [60] on the estimation of the endpoint in the Weibull domain of attraction.

1.3.5 Gumbel domain of attraction

The Gumbel domain of attraction encompasses a wide range of distributions that are

difficult to obtain a simple characterization.

Theorem 1.6 The distribution function F' belongs to the Gumbel domain of attraction if

and only if there exists xqg < Tp < 00 such that

v g(t)
v al?)

where a, ¢ and g are three functions verifying c(x) — ¢ > 0, g(z) — 1 and @'(x) — 0 as

F(z) = 1 — c(x) exp (— dt), I

x — Tr . A possible choice of the normalizing constants is :
a, = F~(1—=1/n) and b, = a(a,).

In practice, the characterization given in Theorem 1.6 is difficult to implement which denotes

the complexity of the Gumbel domain of attraction who covers both distributions with finite
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endpoint and ones with infinite endpoint. We refer to Resnick [95] and de Haan and Ferreira
[31] for more details on the characterization of this domain of attraction.
The distributions of Gumbel domain of attraction are also called exponential-type distri-
butions and they are used in the modeling of large claims in life insurance (Beirlant and
Teugels [7]) or in hydrology (Gumbel [68; 69; 70] and de Haan [30]), etc.

1.3.6 General characterization of maximum domains of attraction

The following characterization common to the three previous domains of attraction relies

on the parametrization (1.4) and the tail quantile function U (see relation (1.9)).

Theorem 1.7 (de Haan and Ferreira [31, Theorem 1.1.6]) For~y € R the following

statements are equivalent :

1. There exist real constants a,, > 0 and b,, real such that

lim F"(a,z +by,) = €, (x) = exp (—(1 + 73:)7%) , for all x with 1 + ~x > 0.

n—o0

2. There is a positive function a such that for x > 0,

_ z7—1 : 0
i L2 U@ |55 Z.f v (1.11)
t—00 a(t) logz if v=0.
3. There exists a positive function f such that x for which 1 + vz > 0,
1— F(t t 1 ey
lim t+af(t) ) (1+72) ff v #0 (1.12)
ttre 1 — F(t) e? if v=0.

Remark 1.3

1. If v > 0, the condition (1.11) is equivalent to the first-order condition (1.10). Simi-
larly, the condition (1.12) is equivalent to (1.8). In this case, a possible choice of the
function a is a(t) = U(t).

2. If v = 0, the condition (1.11) implies that the function U is slowly varying. In other
words, if F' € DA(Gumbel) then U is a slow-varying function. In this case, a possible
choice of the function a is a(t) = [, t(1 — F(s)) ds.

3. If v < 0, a possible choice of the function a is a(t) = 7 — U(t).

4. A possible choice of the function f in (1.12) is f(t) = a(1/(1 — F(t)), where a is the

function given in (1.11).
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1.4 Estimation of the extreme value index

Both the GEV approach of Paragraph 1.2.1 and the POT approach of Paragraph 1.2.2
show that the distributions of extreme values are indexed by a parameter v (extreme value
index) also called shape parameter. This parameter plays a central role in the behaviour of
the shape of the distribution tail. It must then be estimated in order to better understand
the nature of the extreme distribution in question.

In the literature of extreme value theory, several methods for estimating this parameter
are proposed by the authors. The most widely used in practice are the Hill [74] estimator,
the Pickands [90] estimator and the Dekkers et al. [36] moment estimator. One can also
mention the methods based on the QQ-plot (Kratz and Resnick [82]), the graph of the mean
of the excesses (Beirlant et al. [8]) and those based on the maximum likelihood (Prescott
and Walden [91; 92] and Smith [100]). Estimators based on the methods of moments and
weighted moments have also been introduced by Hosking et al. [76] and Hosking and Wallis
[75]. As this list is not exhaustive, we refer to Embrechts et al. [48] for a more complete
discussion of estimation methods for extreme value theory models.

We recall below the three most frequently used estimators of the extreme value index and

their asymptotic properties.

1.4.1 The Hill estimator

The Hill [74] estimator is defined by :

A 1 kn -
nj=1
1 &
= kziz ].Og Xn—j—‘,—l,n - ]'Og Xﬂ_knv"’
nj=1

where X, < ... <X, are the associated order statistics to the sample X;,..., X, and &,
is the number of the top order statistics (number of extremes) used for the estimation of ~.
The construction of this estimator is based on the maximum likelihood method and the result
of the Corollary 1.1 on the tail quantile function U in the case of a Pareto type distribution
(v > 0). The simplicity of the Hill estimator and the ease of its graphical interpretation,

among other reasons, have made it very popular. Indeed, in the case of a Pareto distribution,

ntl
J

plot" would be approximatively linear with a slope v for small values of j, i.e. the extreme

the plot of the coordinates (10g Jdog Xy jiin,g=1,... ,kn) so-called "Pareto quantile
points. The Hill estimator is then an estimator of this slope. Figure 1.6 illustrates the quality
of this estimate for a sample of size n = 500 from a Fréchet distribution with extreme value
index v =1 and for k,, = 100.
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Figure 1.6: Pareto quantile plot. X-axis : log((n+1)/j). Y-axis : The line of slope v (y = z)
and log(X,,—jt+1,) for 7 =1,...,100.

Other construction methods of Hill estimator are developed in Beirlant et al. [10] and
de Haan and Ferreira [31], and Diop and Lo [40] have proposed its generalized form. Signifi-
cant work has also been carried out on the study of its properties. Its weak consistency has
been established by Mason [85] and its strong consistency by Deheuvels et al. [33]. Asympto-
tic normality was established by Davis and Resnick [27], Haeusler and Teugels [71], Csorgd
and Mason [24], Smith [101] and de Haan and Resnick [32], among others.

Theorem 1.8 (Consistency of Hill estimator) Suppose F' € DA(Fréchet) with
extreme value index v > 0 and let (k,)n>1 be a sequence of integers such that 1 < k, < n,
k, — oo and k,/n — 0 as n — oo.

o Then, %i converges in probability to .

e [f moreover k,/loglogn — 0 as n — oo, then fAy,i converges almost surely to .

More generally, the first-order condition (1.8) (or equivalently (1.10)) stated above is a
sufficient condition to establish the consistency properties of extreme value estimators. To
establish the asymptotic normality the so-called second-order condition is usually intro-
duced :

There exist v > 0, p < 0 and a positive or negative function A with A(t) — 0 ast — o0
such that for all x > 0,

.1 (U(tz) == i p<0
tILI?OA(t) < Ul(t) x"*) - { x lopga: if p=0. (1.13)
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This condition is satisfied for most of the distributions belonging to the Fréchet domain of
attraction. The function A is called a second-order auxiliary function and allows to control
the rate of convergence of U(tx)/U(t) to z7. Moreover, it can be shown that |A| is regularly
varying with index p (see Geluk and de Haan [59]). Thus, the parameter p referred to as
the second-order parameter plays an important role tuning the rate of convergence of most
extreme value estimators (see de Haan and Ferreira [31, Chapter 3] for examples). About
the estimation of the parameter p and the auxiliary function A one can consult Beirlant

et al. [9], Gomes et al. [65] and Deme et al. [38], for example.

Remark 1.4

The second-order condition (1.13) can also be formulated in terms of the distribution func-
tion F' as follows :

There exist v > 0, p < 0 and a positive or negative function A* with A*(t) — 0 as t — o
such that for all x > 0,

1 1—F(t —1/yzP-1 ) <0
lim (tz) _ ) =47 P v (1.14)
t=oo A*(t) \ 1 — F(t) Y ogx  if p=0.

In this case, A*(t) = A(1/(1 — F(t)) and |A*| € RV,,.
The following theorem establishes the asymptotic normality of Hill estimator.

Theorem 1.9 (de Haan and Ferreira [31, Theorem 3.2.5]) Suppose F' € DA (Fréchet)
with extreme value index v > 0 and let (k,)n>1 be a sequence of integers such that 1 < k,, <

n, k, — oo and k,/n — 0 as n — oo. If the condition (1.13) (or equivalently the condi-
tion (1.14)) is satisfied with /k,A(n/k,) — X < 0o as n — oo, then

Vi (3 =) =5 N (A= 0).7)

Theorem 1.9 shows that the asymptotic variance of Hill estimator is 7?/k, (decreasing
function of k,) and the asymptotic bias is A(n/k,)/(1 — p) (increasing function of k).
Thus, for small values of k,,, the estimator @,ﬁ is based on few observations which leads to a
large variance. Conversely, for large values of k,, the estimated threshold X,,_j, 11, is small
so that the survival function is no longer approximatively a power function, so ’yﬁ has a
large bias (see Figure 1.7). It thus appears that the choice of the number k,, of the order
statistics allowing to establish a balance between the bias and the variance remains crucial
in practice. For more details on the selection of k,, we refer to Dekkers and de Haan [35],
Beirlant et al. [8], Dress and Kaufmann [43], Matthys and Beirlant [86] and Beirlant et al.

[9].
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Figure 1.7: Hill estimator as a function of k, for n = 1000 observations from a Fréchet
dstribution (blue) and a Student disribution with 2 df (black), v = 1/2 (red).

Since for a standard Pareto distribution the slowly varying function is constant the asymp-

totic bias of Hill estimator is null (A = 0), which allows to choose k,, as large as one wants

but also to easily give a confidence interval for the estimation (see Figure 1.8).
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Figure 1.8: Hill estimator as a function of k, for n = 1000 observations from a standard
Pareto distribution (black) and its 95% confidence interval (red), v = 1 (blue).
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1.4.2 The Pickands estimator

Introduced by Pickands [90], this estimator is defined by :

1 X, - X,_

AP n—kn+1,mn n—2knp+1,n

= lo s kn=1,...,|n/4],
" log 2 & Xn—2kp+1n — Xn—dkp+1n /4]

where | -] denotes the floor function.

Contrary to the Hill estimator, the Pickands estimator has the advantage of being appli-
cable for any v € R. On the other hand, since it uses only three order statistics (whereas Hill
estimator uses k,,), it has a large asymptotic variance. Also, the maximum of the sample X, ,,
is not used, which constitutes a loss of information on the distribution tail. Theorem 1.10

establishes the asymptotic properties of Pickands estimator.
Theorem 1.10 Suppose F' € DA(H,), v € R and let (k,)n>1 be a sequence of integers
such that 1 <k, <n, k, — o0 and k,/n — 0 as n — oo.

o Then, 'Ay,fn converges in probability to .

e [f moreover k,/loglogn — 0 as n — oo, then %1 converges almost surely to .

e If the second-order condition (1.13) holds with \/k,A(n/k,) — X € R as n — oo,

then
2 d
Ve (BF =) =5 N (Aby 0 02).
with
! if p=20
1_2170—"_47%; . J—
by = ,)2(1(0T+)2 o) if p<0=r
Ay (e —1-(2r41) (271 ,
2 p(v+p)(27—1) log 2 if p<0+#~
and
3 . -
2. ) og2) ifv=0
O-,Y = 72(22’\/4»1_’_1)

et 1170

For more details we refer to Dekkers and de Haan [34, Theorems 2.1-2.3] or de Haan and
Ferreira [31, Theorems 3.3.1 and 3.3.5].
Figure 1.9 illustrates Pickands estimator in the case of a standard exponential distribution.

It shows a large variance and an asymptotically zero bias.
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Figure 1.9: Pickands estimator as a function of &, for n = 1000 observations from a standard
exponential distribution (black), v = 0 (blue).

1.4.3 The moment estimator

Proposed by Dekkers et al. [36], the moment estimator is defined by :

2\ —1
M(1)>

M a1 _( n

fykz'n = Mk‘n + 1 2 ]_ M(2)

n

, 1<k, <n,

kn
where Mk:) = é Zl(log Xn—jt1n — log Xyk, )", 7 = 1,2. Note that M,SL) corresponds to

the Hill estimator. The naming of moment estimator is justified, moreover, by the fact that
M, ,ﬁz) can be considered as empirical moments of the order . The moment estimator is also
known as the Dekkers-Einmahl-de Haan estimator. It is an extension of the Hill estimator to
all domains of attraction. However, contrary to the Hill estimator, it is difficult to interpret
graphically. The asymptotic properties of the estimator 'Ay,i‘f were established by Dekkers
et al. [36].

Theorem 1.11 (Asymptotic properties of the moment estimator) Suppose F' €
DA(5€,) with v € R, 77 > 0 and let (k,)n>1 be a sequence of integers such that 1 <k, <n,
k, — oo and k,/n — 0 as n — oo.

e Then, ’Ay,f:‘f converges in probability to .

e If moreover k,/(logn)’ — oo asn — oo for some 6 > 0, then 43! converges almost

surely to 7.



Estimation of the extreme value index 29

e Under additional conditions on the distribution function F (see Dekkers et al. [36,
Theorem 3.1 and Corollary 3.2)),

i (3 2) 4 3(0.0),

where
, { 1+ 2 if v>0
Oy =) 0=9)20-29)(1-7+6+%) .
(=37 (1=4) ifr<0.

For the proof of the consistency, one can see Dekkers et al. [36, Theorem 2.1] or de Haan
and Ferreira [31, Theorem 3.5.2]. The proof of the asymptotic normality can be found in
de Haan and Ferreira [31, Theorem 3.5.4].

Figure 1.10 illustrates the moment estimator in the cases of a standard uniform distribution.
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Figure 1.10: Moment estimator as function of k,, for n = 1000 observations from a standard
uniform distribution (black), v = —1 (blue).

A comparison of the asymptotic properties of these three estimators has been proposed in
de Haan and Ferreira [31]. The Pickands estimator has a larger asymptotic variance than
the others. The moment estimator has good properties when + is close to 0. On the other
hand, the Hill estimator has a lower asymptotic variance than the Pickands estimator and
the moment estimator (in the case v > 0).

Some authors including Gomes and Martins [62], Caeiro et al. [20], Gomes et al. [66] and
Diebolt et al. [39], for example, have also looked at techniques to reduce the bias of extreme

value index estimators, in particular, through the estimation of the second-order parameter
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p. As mentioned above, the difficulty lies in choosing the number k,, of the order statistics

to be used in order to establish a balance between bias and variance.

1.5 Estimation of the extreme quantiles

In Section 1.1 of this chapter, we have literally addressed the notion of extreme quan-
tiles by introducing a problem that attempts to evaluate quantities whose probability of
occurrence is low (close to zero). We shall now formally define the notion of quantiles and

extend it to that of extreme quantiles before tackling their estimation.

Definition 1.3 The quantile of order a associated with the survival function F' is defined

by :
g(a) :==F(a) = inf {z, F(z) < a} with a € (0,1), (1.15)

where F*~ is the generalized inverse of F (see relation (1.7)).

When the order of the quantile is a sequence «,, tending to 0 as the sample size increases this
quantile is said to be extreme and the speed of convergence of v, to 0 is then crucial for such
quantiles estimation. Indeed, one may wonder with what probability the maximum of the
sample is exceeded by an extreme quantile. When the random variables X; are independent

and identically distributed and «,, tends to 0, this probability is given by :

(X <o) = B ()02 q<an>})

=1

= exp(nlog(l—ay))
= exp (—na,(l+o0(1))).

It is clear that the desired probability depends on the asymptotic behavior of the quantity
no,.

Intermediate case : If na, — oo, then P (X, ,, < ¢(a,,)) — 0. Therefore, the quantile
to be estimated is with a high probability within the sample. This quantile is referred to as
intermediate quantile, and in such a case «,, tends slowly to 0. Clearly the quantile g(a,)
does not tend to infinity too quickly as n goes to infinity. A natural estimator of this quantile

is the |nay, |th largest observation of the sample :

Cj(Oén) = Xn—I_nanJ,n- (116)
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The estimator (1.16) is obtained by inverting the empirical distribution function defined

by :
1 n
Fn(l') = — Z ]I{Xi§$}7
n;3

i.e.:
j(an) =F7(1—a,) =inf{z, F,(z) >1—a,}.

Under some assumptions, the estimator (1.16) is asymptotically Gaussian (see de Haan and
Ferreira [31, Theorem 2.2.1]).

Extreme case : If no, — 0, then P (X,,, < ¢(a,)) — 1. In this case, the quantile to
be estimated is with a high probability outside the sample. Since F,(z) = 1 for x > X, ,,
an inversion of the empirical distribution function cannnot still be used to estimate g(a,).
It is then necessary to extrapolate out of the sample in order to give a non-trivial estimate
of q(aw,).

An illustration of the notions of intermediate and extreme quantiles is given in Figure 1.11

where the order of an intermediate quantile is noted ,,.
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Figure 1.11: Tllustration of the notions of distribution tail, intermediate quantile (blue point)
and extreme quantile (red point). The black points represent the data.

Extreme value theory proposes three different approaches to the estimation of extreme
quantiles. All these approaches are based on the results of the Theorems 1.1 and 1.2 as well
as the characterizations of the domains of attraction introduced in the Paragraph 1.3. We
present them in Paragraphs 1.5.1, 1.5.2 and 1.5.3 where it is assumed that the distribution
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function F' belongs to one of the three domains of attraction previously introduced.

1.5.1 GEYV approach

Taking into account the parametrization (1.4) the result of Theorem 1.1 yields, for n
large enough, the following approximation :
Qn

X
P (""bn < :v) = F"(a,x + by) = A, (z). (1.17)

The relation (1.17) can be rewritten as :

n—oo

lim n log (F(anx + bn)> = lim nlog (1 — Flapx + bn)> = log (%g(@). (1.18)

For n large enough, one can show that a,z + b, — 75, therefore, F'(a,z +b,) — 0. A Taylor

expansion of the logarithm allows to rewrite the relation (1.18) as follows :

F(z) ~ - log (%@ <x - b") ) (1.19)

n n

Finally, by replacing .72, with its expression (see (1.4)) in the relation (1.19)), we obtain an

approximation of the distribution tail of F :

1 b —1/y
_ r—b,
F(x) ~ - (1 + ) , (1.20)

which is reduced, in case v = 0, to :

F(z) ~ iexp (— - bn). (1.21)

Qn

By inverting the equation (1.20) we thus obtain an approximation of the extreme quantiles :

q(a,) = b, + o <( ! )7 - 1) . (1.22)

vy noy,

In particular, for v = 0, this approximation is reduced to :
q(ay) ~ b, — a,log(nay,). (1.23)

Starting from the approximation (1.22) of the quantile function we obtain the estimate given

in the following definition.



Estimation of the extreme quantiles 33

Definition 1.4 The estimator of the extreme quantile based on the extreme value theorem

is defined by : )
~GEV sy 1 \™
i mgzm+A( ) _1), (1.24)

Tn nay,

where a,, b, and An are respectively estimators of the unknown parameters a,, b, and vy of
the GEV distribution.

When v = 0, the estimator of the extreme quantile based on the extreme value theorem is
given by :

(jSEV(an) = ZA)n — Gy log(nay,). (1.25)

Not surprisingly, the estimation of the extreme quantiles requires the estimation of the
GEV parameters. Gumbel [70] proposes within the framework of the estimation of these
parameters a method called block maxima, the idea of which is based on the use of a
complete sample of observations distributed according to a GEV distribution. To do this,
the initial sample is subdivided into m disjoint blocks of equal size from which the maximum
values are extracted. The distribution of these maxima is then approximated for m large
enough by a distribution of extreme values. The parameters v, a,, and b,, of this distribution
can be estimated by the maximum likelihood method (Prescott and Walden [91; 92]) or
by the methods of moments and weighted moments (Hosking et al. [76] and Hosking and
Wallis [75]). For the asymptotic properties of these estimators, one can refer to the work of
Smith [100], Zhou [108; 109], Dombry [42] and Ferreira and de Haan [51].

However it is preferable to use weighted moment estimators because they are often more
explicit and easier to calculate but also because they give better results than maximum

likelihood estimators for small or medium-sized samples.

1.5.2 GPD approach

This second approach of the estimation of extreme quantiles is based on the result of
Theorem 1.2 which gives an approximation of the distribution of excesses above a given

threshold. According to the relation (1.6), the change of variable z = y + u yields :
F(z) =F(u)F,(z —u). (1.26)

By introducing the probability p that X exceeds the threshold u, p = P(X > u) = F(u)
and using the result of Theorem1.2 for a sufficiently large threshold u we thus obtain the

following approximation of the distribution tail :

e —1/v
F@92p<1+7$_€;“”> (1.27)
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or, in the case v = 0,

F(z) ~ pexp (-W> . (1.28)

g

Recall that to have an approximation of the quantile function we need to invert the equations
(1.27) and (1.28). We thus obtain :

qlay,) ~F<(p) + z ((p)V — 1) (1.29)
or, for v =0,

q(an) =~ F*<(p) +olog <p) : (1.30)

n
The threshold u given by F*(p) is an intermediate quantile that is easily estimated by
inverting the empirical survival function. In practice, one chooses p = p,, = k, /n, where k,
is the number of excess and one thus estimates F'* (k, /n) by X,,_, ». The threshold u being
chosen, it only remains to estimate the parameters v and ¢ in order to obtain an estimator

of the extreme quantile g(a,).

Definition 1.5 The estimator of the extreme quantile based on the GPD is defined by :

jas k; ﬁ/n
GSPP (o) = Xnpym + @ (( L ) — 1) , (1.31)

Tn noy,
where 4, and &, are respectively estimators of shape and scale parameters.

The parameters v and o of the GPD can be estimated by the maximum likelihood method
(Smith [101] and Davison and Smith [29]) or by the methods of moments and weighted
moments (Hosking and Wallis [75]).

This method has an advantage over the previous one in that it is easier to have an excess
sample than a maximum sample. Two variants of this method have been presented by
Breiman et al. [19] under the Exponential Tail (ET) and Quadratic Tail (QT) designations.

Remark 1.5
There is a similarity between the two expressions of the extreme quantile (1.22) and (1.29)
from the GEV and GPD approaches respectively. There are three unknown parameters in

each of them :
- The extreme value index v
- The scale parameter ¢ which plays the role of a,, in the GEV approach ;
- The threshold v = F'*(p) which plays the role of b, in the GEV approach.
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1.5.3 Semi-parametric approach

The semi-parametric approach is based on the characterization of the functions associa-
ted with a given domain of attraction in order to propose estimators of extreme quantiles. In
this section we will restrict ourselves to Fréchet domain of attraction. This choice is based
on the fact that we are mainly interested in heavy-tailed distributions and so to Weiss-
man estimator which is, in the case of the semi-parametric approach, the main estimator of
extreme quantiles based on a positive tail-index.

Recall that a distribution function F' in Fréchet domain of attraction satisfies for any v > 0 :
F(z) =2"Y7(z) avec £ € RV,.

By inverting the previous equation (see Definition 1.3) and using the result of the Proposition

1.5, the expression of the associated quantile function is obtained as follows :
q(a) =a "L (a_1> with L € RV,. (1.32)
The construction of Weissman [106] estimator is based on the equation (1.32). For all v > 0,

glan) = a,"L(a;'), (1.33)
a(Ba) = BL(8)- (1.34)

By dividing (1.34) by (1.33) and using Definition 1.1, we get, for 3, small enough and
a, < B, the following approximation :

q(om) = q(B,) (?) , (1.35)

where ¢(f,) is an intermediate quantile. The underlying idea is to estimate the extreme
quantile g(«a,) by extrapolating from the intermediate quantile ¢(5,), easy to estimate by
inverting the empirical survival function.

Let remark that the approximation (1.35) is a particular case of the GPD approach with
o =74(Bn).

Thus, replacing ¢(,) and v with appropriate estimators yields the Weissman estimator.

Definition 1.6 The Weissman estimator is defined by :

Gy (an) = Gu(Bn) <ﬂ”>%. (1.36)

Weissman proposes to estimate q(f3,) by its empirical equivalent X,,_|,5,)» and v by Hill’s

estimator (see Paragraph 1.4.1). The correction (53,/a,)™ is the extrapolation term. The
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properties of the Weissman estimator are established in Weissman [106], Embrechts et al.
[48] and de Haan and Ferreira [31].

1.6 Estimation of the conditional extreme quantiles

In this section, we are interested in the estimation of extreme quantiles when the random
variable of interest Y is recorded simultanuously with a covariate x. Depending on the nature

of this covariate, two cases will be distinguished :

e The so-called "fixed design" setting whose data are pairs {(Y;, z;),i = 1,...,n} where
the observations Y; are independent real random variables and the x; are non-random

observation points.

e The so-called "random design" setting for which the data are copies {(Y;, X;),i =

1,...,n} of independent and identically distributed real random variables.

In both cases, the conditional distribution function of Y will be denoted by F(:|x) and its

associated conditional survival function by F'(-|z) := 1 — F(-|x). In this context, extreme

quantiles are said to be conditional.

Definition 1.7 The conditional extreme quantile of order o, associated with the conditional

survival function F(-|x) is defined by :
q(ay|z) := F (a,|z) = inf {t, F(tlz) < an} with o, — 0 as n — oc0. (1.37)

The same difficulties identified in the estimation of extreme quantiles in the case without
covariate occur in the case with covariate beyond the maximum of the subsample of obser-
vations of Y taken in a neighbourhood of z. Moreover, in the covariate case the parameters
of the GEV and GPD distributions depend on the covariate x. Therefore, to estimate the
conditional extreme quantiles it will be necessary to use estimators of these parameters
adapted to the conditional case. In the literature of extreme value theory there are three
conditional extreme quantiles estimation approaches which we recall in Paragraphs 1.6.1
and 1.6.2 depending on the design setting. We will focus essentially on the nonparametric
approach of estimation of the tail-index and extreme quantiles for heavy-tailed distributions

and we will recall some estimators.

1.6.1 Estimation in a fixed design setting

Smith [102] was the first to model maxima by an extreme values distribution whose
parameters are functions of the covariate. A parametric form is assumed on these functions
and estimation is performed by maximum likelihood or least squares methods. Davison

and Smith [29] then proposed parametric models based on excesses over a threshold. They
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thus model these excesses by a GPD whose parameters are functions of the covariate, the
estimation being based on the maximum likelihood method.

A semi-parametric approach has been introduced in Beirlant and Goegebeur [5] where the
authors first propose a transformation of the data to obtain residuals following a Pareto-
type distribution which they use in an exponential regression model where the parameters
are estimated by the maximum likelihood method. In the case of a unidimensional cova-
riate, Beirlant and Goegebeur [6] propose an adaptation of the quantile estimators propo-
sed by Matthys and Beirlant [87] to the conditional case by replacing order statistics by
quantiles estimated by the local polynomial method, see Koenker and Bassett [80]. Other
semi-parametric models have also been proposed by Wang and Tsai [105].

A nonparametric estimation approach of conditional extreme quantiles has been introduced
in Davison and Ramesh [28] where the authors propose polynomial fitting estimators. Beir-
lant et al. [10] extend these results to multidimensional covariates. Chavez-Demoulin and
Davison [22] use the penalized maximum likelihood method to propose spline estimators of
conditional extreme quantiles in the case of a one-dimensional covariate.

In the particular case of heavy-tailed distributions, a family of nonparametric tail-index
estimators has been proposed by Gardes and Girard [53] using a moving window approach
and extending to the conditional framework the estimators proposed in Beirlant et al. [9].
The authors consider a pair (Y, z) where Y is a real random variable of distribution function
F assumed to be heavy-tailed (y(z) > 0) and z is a deterministic covariate defined on a
metric space F with a distance d. They propose to estimate 7(t) for given ¢ € E from
independent observations (Y7, z1),..., (Y, x,). To do this, they propose to use a selection
method to retain only the variables Y; noted {Z;(t),i = 1, ..., m;} associated with the values
x; which are in the ball centered in ¢ and of radius h,,;, where h,,; is a positive non-random
sequence tending to 0 as n tends to infinity. Denoting Z; ,,,, () < ... < Z,,, 1, (t) the order
statistics associated with the variables Z;, the proposed family of estimators of ~(t) is of

the form :

Y (t, W) kz og [ Zmzittm ()Y gy (0 kZW Ly (1.38)
W6 W) = ilog | ———— — —t], .
! i=1 g Zimy—im (t) Kot i=1 K1

where k,,; is a sequence of integers such that 1 <k, ; < m; and W(-,t) is a function defined
on (0,1) and such that [j W(s,t)ds # 0. Under some conditions the authors establish
the asymptotic normality of the estimator (1.38). Remark that when W(s,t) = 1 for all
s € (0,1), the estimator (1.38) is an adaptation of the Hill estimator (see Paragraph 1.4.1)
to the conditional framework.

Gardes et al. [58] have also proposed a family of conditional tail-index kernel estimators of
which a particular case is the estimator (1.38).

When the covariate is functional Gardes and Girard [54] have used a nearest neighbor
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approach to propose estimators of conditional extreme quantiles. Gardes et al. [57] have
proposed estimators of conditional extreme quantiles using the same approach as in Gardes
and Girard [53]. In their paper, they propose to estimate the conditional extreme quantiles
of order 1 — vy, (q(Qm,st), um, — 0 as n — o00) in the intermediate case (see Section 1.5)
by :

qi(aum,, 1) = thfLmtamtJ+1,mt (t).

In the extreme case (see Section 1.5), they estimate the conditional quantiles by :

QQ(Qmm t) = Cil (ﬁm“ t) (ﬁmt/Oémt)%L(t) (139)
= thftmtﬁmtJJrl,mt <t> (ﬁmt/amt)wn(t) )

where (,,, is the order of an intermediate extreme quantile and #,(¢) is an estimator of
the conditional tail-index. Remark that the estimator §(a,,,t) above corresponds to the
estimator (1.16) adapted to the conditional framework. Similarly, ga(ayn,, t) is the Weissman

estimator (see (1.36)) adapted to the conditional framework.

1.6.2 Estimation in a ramdom design setting

Semi-parametric methods have been proposed by Hall and Tajvidi [73] by combining
a nonparametric trend regression model with a parametric model for extreme values. The
nonparametric estimation of tail-index and conditional extreme quantiles in random design
setting for heavy-tailed distributions has also been the subject of several works. In the case
of a covariate of finite dimension d, Daouia et al. [25] propose a kernel estimation of the
extreme quantiles. The authors consider independent copies {(Y;, X;),i = 1,...,n} of the
random pair (Y, X) € R? where Y is a variable of interest associated with a covariate
X. The conditional distribution function F'(y|x) is assumed to be heavy-tailed. They first

propose to estimate the conditional survival function by :

ﬁn(y‘x> = ZKh( Xi)liyvsyy ZKh

where h = h,, is a non-random sequence such that h,, — 0 asn — oo and K (-) = K(-/h)/h,
K (kernel) being a probability density on R?. They then estimate the intermediate condi-

tional extreme quantiles (voir (1.37)) by :

in(cn|z) = B (an|z) = inf {t, Foltle) < ozn} , (1.40)
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In the same paper they propose an adaptation of Pickands estimator (see Paragraph 1.4.2)

to the conditional framework based on the estimator (1.40), of the form :

Loy ul/nlr) = (2K /nle)
log2 *® 4,(2k/nlz) — du(k/nlz)

A (x) =

where k = k, is a sequence of integers such that & — oo and k/n — 0 asn — co. A Hill-type

estimator of the tail-index adapted to the conditional framework was also proposed in the

form :
J
Z log G (Tjun|2) — log §n(an|z)) /Zlog 1/75),
J=1
where J is a positive integer and 1 =71 > 1 > ... > 7; > 0. To estimate the conditional

extreme quantiles, they propose a Weissman-type estimator (see (1.36)) adapted to the

conditional framework :
GV (Balz) = Gulom|z)(an/By) @,

where §, (v, |7) is the estimator of an intermediate extreme quantile and 4,,(x) is an estimator
of y(z). The asymptotic normality of all the proposed estimators was established by the
authors. This method of estimation of extreme quantiles was then generalized to all domains
of attraction by Daouia et al. [26]. A conditional tail-index estimator was also proposed by
Gardes and Stupfler [56] using a smoothed local Hill estimator.

When the covariate is functional and of infinite dimension, Gardes and Girard [55] have
proposed kernel estimators of conditional extreme quantiles based on a functional Weissman
estimator. They also define a large family of conditional tail-index estimators whose special

cases correspond to functional versions of the Hill and Pickands estimators.

1.7 Extreme values and censoring

This section provides some reminders about the concept of censoring and the estimation
of extreme values under censoring. We are introducing it in order to give a general idea of

this concept in the perspective of extending our results to this.

1.7.1 Survival time

The term "survival time" refers to the time elapsed from an initial moment to the oc-
currence of a specific final event of interest. Examples include the time between diagnosis
and recovery, the running time of a machine, the time between two disasters, etc. Survival
data analysis is the study of the delay in the occurrence of this event.

Suppose that the survival time X is a positive and absolutely continuous variable of distri-

bution function F. The variable X can also be characterized by its survival function F' (see
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(1.1)) :
Ft)=1-Ft)=1-P(X <t)=P(X >1t), t >0, (1.41)

which gives the probability of surviving until a fixed time ¢.
There are other distributions that can be used to characterize the distribution of X, such as

the instantaneous hazard or risk function and the cumulative hazard function, for example.

1.7.2 Notion of censoring

One of the characteristics of survival data is the existence of incomplete observations.
Indeed, they are often collected partially, notably because of the phenomenon of censoring.
Censored data come from the non-access to all information. Thus, instead of observing
independent and identically distributed realizations of survival time X, one observes the
realization of the variable X subject to various perturbations independent or not of the

event studied.

Definition 1.8 The censoring variable C' is defined by the non-observance of the event
studied. If instead of observing X, we observe C, and we know that X > C (respectively
X < C, ) < X < Cy), we say that there is right-censoring (respectively left-censoring,

censoring by interval).

Here, we will limit ourselves to right-censoring, which is the most common phenomenon
encountered during the collection of survival data.
For the individual 7, let’s consider :

— its survival time X; ;

— its censoring variable C} ;

— its actually observed time Z;.
The survival time is referred to as right-censored if the individual did not experience the
event at last observation. In the presence of such censoring, not all survival times are ob-
served : for some of them, we only know that they are above a certain known value.

This censoring can be of one of the following three types :
e Type I censoring (fixed)
The time is not observable beyond a fixed maximum time C'. Thus, instead of obser-
ving Xi,...,X,, one observes Z; = min(X;,C),i=1,...,n.
e Type II censoring (waiting)

One observes the survival times of n individuals until £ among them have seen the
event of interest occur. Let X ,, and Z; ,, be the order statistics associated respectively

with the variables X and Z. The date of censoring is therefore X, and the following
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variables are observed :

Zin:

)

Xip fori=1,...)k
Xppn for i=k+1,...,n.

e Type III censoring (random)
Let C4,...,C, be independent and identically distributed random variables. Ins-
tead of observing Xi,...,X,, one observes the variables Z; = min(X;, C;) and
6; = lix,<c;y, © = 1,...,n, where ¢; (censoring-index) indicates the presence or

absence of censoring.

1.7.3 Estimation of the survival function

The most commonly used survival function estimator when no hypothesis is made on

the survival time distribution is Kaplan and Meier [78] estimator.

Definition 1.9 Let (Z;, 6;)1<i<n the actually observed sample and either (Z; ,, 6;n)1<i<n s

statistic of ascending order. The Kaplan-Meier estimator is defined by :

2 n —1 Sinly, t L (51 nlyz,
Fo(t) = (n ! ) . | (1 _ JinZ{Zin sty {Z“"S”) . (1.42)
=1

bale n—it+1

Remark that if no data are censored (d;, = 1, Vi) then the estimator (1.42) corresponds to

the empirical survival function (proportion of individuals having survived at time ¢) defined
by :

_ 12z

iz
In a nonparametric regression context with censored data, Beran [13] proposed an adapta-
tion of the estimator (1.42) to the conditional framework in order to estimate the conditio-

nal survival function F'(-|z) := 1 — F(:|z), where F(-|z) denotes the conditional distribution

function.

1.7.4 Estimation of tail-index and extreme quantiles

Several authors have been interested in the estimation of tail-index and extreme quantiles
under random right-censoring.
1.7.4.1 Unconditional case

In the particular case of the heavy-tailed distributions, Gomes and Oliveira [64] were

interested in estimating the tail-index. Delafosse and Guillou [37] proposed tail-index and
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extreme quantiles estimators for actuarial data where the censoring variable, contrary to
classical models, is observed. Beirlant et al. [11] have proposed to adapt the moments esti-
mator (see Paragraph 1.4.3) to the censoring framework and define an associated estimator
of extreme quantiles. Other estimators have been proposed by Einmahl et al. [45], Gomes
and Neves [63] and Worms and Worms [107], among others.

1.7.4.2 Conditional case

Ndao et al. [89] have proposed a family of tail-index estimators as well as extreme quan-
tiles suitable for censoring. They consider independent copies (Y3, ...,Y,) of non-negative
random variable Y and a deterministic sample (x1,...,z,) of a variable X € E, E being
a bounded set in R? and assume that Y is right-censored by a non-negative random va-
riable C'. From the n independent triplets actually observed (Z;,d;,z;), i = 1,...,n where
Z; = min(Y;, C;) and §; = 1y,<¢,, they propose when the conditional distribution function
F(- | z) of Y belongs to Fréchet domain of attraction with index ~y(z), to estimate ~(¢) at
any point t € E. They then use the moving window method and propose, for example, to

adapt to the censoring framework, a Hill-type estimator defined in Gardes and Girard [53]
by k t

0= (),
where m; designates the number of observations (Z;, z;) retained by the selection procedure
in a neighbourhood of ¢, Z{, < ... < Z[ . are the order statistics associated with the

selected values Z and k an integer such that 1 < k < m;. To do this, they estimate the

proportion of uncensored observations among the selected k largest values Z, by :

1 k
A § t
pt - z 5mt—i+1,mt’
=1

where 5{,%, e ,5fnt7mt denote the censoring indices associated respectively with the values
ZY mys -+ Ly my- For any t € E, they thus propose to estimate 7(t) by :

AH,C(t) = '%gt(t) (143)

Other tail-index estimators are proposed in the same paper. As estimator of the conditional

extreme quantiles q(aup,,t), a,, — 0 as n — oo, they propose for example :

AH,C(t)

. Fond(Zts o 1)
G (am,, t) == 2! ke i il , (1.44)

m
(0750
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wher for all t € F,

= UL my — 1 6famt]1 zt <y
Fmt(y | t) — H (t ) { T U}

i=1 mt—l—|—1

is the conditional Kaplan-Meier estimator of F'(- | t), based on the moving window method
used. Note that (1.44) is a Weissman-type estimator that extends, in the censoring frame-
work, the estimator of conditional extreme quantiles proposed by Gardes and Girard [54].
Other estimators of conditional extreme quantiles are also proposed in the same article.
Another tail-index estimator has also been proposed by Stupfler [103].
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Estimation of the tail-index in a location-scale family

of heavy-tailed distributions

Abstract

We introduce a location-scale model for conditional heavy-tailed distributions
when the covariate is deterministic. First, nonparametric estimators of the location and
scale functions are introduced. Second, an estimator of the conditional extreme-value
index is derived. The asymptotic properties of the estimators are established under
mild assumptions and their finite sample properties are illustrated both on simulated

and real data.

1 Introduction

The literature on extreme-value analysis of independent and identically distributed observa-
tions is very elaborate, see for instance [4, 13, 27]. However, the regression point of view has
been less extensively studied. The goal is to describe how tail characteristics such as extreme
quantiles or small exceedance probabilities of the quantity of interest Y may depend on some
explanatory variable z. Furthermore, as noted in [4, Chapter 7], such covariate information
allows to combine datasets from different sources which may lead to better point estimates
and thus improved inference.

A parametric approach is considered in [35] where a linear trend is fitted to the expecta-
tion of the extreme-value distribution. We also refer to [12] for other examples of parametric
models. Turning to semi-parametric models, [29] proposed to mix a non-parametric estima-
tion of the trend with a parametric assumption on Y given x. Similarly, a semi-parametric
estimator of 7 is introduced in [3] as v(¢(f'x)) where ¢ is a known link function and S
is interpreted as a vector of regression coefficients. Fully non-parametric estimators have
been first introduced in [7, 11] through respectively local polynomial and spline models. We
also refer to [13, Theorem 3.5.2] for the approximation of the nearest neighbors distribu-

tion using the Hellinger distance and to [14] for the study of their asymptotic distribution.
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Focusing on the estimation of the tail-index of the conditional distribution of Y given =,
moving windows and nearest neighbors approaches are developed respectively by [16, 17]
in a fixed design setting. Kernels methods are proposed in [10, 9, 20, 21, 25] to tackle the
random design case. Finally, these methods have been adapted to the situation where the
covariate is a random field or infinite dimensional, see respectively [1] and [18, 19].

The aim of our work is to estimate in a semi-parametric way the tail-index ~ in a
location-scale model for conditional heavy-tailed distributions. The so-called conditional
tail-index is assumed to be constant while the location and scale parameters depend on the
covariate, in a fixed design setting. The underlying idea of this model is to achieve a balance
between the flexibility of non-parametric approaches (for the location and scale functions)
and the stability of parametric estimators (for the conditional tail-index) compared to purely
non-parametric ones. This intuition has also been implemented in [31] : An extreme-value
distribution with constant extreme-value index is fitted to standardized rainfall maxima.
Here, we introduce a statistical framework to assess the benefits of such approaches in
terms of convergence rates of the estimators.

This paper is organized as follows. The location-scale model for heavy-tailed distribution
is introduced in Section 2. The associated inference procedures are described in Section 3.
Asymptotic results are provided in Section 4 while the finite sample behaviour of the es-
timators is illustrated in Section 5 on simulated data and in Section 6 on insurance data.

Proofs are postponed to the Appendix.

2 Conditional location-scale family of heavy-tailed dis-

tributions

Let Y be a real random variable. We assume that the conditional survival function of Y

given = € [0, 1] can be written as
_ _ —a(x
Priy o) =R >y [ 0) = F2 (1547 )

for y > yo(z) > a(z). The functions a : [0,1] = R and b : [0, 1] — R* are referred to as the
location and scale functions respectively while F', is the survival function of a real random

variable Z which is assumed to be heavy-tailed :

Fy(z)=2"(z2), 2> 0. (2)
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Here, v > 0 is called the conditional tail-index and /¢ is a slowly-varying function at infinity

i.e. for all A > 0,
0(\z)

i =1.
s 0(2)

F 7 is said to be regularly varying at infinity with index —1/v. This property is denoted for

short by Fz € RV_y,, see [6] for a detailed account on regular variations. Combining (1)

and (2) yields o

for y > yo(x) > a(z) where the functions a(-), b(-) and the conditional tail-index =y are
unknown. We thus obtain a semi-parametric location-scale model for the (heavy) tail of ¥
given z. The main assumption is that the conditional tail-index ~ is independent of the
covariate. On the one hand, the proposed semi-parametric modeling offers more flexibility
than purely parametric approaches. On the other hand, assuming a constant conditional
tail-index v should yield more reliable estimates in small sample contexts than purely non-
parametric approaches. A similar idea is developed in [31] : An extreme-value distribution
with constant extreme-value index is fitted to standardized rainfall maxima.

In the following, a fixed design setting is adopted, and thus the covariate x is supposed

to be nonrandom. Model (1) can be rewritten as
Y =a(z) + b(z)Z, (4)

where x € [0,1] and Z is a random variable distributed according to (2). Starting with a
n-sample {(Y1,21),..., (Yo, x,)} from (4), it is clear that, since Z is not observed, a(-) and
b(-) may only be estimated up to additive and multiplicative factors. This identifiability
issue can be fixed by introducing some constraints on F . To this end, for all a € (0,1)

consider the ath quantile of Z :
qz(a) = inf{z € R;Fz(2) < a},
and assume there exist 0 < pu3 < pe < p1 < 1 such that

qz(p2) = 0 and qz(u3) — qz(p1) = 1. (5)

From (4), it straightforwardly follows that, for all « € (0, 1), the conditional quantile of ¥
given x € [0, 1] is
gy (o | ) = a(x) + b(x)qz (), (6)
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and therefore the location and scale functions are defined in an unique way by

a(x) = qv (2 | ) and b(x) = gy (ps | 2) — gy (pa | ), (7)

for all x € [0,1]. This remark is the starting point of the inference procedure.

3 Inference

Let {(Y1,21),...,(Ya,2,)} be a n-sample from (4) : Y; = a(z;) + b(z;)Z;, i = 1,...,n
where 73, ..., Z, are independent and identically distributed (iid) from (2). For the sake of
simplicity, it is assumed that the design points are equidistant : x; = i/n foralli =1,...,n
and x¢ := 0. This assumption could be weakened to max;|z; — z;-1| = O(1/n) used for
instance in [2, 33]. A three-stage inference procedure is adopted.

(i) First, let ¢,y (a | ) be a nonparametric estimator of the conditional quantile ¢y (a | )
where o € (0,1) and « € [0, 1]. In view of (7), the location and scale functions are estimated
for all x € [0,1] by

() = Gn,y (p2 | ) and i)n(x) = Gy (13 | ) — Gy (11 | ). (8)
(ii) Second, the non-observed Zi, ..., Z, can be estimated by the residuals
> Y; - An %
7, = Agjgfijﬁil, 9)
foralli = 1,...,n. In practice, nonparametric estimators can suffer from boundary effects [8,

32] and therefore only design points sufficiently far from 0 and 1 are considered. Let us denote
by I, the set of indices associated with such design points and set m,, = card(I,,).

(iii) Finally, let (k,) be an intermediate sequence of integers, i.e. such that 1 < k,, < n,
k, — oo and k,/n — 0 as n — oo. The (k, + 1) top order statistics associated with the
pseudo-observations Z-, 1 € I,, are denoted by Znn,kmmn <0< memn. The conditional

tail-index is estimated using an Hill-type statistics :

ke —1
Ap = . > 108 Zy—ismy — 108 Lk - (10)
n =0
This estimator is similar to Hill estimator [30], but in our context, it is built on non iid
pseudo-observations.
The proposed procedure relies on the choice of an estimator for the conditional quantiles.

Here, a kernel estimator for F'y(y | x) is considered (see for instance [33]). For all (z,y) €
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[0,1] x R let

N n

Fayly ) =Y Lo [ Kilo = bt (11)
i=1 Ti-1

where 1y, is the indicator function, K () := K(-/h)/h with K a density function on R
called a kernel and h = h,, is a nonrandom sequence called the bandwidth such as h,, — 0
as n — 00. The corresponding estimator of gy (« | z) is defined for all (z, «) € [0,1] x (0,1)
by A R

Gny(a | 2) = Fyy(o|2) =inf{y; Foy(y|o) < a}. (12)

In this context, I,, = {|nh],n— |nh]|} and m,, = n—2|nh] + 1. Remark that [, is properly
defined for all large n since h < 1/2 eventually. Nonparametric regression quantiles obtained
by inverting a kernel estimator of the conditional distribution function have been extensively

investigated, see, for example [5, 34, 36], among others.

4 Main results

The following general assumptions are required to establish our results. The first one gathers

all the conditions to define a conditional location-scale families of heavy-tailed distributions.

(A.1) (Y1,21),...,(Y,, z,) are independent observations from the conditional location-
scale family of heavy-tailed distributions defined by (1), (2) and (5). The functions
a(+) and b(+) are continuous on [0, 1] and the survival function F z(-) is continuously
differentiable on R with associated density fz(-) = —F',(-).

Under (A.1), the quantile function gz(-) exists and we let Hz(+) := 1/fz(qz(+)) the quantile
density function and Uyz(+) = qz(1/-) the tail quantile function of Z. The second assumption
is a Lipschitz condition on the conditional survival function of Y. Lemma 1 in Appendix

provides sufficient conditions on a(-), b(-) and F z(+) such that it is verified.

(A.2) For any compact set C' C R, there exists ¢; > 0 such that for all (s, t) € [0, 1]?

F:Y(Z/|5>

—1| < ¢ls—1t.
Fy(y[t)

sup
yeC

The next assumption is standard in the nonparametric kernel estimation framework.

(A.3) K is a bounded density with support S C [—1,1] and verifying the Lipschitz
property : There exists ¢ > 0 such that

| K (u) = K(v)] < calu — v

for all (u,v) € S2.
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Under (A.3), let ||K|| = sup,eg K(t) and || K|z = ([g KQ(t)dt)1/2. Finally, the so-called

second-order condition is introduced (see for instance [27, eq (3.2.5)] :

(A.4) For all A >0, as z — oo,

Uz(\2) s A =L

Uz(z) P

where 7 > 0, p < 0 and A is a positive or negative function such that A(z) — 0 as

zZ —r OQ.

The rationale behind (A.4) is the following. From [6, Theorem 1.5.12], it is clear that (2)
is equivalent to Uz € RV, that is Uz(Az2)/Uz(2) — A7 as z — oo for all A > 0. The role
of the second-order condition is thus to control the rate of the previous convergence thanks
to the function A(-). Moreover, it can be shown that | A| is regularly varying with index p,
see [27, Lemma 2.2.3]. It is then clear that p, referred to as the second-order parameter, is
a crucial quantity, tuning the rate of convergence of most extreme-value estimators, see [27,
Chapter 3] for examples.

Our first result states the joint asymptotic normality of the estimators (8) of the location
and scale parameters at a point ¢, € (0,1) not too close from the boundaries of the unit

interval.

Theorem 1. Assume (A.1), (A.2), (A.3) hold and fz(qz(n;)) > 0 for j € {1,2,3}. If
nh — oo and nh® — 0 as n — oo then, for all sequence (t,) C [h,1 — h],

Vnh [a,(t,) — alt,)
b(tN) gn(tn) - b(tn)

) 4, 5 (0gs, |12 D).

where the coefficients of the matrix D are given by

Diy = pp(l— UZ)H%W?%
Digp=Day = po(1— pn)Hz (1) Hz(p2) — ps(l — po) Hyz(p2) Hz (p13),
Dyy = (1= p)Hy (1) = 2us(1 — pn) Hz (1) Hz (ps) + pa(1 — ps) Hy (p13).

A uniform consistency result can also be established :
Theorem 2. Assume (A.1), (A.2) and (A.3) hold. Let I, = {|nh],...,n — [nh]} and

suppose nh/logn — oo and nh3/logn — 0 as n — oo. Then,

b () — b(a;)

an(x;) — alx;)

nh
max

nh
max )
logn i€l

logn i€l

= Op(1) and

= 0s(1).

Theorem 2 will reveal useful to prove that the residuals Z: are close to the unobserved Z;,
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i =1,...,n. This justifies the computation of the Hill estimator (10) on the residuals. Our

final main result provides the asymptotic normality of this conditional tail-index estimator.

Theorem 3. Assume (A.1)-(A.4) hold. Let (k) be an intermediate sequence of integers.
Suppose nh/(k,logn) — oo, nh*/logn — 0 and 'k, A(n/k,) — 0 as n — oo. Then,

Vha(Ba —7) =5 N(0,7).

It appears that our methodology is able to estimate the tail-index in the conditional location-
scale family at the same rate 1/v/k, as in iid case, see [26] for a review. As expected, the
conditional location-scale family is a more favorable situation than the purely nonparametric
framework for the estimation of the conditional tail index where the rate of convergence
1/Vknh is impacted by the covariate, see [10, Corollary 1 & 2], [9, Theorem 3] and [25,
Theorem 2|. To be more specific, remark first that conditions nh/(k,logn) — oo and
nh3/logn — 0 imply that k, = o((n/logn)*?). Second, following [27, Eq. (3.2.10)], if
A is exactly a power function, then condition /k,A(n/k,) — 0 as n — oo yields k, =
o(n=2r/(0=20)) " Up to logarithmic factors, the constraint is then k, = o(n(=2//(1=20)A2/3)),
If p > —1, the rate of convergence of 4, is thus n?/(!=2¢) which is the classical rate for
estimators of the tail-index, see for instance [28, Remark 3].

Let us also remark that, since nh/(k,logn) — oo and since b(-) is lower bounded un-
der (A.1), Theorem 1 and Theorem 3 entail that

’S/n -7
Vn | Gata) — at,) | -5 N (0rs, 7> E)

A

bn(tn) - b(tn>

where the coefficients of the matrix £ are given by Ey; = 1 and E;; = 0if ¢ € {2,3} or
j € {2,3}. The joint limiting distribution is degenerated since 4, converges at a slower rate
than a,(t,) and by (t,).

5 Illustration on simulated data

The finite-sample performance of the estimators of the location and scale functions as well
as of the conditional tail-index are illustrated on simulated data from model (4).

The location and scale functions are defined respectively by a(x) = cos(27z) and b(z) =
1+ 22 for z € [0,1]. Let Zy be a standard Student-t, random variable where v € {1,2,4}
denotes the degrees of freedom (df). Let py = 3/4, po = 1/2 and p3 = 1/4 and introduce
Z = Zy/(2qz,(1t1)) the rescaled Student random variable. By symmetry, gz(u2) = 0 and

qz(ps) = —qz(p)- Besides, qz (1) = qz,(11)/(24z,(111)) = 1/2 by construction and thus (5)
holds. This choice also ensures that Z is heavy-tailed and that the second-order condition
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(A.4) holds with conditional tail-index v = 1/v and conditional second-order parameter
p=—2/v.

In all the experiments, N = 100 replications of a dataset of size n = 1000 are considered.
The kernel function K is chosen to be the quartic (or biweight) kernel

K(x) = i (1 - x2>2 1{z<13s

and the bandwidth is fixed to h = 0.1.

We denote respectively by a,, ;(+), Bm() and 4, ; the estimates of a(-), b(-) and y obtained
on the i—th replication, ¢ € {1,..., N}. The associated mean values are also computed as

= 1 X ” ~ 1 X = 1 X ~
(n(-) = N ;an,i(')7 bu(") == N zzzlbm() and 7, = N ;%m

The results are depicted on Figure 1 (v = 1), Figure 2 (v = 2) and Figure 3 (v = 4). On the
top-left panels (a), the true conditional quantiles q(y;]-), j € {1,2,3} are superimposed to
one replication of the simulated datasets. The estimated location and scale functions a(-) and
b(-) are compared with the mean estimates a,(-) and b, (-) on the top-right (b) and bottom-
left panels (c) respectively. Finally, the estimated conditional tail-indices 4,,;, ¢ = 1,..., N,
the mean estimated value 4, and the true conditional tail-index are displayed as functions
of k, € {1,...,300} on the bottom-right panels (d). As expected, it appears on Figure 1(a)—
3(a) that the tail heaviness of Y|z decreases as v increases. The estimation accuracy of the
location and scale function does not seem to be sensitive to v, see Figure 1(b,c)-3(b,c).
On the contrary, it appears on Figure 1(d)-3(d) that large values of v yield a large bias in
the estimation of the conditional tail-index. This trend was expected, since the conditional
second-order parameter is the main driver of the bias, as explained in Section 4, and since
lp| = 1/(2v) for a Student distribution. Small values of |p| in (A.4) entail high bias in
extreme-value estimators such as Hill’s statistics. A way to mitigate this bias could be to
replace the conditional tail-index estimator (10) by a bias-reduced Hill-type estimators, see

for instance [26].

6 Real data example

We consider here a dataset on motorcycle insurance policies and claims over the period
1994-1998 collected from the former Swedish insurance provider Wasa. The dataset is avai-
lable from www.math.su.se/GLMbook and the R package insuranceData. We focus on two
variables : the claim severity Y (defined as the ratio of claim cost by number of claims
for each given policyholder) in SEK, and the age x of the policyholder in years. Removing

missing data and an affine transformation of a covariate result in n = 670 pairs (z;,Y;)
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with x; € [0,1]. Some graphical diagnostics have been performed in [23] to check that the
heavy-tailed assumption makes sense for Y. Our goal is to estimate the conditional extreme
quantile gy (cy, | ) where na,, — 0 and x € (0,1). Two estimators are considered. The first

one relies on the semi-parametric model via (6) :
Qn,Y<an | LU) = &n(x) + 87L(~:U)qATL,Z(OC71,>>

and on Weissman estimator [37] applied to the pseudo-observations Z-, 1€ 1, :

N > QnMp ~n
Qn,Z(an) = Zmn—kn,mn < L ) .
n

The second one is the nonparametric conditional Weissman estimator introduced in [10] :

oMy, ) —¥n (z)

(| 2) = Gy (kfmn | ) (2

where G,y (k,/my, | x) is defined in (12) and %, (x) is an estimator of the conditional tail
index. Here, we selected a recent estimator introduced in [23] and denoted by ’y,(gi) (x) in the
previously mentioned paper.

As in Section 5, we set the normalizing parameters to py = 3/4, g = 1/2 and pz = 1/4.
The quartic kernel is used and the bandwidth A = 0.065 is chosen by the cross-validation
procedure implemented in R as h.cv. The estimated location and scaled functions are
superimposed to the dataset on Figure 4. The residuals are then computed according to (9).

To confirm that the location-scale model (3) is appropriate, Figure 5 displays a quantile-
quantile plot of the weighted log-spacings within the top of the residuals against the quantiles
of the standard exponential distribution. Formally, let W;,, = ilog(Zmn,iH’mn / Zmn,m),
1 <i <k, —1, denote the weighted log-spacings computed from the consecutive top order
statistics of the residuals. It is known that, if Z is heavy-tailed with tail-index = then,
the W;,,, are approximately independent copies of an exponential random variable with
mean 7, see for instance [4]. Here, the number of upper statistics is fixed to k, = 130 by
a visual inspection of the Hill plot (not reproduced here). The relationship appearing on
Figure 5 is approximately linear, which constitutes a graphical evidence that the heavy-tail
assumption (2) on Z makes sense and that the choice of k, is appropriate.

Finally, the two conditional quantile estimators ¢,y (o, | -) and ¢,y (o, | -) are gra-
phically compared on Figure 6 for o,, = 8/n. Both of them yield level curves with similar
shapes and located above the sample. Unsurprisingly, the estimator g,y (o, | -) based on
the location-scale model has a smoother behavior than ¢,y (o, | ) since it relies on the

assumption that the tail-index does not depend on the covariate.
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7 Appendix : Proofs

Technical lemmas are collected in Paragraph 7.1 while preliminary results of general in-
terest are provided in Paragraph 7.2. Finally, the proofs of the main results are given in

Paragraph 7.3.

7.1 Auxiliary lemmas

We begin by providing some sufficient conditions such that (A.2) holds.

Lemma 1. If (A.1) holds and there exist (cq,cy, cr) € RY and my > 0 such that for all
(y,2,t,8) € R? x [0,1]?,

my < [b(t)],
la(t) —a(s)] < calt — s,
b(t) —b(s)] < alt — s,
[logF z(y) —logFz(z)| < cply— 2],

then (A.2) holds.

Proof. Let us first remark that, since |a(-)| and |b(+)| are continuous functions on the compact
set [0, 1], they are necessarily upper bounded by some finite constants denoted by M, and
M,. Second, consider the quantity

A(y,t,s) :=logFy(y|t) —logFy(y|s) =logF, <y ;(:fl)(t)> —logF 4 (y;(j)(s)> .

The Lipschitz assumption on logF'z yields for all (¢,s) € [0,1]* and y € R :

|A(y> t, 8)‘ < cF

b(t) b(s)
_(3yWQ—MﬂHw@Wﬁ%w@D+M@m®—ﬂww
F b(t)b(s)
< §j§<|y|cb + Mucy+ Mycy)|t — s|,

in view of the assumptions on a(-) and b(-). Let C' C R be a compact set. It follows that
the supremum of |A(y, ¢, s)| on (y,t,s) € C' x [0,1]* is bounded and thus there exists ¢ > 0
such that

sup | exp(A(y, ¢,s)) — 1] < sup [A(y, t, s)|.
yeC yeC
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Letting M, := sup{|y| € C}, assumption (A.2) holds with ¢; = écp((M, + M,)cp +
Mbca)/mg. ]

The next result is an adaptation of Bochner’s lemma to our fixed design setting.

Lemma 2. Let ¢(- | ) : R? x [0,1] = R™, p > 1, be a positive function and C a compact
subset of RP. For all sequences (t,) C [h,1 — h] and (y,) C C, define

Va1 1) 1= 0w | ) [ Qults — s)ds
i=1 Li-1

where x; = i/n for all i =0,...,n and Qu(-) = Q(-/h)/h, with Q is a measurable positive
function with support S C [—1,1]. If there exists ¢ > 0 such that ¥V (z,s) € [0,1]?,

UV(y | x)
Yy | s)

sup —1’§c|x—s|,

yeC

then, as n — oo,

1/’n(yn | tn)
T~ Js Qs

Proof. Consider the expansion

=0(5)+0wm),

wn Un(Yn | tn) S (| @) [0, Qu(tn — s)ds
Oy | ) - J,Qudu = Oy | ) - J @t
o ¥y | 9)Qu(tn — 8)ds — Y(yn | 1) [ Q(u)du
B ¢(yn | tN)
N S (Y | 23) [ Qu(tn — 5)ds — Jg ¥(yn | $)Qn(tn — s)ds
V(Y | tn)
T T2

Do 1 6)  Oom | £n)’

and let us first focus on 7), ;. The change of variable v = (t,, — s)/h yields

tn/h
L= [ 0|t = uh)Qu)du — (s | 1) [ Qu)du

tn—1)/h

Since (t,) C [h,1 — h], it follows that S C [-1,1] C [t"h_l, %"} and therefore

Toy = [ [6(n |t —uh) = (yn | ) Q(u)du

As a consequence, for all y,, € C,

<.

Tn,l

‘ 77Z1(yn | tn - Uh)
V(Yn | tn)

V(Y | tn)

- 1‘ Q(u)du < ch/S u|Q(u)du = O(h).  (13)
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Let us now turn to the second term

T, —Z/% [0 | 2) = 0l | ]Qults = s)ds.

We have, for all y,, € C,

T, n n | T
et < 1/@ lwyyn e 5 1|t o
< W / (| )l = 5|Qu(ta — s)ds
< ynlt 2/, 1¢ (Un | $)Qn(tn — s)ds
= nwyn|t /0 (Yn | $)Qn(t, — s)ds
o ( b (Yn | tn) / “l )
1
= 0(3); 14
in view of (13). Finally, collecting (13) and (14), the conclusion follows. O

As a consequence of Lemma 2, the asymptotic bias and variance of the estimator (11) of

the conditional survival function can be derived.

Lemma 3. Suppose (A.2) and (A.3) hold. Let (t,) C [h,1 —h] and (y,) C C, where C is

a compact subset of R, be two nonrandom sequences.

(i) Then,

§ (ﬁjjyf"t;">> il=o(L)vom.

(it) If, moreover, nh — oo as n — oo and liminf Fy (y, | t,) > 0, then

. IKIE
var n,Y(yn ‘ tn) ~ nh Y(yn ’ tn) Y(yn ‘ tn)

Proof. (i) Remarking that

]E[Fny(yn|t ] lzn{byn}/ Kn(tn — s)ds ] = Fylynlw) [ Kilta - s)ds
i=1 r

i—1

the conclusion follows from Lemma 2.
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(ii) Let us consider the expansion :

var <Fny(yn | t )> = Zvar (l{y>yn}/ Kp(t, — s)ds )

=1

= ZFY ynlxz n,1 ZFQ yn‘ml) n,i
=1

=1

= Tn,l - Tn,27

where

z; 2 1 @ @ ty, — S th, — S
S = (/z“Kh(tn—s)ds> :iﬂ/xil/xHK(nh 1>K<"h 2)dslng.

Let us write

with, under (A.3),

tn — S9 tn — 51 02|82 — 81| ( 1 )
K - K < = _
‘ ( h ) ( h )‘ - h 0 nh)’

uniformly on (si, $2) € [x;_1,2;]* and i = 1,...,n. It thus follows that

- — 51 ln — 51
Sni = h / / [ ( >+K< h )O<nh>}dsld‘92
t Ti t
= (M) as o () [k () s
i /_ )BT O\ / . o)

Defining M (v) = K?(v)/||K||3 yields

i = ”Kugﬁ Mh(tn—s)derO( ! )/ Kn(tn — )ds.
’ nh Joi, n?h?) Jz; .

Replacing in T}, ;, we obtain :

| K i
Ty = | I {ZFY n|xz/ My (t, — s)ds

+ O <n1h> ;Fy(yn | z;) /:Z Ky(t, — s)ds} .

Applying Lemma 2 twice and recalling that nh — oo as n — oo entail

K3 5 < (1)>

(15)

(16)
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Similarly,
K|~ 1
1o = ERE 10 (1+0m 40 (),

and the conclusion follows :

1113 £ L ( < L ))
Th1—Thoe = —FyWnl|t)Fy(yn|tn) |1+ = (O(h)+ 0O | —
1 2 nh Y(y | ) Y(y | ) + FY(:gn ‘ tn) ( )+ nh
_ K3 5
= Wy (| 1) Bt 1) (14 of1),
under the assumption liminf Fy (y, | ¢,) > 0. O

The next lemma controls the error between each unobserved random variable Z; and its

estimation Z, foralli=1,... n.

Lemma 4. Assume (A.1), (A.2) and (A.3) hold. Let I, = {|nh],...,n — |nh|} and
suppose nh/logn — oo and nh3/logn — 0 as n — oo. Then, for alli € I,,

. 1
|Z; — Zi| < R,i(1+|Z;|), where max R,;=Op ( oghn) = op(1).
€1, n

Proof. Remark that for all 7 € I,,, one has

‘2 —Z| = Yi — Gn(2:) _ 7l = a(z;) — an(w;) | bo(xi) — b(z:) 7
o bu(e) b () bo)
b(z;) an (i) — a(w;) Bn(xz) — b(z;)
= bn () ( b(x;) i b(x;) ’Zi|)
b(z;) an(2;) — a(w;)| | ba(ws) — b(x;)
: 64%>““X{ b || b }“**&”
. b(z:) @] 1e® '
_' Bn(l'l) ma { gz,n ) Sz,n } (1 + |ZZD :
Let us define, for all 7 € I,,,
gl(fbn) _ an<x;)>(;>a(xz)’ 1(2 _ bn(x;))(;>b<m2) and Rn,z _ ;(Z’;) maX{ gl(fbn) : 51(2 }

On the one hand, Theorem 2 entails

b % a
max R,; < max A(x) ‘max {maX &%)]; max &(12}
i€l ’ i€ly bn(wz i€ly ) i€l ’
b(z; 1
= max|x (z:) ‘OP \/E .
Zeln bn<xz) n
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On the other hand,

h 1 h
< Py —max|eh)| > S /.
logn icl, 17 2\ logn

Again, Theorem 2 shows that the following uniform consistency holds : For all € > 0, there
exists M (e) > 0 such that

(0)

i\n

IP’( nh max |
logn icln

> M(e)) < e.

Now, for n large enough (nh/logn)'/? > 2M(e) so that

> 2) <P (max nh

icl, \ logn

b(z;)

)
Bn (i‘l) éz,n

P (max

1€l

2M@>§a

i.e. maxer, |b(x;) /bu(x;)| = Op(1). As a result,

1
max R, ; = Op ( 0gn> ,

i€l nh

which completes the proof of the lemma. n

Finally, Lemma 5 is an adaptation of [22, Proposition 1]. It permits to derive the error made
on the estimation of the order statistics Z,,,—im,, ¢ = 0,...,m, — 1 from the error made
on the unsorted Z;, i € I,.

Lemma 5. Let I, = {|nh],...,n— |nh|} and m, = card(l,). Consider (k,) an interme-
diate sequence of integers. If, for alli € I,,, |ZZ-—ZZ»| < R (1+1Z;|), with max;ey, Ry, N 0,
then

A

Zmnfi,mn
max log —_—

0<i<kn

=0Op (max Rm) )

Zmnfi,mn (S
Proof. Remarking that m,, = n — 2[nh] +1 ~ n as n — oo and (2) entails that the
distribution of Z has an infinite upper endpoint, the conclusion follows by applying [22,

Proposition 1]. O

7.2 Preliminary results

Let V (resp. A) denote the maximum (resp. the minimum). The next proposition provides a
joint asymptotic normality result for the estimator (11) of the conditional survival function

evaluated at points depending on n.
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Proposition 1. Assume (A.1), (A.2) and (A.3) hold. Let (t,) C [h,1—h] and (o) j=1, s
a strictly decreasing sequence in (0,1). For all j € {1,...,J}, define y;,, = qv(a; | t,) +
b(tn)€jn, where €;, — 0 as n — oc. If in addition nh — oo and nh® — 0 as n — oo, then

{vnh [Fn,Y(yjm | tn) _FY(yj,n ’ tn):| } i> N (ORJa HKHg B) )

j=ld
where By = apyi(1 — agpy) for all (k1) € {1,..., T}

Proof. Let us first remark that, for all j € {1,...,J}, in view of (6), the sequence y;, =
a(t,) + b(t,)(gz(cj) + €;,) is bounded since €, — 0 as n — oo and since a(-) and b(-) are
continuous functions defined on compact sets. Besides, from (1), Fy (y;, | tn) = Fz(qz(a;)+
€jn) = 1 —a; >0 asn — oo and thus the assumptions of Lemma 3(i,ii) are satisfied. Let
B #0in R’,J > 1 and consider the random variable

J . _
Fn - Z/BJ {Fn,Y(yj,n | tn) _FY<yj,n | tn)}

A

= 35 {Far s | 0) B (Fuy (i | )

S B (P ) ~ Py 112}

Let us first consider the random term :

n

Loy = i /‘” K (tn — 5>dSZJ: Bi {]l{Yi>yj,n} -k (]l{yi>yj,n}>} =) Tin.
i=1"%i-1

j=1 i=1

By definition, E(I',, ;) = 0, and by independence of Y7,...,Y,,

n

var(Ly1) = Zvar(ﬂn)
i=1

n Z; 2 J
= X ( [ Kalta - s)ds) var (Z ﬁjﬂ{mj,n})
T j=1

i=1 \/®i-1

= Y Sn: 408, (17)
=1

where S,,; is defined by (15) in the proof of Lemma 3, and where $(*™ is the matrix whose
coefficients are defined for (k,1) € {1,...,J}* by E,(:”ln) = cov (]l{yi>yk’n}, ]l{yi>yl’n}). In view
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of (16),
K3 = 1y o
S = 1 /_ Mi(t, — s)ds + O <n2h2) / Kn(tn — s)ds
and
El(czjln) = E (]l{Yi>ylc,n\/yl,n}) -k (]l{Yi>ylc,n}) E (]l{yi>yl,n}>

= FY(yk,n VY | ) _FY(yk,n | xi)FY(yl,n | z;)
= FyWinVyinl @) —EFyWen Vyin | ©)Fy Wk A Yin | )
= FyWkn VYin | 2)FyUYen A yin | i)

= Ok, Y | T2), (18)

where ¢ is the function R? x [0,1] — [0,1] defined by o(-,- | 1) = Fy (- V- | )Fy(- A+ | ).
Replacing in (17) yields var (T, 1) = BC™ B, where C™ is the covariance matrix whose
coefficients are defined by

€T

>l Yhons i | 70) [ Mi(tn = $)ds

Ti—1

K5 &
nh

1 z;
+ O (thg) Zgo(yk,myl,n | xz)/ Kh<tn — S)ds,
i=1 Ti—1

o)

Applying Lemma 2 twice and recalling that nh — oo entail

n K3
e = B 1) (14 000) 40 (s ) @l i | 1) (14 O)
15113
_ ot | £2) (14 0(1)).
= (Y Y | 1) (1 0(1))
As a result,
K
UCLT(Pn’l) || ||26tB 6
nh
where

B](gl) - @(yk,na Yin | tn) :FY(yk,n \% Yin | tn)FY<yk,n A Yin | tn)

Let us remark that, in view of (6),

Yk — Yin = Qv(ax | tn) —qv(oq | t,) + b(t,)(€xn — €1n)
= b(tn)(qz(ar) — qz(u) + €rn — €1n)
~ b(tn)(qz(ow) — qz(ar)),

as n — oo. Thus, assuming for instance k < [ implies oy, > «; and thus g¢z(ax) < qz()

leading to yin, < y1n for n large enough. More generally, Y n V Y10 = Yevin and Ypp A yin =
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Yl for n large enough and thus

Bi(:z) = Fy (Yevin | ta)Fy (Yknin | tn)-

From (1) and (6), we have

Fy(yen | ) = Fz (y‘“)) _ P (az(on) + eun) = ap + o(1),

in view of the continuity of F';;. As a result, B,(CZ) — By = apy(l — aga) as n — oo and

therefore IK| )
1) ~ —26B3.
var(Lyq) — B'Bj

The proof of the asymptotic normality of I'), ; is based on Lyapounov criteria for triangular

arrays of independent random variables :

ZE|TZ,,Z|3/ var(Tp1) — 0 (19)
=1

as n — 00. Let us first remark that, forall7 = 1,...,n, the random variable T} ,, is bounded :

Tin| < / Kn(tn = 8)ds > 8 [Mvioy,) — B (Livisy,)|
Ti—1 j=1

v J
< [ Kulta—s)ds Y15,
Ti—1 j=1
1Kl <
< o=

in view of (A.3). As a consequence,
SB[ < G Y E(IE) = 6,3 var(T,) = Goar(T,)
i=1 i=1 i=1
and it is thus clear that (19) holds under the assumption nh — co. A a result,
VnhT, 1 =% N (0,|| K3 8'BB) . (20)

Let us now turn to the nonrandom term

A

E {Fn,Y(yj,n ‘ tn)]
FY(yj,n | tn)

J
Lro =Y BiF'y(Yjn | ta) —1
j=1
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Lemma 3(i) together with the assumptions nh®> — 0 and nh — oo as n — oo entail

E ﬁn,y im | Tn
Pl | o @

J
Vnh|lTy o] < \/nhz |5,
J=1

Finally, collecting (20) and (21), v/nhl',, converges to a centered Gaussian random variable
with variance || K||3 8B, and the result follows. O

The following proposition provides the joint asymptotic normality of the estimator (12) of
conditional quantiles. It can be read as an adaptation of classical results [5, 34, 36] to the

location-scale setting.

Proposition 2. Assume (A.1), (A.2) and (A.3) hold. Let (t,) C [h,1—h] and (o) =1,
a strictly decreasing sequence in (0,1) such that fz(qz(c;)) > 0 for all j € {1,...,J}. If
nh — oo and nh® — 0 as n — oo, then

{m

bt [én,y(ozj | tn) = qy (o | tn)l } LN (ORJ, K| C) :

g=1,..,.J

where C' is the covariance matriz defined by Cr; = apu(l — agn)Hz (o) Hz(cy) for all
(k,0) e {1,..., T}

Proof. Let (s1,...,s5) € R, v;, :=s;b(t,)/Vnh for all j =1,...,J and consider :

g{g (%Y(%‘ | tn) — av(ay | tn)) < Sj})

n,Y(aj | tn) < QY(aj | tn) + Vjﬂl})

‘/jvn S U.]y”})’

=
—~
»
[y
°
<
~—
|
~

D~ I D~

.
I
—

Il
=
< N~
N
— N ——
>

I
=
—
)~

where, for j =1,...,J,
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Let us first examine the nonrandom term v;,,. In view of (1) and (6), it follows that

Fy(gy(aj | ty) +vjn | ta) = Fz (qY(ozj | tn)b(tnl;m - a(tn)>

= [y (qz(aj) + \/Z_h> :

Since Fz(-) is differentiable, for all j € {1,..., J}, there exists 6;, € (0,1) such that

F 5\ oo, S o)+ 530
Fy <(JZ(%)+M>—0@ mfZ<QZ( i)+ m)

In view of the continuity of fz(-) and since s;/vnh — 0 as n — oo, it follows that

po (anky) + 92z ) = 10O
leading to
Vim = HZS(J'%) (1+0(1)). (22)
Let us now turn to the random variable V;,,. For all j =1,...,J, let
Sj

Yjm = QY(aj | tn) T Vjin = QY(aj | tn) + b(tn) m = QY(aj | tn) + b(tn)ej,na

where €;,, — 0 as n — oo. Then, Proposition 1 entails that
{\/nh (Fn,y(yj,n | t0) = Fy (yjn | tn)> } = {Vinti=1,..0

converges to a centered Gaussian random variable with covariance matrix | K||3 B. Taking
account of (22) yields that W,, converges to the cumulative distribution function of a centered
Gaussian distribution with covariance matrix ||K||3 C, evaluated at (sy,...,ss), which is
the desired result. O

The following proposition provides a uniform consistency result for the estimator (12) of
conditional quantiles of Y given a sequence of design points (not too close from the boun-
daries 0 and 1).

Proposition 3. Assume (A.1), (A.2) and (A.3) hold. Let I,, = {|nh]|,...,n—|nh]} and
suppose nh/logn — oo and nh3/logn — 0 as n — oo. Then, for all a € (0,1),
nh o Jdey(a]zi) = gv(a]zi)
logn i€l b(x;)

= Op(1).
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Proof. Let e € (0,1) and a € (0,1). Define v, = (nh/logn)/?,
M(e,a) = 2| K|[sHz(a) (a(1 = a) (1 — log(e/2)))?,

and for all ¢ € I, let qfn = qy(a | ;) £ M(€, a)b(x;)/v,. Let us consider the expansion :

._ oy (o | ) — gy (a | @)

o, = P (vnrzréz}f e > M (e, a))
_ Gny (| 2i) — qy(a | x;)
- zgn b(x;) 2 M a)/vn)

IN
=
Q
|
3 3
~! ;
/N
: 2 = |
=7 I+
e 5
IN
=
3
>~<
|
3
=
=
S+
3
N————

Let us focus on the term 6. Assumption nh/logn — oo entails that v, — 0o as n — o

and thus ¢;,, is bounded. Therefore Lemma 3(i) yields

of, = «a _]Eﬁn,Y (%2 | xl) =a—Fy (qfn | x’) (1+0(h))
M@®>u+mm)

Un

@+om%

= Fz(qz(a)) = Fy (qz(O‘) T

M (e, «v)

n

_ Mieo) fz (qz(a) +

U,

for some 6 € (0, 1). Since fz(+) is continuous, it follows that

. Ml(ea) ) . K1(€, )
of, = ol () (1+0(1))+O(h) =: o

(1+0(1)),
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in view of the assumption nh®/logn — 0 as n — oco. As a preliminary result

(Uf > (vn )(1+o )))gZP(ifnZ"ﬁ(;O‘)(Ho(m)). (23)

’Leln n

In addition,

P ( > “1(;0‘) (1+ o(1))> = P ((AW _ Eﬁn,y)(qz*,n ) > ki(e, @)

where, for all j = 1,... n, the random variables

X] =

Lysgry — B (Y > ¢ | @)

are independent, centered and bounded :

) s Kl
1X,] < / K(s — s)ds < “ng

Lemma 3(ii) entails

XZ:IE(Xf) ar (zn:l ) = var |:ﬁ1ny (q:rn | :clﬂ

F (;— |I’Z)Fy

- AL VPT

Besides, ¢;’, = qv(a | ;) as n — oo and thus F'y (q;fn | a:l> — « as n — oo in view of the
continuity of F'y (- | z;). It follows that,

> 8 = R+ o)) = 2

- - (1+o0(1)).
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Applying Bernstein’s inequality for bounded random variables yields

2(e,a) log n(14o(1))
o 2nh
(24) = exp |~y | mEairem
nh 3nhuvy,

2
ki(e, ) logn
= exp|— 1+ o(1
( i (ar) + Zrrlec)lrol)) ( ( )))

. (—“1(; ‘:g;’g”u n o<1>>)
= exp|[—2(1—1log(e/2))logn (1 + o(1))]
< exp[— (1 —log(e/2))logn], (25)

for n large enough. Collecting (23)-(25) yields
6 <nexp[— (1 —log(e/2))logn] = exp (log(e/2) logn) < €/2

for n large enough. The proof that 6, < €/2 follows the same lines. As a conclusion, we
have shown that, for all & € (0,1) and € € (0, 1) there exists M (e, a) > 0 such that

h O i) — i
P " man’Y(alw) av(o | i) > M(e,a) | <k,
log n i€l b(z;)
which is the desired result. O

7.3 Proofs of main results
The proof of Theorem 1 directly relies on Proposition 2 :

Proof of Theorem 1. Let us remark that

Vnh (a,(t,) —alt,)) -
b(ty) (5n(tn) —b(tn)) A

(ij(MB | tn) - QY(,“3 | tn)
- 01 0 Vah | A
where A = and &, = B(tn) Gy (12 | tn) — qv (p2 | t0)

10 -1 R
n,y (| ) = av (pa [ 1)
Applying Proposition 2 with J =3, a; = u1, as = us and ag = ug yields

& == N (0ss, [|K|3 C),
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where

pa(1 = pa) H () p2(1 — pa) Hz (p2) (Hz(pn)  pa(1 — pa) Hz (p3) Hz (1)
C = | pa(1 — ) Hz (p2) Hz (1) pa(1 — pia) Hz (j12) pis(1 — pia) Hz (112) Hz (1)
,u3(1 — ,ul)HZ(,ug)Hz(/h) Mg(l — ,UQ)HZ(MQ)HZ(/J?)) M3(1 - MS)H%(/%)

Therefore,
Ag —5 N (g2, | K3 ACAT),

and the conclusion follows from standard calculations. O
Theorem 2 is a straightforward consequence of Proposition 3 :

Proof of Theorem 2. Remarking that

Gny (H2 | 23) — gy (p2 | 24)

an () — a(;)

max
1€l

= Inax
1€l

)

the first part of the result is a consequence of Proposition 3 applied with o = p5 . Similarly,

s gn(l"i) — b(w;) Gy (3 | i) — Gy (1 | 23) — qv(ps | 23) + gy (pa | 24)

= Inax

iel, b(z;) iel, b(w;)
< max qn,Y(Ms ’ xz) - QY(,M3 | -Tz)
icl, (x;)
b max Gny (1 | ) — qv(pa | @) |
ic€l, (Iz)

and the conclusion follows from Proposition 3 successively applied with o = p3 and a =

M. O

Proof of Theorem 3. Let us consider the expansion
\/IZL(fS/n - 7) = \/a(% - ’S/n) + \/kjn(;?n - 7) = Tl,n + T2,n7

kn—1
:Yn = kf Z log Zmn*l’,mn - log Zmn*knvm”

n =0

where

is the Hill estimator computed on the unobserved random variables Zi,...,Z,. The first



References 69

term is controlled by remarking that

kn—1

kn—1 >
< m —i,m Zm —kp,m
S Z log n n _|_ lOg n—Kn,Mn
n i=0 mn 2, Mnp Zmnfkn,mn
< \/kn Jmax log L i )
Combining Lemma 4 and Lemma 5 yields
k, logn
’Tl,n‘ = OIP’ ( nhg ) = OP(l)v (26)

in view of the assumption nh/(k,logn) — oo as n — oo. Let us now focus on Ts,.
Remarking that m, ~ n as n — oo it is clear that m,/k, — 0o as n — oo. Besides, since
|A] € RV, we thus have A(m,/k,) ~ A(n/k,) as n — oo. Therefore, /k,A(m,/k,) — 0
as n — 0o and, since Z1,..., Z, are iid from (2), classical results on Hill estimator apply,

see for instance [27, Theorem 3.2.5], leading to
Yo, —5 N(0, 7). (27)

The conclusion follows by combining (26) and (27). O
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Figure 1: Student distribution with » = 1 df. (a) : Simulated data (+) and conditional
quantiles ¢(3/4[-) (magenta), q(1/2|-) (green) and ¢(1/4|-) (blue). (b) : Location function

a(-) (black) and mean estimate G,,(-) (red). (c) : Scale function b(-) (black) and mean estimate

bu() (red). (d) : Conditional tail-index v (black), estimates 4,,;, i = 1,..., N (blue) and
mean estimate 4, (red) as functions of k, € {1,...,300}.
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Figure 2: Student distribution with » = 2 df. (a) : Simulated data (+) and conditional
quantiles ¢(3/4[-) (magenta), q(1/2|-) (green) and ¢(1/4|-) (blue). (b) : Location function

a(-) (black) and mean estimate G,,(-) (red). (c) : Scale function b(-) (black) and mean estimate
bu() (red). (d) : Conditional tail-index v (black), estimates 4,,;, i = 1,..., N (blue) and
mean estimate 4, (red) as functions of k, € {1,...,300}.
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Figure 3: Student distribution with v = 4 df. (a) : Simulated data (+) and conditional
quantiles ¢(3/4[-) (magenta), q(1/2|-) (green) and ¢(1/4|-) (blue). (b) : Location function

a(-) (black) and mean estimate G,,(-) (red). (c) : Scale function b(-) (black) and mean estimate
bu() (red). (d) : Conditional tail-index v (black), estimates 4,,;, i = 1,..., N (blue) and
mean estimate 4, (red) as functions of k, € {1,...,300}.
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Estimation of extreme quantiles from heavy-tailed

distributions in a location-dispersion regression model

Abstract

We consider a location-dispersion regression model for heavy-tailed distributions
when the multidimensional covariate is deterministic. In a first step, nonparametric
estimators of the regression and dispersion functions are introduced. This permits, in a
second step, to derive an estimator of the conditional extreme-value index computed on
the residuals. Finally, a plug-in estimator of extreme conditional quantiles is built using
these two preliminary steps. It is shown that the resulting semi-parametric estimator is
asymptotically Gaussian and may benefit from the same rate of convergence as in the
unconditional situation. Its finite sample properties are illustrated both on simulated

and real tsunami data.

1 Introduction

The modeling of extreme events arises in many fields such as finance, insurance or environ-
mental science. A recurrent statistical problem is then the estimation of extreme quantiles
associated with a random variable Y, see the reference books [1, 13, 24]. In many situations,
Y is recorded simultaneously with a multidimensional covariate x € R?, the goal being to
describe how tail characteristics such as extreme quantiles or small exceedance probabilities
of the response variable Y may depend on the explanatory variable x. Motivating examples
include the study of extreme rainfall as a function of the geographical location [17], the
assessment of the optimal cost of the delivery activity in postal services [7], the analysis of
longevity [30], the description of the upper tail of claim size distributions [1], the modeling
of extremes in environmental time series [37], etc.

Here, we focus on the challenging situation where Y given x is heavy-tailed. Without
additional assumptions on the pair (Y, x), the estimation of extreme conditional quantiles

is addressed using nonparametric methods, see for instance the recent works of [9, 19, 21].
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These methods may however suffer from the curse of dimensionality which is compounded in
distribution tails by the fact that observations are rare by definition. These difficulties can
be partially overcome by considering parametric models [11, 5]. Semi-parametric methods
have also been considered for trend modeling in extreme events [10, 27] : A nonparametric
regression model of the trend is combined with a parametric model for extreme values.

Our approach belongs to this second line of works. We assume that the response variable
and the covariate are linked by a location-dispersion regression model Y = a(z) + b(z)Z,
see [39], where Z is a heavy-tailed random variable. This model is flexible since (i) no
parametric assumptions are made on a(-), b(:) and Z, (ii) it allows for heteroscedasticity via
the function b(-). Moreover, another feature of this model is that Y inherits its tail behavior
from Z and thus does not depend on the covariate x. We propose to take profit of this
important property to decouple the estimation of the nonparametric and extreme structures.
As a consequence, we shall show that the semi-parametric estimators of extreme conditional
quantiles of Y given x are asymptotically Gaussian and may benefit from the same rate
of convergence as in the unconditional situation. A similar idea is implemented in [29] :
An extreme-value distribution with constant extreme-value index is fitted to standardized
rainfall maxima. The theoretical study of heteroscedastic extremes has been initiated in [26]
and developed in [12, 15] through the introduction of a proportional tails model. The results
were applied to trend detection in rainfalls and stock market returns.

This paper is organized as follows. The location-dispersion regression model for heavy-
tailed distributions is presented in more details in Section 2. The associated inference me-
thods are described in Section 3 : Estimation of the regression and dispersion functions, es-
timation of the conditional tail-index and extreme conditional quantiles. Asymptotic results
are provided in Section 4 while the finite sample behaviour of the estimators is illustrated
in Section 5 on simulated data and in Section 6 on tsunami data. Proofs are postponed to

the Appendix.

2 Location-dispersion regression model for heavy-tailed

distributions

We consider the class of location-dispersion regression models, where the relation between
a random response variable Y € R and a deterministic covariate vector z € II C R%, d > 1
is given by

Y =a(x) + b(z)Z. (1)

The real random variable Z is assumed to be heavy-tailed. Denoting by F ; its survival

function, one has

Fy(z)=2"Y7L(2), z > 0. (2)



Location-dispersion regression model for heavy-tailed distributions 81

Here, v > 0 is called the conditional tail-index and L is a slowly-varying function at infinity

i.e. for all t > 0,
L(tz)

=1.
e L(2)

F 7 is said to be regularly varying at infinity with index —1/+. This property is denoted for
short by F; € RV_y,,, see [3] for a detailed account on regular variations. Model (1) has
been introduced by [39] in the random design setting where the location function a : IT — R
and the scaling function b : II — R™ \ {0} are referred to as the regression and dispersion

functions respectively. Combining (1) and (2) yields

Pt <oy <P (%) - (457) e (). o

for y > yo(x) > a(z) where the functions a(-), b(-) and the conditional tail-index v are
unknown. We thus obtain a semi-parametric location-dispersion regression model for the
(heavy) tail of Y given x. The main assumption is that the conditional tail-index = is
independent of the covariate. On the one hand, the proposed semi-parametric heteroscedastic
modeling offers more flexibility than purely parametric approaches. On the other hand,
the location-dispersion structure may circumvent the curse of dimensionality and assuming
a constant conditional tail-index ~ should yield more reliable estimates in small sample
contexts than purely nonparametric approaches. Let us also note that, from (2) and (3),
the regular variation property yields Fy(y | 2)/Fz(y) — b(x)'/" as y — oo. The location-
dispersion regression model can thus be interpreted as a particular case of the proportional
tails model [12] with scedasis function b(-)!/7. The practical consequences of this point are
further discussed in Section 5.

Starting with an independent n-sample {(Y1,z1),..., (Y, z,)} from (1), it is clear that,
since Z is not observed, a(-) and b(-) may only be estimated up to additive and multipli-
cative factors. This identifiability issue can be fixed by introducing some constraints on the
distribution of Z. To this end, for all @ € (0,1) consider qz(a) = inf{z € R;F z(2) < a} the
ath quantile of Z and let (u1, po, p3) € (0,1)3 such that pus < py and

qz(p2) = 0 and qz(u3) — qz(1) = 1. (4)

Let us note that the constraint (3) can always be fulfilled with i.e. u3 = 1/4, g = 1/2 and
(1 = 3/4 up to an affine transformation of a(-), b(-) and Z such that (1) holds. From (1),
for all « € (0,1), the conditional quantile of Y given z € II is

gy (| ) = alz) + b()gz(a), (5)
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and therefore the regression and dispersion functions are defined in an unique way by

a(r) = qy(p2 | ) and b(x) = gy (u3 | ) — qv (11 | @), (6)

for all x € II. This remark is the starting point of the inference procedure described hereafter.

3 Inference

Let us denote by A the Lebesgue measure and || - || a norm on R? d > 1. Consider
{(Y1,21),...,(Ys,2z,)} & n-sample from (1) : Y; = a(x;) + b(z;)Z;, i@ = 1,...,n where
Zy,...,Zy, are independent and identically distributed (iid) from the heavy-tailed distri-
bution (2). We assume that the design points x;, i = 1,...,n are all distinct from each
other and included in II, a compact subset of R? whose Lebesgue measure of the boundary
is zero. Let {II;, ¢ = 1,...,n} be a partition of II such that x; € II;. A three-stage inference
procedure is adopted : The regression and dispersion functions are estimated nonparametri-
cally in Paragraph 3.1, and the conditional tail-index is then computed from the residuals in
Paragraph 3.2. Finally, the extreme conditional quantiles are derived by combining a plug-in

method with Weissman’s extrapolation device [40] in Paragraph 3.3.

3.1 Estimation of the regression and dispersion functions

The proposed procedure relies on the choice of a smoothing estimator for the conditional
quantiles. Here, a kernel estimator for F'y (y | ) is considered (see for instance [33, 34]). For
all (z,y) €e Il xR let

Fry (1) =3 Lyimyy [ Knla =)t )
=1 i

where 1, is the indicator function, Kj(-) := K(-/h)/h? with K a density function on R?
called a kernel. The associated smoothing parameter h = h,, — 0 as n — oo is a nonrandom

sequence called the bandwidth. The corresponding estimator of gy (a | x) is defined for all
(x,a) € 1T x (0,1) by

Gny(a|z) =Fiy(a|z) =inf{y; Foy(y|z) <a}. (8)

Nonparametric regression quantiles obtained by inverting a kernel estimator of the condi-

tional distribution function have been extensively investigated, see, for example [2, 35, 38],



Inference 83

among others. In view of (6), the regression and dispersion functions are estimated by

A

Gn() = Guy (2 | ) and by (x) = Gy (3 | ©) = duy (| @), (9)

for all z € II.

3.2 Estimation of the conditional tail-index

The non-observed 71, ..., Z, are estimated by the residuals
Zi = (Yi = an(2:)) [ bn(:), (10)
for all i = 1,...,n where a,(-) and b,(-) are given in (9). In practice, nonparametric es-

timators can suffer from boundary effects [6, 31] and therefore only design points suffi-
ciently far from the boundary of II are considered. More specifically, consider I = {z €
R?, such that B(x,h) C I} the erosion of the set II by the ball B(0,h) centered at 0 and
with radius h, see [36] for further details on mathematical morphology. Denote by I, the set
of indices associated with such design points I, = {i € {1,...,n} such that z; € 1™} and
let m,, = card(l,). It can be shown that m,, = n(1 + O(h)), see Lemma 3 in the Appendix.

Finally, let (k,) be an intermediate sequence of integers, i.e. such that 1 < k, < n,
k, — oo and k,/n — 0 as n — oo. The (k, + 1) top order statistics associated with the
pseudo-observations Z, 1 € I, are denoted by ZAmn,kmmn <. < anmn. The conditional

tail-index is estimated using a Hill-type statistic [28] :

1 kn—1 R ~
ﬁ/n - ]{T Z log Zmn—i,mn - IOg Zmn—kmmn’ (11)
n =0

built on non iid pseudo-observations.

3.3 Estimation of extreme conditional quantiles

Clearly, the purely nonparametric estimator (8) cannot estimate consistently extreme quan-
tiles of levels «, arbitrarily small. For instance, when na,, — 0, the extreme quantile is likely
to be larger than the maximum observation. In such a case, an extrapolation technique is
necessary to estimate the so-called extreme conditional quantile gy (o, | ). To this end,
we propose to take profit of the structure of the location-dispersion regression model (5) to

define the plugin estimator

(jn,Y(O‘n | ¥) = Gn(7) + gn(x)qu@‘n)a (12)
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where a, () and b,(z) are given in (9) and gy z(a,) is the Weissman type estimator [40] :

N A apmy\
Qn,Z(an> = Zmnfkn,mn ( L > . (13)

Again, it should be noted that ¢, z(«,) is computed from the non iid pseudo-observations

Zi, i € I,,. Finally, by construction, the semi-parametric estimator (12) cannot suffer from

quantile crossing, a phenomenon which can occur with quantile regression techniques.

4 Main results

The following general assumptions are required to establish the asymptotic behaviour of the
estimators. The first one gathers all the conditions to define a location-dispersion regression

model for heavy-tailed distributions in a multidimensional fixed design setting.

(A.1) (Y1,21),...,(Y,, z,) are independent observations from the location-dispersion
regression model for heavy-tailed distributions defined by (1), (2) and (4) and such
that

) - A0

‘max

i=1,..,n = o(l/n), (14)

max sup |[s—t| = O(n’l/d). (15)

z:l,...,n (S,t)EHZQ

We refer to [33, 34] for this definition of the multidimensional fixed design setting.
The second assumption is a regularity condition.

(A.2) The functions a(-) and b(-) are twice continuously differentiable on II, b(-) is
lower bounded on II, b(t) > b,, > 0 for all ¢t € II, and the survival function Fz(-) is

twice continuously differentiable on R.

Under (A.1) and (A.2), the quantile function gz(-) and the density fz(-) = —F"(-) exist
and we let Hz(-) := 1/f2(qz(+)) the quantile density function and Uyz(-) = gz(1/-) the tail
quantile function of Z. Moreover, the conditional survival function of Y is twice continuously
differentiable with respect to its second argument. The next assumption is standard in the

nonparametric kernel estimation framework.

(A.3) K is a bounded and even density with symmetric support S C B(0,1) the unit
ball of R? and verifying the Lipschitz property : There exists cx > 0 such that

K (u) = K(v)] < cllu—vl],

for all (u,v) € S2.
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Under (A.3), let || K|l =

second-order condition is introduced (see for instance [24, eq (3.2.5)] :

sup;eg K (t) and [|K|ls = ([ KQ(t)dt)l/Q. Finally, the so-called

(A.4) For all t >0, as z — o0,

Uz(tZ) N A(z)t”’tp —1

Uz(Z) P

where v > 0, p < 0 and A is a positive or negative function such that A(z) — 0 as

Z —r OQ.

From [3, Theorem 1.5.12], property (2) is equivalent to U, € RV, that is Uz (t2)/Uz(z) — t7
as z — oo for all ¢ > 0. The role of the second-order condition (A.4) is thus to control

the rate of the previous convergence thanks to the function A(-). Moreover, it can be shown

that |A| is regularly varying with index p, see [24, Lemma 2.2.3|. It is then clear that p,

referred to as the (conditional) second-order parameter, is a crucial quantity, tuning the rate

of convergence of most extreme-value estimators, see [24, Chapter 3] for examples. A list of

distributions satisfying (A.4) is provided in Table 1 together with the associated values of

v and p. Similarly to [34], the dimension d = 4 plays a special role and we thus introduce

Distribution Density function v p
(parameters)
Generalised Pareto N 13 —£
(0,€ >0) (t>0)
Burr aftet (1 4t2) 7! 1/(aB) | =1/
(a, B> 0) (t>0)
Fréchet at™ lexp (—t~%) 1/a -1
(> 0) (t >0)
vi/2
Fisher mtw/%l(l + ot uy) )22y | 2/,
(v1, 19 > 0) (t >0)
Inverse Gamma, Fﬂ(a)t “~Lexp(—f/t) 1/a —1/a
(a, B> 0) (t>0)
1 T (VTl) 2 =
Student N F(%) <1+ V) 1/v 2/v
(v >0)

Table 1: A list of heavy-tailed distributions satisfying (A.4) with the associated values of
v and p. I'(+) and B(-,-) denote the Gamma and Beta functions respectively.

foralld >1:

4 it d<4

A= a9y it d>4
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Our first result states the joint asymptotic normality of the estimators (9) of the regression

and dispersion functions.

Theorem 1. Assume (A.1), (A.2), (A.3) hold and fz(qz(p;)) > 0 for j € {1,2,3}. If
nh® — 0o and nh*@ — 0 as n — oo then, for all sequence (t,,) C 1™,

Vahe (a,(t,) — a(t,)
b(tn) \ bu(tn) — b(tn)

) 5 N (05, A KJZ ),

where the coefficients of the matrix 3 are given by

Yip o= pe(l— N2)H%(N2>7
Yip=%21 = po(l— p)Hz(p1)Hz(pa) — p3(1 — po) Hz(pa2) Hz (p3),
Sop = (1= p)H (1) = 2us(1 — pa) Hy(pa) Hz (ps) + ps(1 — ps) Hz (ps).

A uniform consistency result can also be established :

Theorem 2. Assume (A.1), (A.2) and (A.3) hold. If, moreover, nh?/logn — oo and
nhd 4 /logn — 0 as n — oo, then,

nh
max
logn ielx

As a consequence of Theorem 2, one can prove that the residuals Z; = (V; — () /by (2:),

hd
= Op(1) and o max
log n i€l

Qn () — a(;)

b(z;)

see (10), are close to the unobserved Z;, i =1,...,n.

Corollary 1. Under the assumptions of Theorem 2, for all i € I,

N 1
|Z; — Zi| < Ry:(1+1|Zi|), where max R,;=0Op ( Zi?) = op(1).

Our next main result provides the asymptotic normality of the conditional tail-index esti-

mator (11) and the Weissman estimator (13) computed on the residuals.

Theorem 3. Assume (A.1)-(A.4) hold. Let (k,) be an intermediate sequence of integers
such that nh®/(k,logn) — oo, nh®**@ /logn — 0 and vk, A(n/k,) — 3 € R as n — oc.
Then,

(i) VEa(Gn = ) == N(B/(1 = p), 7).

(ii) For all sequence (a,,) C (0,1) such that nay,/k, — 0 and log(nay,)/vVk, — 0 as
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n — 00,

VP (togdnz(on) ~ ogzlan) ) -4 N3/ (1 = ph?)

log (72)

It appears that, in the location-dispersion regression model, the tail-index can be estimated
at the same rate 1/1/k,, as in iid case, see [22] for a review. As expected, this semi-parametric
framework is a more favorable situation than the purely nonparametric one for the estimation
of the conditional tail-index where the rate of convergence 1/v/k,h? is impacted by the
covariate, see for instance [9, Corollary 1 & 2], [8, Theorem 3] and [21, Theorem 2]. To
be more specific, remark first that conditions nh?/(k, logn) — oo and nh®™*@ /logn — 0
imply that k, = 0((n/10gn)“(d)/(d+“(d))>. Second, following [24, Eq. (3.2.10)], if A is a
power function, then condition v/k,A(n/k,) — 3 as n — oo yields k, = O (nfzp/(ldp)). As

a conclusion, up to logarithmic factors, possible choices of sequences are then

By, = p M @HR) an o gl (Fmax(d/n(d) 1/ (2p) (16)

If p > —r(d)/(2d), the rate of convergence of 4, is thus n?/(!=2%) up to logarithmic factors
which is the classical rate for estimators of the tail-index, see for instance [25, Remark 3]. For
instance, in the situation where the dimension of the covariate is d < 2, then the n?/(1=20)
rate is reached as soon as p > —1. This corresponds to the challenging situation where a high
bias is expected in the estimation which may occur for most usual distributions, depending
on their shape parameters, see Table 1.

Theorem 4 states the asymptotic normality of the estimator (12) of extreme conditional

quantiles of Y'|z.

Theorem 4. Assume (A.1)-(A.4) hold and fz(qz(p;)) > 0 for j € {1,2,3}. Let (k)
be an intermediate sequence of integers. Suppose nh®/(k,logn) — oo, nh®*4d) — 0 and
VEnA(n/k,) — B € R as n — oo. Then, for all sequences (t,) C I™ and (a,) € (0,1)
such that nay, [k, — 0 and log(nay,)/vk, — 0 as n — oo,

\/E <‘jn,Y(O‘n | tn) — qy(an | tn)

d 2
gz (o) log () b(t) ) — N(B/(1 = p), 7). (17)

Remark that b(t,)qz(an) ~ a(t,) + b(t,)qz(own) = qv(aw, | t,) and therefore (17) can be

rewritten as B
V kn (C_In,Y(an ‘ tn)
log (757"”) gy (o | ty)

As a comparison, the rate of convergence of purely nonparametric methods involves an

—Qﬁmwwmﬂ

extra h?/? factor, see for instance [18, Theorem 3] or [8, Theorem 3]. The location-dispersion
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regression model allows to dampen this vexing effect of the dimensionality.

Finally, a uniform consistency result is also available :

Theorem 5. Assume (A.1)-(A.4) hold. Let (k,) be an intermediate sequence of integers.

Suppose nh?/(k,logn) — oo, nh*4 /logn — 0 and /k,A(n/k,) — B € R as n — oo.

Then, for all sequence (a,) C (0,1) such that nay,/k, — 0 and log(nay,)/vk, — 0 as

n — oo,

Gn,y (an | 2:) — gy (an | 7:)
b(x;)

VEn
max

qz(a) log (7%”) i€ln

— Op(1).

5 Illustration on simulations

5.1 Experimental design

We propose to illustrate the finite-sample performance of the estimators of the conditio-
nal tail-index and the extreme conditional quantiles on simulated data from the location-
dispersion regression model. For that purpose, set d = 2, II = [0,1]* and define the
regression and dispersion functions respectively by a(z) = 1 — cos (7r (:c(l) + x(Q))) and
b(x) = exp (— (x(l) —0.5)2 — (x(Z) —0.5)2>, for z = (m(l),x@)) € II. Let u; = 3/4,
pe = 1/2 and pg = 1/4. Two distributions are considered for the heavy-tailed random
variable Z :

e Let Zy be a standard Student-¢, random variable where v € {1,2,4} denotes the
degrees of freedom (df) and introduce Z = Zy/(2qz,(u3)) the associated rescaled
Student random variable. Symmetry arguments yield gz (u2) = 0, qz(p1) = —qz(u3)
and qz(us3) = qz,(13)/(2qz,(p3)) = 1/2 by construction. Therefore (4) holds. This
choice also ensures that Z is heavy-tailed with conditional tail-index v = 1/v and
that the second-order condition (A.4) holds with p = —2/v, see Table 1.

e Let Zy be a Burr random variable with parameters o € {1,2,4} and = 1. We then

introduce the translated and rescaled random variable

Zo — (Mgl - 1)1/a
()" ()

such as (4) holds. The second-order condition (A.4) is also fulfilled with v = 1/«
and p = —1, see Table 1.
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The design points x;, ¢ = 1,...,n are chosen on a regular grid on the unit square II. The

kernel function K is the product of two quartic (or biweight) kernels :

K (u,v) = (§)2 (1=22)" (1 =) L uisny Loy,

where (u,v) € R% We set ||z|| = max (|x(1)|, |Z‘(2)|) so that I1(™ = [h, 1—h]%. The bandwidth
is fixed to h¥ = on~/¢ following [4] and in accordance with (16), where o = 12712 is the
standard deviation of the coordinates of the design points. This choice is optimal for density

estimation in the Gaussian case, but is also known to provide good results in other settings.

5.2 Graphical illustrations

In all the experiments, N = 100 replications of a dataset of size n = 10,000 are considered.
The estimation results for the regression and dispersion functions are depicted respectively
on Figure 1 and Figure 2 in the situation where Z is Student-t, distributed for v € {1,2,4}.
The results are visually satisfying and seem independent from the degrees of freedom. This
conclusion was expected since both estimators of a(-) and b(-) are based on non-extreme
quantiles, they are thus robust with respect to heavy tails.

As already noticed in Section 2, in the context of the proportional tails model, both
random variables Y and Z share the same conditional tail-index . This parameter can thus
be estimated either by (11) (computed on the residuals Z;) or by the classical Hill estimator
(computed on the response variables Y;). The associated estimation results are displayed
on Figure 3 as functions of the sample fraction k,. It first appears that working on the
residuals provides much better results in terms of bias than working on the initial response
variable. Second, the tail-index estimator (11) has a stronger bias for larger values of v.
These empirical results are in line with the properties of the Student distribution. Indeed,
the second-order parameter p = —2/v being increasing with v, the bias of the Hill-type
estimator increases as well.

In practice, the estimation of the conditional tail-index and extreme conditional quantiles
require the selection of the sample fraction k,. This parameter is selected using a mean-

squared error criterion. Assuming that A(t) = ct”, the optimal value of k, is given by

1
2 2\ 1-2,
b= ()

see [24, Section 3.2]. Since p may be difficult to estimate in practice, a miss-specified value
p = —1 is considered in several works dealing with bias reduction of tail-index estimators,
see for instance [14] or [23]. Letting moreover ¢ = /2 and restricting ourselves to integer

values, we end up with k* = [(§n)?/3| where ¥ is a prior naive estimation of v computed
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with k, = [n'/2] and where |-] denotes the floor function. Such a choice of & fulfils the
assumptions of Theorem 3-5 for all three considered Burr distributions and for Student-
t, distributions with v € {1,2}. The constraints are violated in case of the Student-t,
distribution in order to examine the robustness of the method with respect to the choice of
the pair (h, k,) which may be challenging in practice. The estimated conditional quantiles
qy(1/n|-) of extreme level a,, = 1/n are displayed on Figure 4. As expected, the estimated

extreme conditional quantiles all share the same shape despite different variation ranges.

5.3 Quantitative assessment

In this section, we propose to highlight the performances of the extreme conditional quantile
estimator (12) thanks to a comparison with a purely nonparametric one. The nonparametric
estimator is based on the ideas of the moving window approach introduced in [16]. For each
z € 1™, a subsample {7 20) ey e = AYi, i), 1 <i <my sit [|o — @i < b} of size

n® = n®(x, h) is extracted from the initial sample. Letting k¥ = |v/n®], the conditional
tail-index is estimated by the (local) Hill-type statistic

®
AR ]‘ kn_l &3 X
Ay () = e > logVio ;0 —logViS o o
n =0

and the extreme conditional quantile gy (v, | ) is estimated by the associated Weissman-

type statistic :

A ®
®\ ~Tn ()
(/]\® (a |[E) _ve . anpn
n,Y \"'n n®—k? n® k®
n

Another option is to re-estimate v and gy (a, | ) by taking k% = | (5% (2)n®)*?] in the above
two estimators. The associated estimator of the extreme quantile is denoted by g,y (o, | 7).
The comparison between the true and estimated extreme conditional quantiles is based on
a relative median-squared error (RMSE) computed on the N = 100 replications and the m,,
design points in the square II(™ :
[r]

(jn,Y (Oén ‘ T

2
median ¢ median )—1 cr,eI™y re{l,... N}y,
gy (an | ;)

where cjgl]y(an |-) denotes either ¢ny (an|-), 45y (an|-) or g,y (om|-) computed on the rth

replication. Here, both Student-¢, and Burr distributions are considered with v € {1,2,4},
v e {1,1/2,1/4}, a,, = 1/n and n € {20%,40% 60% 80% 100%}. The RMSE are reported in
Table 2. For both estimators, it appears that the main driver of the relative error is the tail

heaviness. The nonparametric estimator even seems not to converge on the Burr distribution
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Theoretical a Estimated a - 1 df

2.0

N

Estimated a - 2 df Estimated a - 4 df

Figure 1: Simulation results obtained on a Student-t, distribution. From top to bottom, left
to right : Theoretical function a(-), and means over N = 100 replications of estimates a,/-)
computed on n = 10,000 observations for v € {1,2,4}. X-axis and y-axis range between 0
and 1, the scale of the z-axis is the same for theoretical and estimated regression function.
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Theoretical b Estimated b - 1 df

0.95 1.00
0.90

0.95
0.85

0.90
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Estimated b - 2 df Estimated b - 4 df

1.00
1.00

0.95
0.95

0.90
0.90
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0.85

0.80
0.80

0.75

0.75

0.70

Figure 2: Simulation results obtained on a Student-¢, distribution. From top to bottom, left
to right : Theoretical function b(-), and means over N = 100 replications of estimates b,(+)
computed on n = 10,000 observations for v € {1,2,4}. All three coordinates range between
0 and 1.
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Figure 3: Simulation results obtained on a Student-t, distribution for v = 1 (left), v = 2
(middle) and v = 4 (right). Mean estimate of the conditional tail-index (11) (continuous
black line), associated 95% empirical confidence intervals (dotted lines) and mean Hill esti-
mate computed on the response variable (continuous blue line), as functions of the sample
fraction k,. The true value v = 1/v is depicted by a red horizontal line.

with tail-index v = 1. Unsuprisingly, the semi-parametric estimator ¢,y provides much
better results than the nonparametric ones (jf? y and cjfﬁ y : Its RMSE is smaller and converges

towards 0 at a faster rate when the sample size n increases.

6 Tsunami data example

The proposed illustration is based on the "Tsunami Causes and Waves" dataset, available
at https://www.kaggle.com/noaa/seismic-waves. The data include the maximum wave
height recorded at several stations in the world where a tsunami occured. We focus on the
2011 Tohoku tsunami, in Japan. This earthquake was the cause of the Fukushima Daiichi
nuclear disaster. Indeed, a wave height greater than 15 meters (around 50 feet) flooded
the nuclear plant, protected by a seawall of only 5.7 meters (19 feet). In this context, the

estimation of return levels of wave heights associated with small probability is a crucial

issue. Figure 5 (top-left panel) displays the maximum wave heights Y;,...,Y, (in meters)
recorded the 03/11/2011 at n = 5,364 stations with respective latitudes x§1)7 .., o) and

longitudes x?), ...,2®_ Note that the values of Y are ranging from 0 to 55.88 meters (blue
to red points). We propose to estimate an extreme quantile of the wave height at each

station, following the methodology introduced in Section 3. The assumption of a constant
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Figure 4: Simulation results obtained on a Student-t,, distribution for v = 1 (top), v = 2
(middle) and v = 4 (bottom). Left panels : Theoretical quantiles ¢y (1/n|-). Right panels :
Means over N = 100 replications of estimates G,y (1/n]|.) computed on n = 10,000 obser-
vations. X-axis and y-axis range between 0 and 1, the scale of the z-axis is the same for
theoretical and estimated quantiles.
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n Student, v =1 Student, v = 2 Student, v = 4
400 | 0.547 (0.890, 0.976) | 0.129 (0.643, 0.630) | 0.062 (0.442, 0.458)
1,600 | 0.138 (0.867, 0.893) | 0.065 (0.533, 0.458) | 0.020 (0.284, 0.352)
3,600 | 0.145 (0.855, 0.837) | 0.048 (0.477, 0.431) | 0.012 (0.226, 0.306)
6,400 | 0.061 (0.845, 0.776) | 0.032 (0.456, 0.454) | 0.011 (0.206, 0.253)
10,000 | 0.045 (0.820, 0.723) | 0.026 (0.425, 0.435) | 0.013 (0.184, 0.222)
n| Bur,a=1,=1| Bur,a=2,=1 | Bur,a=4, =1
400 | 0.525 (0.746, 0.588) | 0.197 (0.329, 0.285) | 0.104 (0.129, 0.176)
1,600 | 0.182 (0.796, 0.637) | 0.068 (0.348, 0.260) | 0.038 (0.124, 0.168)
3,600 | 0.157 (0.825, 0.625) | 0.056 (0.333, 0.264) | 0.023 (0.118, 0.149)
6,400 | 0.096 (0.827, 0.591) | 0.054 (0.311, 0.271) | 0.020 (0.107, 0.122)
10,000 | 0.070 (0.845, 0.563) | 0.030 (0.301, 0.262) | 0.023 (0.102, 0.107)

Table 2: Relative median squared errors associated with the estimation of the extreme
conditional quantile ¢y (1/n|-). Results obtained with the semi-parametric estimator g,y
and comparison with the purely nonparametric ones (4., 4,y ) -

conditional tail-index can be checked thanks to the test statistic T}, introduced in [12] :

1 (4 2
T4,n=2<7’“—1> .

mi \VH

The idea is to compare the Hill estimate 45 computed on the response variables with partial
ones 4, computed on non-overlapping blocks indexed by ¢ = 1, ..., m. Under the hypothesis
that the conditional tail-index is constant (and additional technical assumptions), it is then
shown that k, 1} , 4, X2, _1, see [12] for details. Following the ideas of Paragraph 5.3, we set
kn =k = 72 and we choose m = 4 blocks as in [12], leading to T}, ~ 2.14 and a p—value
around 0.54. The hypothesis of a constant conditional tail-index cannot be rejected, and our
semi-parametric approach can thus be applied on these data.

To this end, a bandwidth has to be selected. Noticing that the standard deviations of
M and ® are respectively 1.63 and 1.16, we fixed k¥ = 1.63 x n~/6 ~ 0.4. We also
set p; = 3/4, us = 1/2 and puz = 1/4, these choices having no consequence in practice.
The regression and dispersion functions are then estimated via (9) and depicted on the bi-
dimensional map (Figure 5, top-right and bottom-left panels) and along the one-dimensional
first principal axis (Figure 6, top panels). Note that the principal axis has been obtained by
computing the eigenvector associated with the largest eigenvalue of the covariance matrix of
1) x(2)), i =1,...,n. It appears that a,(-) and b,(-) have a similar shape

the coordinates (z; ', z;
with a peak in the neighbourhood of the epicenter, indicating a strong heteroscedasticity of
the observed phenomenon.

The residuals 21, .

check whether the residuals have a heavy-tailed behavior. The common practice is to use a

., Z, are then computed from (10). In a first time, it is necessary to
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graphical diagnosis. Here, a quantile-quantile plot is adopted, see the bottom-right panel of
Figure 6. The log-excesses 10g(2n—i+1,n/2n—k;+1,n) are plotted versus the quantiles log(k? /1)
of the standard exponential distribution, i = 1, ..., k). Note that the number of upper order
statistics k; = 82 is chosen following the approach described in Paragraph 5.2. It appears
that the resulting set of points is close to the line of slope 4, (computed with k* = 82),
which confirms that the heavy-tailed assumption is reasonable in this case. The proposed
estimator (11) computed on the residuals as well as the Hill estimator computed on the
output variables are both depicted as functions of k, on the bottom-left panel of Figure 6.
The first one features a nice stable behaviour, confirming the heavy-tail assumption, and
pointing towards a tail-index close to 0.25. As a comparison, the Hill estimator computed
on the original output variables is less stable and yields smaller results, in accordance with
the negative bias observed on simulated data (Section 5). Finally, the extreme conditional
quantile estimator (12) is evaluated at each station with the level o,, = 10/n. The results
are reported in the bottom-right panel of Figure 5. The estimated quantiles of the maximum
wave height are ranging from 0 to 60.53 meters, with largest values close to the epicenter.
Note that such a quantile level means that the observed values Y7, ..., Y, should exceed the
return levels G,y (o | 1), ..., @uy (o | ©,) approximately 10 times in the sample. In this
particular example, there are 15 waves exceeding the return levels, this empirical result does

not deviate too much from the expected number of exceedances.

7 Appendix : Proofs

Technical lemmas are collected in Paragraph 7.1 while preliminary results of general in-
terest are provided in Paragraph 7.2. Finally, the proofs of the main results are given in
Paragraph 7.3.

7.1 Auxiliary lemmas

The first result is an adaptation of Bochner’s lemma (for twice differentiable functions) to

the multidimensional fixed design setting.

Lemma 1. Let (- | ) : R? x IT — R™ be a positive, twice differentiable (with respect to its
second argument) function. Let us denote by H[](-, ) the Hessian matriz of ¥(- | ) with
respect to its second argument, and assume that Hy[](-,+) is continuous on RP x II. Let C
be a compact subset of RP. For all sequences (t,) C 1™ and (y,) C C, define

n

Unltn | 1) == o0 | 22) | @ultn — s)ds.

i=1
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Figure 5: Results on tsunami data. Top-left : Maximum wave height recorded at each station.
Top-right : Regression function estimate a,(-) at each station. Bottom-left : Dispersion
function estimate b,(-) at each station. Bottom-right : Quantile estimate Gny(10/n | -) at
each station. On all the maps, smallest and largest values are respectively depicted in blue
and red. The straight line is the principal axis 2®® = 1.64z(") + 80.35 computed on the
coordinates of the stations, and * represents the epicenter of the earthquake.
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Figure 6: Results on tsunami data. Top : Regression (left) and dispersion (right) function
estimates a,(-) and b,(-) along the principal axis #(? = 1.642(® + 80.35. The estimates at
each station (black +) are smoothed (red dashed line) for the visualization sake. The vertical
black line displays the projection of the epicenter on the principal axis. Bottom left : Hill
estimator (11) computed on the residuals (black line) and on the original output variables
(blue line) as a function of k,. Bottom right : Log-excesses log(ZH-H’n / ank;‘ﬂrl,n) of the

residuals versus log(k;: /i), 1 < i < k¥ = 82. The straight line has slope 4,, ~ 0.25.
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where x; € 1I; such that (14) and (15) hold, and Qn(-) = Q(-/h)/h?, where Q is an even
measurable positive function with symmetric support S C B(0,1). Then, as n — oo,

Unn | 1) = QU (Yn | ta) + O (n77) + O(?),
where Q| = fs Q(u)du.
Proof. Consider the expansion
Ualtn 1 10) = QU [ 8) = S0 | 22) [ Qultn = 5)ds = Qv (yn | 1)
=1 g
= [ 0 | $)Qu(ts = 5)ds = QU | )

+ ;w(yn ED) /Hz Qn(tn — s)ds — /Hw(yn | $)Qn(tn — s)ds
= Tn,l‘f‘Tn,Q.

and let us first focus on 7T}, ;. The change of variable u = (t,, — s)/h yields

Ton= [ 0 | o = ub)Qu)du — Qb (v | )

Let us remark that # € B(0,1) implies t, — zh € B(t,,h) C II since t, € II™ and by
definition of the erosion. As a consequence, S C B(0,1) C (¢, — II)/h and therefore

Tox = [ [0 | tn = uh) = ¥y, )] Q(u)du.

Let Va[¢](+, ) denote the gradient of ¥ (- | ) with respect to its second argument and let
(-,-) be the usual dot product on R?%. A second order Taylor expansion yields, for all , € C,

V(W |t —uh) = V(Y | tn) = B{V2[Y](yn, tn), u) + O(R?),
since Hy[9)](+,-) is bounded on compact sets. Remarking that [ u@(u)du = 0 shows that
T,1 = O(h?). (18)
Let us now turn to the second term

T = 3 [ [0lon | 2 = (0 | 9]Qut = ).

Since (- | -) is continuously differentiable with respect to its second argument, there exists
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¢y > 0 such that

ool < 3 [ 10|20 = 0o | 901 Qultn = s < 3 [ = slQuft — )
Moreover, under assumption (15),

Ty = Z/ Qnltn — )ds O (n~1/7) / Qnltn — $)ds O (V%) =0 (7). (19)

Finally, collecting (18) and (19), the conclusion follows. O

As a consequence of Lemma 1, the asymptotic bias and variance of the estimator (7) of the

conditional survival function can be derived.

Lemma 2. Suppose (A.1), (A.2) and (A.3) hold. Let (t,) € TI™ and (y,) C C be two

nonrandom sequences with C' a compact subset of R.
(i) Then,
E (Fay (| ) =Fy(un | 1) + 0 (n /%) + 00,

(ii) If, moreover, nh® — oo as n — oo and liminf Fy (y, | t,)Fy(yn | t.) > 0, then

war (B 1)) ~ K 0P 1),

where Fy is the conditional cumulative distribution function associated with Fy .

Proof. (i) Clearly,

n

E[FnY yn‘t ] Z yn]xl / Kh(tn—S)dS,
I1;

and the conclusion follows from Lemma 1 applied with p = 1.

(ii) As a consequence of the independence assumption,

var (FnY(yn | ) ) = ZFy(yn | 2;)Sni — ZF?K(yn | ) Sn; =t Tph1 — Tho,
i1

i=1

where

) K <t” - 82) dsidss.  (20)

Spi = (/ILKh(t —Sds) _h2d// (
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Let us write

() () o (52) - (552)

with, under (A.3) and (15),

tn—SQ tn—Sl CK||$2_81|| ( 1 )
K - K < 0 =
(o) K () = = =0 )

uniformly on (s, s9) € IZ and ¢ = 1,...,n. It thus follows from (14) that

1 9 tn—Sl tn—Sl 1
Sni = W/n/n K( B )+K( h )O<n1/dh>}d81d82

_ 2212/ K2 (tn—3>ds (1+0(1))+O<nl+1/ih2d+1> /H,.K(tn}:8>d8

= n}lf(HQ/ My, (1+O(1))+O(n1+1/1w+1> /H K (tn — 5) ds(21)

where we have defined M (-) = K2(-)/||K?|1 = K*(-)/||K||3. Replacing in T}, ; yields

T, = W{iﬁ’y(yﬂxi)/HiMh(tn—s)ds (14 o(1))

1

+ 0 (nl/dh) gjlpy(yn | ) /H Kn(tn — s)ds} .

Applying Lemma 1 with p = 1 twice and recalling that nh? — co as n — oo entail

T = AOIEE (B 1) 0 o) 000 +0 (1)
= MR, (1) (14001,

under the assumption liminf Fy(y, | t,)Fy (Y, | t,) > 0. Similarly,

Do = MO e 1y ) (14 o(1)),

nhd
and the conclusion follows :
K
T Ton = MER, ()R 110 (4 o),
under the assumption liminf Fy (y,, | t,)Fy (Y, | tn) > 0. O

Finally, Lemma 3 is an adaptation of [20, Lemma 3]. It permits to derive the error made on
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the estimation of the order statistics Z,,,—im,, ¢ = 0,...,m, — 1 from the error made on
the unsorted Z;, 7 € I,.

Lemma 3. Recall that I,, = {z € {1,...,n} such that z; € f[(”)} and m,, = card([l,). As-

sume nh® — oo as n — oo.
(i) Then, m, = n(1+ O(h)).
(ii) Consider (k) an intermediate sequence of integers. If, for all i € I, |Z; — Zi| <
Ry (14 |Z]), with maxes, Ry; — 0, then

A

7 .
Mp—1,Mm

lo
0<i<kn &

= Op (max Rm) )

’Leln

My, —1,My,

Proof. (i) Let C,, = I\ TI™, .J, = {i € {1,...,n} such that z; € C,,} and N,, := card(J,).
For all i € J,, x; € C, and nh? — oo together with (15) entail that II; C C,, for n large
enough. Therefore, as the sets II; are disjoint :

> AIL) < A(Cy) = A(TD) = A (TI™) = O(h),

i€Jn

in view of the absolute continuity of the erosion with respect to Lebesgue measure, see [32].
From (14), A(II;) ~ A(II)/n uniformly on i = 1,...,n and thus N,, = O(nh). Therefore,
my, =n— N, =n(l+O(h)) as n = +o0.

(ii) The conclusion follows by remarking that in view of (2) the distribution of Z has an

infinite upper endpoint and by applying [20, Lemma 3]. ]

7.2 Preliminary results

Let V (resp. A) denote the maximum (resp. the minimum). The next proposition provides a
joint asymptotic normality result for the estimator (7) of the conditional survival function

evaluated at points depending on n.

strictly decreasing sequence in (0,1). For all j € {1,...,J}, define y;n = qv(aj | tn) +
b(t,)ejn, where €5, — 0 asn — co. If nh? — co and nh4*@ — 0 as n — oo, then

{WMFW@Mm%Fw%mmH 5 N (0mr, A3 B)
where By = ape(1 — agng) for all (k,0) € {1,..., T}

Proof. Let us first remark that, for all j € {1,...,J}, in view of (5), the sequence y,, =

a(t,) + b(t,)(gz(a;) + €;,) is bounded since a(-) and b(-) are continuous functions defined
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on compact sets and because €, — 0 as n — oo. Besides, from (3), Fy(yjn | tn) =
Fz(qz(a;) + €jn) = 1 —a; > 0 as n — oo and thus the assumptions of Lemma 2(i,ii) are

satisfied. Now, let 3 # 0 in R, J > 1 and consider the random variable

Lo = 28 { P | 1) = Frun 1)}

=1

:Zﬁ{

=1

" i 5 {E (P (in 1 10)) = Fy(yin | 1)}

= Fn,l + Fn,Q-

.

“ijb

r(Win | t0) = B (Fay (o | ) }

<.

The random term can be expanded as
[Lhy= Z/ Kn(t, —s dSZﬁg {]l{Y>y]n} —E (1{Y>yjn})} Y T
J=1 =1
By definition, E(I',, ;1) = 0, and by independence of Y7, ...,Y,,
n 2 J
var(Fp) = (/H K (t, — 8)d8> var | 3 Bl (yisy,y | = BC(n)B,

i=1 j=1

where C™ is the matrix whose coefficients are defined for all (k, /) € {1,...,J}? by

Cl =" Snicov (Liyisye .y Tvispen) - (22)

i=1

with S, ; being defined in (20) and expanded as (21) :

1D K][3 1
Snz— 2/ M ( +0( ))+O(7’L1+1/W> AiKh<tn—S)dS,

nhd

see the proof of Lemma 2. Straightforward calculations yield

|

Yy WYk V Yon | ) _FY<yk,n | xi)FY(yz,n | z;)

cov (]l{myk,n}a ]l{myg,n})
Y(yk,n \ Yon ’ xz) _FY(yk,n \ Yon | mi)FY(yk,n A Yon ‘ xz)

I
B!

I
T

Y(yk,n \ Yon | xz)FY(yk,n A Yen | Iz)

= @Yk Yo | 1), (23)

where ¢ is the function R? x IT — [0, 1] defined by ¢(-,- | .) = Fy(- V- | )Fy(- A - | ).
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Replacing in (22) yields

AID KT <

o) = SRS oy e | 21) [ Malta — 5)ds (1+0(1)
nh -1 1I;

1 n
+ 0 (rrzageer ) S ko ven | 20 [ Kalta = 9)ds

A3

= T (Pl e [ 1)+ 0 (%) £0 (n7)] (14 o(1)

O (nlJrl/ldmlJrl) {90<yk,n7 Yo | tn) + O (h2) +0 (nfl/d)]

- /\(Hn”flf”% [‘P(yk,n, Yen | tn)(1+0(1)) + O (hQ) +0 (nil/d)} ’ (24)

from Lemma 1 applied twice with p = 2 and recalling that nh? — co. Besides, let us remark
that, in view of (5),

Yen — Yo = b(tn)(qz(an) — qz(aw) + €xn — €0n) = b(tn)(gz(cur) — qz(ar))(1 + o(1)),

as n — 00. Therefore, assuming for instance k < ¢ implies o > «y and thus gz (ax) < qz(ay)
leading to yx,, < Y, for n large enough. More generally, yi» V Ye.n = Yeven and Yin AYen

Yrnen for n large enough and thus ¢©(yk.n, Yen | tn) = Fy(yk\/gm | t) Fy (Yknen | tn). From (3)
and (5), we have

Fy(yin | 1) = Fs (y‘(”) — P2 (qz(0n) + enn) = i + o(1),

in view of the continuity of F';. As a result,

O (Ykm, Yon | tn) = B = agve(1l — agar) as n — oo. (25)

Collecting (24) and (25), one has

m _ AD[K]3
Crt = TBM@ +0(1))
and therefore A K2
var (I 1) ~ 72@35, (26)

where B is the matrix defined by the By, ¢ coefficients. The proof of the asymptotic normality
of I';, 1 is based on Lyapounov (see Lo [83, Theorem 20, page 237]) criteria for triangular
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arrays of independent random variables :

ZE|TW|3/ (var(T, ))3/2 — 0 (27)

as n — 00. Let us highlight that the random variables T;,,, ¢ = 1,...,n, are bounded :
J
Tin| < /H Ki(t, —s)ds Y B ‘]1{Yz>yj,n} —E (]1{Yi>yj,n})‘
. =
K|
: WD@ (1 +o(1) =: ¢, (28)

in view of (A.3) and (14). As a consequence, one has
BTl < G Y E(TE) = G ) var(Tin) = Guvar(Tn),
i=1 i=1 i=1

leading to
S BT /(a0 = 0 () 2),

from (26) and (28). It is thus clear that (27) holds under the assumption nh?¢ — co. A a
result,

VnhiT,y —5 N (0, (ID)[|K1[3 8'BB) . (29)

Let us now turn to the nonrandom term. Lemma 2(i) together with the assumptions nh? —

oo and nhdt(d — () as n — oo entail

\/_|Fn 2| < \/_Z |ﬁ] =0 (\/ nhd+"(d)) = 0(1).

E (P (Win [ 1)) = Fy (03 | )

(30)
Finally, collecting (29) and (30), vVnhil', converges to a centered Gaussian random variable
with variance A\(IT)|| K ||3 3! B3, and the result follows. O

The following proposition provides the joint asymptotic normality of the estimator (8) of
conditional quantiles. It can be read as an adaptation of classical results [2, 35, 38] to the

location-dispersion regression model in the multivariate fixed design setting.

Proposition 2. Assume (A.1), (A.2) and (A.3) hold. Let (t,) C TI™ and (o)1
a strictly decreasing sequence in (0,1) such that fz(qz(ce;)) > 0 for all 5 € {1,...,J}. If
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nh® — oo and nh?t* @ — 0 as n — oo, then
nha| d 2
0e) Gy (o5 | tn) — qv(aj | tn) ~5 N (0, MID| K3 C)
" j=1,...0

where C' is the covariance matriz defined by Cro = apye(1 — ane) Hz (o) Hz (o) for all
(k,0) e {1,..., T}

Proof. Let s = (s1,...,57) € R’ and forall j =1,...,J,

Ejm = Sj/Vnhi

ij = b(tn)é“j,n,
Yin = qv(oy |tn) + Vjn,
V}',n = nhd [Fn,Y<yj,n | tn) _FY(yj,n | tn):| P

Vjp = Vnhd [aj —Fy(yjn | tn)] )

These notations yield

W(s) = P (m {bgh) (an,ymj [£2) — av(oy | m) < }) - P(ﬂ {Vin < 00}

From (3) and (5), the nonrandom term can be rewritten as

Vim = Vihd <aj ~F, (W)) = Vnhi (0 — F 7 (qz(0) + €10))

Since F' z(+) is differentiable, for all j € {1,...,J}, there exists 6;,, € (0,1) such that

S,
Hy(ay)

Vin = 82 (qz(0;) + 0jnjin) = (14 0(1)), (31)
in view of the continuity of fz(-) and since ¢;,, — 0 as n — oo. Let us now turn to
the random term. Recalling that, for all j = 1,...,J, y;» = qv(ay | t,) + b(t,)e)n, With
gjn — 0asn — oo, Proposition 1 entails that {V},,},—1 s converges to a centered Gaussian
random vector with covariance matrix A\(II)||K|3 B. Taking account of (31) yields that
W, (s) converges to the cumulative distribution function of a centered Gaussian distribution

with covariance matrix A\(II)|| K||3 C, evaluated at s, which is the desired result. O

The following proposition provides a uniform consistency result for the estimator (8) of
conditional quantiles of Y given a sequence of multidimensional design points in ™, i.e.

not too close from the boundary of II.
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Proposition 3. Assume (A.1), (A.2) and (A.3) hold. Suppose nh?/logn — oo and
nhd*t /logn — 0 as n — oo. Then, for all a € (0,1),

nhd
max

. qn,Y(Oé | xl) - QY(a | LE,) _ O]P(1>
log n i€l

Proof. Let v, = (nh?/logn)"/? and for all (¢, ) € (0,1)2, consider

mi(ma) = 2K (Ma(l — a) (1 - log(=/2))"?,
ra(a) = AMIDa(l — )| K3,
M(e,a) = ki(e,a)Hz(a).

Let us also introduce, for all ¢ € I,,,

qfn = qy(a|z;) £ Mg, a)b(z;)/vn,
a?,:n = a—E (ﬁn,Y (an | xl)) )

A

Sijjn = (Fn,Y - ]EFn,Y) <an | 377,) )
so that the following expansion holds :

Gy (o | 23) — gy (a | ;)

> M(a,a))

0p = ]P’(vnmax

i€ln

= P U {@%y(a | 1'7,) Z q:_n} U {Qn,Y(a | xz) S q;n})
€Dy

= P U {Oz Sﬁn,Y (%2 | fz)} U {Oé Zﬁn,Y (qi_,n | xl)})
€Dy

(g ) oy o)
€Dy i€ly

=: &7+,

Let us focus on the first term. Assumption nh?/logn — oo entails that v, — oo as n — oo

and thus ¢/, is bounded. Therefore Lemma 2(i) shows that
af = a—-Fy (an \ ml) +0 (h2> +0 (n‘l/d>

= Fzlqz(e)) —Fz <QZ<Oé) | Mea) a>> +0 (h?) + 0 (n7)

Un

_ M(e,a)fz (qz(a) N M(s,a)9> L0 <h2) L0 (nfl/d),

Un n
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for some 0 € (0,1), and the continuity of fz(-) then yields

M
M)

29 ra(e, @)
Lno v Hz(a)

(1+0(1)) + 0 (h?) + O (n~14) = (1+0(1)), (32)

Un,

in view of the assumption nh**4 /logn — 0 as n — co. As a consequence,

ST=P (U { +> ’“f"” (1+0(1))}) < ZIP’( +> W(l—l—o(l))). (33)

i€l, n i€lp n

Moreover,

Un o Un

P( ;rn > Iil(€,a) (1 —|—0(1))> = P (zn:X] > 51(5,60 (1 +O(1))) ’ (34)

where, for all j = 1,...,n, the random variables

X; = {]l{YPqifn} —P(Yj > qf, | x,)] /H Ky (z; — s)ds

are independent, centered and bounded from (14) :

MDA oo

I (1 o(1).

|)~(j| < / Kp(x; — s)ds <
I

Lemma 2(ii) entails

A

zn:]E(f(JQ) = var (i: Xj) = var [Fn,y (an | fz)]

=1

_ MO 'nh) 1) e+ oy,
= 2l o),

since o, = 0 as n — oo from (32) and thus Fy (qfn ] :cl) — « as n — oo in view of the
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continuity of F'y (- | z;). Bernstein’s inequality for bounded random variables yields

2
ki(e, o) logn
(3 < exp (_ 2ra(cr) + ZaC)LEol) (1+ "“»)

= exp <—W(l + 0(1)))
= exp[—2(1—log(e/2))logn (1 +o(1))]
< exp[— (1 —log(e/2))logn], (35)

for n large enough. Collecting (33)-(35) leads to
6 <nexp[— (1 —log(e/2))logn] = exp (log(c/2)logn) < /2

for n large enough. The proof that 6, < ¢/2 follows the same lines. As a conclusion, we
have shown that, for all a € (0,1) and € € (0, 1) there exists M (e, ) > 0 such that

hd S N
P n max an Y(a | xz) QY(a | mz) > M(&T,Oé) <e,
logn i€, b(x;)
which is the desired result. ]

7.3 Proofs of main results
The proof of Theorem 1 directly relies on Proposition 2 :
Proof of Theorem 1. Let us remark that

Vihd (a,(t,) —a(t,))
b(t,) (Mtn) —b(tn>) -

/71 7 An tn - tn

here Q2 010 and & 7nhd qA 7YEM3 : t ; qYEM | t ;

W = n = n n —_ n
1 0 —1 b(tn) qn,y (12 qQy 2

Gy (11 | tn) — qv (pa | £n)
Proposition 2 with J =3 and a; = 15, j = 1,...,J yields that &, converges in distribution

to the N (Ogs, A(IT)|| K3 C) distribution where

pa(1 — ) Hz (p1) po(1 — pa)Hz(p2) (Hz(pa)  pa(1 — pn) Hz (p3) Hz(pa)
C = | pa(1 — ) Hz (p2) Hz (1) pa(1 — pia) Hz (j12) p3(1 — pio) Hz (p2) Hz (p13)
ps(1— ) Hz (ps)Hz () ps(1 — po) Hz(pe) Hz (13) ps(1 — pg) Hz (p3)

Therefore, &, —= N(Ogz, A(ID) || K|2 QCQ?!) and the conclusion follows from QCQt = X, O
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Theorem 2 is a straightforward consequence of Proposition 3 :

Proof of Theorem 2. Remarking that

oy (M2 | T3) — gy (p2 | 24)

b(z;)

the first part of the result is a consequence of Proposition 3 applied with a = puo. Similarly,

an(;) — a(z;)

b(z;)

max
i€,

= Imax

icly, ’

e | 2n(@) = blzi) e |9 (13 | 26) = av (s | 2i)
ily, b(x;) = el (mz)
v e |Gl L 2e) = av(p | 2|
icly, (ajz)
and the conclusion follows from Proposition 3 with o € {3, p1}. O

Proof of Corollary 1. Remark that for all ¢ € I,,, one has

12— Zi] =

IN
S
GI PN
/—\&
8|S
N
——— —

b(i) an () — alxi)| | ba(2:) — b(as) .
< b () max{ o) ; b } (1+ 7))
= (i) max ;
= [ o mac{el] €]} 0+ 12
Let us define, for all ¢z € I,,,
(@ _ Gn(zi) —azi) @) _ b () — bx:) . b(i) | o f]@)].
Sin b(z;) Sim = b(x;) 4 o = b (2 ’ e i}

On the one hand, Theorem 2 entails

b(x; b(z 1
Bn((:;))‘max{max‘f ‘ max‘g ‘}:rl%%}f 5(( ))|O]P( Ziy)
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On the other hand,

b(x; 1 1
P | max |= (z:) >2| = Plmax|——/5|>2]| <P (max )
€ln | by, (z;) i€ln |1 4 52(72 i€l — 2

IN

b
£

nhd 1 [ nhd
P ——1max > -/ — .
logn i€l 2\ logn

Again, Theorem 2 shows that the following uniform consistency holds : For all € > 0, there

exists M(g) > 0 such that
(5)) <e.

Now, for n large enough, (nh?/logn)'/? > 2M () so that

d
> 2) <P (max nh

b
£

log n i€l

B
IP( n ———max

bl

b (2

P (max

Zeln

i€l, \ logn

éﬂzM@)Sa

i.e. maxieq, |b(x;)/bn ()] = Op(1). As a result,

1
max IR, ; = Op ( ogn) ,

ZGIn

which completes the proof of the corollary. O

Proof of Theorem 3. (i) Let us consider the expansion

VEnGin =) = VEn(Gn = Fn) + VEn(Gn =) = T+ Lo,

where
1 kn—1
’7 7 Z 10g Zmn—z My IOg Zmn—kn,mn
kn i=0
is the Hill estimator computed on the unobserved random variables 71, ..., Z,. Recall that

my, = card(I,) where I, = {i € {1,...,n} such that ; € [I™}. The first term is controlled

by remarking that
[k, logn
= Op ( nhd) = op(1), (36)

|T1n| - \/7|7n '7n| < \/7 maX

from Corollary 1 and Lemma 3(ii). Let us now focus on T5,. Remarking that m, ~ n as

m —i,m
mn—zmn

n — oo in view of Lemma 3(i), it is clear that m,/k, — oo as n — oco. Besides, since



Appendix : Proofs 112

|A] € RV, we thus have A(m,/k,) ~ A(n/k,) as n — oo. Therefore, \/k, A(m,/k,) — B
as n — oo and, since Z1, ..., Z, are iid from (2), classical results on Hill estimator apply,

see for instance [24, Theorem 3.2.5], leading to
Ton —= N(B/(1=p),7). (37)

The conclusion follows from (36) and (37).
(ii) Let us introduce v, = vk, /log(k,/(n«a,)) and consider the Weissman estimator com-

puted on the unobserved random variables Z;,..., 7, :

B My \ 1
Gn,z(n) = Zipp ki, (V) :
n

The following expansion holds :

Un (log Qn,Z<an) - log QZ(an)) = Up (IOg Qn,Z<@n) - log (jn,Z(Oén))
+ v, (10g q~n,Z<Oén) - 10g QZ(an))
= Tl,n + TQ,n7
with
T ke L My
My —kn,mn, n

First, 111, is controlled by Corollary 1 and Lemma 3(ii) together with the assumptions

knlogn/(nh?) — 0 and k,/(na,) — 0o as n — oo,

Vkn logn ky,logn 1
M o () AV AT ) TV TR g () 2(1) (38)

nan

Second, since m,, ~ n as n — oo (see Lemma 3(i)),
Tipm = |T1nl(1 4 0p(1)) = 0p(1), (39)
in view of (36). Collecting (38) and (39) yields
T1n = vn(10g Gz (tn) — 108 Gz () = op(1). (40)

Let us now focus on T5,. As a consequence of [24, Theorem 4.3.8], Weissman estimator
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inherits its asymptotic distribution from Hill estimator :

qAn,Z(O‘n)_ d _ 2
o (B0 1) 2 (3100 ),

in view of (37). As a result,
Ty == N(B/(1 = p),7°). (41)

The conclusion follows from (40) and (41). O

Proof of Theorem 4. Let v, = vk, /log(k,/(na,)) and consider the following expansion :

WZ@%) ((jn,Y<O‘n | tn) — gy (am | tn))
B Un an(tn) —a(tn) v En(tn) — b(tn) v An<tn> Cjn,Z<O‘n) _
B qz(an) ( b(tn) ) e ( b(t,) ) i b(tn) ( qz(an) 1)

L Ve ame? bt (anz(an)_l)

qz(a,) log (TjT"n) log( ) o b(tn)

From Theorem 1, £ := v/nhd (W%) Op(1), £
and thus,

Vit e
qz(an)log(%) log(mn)

in view of k,/(nh?) — 0, qz(a,) — oo and na,/k, — 0 as n — oco. In addition, since
5,(5’) = Op(1), it follows that

nhd (i’"(tZ()tj(t")> = Op(1)

Bn(tn) f(b) P
=14+ 2= —1. 42

Besides, from Theorem 3(ii),

o, (%’Zi%) - 1) = 0, (108 2(0) — o8 az(a,)) (1 + 0(1)) 5 N(B/(1 — p), %), (43)

and collecting (42) and (43) yields

n

ba(tn) (cin,z(an)

bltn) \ 4z(an) —1) L N(B/(1 = p), )

The conclusion follows. O]

Proof of Theorem 5. Recall that v,, = V/k,/log(k,/(nay,)). The proof follows the same lines
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as the one of Theorem 4 :

Un, Gn,y (n | Ti) — gy (v | T3)
max
qz(ay,) i€y b(x;)
< U ax ap () — a(;) 4 omax by (i) — b(;) ‘o Gnz(an) ] |ba(@i)
qz(ay,) i€l b(x;) i€l b(x;) qz (o) i€l | b(x;)

From Theorem 2,

qz (an) IZ%%)I(

since qz(a,) — oo and under the assumptions nh?/(k,logn) — oo and na,/k, — 0 as

n — oo. In addition,

Bn(xz) Bn(xz)
< —_ —|— =
Izrg}f b(x;) | — ?é?f x;) 11+1=0r(1), (44)
from Theorem 2, and
On.z(Cup, .
" qqéz(faz )) - 1‘ = Uy |(10g G,z (an) — log qz(an))(1 + op(1))| = Op(1), (45)

in view of Theorem 3(ii). Collecting (44) and (45) yields

qAn,Z(O‘n)

qz(an) !

max
i€l

-0

and the conclusion follows. O
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|
Conclusion and perspectives

n this thesis, we have proposed an estimator of the conditional tail-index as well as an
I estimator of the conditional extreme quantiles, both constructed in a semi-parametric
way. Beyond the originality of the problem dealt with, the challenge was to propose these
new estimators by considering a regression model with location and dispersion functions but
also to obtain better convergence rates than those obtained by some purely non-parametric
approaches.

First, a one-dimensional fixed design setting was considered and we proposed estimators
of the location and scale functions as well as of the conditional tail-index in the case of
heavy-tailed distributions. Second, a multidimensional fixed design setting was considered
and we proposed conditional extreme quantiles estimators for heavy-tailed distributions. In
both cases, the asymptotic properties of the proposed estimators were established under
mild assumptions.

Both the theoretical and practical obtained results confirm this research work which led to
two contributions within the framework of the conditional tail-index and the conditional
extreme quantiles estimation under a location-dispersion regression model.

As a perspective, it would be interesting, first of all, to generalize our work to all domains
of attraction. Taking account the importance of the scope of application of the distributions
in the Gumbel and Weibull domains of attraction, this extension would offer a wide range
of statistical tools for estimating the tail-index as well as the conditional extreme quantiles.
To this end, we could rely on the results in Daouia et al. [26] who generalize some estimators
of the conditional extreme values for heavy-tailed distributions in any domain of attraction.
The extension of our model to a random design setting is also a research perspective that
could be very interesting, both theoretically and practically. For example, we could consi-
der a model of the type Y = a(X) + b(X)Z where Y is a real random variable recorded
simultaneously with a multidimensional random covariate X and Z is a real random va-
riable belongs to any domain of attraction and independent of X. Under the assumptions
E(a(X)) = 0 and E(b(X)) = 1, one can prove that E(Y) = E(Z) and we could then infer on

the parameters a(-) and b(-) as well as the tail-index and the conditional extremes quantiles.

118
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In this context, the set (denoted I, in our case) of the indices of the residuals used for the
estimation of the conditional tail-index will be random, and consequently its cardinal (m,)
too. The difficulty will therefore be taking this aspect into account.

We could also consider the case of a functional random covariate and rely on the results
of the estimation of the extreme quantiles already established in Gardes and Girard [55]
to propose semi-parametric estimators of the extreme values under a location-dispersion
regression model.

Finally, the adaptation of our model to the case of censored random variables is also another
intersting perspective. Taking account the rise of the extreme values theory in the case of
censored data, it would be important to propose more tools for the estimation of extreme
values in this context. As such, the estimators (1.43) and (1.44) proposed by Ndao et al.
[89] in fixed design setting as well as those proposed by Stupfler [103], for example, can be

used to this adaptation.
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Appendix

Bochner’s lemma (Bochner [17])

Let E be an ordinary Euclidian space of dimension k& > 1. For any = = (z1,...,2x) € E,

1/2
k
the ordinary Lebesgue measure is denoted by dx and we also put |z| = (Z :17?) . For a
i=1

mesurable function f(z) = f(z1,...,2) in E, we introduce, if definable the approximating

functions .
fula) =5 [ fe—w K (3) du

where h = h,, is a sequence of positive constants such that h, — 0 as n — oo and K is a
bounded probability density function in E. If f(x) is bounded in F

|[f(x)] < M,

then
lim f. () = f(2)

n—oo

at every point x of continuity of f(-).

Bernstein’s inequality (Bernstein [14])

Let Xi,...,X, be independent zero-mean random variables. Suppose that |X;| < M
almost surely, for all . Then for all ¢ > 0,

n th
IP’(ZXizt>§exp —— 2
i=1 > E(X?)+ Mt
i=1
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Lyapounov’s condition - Central limit theorem (Billingsley [15])

Let X1,..., X, be independent zero-mean random variables such that E (X?) =: 07 < oo

n
and s, := Y. o?. If for some positive ¢ the Lyapounov’s condition
i=1

Jil‘éos%lﬁ zn:E (i) =0

i=1

holds, then

1 & d

Mathematical erosion (Serra [99])

The erosion of a subset X of a space F by a structuring element B (a set known a priori)
is defined by :
Ep(X):={r € E,B, C X},

where B, = {b+ z,b € B} is the translate of B by = € FE.
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