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Résumé

L’étude des processus physiques d’un système d’upwelling est essentielle pour com-
prendre sa variabilité actuelle et ses changements passés et futurs. Cette thèse
présente une étude interdisciplinaire du système d’upwelling côtier à partir de dif-
férentes données acquises par satellite, l’accent étant mis principalement sur le sys-
tème d’upwelling d’Afrique du Nord-Ouest (NWA). Cette étude interdisciplinaire
aborde (1) le problème de l’identification et de l’extraction automatiques du phénomène
d’upwelling à partir d’observations satellitaires biologiques et physiques. (2) Une
étude statistique de la variation spatio-temporelle de l’upwelling de la NWA tout
au long de son extension et de ses différents indices d’upwelling. (3) Une étude des
relations non linéaires entre le mélange de surface et l’activité biologique dans les ré-
gions d’upwelling. (4) études lagrangiennes de tourbillons cohérents; leurs propriétés
physiques et identification automatique. (5) L’étude des transports effectués par les
tourbillons lagrangiens de la NWA Upwelling et leur impact sur l’océan.

Mots-clés: Upwelling d’Afrique du Nord-Ouest, segmentation d’upwelling, ex-
posants de singularité, filament d’upwelling, tourbillons de moyenne échelle, dy-
namique des fluides non linéaire, structures cohérentes lagrangiennes, advection chao-
tique.
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Abstract

Studying physical processes of an upwelling system is essential to understand its
present variability and its past and future changes. This thesis presents an interdis-
ciplinary study of the coastal upwelling system from different satellite acquired data,
with the main focus placed on the North-West African (NWA) upwelling system.
This interdisciplinary study covers (1) the problem of the automatic identification
and extraction of the upwelling phenomenon from biological and physical satellite
observations. (2) A statistical study of the spatio-temporal variation of the NWA
upwelling throughout its extension and different upwelling indices. (3) A Study of
the nonlinear relationships between the surface mixing and biological activity in the
upwelling regions. (4) Lagrangian studies of coherent eddies; their physical properties
and automatic identification. (5) The study of transport made by Lagrangian eddies
off the NWA Upwelling and their impact on the open ocean.

The proposed upwelling identification approaches are based on the combination
of the physical process triggering the upwelling event along with different methods in
image processing, computer vision and signal processing. Two upwelling identification
methods were proposed, the first one uses the Fuzzy c-mean clustering algorithm along
with the Ekman transport theory to identify and extract the upwelling regions from
Sea Surface Temperature (SST) images. The second method uses a region-based
approach to not only successfully delineate upwelling regions from SST images but
also extract upwelling region from CHLa images.

A novel upwelling index is proposed based on the upwelling segmentation meth-
ods. This index has several advantages over state-of-the-art ones: simplicity, com-
putational efficiency and accuracy. This index is used along with different upwelling
indices to carry on a statistical analysis of the spatio-temporal variability of the NWA
upwelling dynamics. This statistical variability of upwelling focuses on its relation-
ship to atmospheric variables (10m-wind, wind stress). The relationship between
upwelling spatial extension and the atmospheric variables differ somewhat in the two
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regions. However, the pattern of its intensity generally reflects the common atmo-
spheric pattern favoring upwelling: southward wind/wind stress, Cross-shore Ekman
transport.

In these regards, a computational software system for the calculation of the up-
welling index is made available for users in order to extract and monitor the intensity
and extension of upwelling along the NWA margin. This C-code allows providing
users continually by space synthetic products informing about environmental param-
eters and permitting the evaluation and monitoring of the coastal upwelling dynamic
in space and time.

The relationship between physical structures of oceanic fronts and the biological
activity is explored. In this regard, a new concept of studying the nonlinear relation-
ship between surface mixing/stirring and chlorophyll concentration is proposed. The
surface mixing/stirring is computed based on a recent geodesic theory of Lagrangian
coherent structures (LCSs). These LCSs are used to study the link between surface
mixing/stirring and chlorophyll-a (CHLa) fronts concentration extracted through the
calculation of singularity exponents in a microcanonical formulation of singularity
exponents associated to gradient measure, with a geometric computation of the Most
Singular Manifold (MSM). The results shed new light on the previous studies, ad-
dressing mixing using Finite-size Lyapunov exponents (FSLEs).

Two objective definitions of Lagrangian coherent vortex are introduced along with
their automatic detection. The First method is based on a decomposition of particle
trajectory into two parts: closed curves which give information about uniformly ro-
tating flow, and one that describes the mean displacement. The former part yields an
objective measure of material rotation. The proposed method defines a Lagrangian
coherent vortex as closed material lines in which fluid particles complete the same
polar rotation. The second method is based on frequency-domain representation of
Lagrangian trajectories. The method identifies and extracts coherent vortices as tubu-
lar level surfaces along which particles’ trajectories share similar frequencies. Both
methods identify all coherent vortices in an automatic manner, showing high vortices’
monitoring capacity. Moreover, they are suitable to applications to float data as they
define vortices based on their observed trajectories.

The impact of NWA upwelling over the open ocean is explored throughout the
roles played by mesoscale eddies off the Canary archipelago. These eddies carry co-
herent waters from upwelling regions and pour them into the open ocean. A yearly
up to 4 coherent mesoscale eddies characterized by diameters varying from 25 to
140 km are detected. An overall of 63 coherent eddies of about 40 kms in diameter
among about 59% of their contents resides in the Upwelling and its transition. These
mesoscale eddies were used to compute coherent fluid transport off Canary Islands,
which proved to be lower (by about one order of magnitude) than previous transport
estimates.

Keywords: North-West African upwelling, upwelling segmentation, singularity
exponents, upwelling filament, mesoscale eddies, nonlinear fluid dynamics, Lagrangian
coherent structures, chaotic advection.
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Résumé substantiel

Dans le cadre de l’étude des phénomènes océanographiques, une meilleure connais-

sance de la dynamique et de la circulation océanique passe par une meilleure com-

préhension des nombreux mécanismes mis en jeu dans l’océan. Une des tâches impor-

tantes dévolues aux océanographes est notamment l’analyse des systèmes d’upwelling

des bordures côtières des océans. L’upwelling côtier est défini comme une remon-

tée d’eaux profondes sur le plateau continental, qui compense la dérive des eaux de

surface vers le large (Transport d’Ekman) sous les actions combinées d’un vent fa-

vorable et de la rotation de la Terre (Force de Coriolis). Les eaux froides remontant

le long de ces côtes, sont généralement riches en nutriments ce qui a pour effet de

"doper" naturellement le processus de photosynthèse dans la couche euphotique. Ces

systèmes sont à l’origine de fortes structures océaniques susceptibles d’engendrer de

fortes altérations dans la distribution de la couche euphotique, favorisant une grande

fluctuation des ressources halieutiques. En effet, 25% du stock mondial de poissons

est capturé dans les quatre principaux courants d’écosystèmes d’upwelling (le courant

des Canaries, le courant du Benguela, le courant du Humboldt et le courant de la

Californie), représentant plus de 5% de la surface totale des océans.

Ma thèse porte sur la dynamique de l’upwelling d’Afrique du Nord-Ouest. Elle

présente donc une étude interdisciplinaire de ce système d’upwelling côtier à partir

de différentes données acquises par satellite. Cette thèse aborde:

1. Le problème de l’identification et de l’extraction automatiques du phénomène

d’upwelling à partir d’observations satellitaires biologiques et physiques.

2. Une étude statistique de la variation spatio-temporelle de l’upwelling de la NWA
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tout au long de son extension et de ses différents indices d’upwelling.

3. Une étude des relations non linéaires entre le mélange de surface et l’activité

biologique dans les régions d’upwelling.

4. Des études lagrangiennes de tourbillons cohérents; leurs propriétés physiques et

identification automatique.

5. L’étude des transports effectués par les tourbillons lagrangiens de la NWA Up-

welling et leur impact sur l’océan.

La détection et l’analyse de l’upwelling constitue un enjeu économique majeur

dans la mesure où il est la principale source d’enrichissement des écosystèmes côtiers.

A cet égard, et à l’insuffisance et la discontinuité des mesures in-situ, l’imagerie satelli-

taire constitue une source d’information fondamentalle permettant la mise en lumière

des structures méso-échelles composant les zones d’upwelling. Cette thèse commence

par présenter différentes méthodes classiques de traitement des images couramment

utilisées dans la segmentation des régions d’upwelling à partir des images SST et

de concentration de chlorophylle. Elle décrit les méthodes précédentes proposées

pour la détection d’upwelling marocain, discute de leurs résultats et propose deux

méthodes efficaces d’identification de l’upwelling marocain à partir d’observations

satellitaires physiques et biologiques. Les approches d’identification d’upwelling pro-

posées reposent sur la combinaison du processus physique déclenchant le phénomène

d’upwelling et de différentes méthodes de traitement d’image, de vision par ordina-

teur et de traitement du signal. Deux méthodes d’identification de l’upwelling ont

été proposées. La première utilise l’algorithme de classification Fuzzy c-mean avec la

théorie de transport d’Ekman pour identifier et extraire les régions d’upwelling à partir

d’images de température de surface de la mer (SST). La seconde méthode utilise une

approche par région non seulement pour délimiter avec succès les régions d’upwelling

à partir des images SST, mais également pour extraire la région d’upwelling à partir

des images CHLa.

Le suivi de l’évolution temporelle du phénomène d’upwelling à partir de mesures

satellitaires est une opération fastidieuse et difficile à effectuer basée sur l’analyse
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systématique d’images quotidiennes ou même hebdomadaires. Afin de rendre cette

surveillance opérationnelle et efficace, des méthodes simples ou complexes ont été

développées pour synthétiser la localisation de l’upwelling le long de la côte pendant

une période donnée. La plupart de ces méthodes utilisent des indices basés sur une

différence thermique entre les eaux côtières et les eaux du large. Les indices existants

utilisés dans la littérature pour quantifier et analyser les variations saisonnières et

interannuelles de la dynamique de l’upwelling sont décrits. Ensuite, un nouvel indice

d’upwelling est proposé basé sur les méthodes de segmentation d’upwelling. Cet

index présente plusieurs avantages par rapport aux précédents: simplicité, efficacité et

précision des calculs. Cet indice est utilisé avec différents indicateurs d’upwelling pour

effectuer une analyse statistique de la variabilité spatio-temporelle de la dynamique

d’upwelling dans la marge NWA. Cette variabilité statistique de l’upwelling est axée

sur sa relation avec les variables atmosphériques (vent à 10 m, stress du vent). La

relation entre l’extension spatiale des remontées d’eau et les variables atmosphériques

diffère quelque peu dans deux régions. Cependant, le schéma de son intensité reflète

généralement le schéma atmosphérique commun qui favorise l’upwelling: vent du sud

/ stress du vent, transport d’Ekman transfrontière.

À cet égard, un système informatique permettant de calculer l’indice de l’upwelling

est mis à la disposition des utilisateurs afin d’extraire et de surveiller l’intensité

et l’extension de la remontée le long de la côte marocaine. Ce code C permet de

fournir aux utilisateurs des produits synthétiques spatiaux en continu, informant sur

les paramètres environnementaux et permettant l’évaluation et la surveillance de la

dynamique de l’upwelling côtier dans l’espace et dans le temps.

La relation entre les structures physiques des fronts océaniques et l’activité bi-

ologique est explorée. On s’est intéressé à étudier les structures physiques des fronts

océaniques associés avec l’upwelling et leur impact sur la production primaire. À cet

égard, un nouveau concept d’étude de la relation non linéaire entre le mélange en

surface et la concentration en chlorophylle est proposé. Le but de cette partie est

d’étudier le processus de mélange dans différentes régions de l’Afrique du nord-ouest

en utilisant les structures cohérentes lagrangiennes (LCS) obtenues à partir du tenseur
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Cauchy-green. Le mélange de surface est calculé sur la base d’une théorie géodésique

récente des structures cohérentes lagrangiennes (LCS). Ces LCS sont utilisés pour

étudier le lien existant entre le mélange de surface et la concentration de fronts de

chlorophylle-a (en tant que proxy pour les processus biologiques) extraits par le cal-

cul d’exposants de singularité avec un calcul géométrique du plus singulier (MSM).

Les résultats ont apporté un nouvel éclairage sur les études précédentes, abordant le

mélange à l’aide d’exposants de Lyapunov de taille finie (FSLE).

Deux définitions objectives du vortex cohérent lagrangien sont introduites avec

leur détection automatique. La première méthode est basée sur une décomposition

de la trajectoire des particules en deux parties: des courbes fermées qui donnent

des informations sur un écoulement tournant uniformément et une qui décrit le dé-

placement moyen. La première partie fournit une mesure objective de la rotation

des matériaux. La méthode proposée définit un vortex cohérent lagrangien comme

des lignes de matière fermées dans lesquelles des particules de fluide effectuent la

même rotation polaire. La seconde méthode est basée sur la représentation dans le

domaine fréquentiel des trajectoires lagrangiennes. Le procédé identifie et extrait des

tourbillons cohérents sous forme de surfaces de niveau tubulaire le long desquelles

les trajectoires des particules partagent des fréquences similaires. Les deux méth-

odes identifient tous les tourbillons cohérents de manière automatique, en montrant

une capacité de surveillance élevée. De plus, ils conviennent aux applications sur

des données des bouées car ils définissent des vortex en fonction de leurs trajectoires

observées.

Les zones d’upwelling de bord Est (EBUZ) comprennent certains des écosystèmes

les plus productifs du monde, en particulier le système d’upwelling du courant des

Canaries (CCUS) qui constitue l’une des principales régions d’upwelling du monde.

Contrairement à l’autre (EBUZ), CCUS inclut une source de tourbillons de moyenne

échelle; l’existence de l’archipel des îles Canaries, qui agit comme une barrière pertur-

bant le courant des Canaries allant vers le sud-ouest, ainsi que le mécanisme joué par

le cisaillement du vent dans le sillage des îles, qui permet la formation des tourbil-

lons à des intensités relativement faibles du courant des Canaries. Ainsi, en plus des

14



eaux profondes froides et riches en nutriments, une quantité importante d’énergie est

transférée dans des tourbillons océaniques de moyenne échelle, qui sont presque con-

tinuellement créés par l’archipel. Cela peut jouer un rôle important dans le transfert

des propriétés de l’eau de l’upwelling froid et riche en nutriments vers l’océan, ce qui

peut avoir un impact significatif sur la répartition régionale des propriétés biologiques

et physiques de l’eau.

Ces tourbillons océaniques générés aux îles Canaries ont fait l’objet de recherches

approfondies au cours des deux dernières décennies. Leurs premières observations

provenaient de la télédétection . Ils ont été identifiés comme des tourbillons cy-

cloniques (anticycloniques) à cœur froid (chaud) à partir d’images thermiques. Plus

tard, leurs caractéristiques principales telles que le diamètre et la profondeur ont été

révélées à partir de données in situ. Les chercheurs se sont ensuite intéressés à la

compréhension de leurs effets biologiques et à la détermination de leurs mécanismes

de génération, et enfin étudier leur évolution et impact sur l’offshore.

Cependant, ils ont été principalement étudiés dans la perspective eulérienne, où

des corrélations persistantes entre les quantités d’écoulement sont recherchées dans

un domaine spatial fixe. Cependant, en ne suivant pas le mouvement des fluides,

les techniques eulériennes sont limitées car elles omettent un aspect important de la

cohérence: le transport de la même masse fluide par un mouvement cohérent. Cela

crée un problème conceptuel car le transport de matériaux par tourbillons doit être

indépendant de l’observateur, comme l’exigent les axiomes de base de la mécanique

du continuum, et surtout du point de vue du transport, de tels tourbillons sont

matériellement incohérents dans une large mesure; sous advection lagrangienne, les

limites supposées des tourbillons deviennent rapidement tendues et filamenteuses, ce

qui implique que l’eau fuit de manière significative à travers les limites de la structure.

Ces approches eulériennes du suivi des tourbillons souffrent de plusieurs incon-

vénients.

∙ Les structures ainsi identifiées ne sont pas matérielles; les algorithmes de suivi

eulériens associent des caractéristiques spatiales proximales identifiées à des

instantanés voisins avec un seul objet, mais ces caractéristiques ne représentent
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pas nécessairement le même fluide.

∙ les structures ne sont pas objectives; différents observateurs dans des cadres qui

se translatent et se font pivoter l’un par rapport à l’autre identifient différentes

régions d’écoulement comme étant cohérentes. Le point de vue lagrangien, au

contraire, suit le fluide en mouvement et est donc plus approprié pour examiner

les mouvements de structure cohérents.

La perspective de structure cohérente (SC) tente d’identifier des "tourbillons"

spécifiques et discrets et de les suivre à travers l’océan.

Dans la dernière partie de cette thèse, le rôle des tourbillons de méso-échelle au

large de l’archipel des Canaries est étudié à l’aide de la méthode Lagrangienne que

j’ai développé tout en utilisant une base de données de 24 ans des champs de vitesse

de surface de la mer dérivé de l’altimétrie de surface satellite sous l’approximation

géostrophique. Je décris le processus physique qui crée ces tourbillons, calcule leur

diamètre, leur durée de vie, leur vitesse et utilise toutes ces informations pour calculer

le transport par voie d’eau cohérente au large des îles Canaries, qui s’est avéré plus

petit (d’environ un ordre de grandeur) que les estimations de transport précédentes.
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Acronyms

AVHRR Advanced Very High Resolution Radiometer

CCUS Current Upwelling System

CHLa Chlorophyll-a

CSET Cross-Shore Ekman Transport

CTZ Coastal Transition Zone

CUC Canary Upwelling Current

CUI Coastal Upwelling Index

EBCUS Eastern Boundary Current upwelling Systems

EBUZ Eastern Boundary Upwelling Zones

EKE Eddy Kinetic Energy

FCM Fuzzy c-means

FSLE Finite-size Lyapunov Exponent

FTLE Finite-time Lyapunov Exponent

GDP Gross Domestic Product

LACCL Lagrangian Averaged Closed Curve Length

LAVD Lagrangian Averaged vorticity Deviation
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LCS Lagrangian Coherent Structure

MODIS Moderate Resolution Imaging Spectroradiometer

MSM Most Singular Manifold

NAO North Atlantic Oscillation

NWA North-West African

PDE Partial Differential Equations

PSO Particle Swarm Optimization

SST Sea Surface Temperature

SSH Sea Surface height
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Chapter 1

Introduction

Abstract

The present chapter is dedicated to describe the general physics driving coastal up-
welling, numerous upwelling mechanisms and indicators, the ecological response to
coastal upwelling events, the location of major upwelling ecosystem, to present differ-
ent data used throughout this thesis, and to present the objective and organization
of this thesis.
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1.1 Upwelling

In general terms, the National oceanic and Atmospheric Administration defines up-

welling as "a process in which deep, cold water rises toward the surface". According

to the processes in play, we can distinguish different types of upwelling:

∙ Wind-driven upwelling:

– Coastal upwelling: The most known type of upwelling, and the most

closely related to human activities. It is generated by the wind blowing

parallel to a coastline in a favorable direction and for a sufficient period of

time [Huyer, 1983, Feely et al., 2008, Andrews and Hutchings, 1980, Bakun,

1990] (more details in the next subsection).

– Upwelling at the Equator: It occurs close to the Equator where the

Southern Hemisphere trade winds reach into the northern hemisphere, giv-

ing uniform wind direction on either side of the equator. This causes a di-

vergence at the surface at the equator, which drags up nutrient-rich water

from below [Wyrtki, 1981, Picaut, 1983].

– Upwelling in the Southern ocean: This is actually a type of coastal

upwelling, it is generated due to strong eastward winds blowing around

Antarctica all year round. Since there are no continents in a band of open

latitudes between South America and the tip of the Antarctic Peninsula,

this upwelling provides a pathway for the deep water masses of the global

ocean to return to the surface [Anderson et al., 2009].

∙ Other sources

– Sub-mesoscale Eddies edge: They are those that show a negative Sea

Surface Height (SSH) (water colder than the surrounding areas) that can

upwell cooler and nutrient-rich water towards the ocean surface. Those

with a positive SSH (warm eddies) have a downwell effect of warm surface

waters. However, the net impact of these eddies on the biological activity
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in the global ocean is still not fully understood, and it is a subject of very

active research [Klein and Lapeyre, 2009, Mahadevan and Tandon, 2006].

– Current interactions: interaction between two currents can cause up-

welling. For example, interaction between the warm poleward Brazil Cur-

rent and the cold equatorward Malvinas Current causes upwelling with

interesting phytoplankton blooms [Matano et al., 2010, Olson et al., 1988].

1.1.1 Coastal upwelling

The coastal upwelling phenomenon can be defined as "a wind-driven near-shore circu-

lation induced into stratified rotating ocean." Several important items can be pointed

out from this definition:

∙ Wind: Wind force plays a dominant role in the dynamics of coastal upwelling.

∙ Near-shore: this phenomenon takes place in coastal zones.

∙ Stratification: the fluid presents vertical water masses with different proper-

ties (density, temperature, salinity...)

∙ Rotation: Coriolis effect caused by the Earth’s rotation plays important roles

in the dynamics of upwelling phenomenon.

1.1.2 The physics of coastal upwelling

The simplest explanation of the coastal upwelling [Stewart, 2000] is summarized in

Fig.1-1: When the wind blows across the sea surface during sufficiently long time

and in a particular direction, it causes wind-water interaction which provokes mean

transverse transport of the water [Ekman, 1905]. This is called Ekman transport, and

it can produce a net movement of the ekman layer 90∘ to the right (left) of the wind

in the northern (southern) hemisphere.

1https://www.nwfsc.noaa.gov/research/divisions/fe/estuarine/oeip/
db-coastal-upwelling-index.cfm
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Figure 1-1: Scheme of coastal upwelling in the northern hemisphere. It shows winds
blowing southward and causing a net movement of surface water 90∘ to the right.
This water movement is replaced with deep water, a process called upwelling1.

In the case of the northern hemisphere, if the wind blows southward along a

meridional-oriented coastline, then offshore Ekman transport is created at the surface.

The associated lowering of the sea surface near the coast produces a pressure gradient

which is directed normal to the shore and drives a geostrophic current along the coast,

with the same direction as the wind, called upwelling jet [Allen, 1973]. Flow field

related to upwelling is directed at an angle away from the coast near the surface,

parallel to the coast at mid-depth (below the Ekman layer but above the bottom

boundary layer) and at an angle towards the coast in the frictional boundary layer

at the bottom [Csanady, 1967]. Thus, the effective water movement is the result not

only of the wind but also the geostrophic flow arising from the water depletion along

the coast.

To better understand the upwelling phenomenon, we must address several pro-

cesses related to it. These are surface, deep circulation and the processes responsi-

ble for the vertical movement. The Sun is the main source of energy which drives

ocean currents [Ellabban et al., 2014]. Earth receives uneven solar energy, the trop-

ics absorb more heat than they lose, and the poles lose more heat than they absorb

[Pvamanarhan et al., 1989] as shown in the world map of average annual sunshine
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(see Fig.1-2). The imbalance between poles and equator drives the planetary heat

Figure 1-2: Heating of earth’s surface by solar radiation, in W/m2, calculated from
the ECMWF 40-year reanalysis of atmospheric data. The tropics absorb more heat
than they lose, while the poles lose more heat than they absorb. This imbalance
drives the planetary heat engine2.

engine. Heat is redistributed around Earth and to various parts of the climate sys-

tem through various processes, including ocean processes, atmospheric processes, and

interactions between the two [Loubere, 2012]. About half the heat transported to

the poles is carried by the ocean currents. The other half is transported by winds

[Loubere, 2012].

Wind-induced circulation

The main driver of surface currents is the wind [Lagerloef et al., 1999]. The winds are

governed by an alternation of low and high pressures according to the latitude. The

large-scale global wind field consists of dominating westerly winds at latitudes between

30 and 60 degrees in the northern and southern hemispheres (the Westerlies) and

dominating easterly winds in the tropical/subtropical zone (the Trade winds) [Hadley

et al., 1735]. This wind field pattern results from the low atmospheric pressure in the

tropics (warm ascending air) and high atmospheric pressure in the subtropics (cooled

descending air)[Sverdrup, 1947]. Wind stress generates strong currents (up to several

m/s) in the ocean surface layer. The thickness of the surface layer which is triggered
2http://www.personal.kent.edu/~mkeatts/oceansandclimate.html
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by wind is of the order of 500 meters [Charnock, 1955]. Due to earth rotation (Coriolis

effect), ocean currents tend to be deflected to the right in the northern hemisphere

and to the left in the southern hemisphere [Kundu, 1976], hence creating the five

major gyres: the North Atlantic, the South Atlantic, the North Pacific, the South

Pacific and the Indian Ocean Gyre [Rhines and Young, 1982], see Fig.1-3 (clockwise

rotating in the northern hemisphere and anticlockwise in the southern hemisphere).

Figure 1-3: World’s map showing the main ocean current system which consists of
large anticyclonic gyres. Warm currents are shown in red and cold currents are shown
in blue3.

Deep ocean circulation

The winds have no more influence after 800m of depth, thus, they can not be the en-

gines of the deep ocean circulations [Price et al., 1987]. Those currents are primarily

driven by density differences [Fairbanks, 1989]. This is called the thermohaline circu-

lation, because it is based on temperature differences (cold water is denser than hot

water) and salinity differences (salt water is denser than fresh water). The thermoha-

line circulation is mainly driven by the formation of deep water masses in the North

Atlantic and the Southern ocean caused by differences in temperature and salinity

of the water [Aagaard et al., 1985]. The great quantities of dense water sinking at

high latitudes must be offset by equal quantities of water rising elsewhere. Note that
3https://earthhow.com/
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cold water in polar zones sink relatively rapidly over a small area, while warm water

in temperate and tropical zones rise more gradually across a much larger area (see

Fig.1-4 for summary of the thermohaline circulation’s path). Then they slowly return

poleward near the surface to repeat the cycle [Stommel and Arons, 1959]. However,

the water masses moving around by thermohaline circulation are huge (water fluxes

are of the of 20 sverdrup (106𝑚3𝑠−1). Density gradients alone are not sufficient for

sustaining the deep ocean circulation. Upwelling and mixing processes, to bring deep

ocean water back to the surface, are required too [Elias, 2006].

Figure 1-4: World’s map showing the thermohaline circulation. Blue paths represent
cool deep-water currents, while red paths represent warm surface currents4.

Ekman transport

Upwellings are due to the effect of wind over the sea surface. The physical processes

associated with the oceanic response to the wind have been known for a long time. It

was Vagn Walfrid Ekman, a Swedish oceanographer, who laid the foundations of the

theory of upwellings. As wind blows over the ocean a surface current develops due

to the drag at the wind-water interface [Ekman, 1905]. The surface current, under

the Coriolis effect is deflected to the right (northern hemisphere). When surface

water particles are moved by the wind, they drag deeper layers of water molecules

4https://earthhow.com/
5http://pordlabs.ucsd.edu/
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Figure 1-5: The Ekman spiral pattern under ideal conditions in the Northern Hemi-
sphere. Each successive layer of water is deflected to the right of surface wind. The
lengths of the arrows correspond to the strength and direction of the current5.

below them. Like surface water, the deeper water is deflected by the Coriolis effect

to the right of the wind in the Northern Hemisphere and to the left in the Southern

Hemisphere [Ekman, 1905]. As a result, each successively deeper layer of water moves

more slowly to the right or left, creating a spiral effect as shown in Fig.1-5. This is

called the Ekman spiral [Knauss and Garfield, 2016]. The layer of water from the

surface to the point of dissipation of this spiral is known as the Ekman layer. If all

flow over the Ekman layer is integrated, the net transportation is at 90∘ to the right

(left) of the surface wind in the northern (southern) hemisphere.

1.1.3 Identification

According to the national oceanic and atmospheric administration "Upwelling is a

process in which deep, cold water rises toward the surface."

According to this description, deep water that surfaces in upwelling regions is cold,

thus, upwelling events are easily identified using Sea Surface Temperature (SST)

images. Fig.1-6 was obtained by combining all the SST measurements made by
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the Moderate Resolution Imaging Spectroradiometer sensor (MODIS) aboard Aqua

satellite, from February 1, 2002, to January 29, 2008. These data are obtained through

the ocean Color web page https://oceancolor.gsfc.nasa.gov.

Figure 1-6: Climatology of sea surface temperature, computed for the period of time
between Feb 1, 2002 to Jan 29 2008. 𝐶1..8 delineate different coastal upwellings in the
globe. 𝐸1 and 𝐸2 present equatorial upwellings.

Upwelled water also contains nutrients and dissolved gases that are not been used

at depth because of a lack of sunlight [Bakun, 1990]. Once on the surface, these

nutrients and gasses help to fuel photosynthesis by small algae called phytoplankton

[Margalef, 1978]. Phytoplankton contains a photosynthetic pigment called chloro-

phyll that lends them a greenish color [Pottier, 2006]. When phytoplankton grows

in large numbers, they make the ocean appear green in color. Thus, ocean color

images can also be used to identify upwelling regions. We show in Fig.1-7 an exam-

ple of chlorophyll-a (CHLa) concentration map obtained as the combination of all

CHLa images made my MODIS from February 1, 2002, to January 29, 2008. Up-

welling regions can be identified from these maps as coastal areas with high CHLa

concentration.

From the global view of the surface temperature and CHLa, we can detect four

regions of coastal upwelling, often referred to as upwelling systems:

∙ The Canary Current, located off northwest Africa.

∙ The Benguela upwelling, located along the coasts of Namibia and South Africa.
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Figure 1-7: Climatology of Chlorophyll-a concentration, computed for the period of
time between Feb 1, 2002 to Jan 29 2008. 𝐶1..8 delineate different coastal upwellings
in the globe. 𝐸1 and 𝐸2 present equatorial upwellings.

∙ The Peru-Chile upwelling system, also known by the Humboldt Current.

∙ The California upwelling system, located along the west coast of north America.

All these regions are located in the eastern part of the main subtropical gyres.

Thus, they are known as Eastern Boundary upwelling Systems (EBUS).

1.1.4 Why upwelling systems are important?

By injecting nutrients into the surface water, upwelling systems play an important

role in the marine ecosystems [Strass, 1992]. Hundreds of species at different trophic

levels are attracted to upwelling region creating interesting biological life and diversity

[Cury and Roy, 1989, Marlow et al., 2000]. Even though upwelling areas represent

only 0.1% of the total ocean surface, they are home to the largest contribution of

ocean biological productivity. Their mean productivity is estimated around 6 times

of the mean productivity in the open ocean [Ryther, 1969]. Coupled with the vast

coastal human populations, these regions play key biological and socio-economical

roles. [Durand et al., 1998] stated that approximately 30% of marine fish catches is

provided by the four major upwelling systems, while [Jennings et al., 2009] estimated

that the five major upwelling systems can provide 25% of the global fishery.
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In this work we are interested in the Canary upwelling Ecosystem, particularly the

central part located in the North-West African margin. The winds responsible for the

Canary upwelling System are called trades [Barton et al., 1998]. They are caused by

the atmospheric pressure gradient. They are due to the regular alternation of bands

of high pressure (or tropical ones) and low pressure (equatorial). Trade winds reach

their maximal intensity in summer, when the Azores high pressure system is at its

northernmost position [Wooster et al., 1976].

Fisheries play an important role in the socio-economy of coastal states of the

Canary current upwelling system [Arístegui et al., 2006, Binet et al., 1998]. In this

region, a population of about 58 million of which 70% are related to the Canary

Current ecosystem [Heileman and Tanstad, 2008], this population is distributed over

many countries: Morocco, Canary islands (Spain), Mauritania, Guinea, Gambia,

Cape Verde and Senegal. As for example in 2006, Morocco’s fisheries contributed 3%

to the country’s GDP (Gross Domestic Product) and 500, 000 opportunities between

direct and indirect jobs. For Senegal the fisheries contributed 11% to the country’s

GDP and about 700, 000 jobs were associated to it [Kämpf and Chapman, 2016].

1.2 Remote sensing and satellite images

1.2.1 Remote sensing

Remote sensing is the science that makes it possible to observe earth, ocean and at-

mosphere systems, at a distance, without any physical contact [Lillesand et al., 2014].

It works by exploiting the electromagnetic radiation from a source that interacts with

targets on the earth’s surface in a unique manner, depending on its physical, chemical,

and biological properties to be reflected, emitted, or backscattered towards a sensor

[Boyd, 2005]. It may be split into "active" remote sensing (when a signal is emitted

by a satellite or aircraft and its reflection by the object is detected by the sensor) and

"passive" remote sensing (when the reflection of sunlight is detected by the sensor)

[Schowengerdt, 2006].
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There are four types of resolution when discussing satellite imagery in remote

sensing: spatial, spectral, temporal, and radiometric:

Spatial resolution

Satellite image consists of an array of pixels. Each pixel contains measurement about

a small area on the land surface, which is considered as a single object [Jensen and

Lulla, 1987]. Spatial resolution is a measure of the area of the smallest dimension

on the Earth’s surface over which an independent measurement can be made by the

sensor. It is not only determined by sensor specifics, but also the height of the sensor

above the Earth’s surface. Fig.1-8 gives an example of the same object acquired in

different spatial resolutions. A high spatial resolution corresponds to a small pixel

size.

Figure 1-8: Raster with low and high spatial resolution, low resolution may lead to
sub-sampling.

Spectral resolution

Our universe is filled with electromagnetic radiation spread over a range of wave-

lengths ranging from gamma rays of small wavelengths 𝒪(1010 µm) to long wave radio

waves 𝒪(1010 nm) (see Fig.1-9). Different classes of features and details in an im-

age can often be distinguished by comparing their responses over distinct wavelength
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ranges [Jensen and Lulla, 1987]. Spectral resolution, or more generally frequency

spectrum, is a complex attribute referring to the number and spectral width of the

bands in a given sensor [Steininger and Horning, 2007]. Higher spectral resolution

refers to large number of bands and narrow spectral widths.

Figure 1-9: A diagram of the electromagnetic spectrum, showing various properties
across the range of wavelengths and energies.

Radiometric resolution

While the arrangement of pixels describes the spatial resolution of an image, the

radiometric resolution describes the actual information content in an image [Tsang

et al., 1985]. Every time an image is acquired on film or by a sensor, its sensitivity to

the magnitude of the electromagnetic energy determines the radiometric resolution.

The radiometric resolution of an imaging system describes its ability to discriminate

very slight differences in energy. The finer the radiometric resolution of a sensor

[Lillesand et al., 2014], the more sensitive it is to detecting small differences in reflected

or emitted energy. In other words, the radiometric resolution refers to the dynamics

of the acquired signal.
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Temporal resolution

In addition to spatial, spectral, and radiometric resolution, the concept of temporal

resolution is also important to consider in a remote sensing system. Temporal reso-

lution refers to the precision of a measurement with respect to time. It is considered

as the minimum time scale during which a particular feature can be recorded twice.

The absolute temporal resolution of a remote sensing system to image the same area

at the same viewing angle a second time is equal to the repeat cycle of a satellite.

The ability to collect imagery of the same area of the Earth’s surface at different

periods of time is one of the most important elements for applying remote sensing

data [Lillesand et al., 2014]. Spectral characteristics of features may change over

time and these changes can be detected by collecting and comparing multi-temporal

imagery.

1.2.2 Satellite images

Sea Surface Temperature

Sea surface temperature (SST) provides a synoptic view of the temperature distribu-

tion of the skin (first micrometers of the surface layer) of the surface ocean [Rayner

et al., 2003]. The satellite-measured SST provides both a synoptic view of the ocean

and a high frequency of repeat views [Alexander and Fairbridge, 1999], allowing the

examination of basin-wide upper ocean dynamics not possible with ships or buoys.

In this thesis, we consider NASA’s (National Aeronautic and Space Administration)

Moderate Resolution Imaging Spectroradiometer (MODIS). MODIS satellites have

been providing global SST data since 2000 [Minnett et al., 2004].

MODIS captures data in 36 spectral bands ranging in wavelength from 0.4 µm to

14.4 µm and at varying spatial resolutions (2 bands at 250 m, 5 bands at 500 m and

29 bands at 1 km; see Tab.1.1 for more details), providing complete global coverage

of the Earth every 1 to 2 days [Savtchenko et al., 2004]. MODIS Aqua Global Level 3

Mapped Thermal SST products consists of SST data derived from the 11 and 12 µm

thermal IR infrared (IR) bands (MODIS channels 31 and 32). Daily, weekly (8 day)
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Figure 1-10: Modis 30-day SST image over the North-West African margin. Each
pixel presents temperature in ∘𝐶. This image is obtained on the first week of January
2001 and it is showing a typical upwelling scenario over the studied area.

and monthly images are available at both 4.63 and 9.26 km spatial resolution and for

both daytime and nighttime passes [Justice et al., 2002]. Fig.1-10 shows an example

of MODIS 8-day SST image over the North-West African upwelling.

Ocean color

Unlike Sea Surface Temperature data (which comes directly from the ocean’s proper

radiation in the infrared), ocean color is determined by the interactions between

visible solar radiation as well as the constituents that are in suspension in the ocean

[Pottier, 2006]. Consequently, phytoplankton as well dissolved organic matter will

have their proper spectral characteristics, and ocean color data can be calibrated to
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provide datasets of CHLa concentration (CHLa) in proper units (𝑚𝑔/𝑚3) [Carder

et al., 2004]. CHLa concentration data provide an estimate of the live phytoplankton

biomass in the surface layer [Pottier, 2006]. The MODIS Aqua instrument provides

quantitative data on global ocean bio-optical properties to examine oceanic factors

that affect global change and to assess the oceans’ role in the global carbon cycle, as

well as other biogeochemical cycles.

Figure 1-11: MODIS 30-day CHLa concentration image over the North-West African
margin. Each pixel presents CHLa concentration in (𝑙𝑜𝑔(𝑚𝑔/𝑚3)). This image is
obtained on the first week of January 2001 and it is showing a typical upwelling
scenario over the studied area.

The MODIS CHLa products are derived using a 3-band ocean color algorithm

(OC3) with the NOAA-MSL12 software [Wang et al., 2014, Carder et al., 2004]. At-

mospheric correction is performed using the NOAA NIR-SWIR combined approach

developed by the NOAA/NESDIS Center for Satellite Applications and Research
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(STAR). The Level 3 standard mapped image (SMI) CHLa dataset has daily, weekly

(8 day) and monthly temporal resolution and 4.6 km (at the equator) spatial res-

olution. Fig.1-11 shows and example of MODIS 8-day image over the North-West

African upwelling.

Wind speed and direction

Ocean wind is defined as the motion of the atmosphere relative to the surface of the

ocean [Trenberth et al., 1990]. Typically, ocean winds are measured very close to the

ocean surface by buoys, platforms, and ships. The most common reference height

for near-surface ocean wind measurements is 10 meters above sea level [Yelland and

Taylor, 1996]. Ocean wind is measured using either in situ (i.e., on site) or remote

sensing (i.e., from a distance) instruments and techniques [Wentz et al., 1992]. Here

we consider those measured by satellite. Two types of microwave instruments mea-

sure ocean surface winds, the passive microwave radiometer and the active microwave

scatterometer. The ocean surface responds quickly to the motion of the air above,

which provides a distinct roughness pattern depending on the relative speed and di-

rection of the wind with respect to the ocean surface [Risien and Chelton, 2008]. The

roughness of the ocean surface provides a specific "brightness". With the right com-

bination of specific microwave wavelengths and processing algorithms, the brightness

of the ocean surface can be accurately translated to a near-surface wind speed [Liu,

2002]. We must note that the brightness provided by the roughness of the ocean sur-

face can only be observed using passive microwave radiometers. On the other hand,

the scatterometer is an active instrument and sends a signal to the Earth’s surface

which reflects off the ocean Bragg waves on the surface of the larger scale ocean

waves [Ebuchi et al., 2002]. The reflected energy measured by the scatterometer is

translated using a geophysical model function into a 10-meter neutral wind speed and

direction [Stoffelen and Anderson, 1997].

In this thesis we consider data from Quick Scatterometer (launched in June 1999

and operated until November 2009). The Level 3 wind speed and direction dataset

is available at daily, weekly and monthly temporal resolution and 0.25∘ of spatial
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Primary Use Band Bandwidth Spectral
Radiance

Required
SNR

Land/Cloud/Aerosols
Boundaries

1 620 - 670 21.8 12
2 841 - 876 24.7 201

Land/Cloud/Aerosols
Properties

3 459 - 479 35.3 243
4 545 - 565 29.0 228
5 1230 - 1250 5.4 74
6 1628 - 1652 7.3 275
7 2105 - 2155 1.0 110

Ocean Color/
Phytoplankton/
Biogeochemistry

8 405 - 420 44.9 880
9 438 - 448 41.9 838
10 483 - 493 32.1 802
11 526 - 536 27.9 754
12 546 - 556 21.0 750
13 662 - 672 9.5 910
14 673 - 683 8.7 1087
15 743 - 753 10.2 586
16 862 - 877 6.2 516

Atmospheric
Water Vapor

17 890 - 920 10.0 167
18 931 - 941 3.6 57
19 915 - 965 15.0 250

Surface/Cloud
Temperature

20 3.660 - 3.840 0.45(300K) 0.05
21 3.929 - 3.989 2.38(335K) 2.00
22 3.929 - 3.989 0.67(300K) 0.07
23 4.020 - 4.080 0.79(300K) 0.07

Atmospheric
Temperature

24 4.433 - 4.498 0.17(250K) 0.25
25 4.482 - 4.549 0.59(275K) 0.25

Cirrus Clouds
Water Vapor

26 1.360 - 1.390 6.00 150(SNR)
27 6.535 - 6.895 1.16(240K) 0.25
28 7.175 - 7.475 2.18(250K) 0.25

Cloud Properties 29 8.400 - 8.700 9.58(300K) 0.05
Ozone 30 9.580 - 9.880 3.69(250K) 0.25
Surface/Cloud
Temperature

31 10.780 - 11.280 9.55(300K) 0.05
32 11.770 - 12.270 8.94(300K) 0.05

Cloud Top Altitude

33 13.185 - 13.485 4.52(260K) 0.25
34 13.485 - 13.785 3.76(250K) 0.25
35 13.785 - 14.085 3.11(240K) 0.25
36 14.085 - 14.385 2.08(220K) 0.35

Table 1.1: Characteristics of MODIS. Bands 1 to 19 are in nm, Bands 20 to 36 are in
µm, Spectral Radiance values are (𝑊/𝑚2 − µm − 𝑠𝑟), SNR = Signal-to-noise ratio,
𝑁𝐸(∆)𝑇 = Noise equivalent temperature difference.
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Figure 1-12: Quikscat wind speed (𝑚𝑠−1) for the first week of January 2001. Black
arrows highlight different wind direction which are the main driver of the upwelling
phenomenon over the North-West African margin.

resolution. Fig.1-12 shows QuikScat wind speed and direction over the North-West

African upwelling.

Sea Surface Height

Sea Surface Height (SSH) is the sea surface height with respect to the Reference

ellipsoid (an arbitrary reference surface that is a rough approximation of the Earth’s

shape). SSH measurement includes dynamic contributions from ocean circulation

and variations in the geoid with respect to the reference ellipsoid. The sea surface

height (SSH) is calculated through altimetry satellites [Glazman et al., 1996], which

CHAPTER 1. INTRODUCTION



Anass El Aouni LCSs and physical processes of coastal upwelling

determine the distance from the satellite to a target surface by measuring the satellite-

to-surface round-trip time of a radar pulse [Chelton et al., 2001]. The satellites then

measure the distance between their orbit altitude and the surface of the water. Due

to the difference in depths of the ocean, an approximation is made.

Figure 1-13: 8-day Sea Surface Height (SSH) composite above mean geoid. Each
pixel presents information in meter. This AVISO data is obtained in the first week
of January 2001 over the North-West African margin.

The satellite’s altitude then has to be calculated with respect to the reference ellip-

soid. It is calculated using the orbital parameters of the satellite and various position-

ing instruments. The sea surface height is then the difference between the satellite’s

altitude relative to the reference ellipsoid and the altimeter range. The satellite sends

microwave pulses to the ocean surface. In this thesis we consider SSALTO/DUACS

multi-satellite products. The daily data is obtained from the Copernicus Marine En-

vironment Monitoring Service (CMEMS) with spatial resolution of 25𝑘𝑚. Fig.1-13
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shows Aviso SSH over the North-West African upwelling.

1.3 Operational oceanography and model data

Operational oceanography can be defined as the activity of systematic and long-

term routine measurements of the seas and oceans and atmosphere, and their rapid

interpretation and dissemination. It can provide estimates of essential ocean variables

(e.g. sea level, temperature and currents) for the present and the future, as well

as for the past [Flather, 2000]. Operational oceanography depends on availability

of ocean observations and super-computer facilities, and uses computer models and

mathematical models that have been developed over several decades [Flather, 2000].

Ocean observations are required in real-time and near-real-time, thus it is usually

proceeded by the rapid transmission of observational data to data assimilation centers

[Ide et al., 1997].

1.3.1 Mercator ocean and GLORYS2V4

Mercator ocean is a privately-owned non-profit company, funded by five major French

institutions involved in operational oceanography, CNRS (National Center of Scien-

tific Research), Ifremer (French Research Institute for Exploitation of the Sea), IRD

(Institute of Research for Development), Meteo-France and Shom (Hydrographic and

oceanographic Service of the French Navy), whose goal is to deliver comprehensive,

worldwide information on the oceans’ physical state from surface to bottom, using

ocean modeling and data assimilation. To this end, Mercator-ocean operates a large

range of operational systems [ocean forecast system (OFS)] that can analyze and fore-

cast the three-dimensional ocean state, including temperature, salinity, and currents

at various resolutions.

Important products provided by Mercator ocean are:

∙ nowcasts providing the most usefully accurate description of the present state

of the sea including living resources.

CHAPTER 1. INTRODUCTION



Anass El Aouni LCSs and physical processes of coastal upwelling

∙ forecasts providing continuous forecasts of the future condition of the sea for as

far ahead as possible.

∙ Reanalyses assembling long term data sets which will provide data for descrip-

tion of past states, and time series showing trends and changes,

Mercator ocean uses the general-circulation model, in the global and regional case,

based on the Nucleus for European Modelling of the ocean (NEMO) [Madec et al.,

2015]. Daily surface atmospheric conditions are given by the analyses and forecasts

of the European Center for Medium Range Weather Forecast (ECMWF).

Another component of the Operational forecasting system is the assimilation sys-

tem. It was developed to assimilate satellite sea-level anomaly (SLA) data coming

from the SSALTO/DUACS data center gathering all available missions (JASON,

ENVISAT, and GFO), as well as SST and vertical profiles of in situ temperature

and salinity measurements from the CORIOLIS center (ARGO profiling floats, XBT,

CTD, TAO/PIRATA/TRITON moorings) [Vidard et al., 2009].

The weekly process of analyses/forecast run for day D begin with two successive

1-week analyses, starting at day D 14. Then, from day D, the system performs 2

weeks of forecasts, driven at the surface by the ECMWF atmospheric forecast [Garric

and Parent, 2013]. Weekly runs provide daily mean analysis and forecast fields of

temperature, salinity, and currents among other fields.

Here in this thesis we consider the Global Reanalysis GLORYS2V4 which contains

3D potential temperature, salinity and currents information from top to bottom global

ocean and 2D sea surface level, sea ice thickness, sea ice fraction and sea ice velocities

information [Garric et al., 2017]. This product is global with a spatial resolution of

1/4∘ released on the ORCA025 tri-polar grid, and 75 vertical levels. More details are

given bellow:
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Table 1.2: Characteristics of GLORYS2V4

Geographical coverage Global ocean (180∘𝑊 −180∘𝐸; 77∘𝑆−90∘𝑁)
Grid and Resolutions : ORCA025 [1/4∘; 75 levels]
Grid size : 1442x1021x50 (partial steps)
Code et Version : Nemo3.1
Data assimilation : Yes
Sea Ice Modeling : LIM2 EVP Sea Ice Model
Tides : No
Bathymetry : ETOPO1 for deep ocean and GEBCO8 on

coast and continental shelf.
Time step : 1080 s

Table 1.3: Forcing and Data Assimilation

Data assimilation yes
Data assimilation scheme: SAM2v1 (Kalman filter with SEEK for-

mulation) with Incremental Analysis
Update and bias correction

Data assimilated SST (Reynolds AVHRR-AMSR 1/4∘),
- Reprocessing of Sea Surface Height
(Jason1, Jason2, Envisat, T/P, GFO,
ERS1-2),
-Reprocessing of InSituprofilesand
"NASA team" for sea-ice -Elephant
seals database
- HybridMSSH
- Sea ice concentration (IFRE-
MER/Cersat)

Atmospheric forcings - 3-Hourly ERA-interim ECMWF forc-
ings;
- Bulk CORE Formulation with radia-
tive flux correction and diurnal cycle

Runoff Dai and Trenberth(2002)Monthly Cli-
matology/ 109rivers/ total rivers runoff
1.3Sv

Open Boundary Conditions no
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Table 1.4: Initial Conditions and Relaxation

Initial conditions - T and S Levitus (1998) and PHC2.1
in the Arctic ocean and Medatlas for
Mediterranean Sea.
- NSIDC Bootstrap for Sea ice concen-
tration and thickness.

Surface relaxation No
Water column (3D) relax-
ation

Relaxation toward deep Antarctic wa-
ters

Convection By intensication of vertical mixing (dif-
fusion term)

Table 1.5: Parameterisation

Surface physics parametri-
sation :

Free Surface (explicit + filtering)

Bottom friction : Non linear (constant bottom drag)
Lateral friction : Partial slip (shlat = 0.5)
Vertical mixing : TKE 1.5 closure scheme
Advection : TVD advection scheme
Tracer diusion : Isopycnal laplacian e11 𝑚2/𝑠
Momentum diusion : Horizontal bilaplacian + laplacian

(2000𝑚2/𝑠) in Ob and Ienisseï estuaries
Horizontal diusion coecient
for tracers and momentum :

Ahm0 = -1.8 aht0 = 300 𝑚2/𝑠
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1.4 Thesis objectives

This thesis is conducted within the second phase of the Partenariats Hubert Curien

Project, automatic detection of the Moroccan upwelling system from SST images,

funded by Campus France. The first phase ran from February 2009 to May 2012. The

subsequent second phase ended in December 2018 and had the topic: Multi-satellite

study of upwelling along the Moroccan coast. This interdisciplinary project was

carried out by several French and Moroccan research institutions covering atmospheric

and oceanic science, physical, biological and computational aspects of the Moroccan

upwelling system. This project had the goal to automatically identify and extract

the Moroccan upwelling from SST and 𝐶𝐻𝐿𝑎 images, to propose a new improved

upwelling index, and to explore its spatio-temporal dynamics. To address the aims

of the project, I raised the following questions and tried to answer them in my thesis.

The first two questions focus on the automatic detection of the Moroccan upwelling

system, whereas the last three cover its spatio-temporal dynamics.

∙ Why do previous automatic upwelling detection methods only work on the

southern part of the system?

∙ What are the atmospheric drivers of the Moroccan upwelling system?

∙ How to automatically delineating the upwelling can serve us to study its spatio-

temporal dynamics?

∙ How do physical and biological processes interact with each other in the Mo-

roccan upwelling system?

∙ How does the Moroccan upwelling system contribute and impact the open

ocean?

1.5 Thesis outline

The thesis contains six main chapters, chapter 2 to chapter 7. Most of them have

been published or submitted for peer-reviewed publication. A short presentation of
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the chapters content is given in the following.

In chapter 2, I present different classical methods of image processing commonly

used in the segmentation of Upwelling regions from SST images and CHLa concen-

tration. I review previous methods proposed for the Moroccan upwelling detection,

discuss their results and propose two efficient methods for the Moroccan upwelling

identification from biological physical satellite observations.

In chapter 3, I make use of the upwelling extraction methods proposed in the pre-

vious chapter to introduce a simple and intuitive algorithm to quantify the Upwelling

intensity. The newly introduced index improves the way the thermal difference is

defined, taking into account the spatial structure of the upwelling, and its link with

the Ekman transport. Later in this chapter, I use this proposed index, the upwelling

extraction methods along with several other biological and physical indices to study

the spatio-temporal variation of Moroccan upwelling dynamics.

In chapter 4, I motivate the importance of transport in fluids in many natural

systems, then I introduce the phenomenon of chaotic advection and show methods

from the theory of dynamical systems that allow the determination of the geometry

of mixing in chaotic flows.

In chapter 5, I focus my interests in studying the relationship between physical

structures of oceanic fronts and the biological productivity in upwelling regions. I

study the horizontal stirring and mixing in different upwelling areas using Lagrangian

coherent structures (LCSs). I compute these using the recent geodesic theory of

LCSs. I use these LCSs to study the link between the CHLa fronts concentrations

and surface mixing, based on 10 years of satellite data. These LCSs move with the

flow as material lines, thus I calculate the horizontal mixing from the intersection of

these LCSs with the finite time Lyapunov exponents (FTLEs) maps. I compare my

results with those of a recent study conducted over the same area, but based on Finite

Size Lyapunov Exponents (FSLEs) whose output is a plot of scalar distributions. I

discuss the differences between FSLE and geodesic theory of LCS. The latter yields

analytical solutions of LCSs, while FSLEs can only provide LCSs for sharp enough

ridges of nearly constant height
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In chapter 6 and 7, my focus shifted toward studying the transport properties of

mesoscale eddies (i.e. vortices of 100 ∼ 200 kms in diameter) over a finite time dura-

tion. While these oceanic structures are well known to stir and mix surrounding water

masses by their swirling motion, they can also carry and transport organic matter

as coherent structures. In these two chapters, I am interested in dynamic transport

properties of these coherent structures, which have chaotic and mixing properties

on large time scales. Present techniques to analyze fluid coherent vortices rely on

classical geometric theory of the Cauchy-Green’s invariants; vortices are related to

closed orbits of their field. Others define coherent vortices from vorticity, by cal-

culating its averaged deviation. In these chapters, I take two different approaches

to identify coherent vortices and their centers in automatic manner. The first is

based on a rigorous analysis of particles trajectories. The second method is based on

the frequency-domain representation of Lagrangian trajectories. I illustrate the new

methods by identifying and extracting Lagrangian coherent vortices in different two-

and three-dimensional flows.

In chapter 8, I explore the impact of the Moroccan upwelling system over the

open ocean. I do this by exploring the role played by mesoscale eddies off the Ca-

nary archipelago in carrying coherent waters from the upwelling region and pouring

them into the open ocean. I use the method I proposed in the previous chapter to

extract coherent mesoscale eddies from a 24 years dataset of sea surface velocity field

derived from satellite surface altimetry. I investigate their lifespan, create a sequence

of consistent fluid transport, and assess the significance of the achieved transport esti-

mations. I use these mesoscale eddies to compute coherent fluid transport off Canary

Islands, which I prove to be lower (by about one order of magnitude) than previous

transport estimates.

CHAPTER 1. INTRODUCTION



Anass El Aouni LCSs and physical processes of coastal upwelling

CHAPTER 1. INTRODUCTION 68



Chapter 2

Upwelling segmentation from

biological and physical satellite

images

Abstract

In this chapter I am interested in classical methods commonly used in image process-
ing to segment upwelling regions from SST images and CHLa concentration. The
objective of this chapter is to review previous methods proposed for the problem of
upwelling detection in the studied area, highlight their advantages and limitations,
then improve some of them to efficiently identify and extract the north-west African
upwelling from biological physical satellite observations.

2.1 Segmentation methods

2.1.1 Segmentation methods

Segmentation is a widely studied topic in computer vision. Image segmentation is

the process of partitioning a digital image into multiple sets of pixels (segments).

The goal of this process is to change the presentation of a given image into a more

meaningful image which it easier to analyze [Shapiro and Stockman, 2001, Barghout

and Lee, 2004]. Thus, a good segmentation method must be one that leads to a good
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interpretation without reducing too much the content. Image segmentation is the

process of labeling every pixel in an image such that pixels with the same label share

certain characteristics computed properties, such as color, intensity, or texture. It is

usually used to identify objects and boundaries in images.

There are three general approaches to segmentation, region-based methods, edge-

based methods and thresholding

∙ Region-based segmentation methods operate directly on the regions by look-

ing for areas 𝑅𝑖 in the image that have pixels with common properties.

∙ Edge-based segmentation methods transform original images into edge images

based on the localization of important variations of a gray level image and the

detection of the physical and geometrical properties of objects of the scene

∙ Thresholding is the simplest method of image segmentation. It is yet an effec-

tive way of partitioning an image into a foreground and background. Threshold-

ing technique is a type of image segmentation that isolates objects by creating

binary images.

2.1.2 Edge-based segmentation

Contour detection segmentation is a fundamental step in image processing field [Chan

and Vese, 2001]. It includes a variety of mathematical methods that aim at identifying

points in a digital image at which the image intensity changes sharply. The purpose

of edge segmentation is to capture events and changes in properties of the images,

these properties changes are most likely to correspond to [Barrow and Tenenbaum,

1981, Lindeberg, 2001]:

∙ discontinuities in depth,

∙ discontinuities in surface orientation,

∙ changes in material properties and,

∙ variations in scene illumination.

CHAPTER 2. UPWELLING SEGMENTATION FROM BIOLOGICAL AND
PHYSICAL SATELLITE IMAGES
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The result of edge-based segmentation may lead to a set of connected curves that

indicate the boundaries of objects as well as curves that correspond to discontinuities

in surface orientation. Thus, edge-based segmentation might significantly reduce the

amount of data to be processed and may therefore filter out information that may be

regarded as less relevant, while preserving the important structural properties of an

image.

There are many methods for edge detection, but most of them can be grouped

into two categories:

∙ Differential approaches.

∙ Optimal edge detector.

Gradient edge detection

The most common type of edge detection process uses a gradient operator, of which

there have been several variations [Maini and Aggarwal, 2009, Gonzalez et al., 2004].

Mathematically, for an image function, 𝑓(𝑥, 𝑦), the gradient 𝐺(𝑓(𝑥, 𝑦)) and the gra-

dient direction, 𝜃(𝑥, 𝑦) are computed as:

∇𝑓 = 𝐺[𝑓(𝑥, 𝑦)] =

⎡
⎣𝐺𝑥

𝐺𝑦

⎤
⎦ =

(︂𝜕𝑓
𝜕𝑥
𝜕𝑓
𝜕𝑦

)︂
(2.1)

𝜃 = 𝑡𝑎𝑛−1
(︁

𝐺𝑦

𝐺𝑥

)︁
(2.2)

where,

𝐺𝑥 = 𝑓(𝑥 + 1, 𝑦) − 𝑓(𝑥− 1, 𝑦) (2.3)

𝐺𝑦 = 𝑓(𝑥, 𝑦 + 1) − 𝑓(𝑥, 𝑦 − 1) (2.4)

The gradient edge detection properties are:
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∙ The magnitude of gradient 𝑀(𝑥, 𝑦) =
√︀

𝐺2
𝑥 + 𝐺2

𝑦 provides information about

the strength of the edge.

∙ The direction of gradient is always perpendicular to the direction of the edge.

In general, these derivatives are computed by convolution of the image with a

mask of differences [Acharya and Ray, 2005]. In this subject, several convolution

masks have been proposed in the literature to estimate the modulus of the gradient:

Roberts, Prewitt, Sobel and Kirsch. The main disadvantage of these operators is

their high sensitivity to noise (clouds) due to the implementation of the derivation

which results in a high-pass filtering. Also, the quality of the segmentation strongly

depends on the size of the masks; to enlarge it means to increase the quality of the

results obtained and consequently to increase the calculation time.

The zero-crossing based methods search for zero crossings in a second-order deriva-

tive expression computed from the image in order to find edges. Such methods are

very useful because the 2nd derivative is very sentient of noise and this is helpful in

the filtering of noise from the image. In this subject we can cite the Laplacian of

Gaussian also referred as LoG [Al-Amri et al., 2010]. In this approach the image is

convolved with Gaussian filter to reduce the noise. Pixels that have locally maxi-

mum gradient, are examined as edges in which the zero crossing is found [Hueckel,

1973, Torre and Poggio, 1986].

Optimal edge detector

It is based on the definition of an optimality criteria for localization and detection;

these criteria are based on optimal smoothing filters. In this category, Canny’s fil-

ter (Canny, 1986) is made by convoluting the signal by a finite impulse response

filter; it proposes an approximation by the 1st derivative of Gaussian. For this, it

mathematically defines three optimality criteria:

∙ Detection: the contour must be well detected by minimizing false responses.

∙ Location: the contour must be located with certainty by optimizing the preci-

sion with which the contour is detected.

CHAPTER 2. UPWELLING SEGMENTATION FROM BIOLOGICAL AND
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∙ Single response: the contour must cause a single response for a single contour

avoiding edge effects.

2.1.3 Region-based segmentation

Methods belonging to the region-based segmentation operate directly on the regions

by looking for areas 𝑅𝑖 in the image that have pixels with common properties. There

are mainly two types of segmentation methods that adopt this approach: split-

ting/merging methods and clustering methods.

Splitting/merging methods

Split/merge algorithms seek to merge regions (or pixels) with similar characteristics.

Indeed, the Region Growing method is a common technique in this category [Chang

and Li, 1994] whose principle is to examine neighboring pixels of initial seed points

and determines whether the pixel neighbors should be added to the region. The use of

this type of method on SST images makes it possible to roughly detect upwelling zones

[Tamim et al., 2014b]. However, the prior knowledge of criteria that vary greatly from

one image to another is a very strong constraint. Indeed, the segmentation is made

very difficult by the influence of the initial position of the seed points, the choice of

the stopping conditions, the important calculation time, and the sensitivity related

to the noise.

Clustering methods

Clustering methods consist of dividing a set of pixels of an image 𝐼 into a number

𝐶 clusters (i.e class). A class represents a family of pixels with common properties

and thus identifies one or more regions with physical characteristics (e.i, upwelling

regions, non-upwelling, earth, clouds in SST images). The quality of the results

obtained depends largely on the robustness of the classes.

Clustering algorithms have experienced a very significant interest, especially in

the context of the automatic segmentation of SST images. In this category several
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methods have been developed, the most popular being k-means, it owes its popularity

to its simplicity and its ability to handle large sets of data.

The difficulty of clustering algorithms lies in the priority knowledge of the number

of classes present in the image as well as the gray levels delimiting each class [Tamim

et al., 2013]. In particular, SST images present upwelling regions with a very weak

dynamic: the maximum temperature difference between the upwelling regions is of

the order of 2∘𝐶. We will return with more detail in the second part of this chapter

on the automatic classification methods of SST images.

Mathematical morphology

Mathematical morphology [Matheron, 1975, Serra, 1983] finds an immense field of

application, particularly in the detection of thermal structures in SST images [Holyer

and Peckinpaugh, 1989, Marcello et al., 2005]. Mathematical morphology is a collec-

tion of operators based on set theory and defined on an abstract structure known as

an infinite lattice. It is intended to analyze and recognize the geometrical properties

and structure of the objects. It includes techniques such as erosion, dilation, opening,

closing.

Dilation Dilation generally increases the sizes of objects. It is a process that trans-

lates the origin of the structuring element 𝐵 throughout the domain of the image

𝐼 and checks to see whether it overlaps with one valued pixels. Dilation of 𝐼 by

structuring element 𝐵 is denoted by 𝐼 ⊕𝐵.

Erosion Erosion generally decreases the sizes of objects and removes small anoma-

lies. As in dilation, the manner and extent of shrinking is controlled by the structuring

element. Erosion of 𝐼 by structuring element 𝐵 is denoted by 𝐼 ⊖𝐵

Opening The opening operator is the composition of a morphological dilation with

erosion using the same structuring element 𝐵. This operator makes it possible to
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isolate surfaces present in the image 𝐼 and to smooth out the contours.

(𝐼 ⊖𝐵) ⊕ 𝐵̄ (2.5)

With 𝐵̄ denoting the transpose of 𝐵.

Closing The closing operator is realized by using a dilation by 𝐵 then an erosion

by 𝐵̄. It helps to remove small objects, while closing removes small holes.

(𝐼 ⊕𝐵) ⊖ 𝐵̄ (2.6)

Gradient morphology The morphological gradient is defined as the difference

between the dilated 𝐼 by the structuring element 𝐵 and the eroded 𝐼 by 𝐵:

∇𝐼 =
1

2
(𝐼 ⊕𝐵) − (𝐼 ⊖𝐵) (2.7)

It measures in each point of the image the difference between the maximum and the

minimum of the gray levels on the neighborhood defined by the structuring element

𝐵.

All these morphological operators have comparable or even superior performances

to those based on the combination of filters and linear gradients [Van Vliet et al.,

1989] and require fewer operations. However, these operators are made more robust

if a usual filtering precedes their use. In the case of SST images, it is widely recognized

that the results obtained are very insignificant [Cayula et al., 1991].

2.1.4 Discussion

In this first part, we present results obtained with different segmentation methods.

The results evoked suggest the limitations of conventional segmentation techniques

for the detection of structures of interest in SST images. These limitations are mainly

related to the nature of the images to be processed. Indeed, SST images present ir-

regular contours with a very weak dynamics on the zones of upwelling. However,
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region-based segmentation methods: the k-means method, generally provide inter-

esting results and have been very successful in oceanographic image analysis. It

therefore seems useful to propose a method that takes into account the region-based

information in the analysis of SST images. In the continuation of this chapter, we

will focus on region-based segmentation approaches, more specifically, we will analyze

the methods of automatic classification of satellite images.

2.2 Automatic extraction upwelling regions from SST

images

As we pointed-out earlier (first part of this chapter), the clustering-based segmenta-

tion of SST images for the purpose of identifying upwelling regions is very important

task in oceanography. It has contributed in many studies on the analysis of thermal

structures [Nieto et al., 2012, Tamim et al., 2015, Tamim et al., 2013, Sousa et al.,

2008, El Aouni et al., 2015, El Aouni et al., 2018e]. Clustering algorithm seeks to

identify groups with similar pixels in order to better discover the distribution and

the correlation between the objects of the image. It consists in defining descriptive

attributes of the image and then using a classification technique from these attributes

to extract distinct and homogeneous regions [Jain and Dubes, 1978]. The use of this

approach in the detection of upwelling zones is very promising in the case where it is

considered that coastal upwelling is characterized by a cold and homogeneous zone

compared to warm and heterogeneous offshore waters.

2.2.1 Clustering Methods

In clustering [Richards, 2013] one tries to identify groups of pixels based on a similarity

criterion, when the only data available are unlabeled, and no structural information

about it is available. Depending on the nature of the data and the purpose for which

clustering is being used, different measures of similarity may be used to place items

into classes. The existing clustering methods can be grouped into two categories,
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fuzzy [Looney, 1999] and hard [Jain and Dubes, 1988]. In hard clustering, data is

divided into distinct clusters, where each data element belongs to exactly one cluster.

In fuzzy clustering, data elements can belong to more than one cluster simultaneously,

with different degrees of membership.

In the context of upwelling segmentation several techniques and algorithms have

addressed the problem of automated identification of upwelling regions in SST images.

For instance, [Cayula and Cornillon, 1992] proposed an unsupervised classification

method in which neural network is trained based on the k-means clustering. In

[Nieto et al., 2012], authors proposed a histogram-based separation method, where

the bi-modality of SST histogram is interpreted to represent two types of water. In

[Sousa et al., 2008], authors propose an algorithm to extract upwelling regions in the

coastal ocean of Portugal. Their algorithm is based on fuzzy c-means (FCM) and

yields good segmentation accuracy in that particular area. Other upwelling detection

technique based on FCM were proposed for that particular areas we cite [Nascimento

and Franco, 2009b, Nascimento and Franco, 2009a].

For the north-west african upwelling, several upwelling segmentation were pro-

posed. Ostu’s algorithm is applied on SST images in the southern part of Morocco to

separate cold upwelling from the warmer water in the offshore [Tamim et al., 2013].

Another approach based on the use of the FCM algorithm with an adaptive cluster

merging was proposed for the same area [Tamim et al., 2014b]. Another fuzzy ap-

proach was applied on that area, which was based on the use of Gustafson-Kessel

clustering algorithm [Tamim et al., 2014a]. On the same area, another combination

of Otsu’s and region growing algorithms were proposed to extract upwelling regions

from SST images [Tamim et al., 2015]. In a comparison between the application of

these methods over that area, the FCM algorithm seems to be the one which gives

satisfying results in term of upwelling identification [Tamim, 2015]. FCM algorithm

attempts to partition a finite collection of 𝑛 pixels 𝑋 = {𝑥1, ..., 𝑥𝑛} into a collection

of 𝑐 fuzzy clusters with respect to some given criterion. Given a finite set of pixels,

the algorithm returns a list of 𝑐 cluster centers 𝐶 = {𝑐1, ..., 𝑐𝑐} and a fuzzy partition

matrix, which presents the degree of belonging for each pixel 𝑥𝑘 to a given cluster
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𝑐𝑖. The FCM algorithm is applied to minimize an objective function called c-means

functional:

𝐽𝑚(𝑋;𝑈, 𝑉 ) =
𝑛∑︁

𝑘=1

𝑐∑︁

𝑖=1

(𝜇𝑖𝑘)𝑚 ‖𝑥𝑘 − 𝑣𝑖‖2 (2.8)

where 𝑛 is the length of the vector 𝑋 presenting pixels of a given SST image. 𝑉 =

{𝑣1, 𝑣2, ...., 𝑣𝑛} is the vector of cluster prototypes and 𝑈 = [𝜇𝑖𝑘] is the fuzzy partition

matrix which presents the degree of belonging for each pixel 𝑥𝑘 to a given cluster 𝑐𝑖.

The weighting exponent 𝑚 controls the fuzziness of membership values, which vary

in the interval [1,∞[. An increase of 𝑚 lead to an increase of fuzziness partitions. In

our work, 𝑚 = 2.

The objective function (Eq.A.7) can be seen as a measure of the total variance of

𝑥𝑘 from 𝑣𝑖. The minimization of the objective function (Eq.A.7) represents a nonlinear

optimization problem that can be solved by using respectively the following cluster

centroids and membership functions:

𝑣𝑖 =

𝑛∑︁

𝑘=1

(𝜇𝑚
𝑖𝑘)𝑥𝑘

𝑛∑︁

𝑘=1

(𝜇𝑚
𝑖𝑘)

, 1 ≤ 𝑖 ≤ 𝑐 (2.9)

𝜇𝑖𝑘 =
1

𝑐∑︁

𝑗=1

(
‖𝑥𝑘 − 𝑣𝑖‖
‖𝑥𝑘 − 𝑣𝑗‖

)
2

(𝑚−1)

, 1 ≤ 𝑖 ≤ 𝑐, 1 ≤ 𝑘 ≤ 𝑛 (2.10)

The goal here is to iteratively improve a sequence of sets of fuzzy clusters through

those equations until no further improvement is possible for the objective function.

Optimal number of clusters In unsupervised classification, the number of clus-

ters is rarely known a priori, and in order to have the optimal number of classes it

must be chosen with great care. Several methods have been proposed to automati-

cally determine the number of clusters which better fit the data [Griffa et al., 2007].

In [Tamim et al., 2014a], authors used validity indices for several values of 𝑐 and then
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evaluates the goodness of the obtained c-partition. Results show that 𝑐 = 2 is better

fit for their studied area. Due to the nature of the studied area which is characterized

by a strong and variable upwelling throughout the year, and based on its scientific

and technical knowledge, [Tamim et al., 2015, Tamim et al., 2013] set 𝑐 = 2 in order

to separate the cold water near the coast from the warmer in the offshore direction.

(a) (b)

Figure 2-1: a) 8-day SST images obtained on the first week of January 2007, b) the
result of the method developed in [Tamim et al., 2015] applied on the SST image from
Fig.2-2(a). White color refers to upwelling water while black color refers to offshore
water.

Fig.2-1(b) shows results of the method developed in [Tamim et al., 2014a] applied

on the SST images in Fig.2-1(a). However, while it yields accurate segmentation in

the southern part of the Moroccan Atlantic coast, it fails however to provide good

segmentation on the whole Moroccan upwelling system (including center and north).

The white color refers to the upwelling region, one can clearly see that the method

completely overestimates the contouring of the upwelling regions in the northern

part. The main reason behind this failure is the high variability of the latitudinal

distribution of temperatures. Hence, for example, offshore temperatures in north

(while they are higher than coastal north temperatures) can be close to upwelling

temperatures in south. An example of such phenomena is shown in Fig.2-2. To bypass
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this problem, we propose a latitudinal normalization by offshore temperatures, thus

is, we consider "region-dependent" difference of temperatures rather the temperatures

themselves. The procedure is described in the following.

2.3 Upwelling extraction based on nonlinear trans-

formation of SST images.

2.3.1 Latitudinal normalization of SST images

As described in [Ekman, 1905], if the wind blows parallel to the coast in the Northern

hemisphere (such as along the coast of Morocco, where the wind blows South), Ekman

transport can produce a net movement of surface water 90∘ to the left of the winds

which might result in coastal upwelling. Thus, in order to identify the upwelling,

it is natural to compare the temperature of the inshore water with offshore water

within a perpendicular direction to the coast. The idea here is very similar to the

coastal upwelling index, which is widely used to characterize the upwelling spatio-

temporal dynamics from SST [Van Camp et al., 1991, Nykjær and Van Camp, 1994,

Demarcq and FAURE, 2000, Santos et al., 2005, Marcello et al., 2011]. However,

the coastal upwelling index is usually calculated as a difference between the minimal

temperature recorded in the upwelling region and its reference in the offshore water.

Here, we consider normalizing each SST image based on this principal; instead of

calculating the index over the minimal temperature, we compute it over the whole

pixels belonging to the same radial. In this work [El Aouni et al., 2018d, El Aouni

et al., 2020a], we thus partition each image into 𝑅 radials which are perpendicular

to the coast, as shown in Fig.2-3, where 𝑅 are pixel of width and 3000 km of length

starting from the coast line.

All the radials present the same angle to the coast line in order to cover all the

pixel of the image as follows:

We first define the general orientation of the Moroccan coast as a virtual line (see
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Figure 2-2: a) 8-day SST images obtained on the first week of January 2007, with
thermal comparison between the inshore and offshore waters (circles with same the
color highlight similar temperature caught in the offshore and the upwelling waters),
b) the result of the method developed in [Tamim et al., 2015] applied on the SST
image from Fig.2-2(a). White color refers to upwelling water while black color refers
to offshore water. c) latitudinal comparison between the upwelling and the offshore
temperature; green curve represents the maximal temperature on each latitudinal
step of the SST image in Fig.2-2(a), blue curve represents the mean temperature over
the first 80km of each latitudinal step.

black line in Fig.2-3)

𝐿𝑙𝑎𝑡,𝑙𝑜𝑛 = (𝑃𝑛,𝑛, ..𝑃𝑠,𝑠) (2.11)

where starting from the northern (𝑃𝑛,𝑛) till the southern point (𝑃𝑛,𝑛) of Morocco.
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This line will serve to define the perpendicular radials as:

⟨𝑅1
𝑛𝑜𝑟𝑡ℎ𝑒𝑟𝑛𝐿𝑎𝑡,𝑛𝑜𝑟𝑡ℎ𝑒𝑟𝑛𝐿𝑜𝑛, 𝐿⟩ = 0

...

⟨𝑅𝑟
𝑠𝑜𝑢𝑡ℎ𝑒𝑟𝑛𝐿𝑎𝑡,𝑠𝑜𝑢𝑡ℎ𝑒𝑟𝑛𝐿𝑜𝑛, 𝐿⟩ = 0

(2.12)

On each radial we first define the maximal offshore temperature. To do so, we

need to consider offshore waters where the influence of the upwelling is expected to

be insignificant. To do so, we use bathymetry data and define offshore waters as the

ones which have a balthymetry less than −500𝑚. Fig 2-3 shows an example of a

radial in which the maximal offshore temperature is sought.

Figure 2-3: GEBCO bathymetry over the studied areas. The purple line shows an
example of radial in which 𝑆𝑆𝑇𝑚𝑎𝑥 is sought. The black line presents the orientation
of the coastline.

Fig 2-2 illustrates the phenomenon of latitudinal high variability of temperature.

The green curve represents the maximal temperature on each radial of the SST im-

age in Fig.2-2(a). The blue curve represents the mean temperature over the first 80
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km of each radial. As stated above, north and central maximal temperatures can

be much lower than minimal temperatures in the south. This is the main reason

behind the failure of segmentation methods proposed in [Tamim, 2015, Tamim et al.,

2015, Tamim et al., 2014a, Tamim et al., 2014b, Tamim et al., 2013]. As they are all

considered as linear methods, and they do not take into account the spatial informa-

tion of the upwelling phenomenon. Let’s take for example the FCM algorithm which

showed to be the best segmentation method all over the ones presented for that area

[Tamim, 2015]. Fig.2-2(a) shows the synthetic presentation of the FCM algorithm

applied on the SST images. The red line present the FCM algorithm, while the green

and blue present temperature of upwelling and offshore waters. This Figure makes

it very clear why the FCM fails to separate these two classes, both green and blue

curves are spatially distributed in nonlinear way, which makes it impossible for the

FCM to properly separate them.

Consider now a radial 𝑟 ∈ {1, ..., 𝑅} composed of temperature pixels 𝑟 = {𝑇 𝑟
𝑖 ; 𝑖 =

1, ..., 𝑅}. Let 𝑇 𝑟 be the maximal temperature on radial 𝑟:

𝑇 𝑟 = max
𝑖

𝑇 𝑟
𝑖 (2.13)

We now define the offshore gradient of temperature as:

𝛿𝑇 𝑟
𝑖 = 𝑇 𝑟 − 𝑇 𝑟

𝑖 (2.14)

Fig.2-4(a) displays the image of Fig.2-1(a) after this normalization. As we can

see this image keeps the same thermal structures in the SST image. Moreover, the

upwelling area, which corresponds now to high gradient intensities, is visually more

clear than in the original SST image. However, there exists some unnatural lines due

to some maximal temperatures which are not presenting the right thermal references.

Fig.2-4(c) shows 𝑇 𝑟 vector (red line) used to generate Fig.2-4(a). This vector contains

many fluctuations which causes the unnatural lines. To overcome this problem a

moving average algorithm with a window size of 5 is used to smooth out the vector

of the thermal references (Fig.2-4(c) blue line). Fig.2-4(b) shows the final normalized
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Figure 2-4: a) Normalization of the SST image in Fig.2-2(a). b) Smoothed normalized
SST image, c) 𝑆𝑆𝑇𝑚𝑎𝑥 vector before (red) and after (blue) being smoothed.

image computed using the smoothed 𝑇 𝑟 vector.

Fig 2-5 displays the "dual" information of Fig.2-2 where the green curve represents

now the minimal gradient in each radial and the purple cure represents the mean

gradient over the first 80 km of each radial. One can see that offshore information

(green curve) is now normalized over the whole coast and is clearly discriminated from

the inshore information (purple curve). Bringing back the synthetic presentation of

the FCM algorithm applied on this image. Again red line presents the FCM algorithm

while both green and blue curves present the temperature gradient in the upwelling
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Figure 2-5: a) Normalization of the SST image in Fig.2-2(a), with thermal compar-
ison between the inshore and offshore water, b) latitudinal comparison between the
upwelling and the offshore pixel values.

and the offshore water. Now there is no doubt that both classes are linearly separable.
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(a) (b)

(c)

Figure 2-6: a) binary result of FCM applied on the normalized SST image, b) binary
result after the application of the region-groing algorithm on the image (b). c) Final
segmentation achieved by the proposed method.

Upwelling segmentation

Once the normalization is applied on an SST image, an image with gradient temper-

ature intensities is obtained. The upwelling area corresponds to the region(s) with

the lowest intensities. Segmentation of this area goes back to separate the latter from
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pixels with the highest intensities. To do so, we apply the FCM on each normalized

images to provide labeled clusters sharing the similar statistical properties 2-6a).

In addition to the upwelling area, the FCM’s output include some additional noise

structures far away from the coast, not belonging to the upwelling region. For that

reason and based on the fact that all pixels pertaining to the upwelling must have

connectivity with the coastline, a segmentation procedure is required consisting on

the application of the Region-growing algorithm to remove those isolated pixels in

the offshore direction.

Fig.2-1 displays the segmentation obtained with the method we developed in

[Tamim et al., 2015]. As stated above, this method fails to provide a good seg-

mentation along the whole coast. Fig.2-6(b) shows the segmentation obtained after

the normalization we developed here. Our new method yields a very accurate seg-

mentation on the whole coast and is even able to track the filaments.

Oceanographer evaluation

We evaluate the accuracy of our upwelling segmentation method by testing it over

a subset of 131 SST images covering the Moroccan Atlantic coast during the years

2007, 2008 and 2009. As commonly done, validation is carried out independently by

a professional oceanographer. Throughout this evaluation, we used 4 grades: Bad,

Poor, Good and Excellent. The grade Bad is attributed when the upwelling region is

not well delineated by the proposed algorithm. Excellent is assigned when the area

is correctly identified in each SST image.

The results of the oceanographer’s evaluation are presented in Fig.2-7. This figure

shows that 53% and 44% of the dataset are "Good" and "Excellent", respectively.

The grade "Poor" is attributed to only 3% of the data while the grade "Bad" is not

attributed at all. Overall the 131 SST images used in this study, the segmentation of

97% of the images is considered as Good or Excellent, showing the high accuracy of

our approach.

In this part, we proposed a novel method for segmentation of upwelling areas

along the Moroccan coast which is based on a thermal nonlinear normalization of
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Figure 2-7: Qualitative evaluation made by the oceanographer of segmentation results
produced by the proposed method.

SST images. This method showed to be very accurate and more robust than a recent

sate of the art method. The segmentation method we developed here will serve as a

framework to define a novel upwelling index which will be used in the next chapter

to characterize the spatio-temporal dynamics of the north-west African upwelling.

However, the upwelling phenomenon has both physical and biological characteristics

associated with it. And for a better understanding, we need to characterize the

upwelling dynamics from both physical and biological observations. Thus, the next

part of this chapter will be dedicated to the development of a segmentation method

for the detection and extraction of the upwelling areas from both SST and CHLa

images along the central part of the Canary upwelling Ecosystems.
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2.4 Upwelling extraction simultaneously from SST

and CHLa images

In this part [El Aouni et al., 2019b], we present a novel simple and intuitive method

to identify and segment upwelling areas of the North-west African upwelling. This

method is capable of extracting upwelling areas from both SST and CHLa images.

As shown in the previous part of this chapter, offshore temperatures in north can

be close to upwelling temperatures in south parts. Thus, a possible way to identify

upwelling regions over this area is to consider a sub-regions approach, where one has

to meridionally divide the whole system to sub-regions with homogeneous latitudinal

variation of SST. Based upon this suggestion, and to better understand spatial dis-

tribution of temperatures over upwelling regions of North-West Africa, we carry out

a statistical analysis study of the spatial distribution of upwelling, its latitudinal and

longitudinal temperature variation.

2.5 Data and area of interest

This study focuses on the northern part of the North-West African part of the Canary

upwelling Ecosystem, between 20∘𝑁 to 36∘𝑁 and 4∘𝑊 to 19∘𝑊 . This zone is depicted

in Figure 2-8 which shows two acquisitions (one SST and one CHLa) of the same

area. MODIS-T SST and CHLa datasets are processed to provide images at spatial

resolution of 4×4 km, leading to images of size 378×378 pixels. SST and CHLa data

are obtained from NASA’s oceancolor website http://oceancolor.gsfc.nasa.gov/.

We use datasets consisting of 644 8-day SST and 644 8-day CHLa images, covering the

period between 2003 and 2016. The images display typical upwelling conditions with a

well-defined upwelling main front in term of sharpness all over the studied area visible

on the CHLa image. The SST image presents a well defined upwelling main front only

south of 28∘𝑁 , the thermal front being not clearly identified north of 28∘𝑁 . Moreover,

the temperature distribution varies both meridionally and zonally, whereas the CHLa

distribution shows only clear longitudinal variation. Both images are acquired at the
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same date (first week of January 2007). The CHLa image shows more cloudiness

than what is present in the thermal observation. This is due to different wavelengths

and algorithms used to provide such data. We consider 8-day SST and CHLa images

because they constitute a good compromise between the variability of the pixel values

and the necessity to provide a continuous spatio-temporal coverage. SST and CHLa

images are included in the database if they have at least 25% of valid information in

the area between the coast and 200 km offshore. We also consider monthly SST and

CHLa images to describe the interannual variability of the upwelling dynamics. We

also use the daily global 1/4∘ resolution product GEKCO (Geostrophic and Ekman

Current Observatory) of surface currents developed by [Sudre et al., 2013] to compute

the eddy kinetic energy and the cross-shore Ekman Transport index. The surface

currents are calculated from a combination of wind-driven Ekman currents, at 15 m

depth, derived from Quickscat and ASCAT wind estimates, and geostrophic currents

computed from Sea Surface Heights.

Figure 2-8: (a) 8-day SST image (∘𝐶), (b) CHLa concentration (𝑙𝑜𝑔(𝑚𝑔/𝑚3)) image
obtained on the first week of January 2007, showing typical upwelling scenario from
physical and biological observations; similar oceanic structures appear in both images.
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2.6 Upwelling identification and segmentation

Our goal is to develop an upwelling segmentation method which allows the identifi-

cation of the upwelling areas from SST and CHLa images. We first seek to overcome

the problems encountered when applying the method developed in [Tamim et al.,

2015] over SST images, and to provide an upwelling segmentation from biological

observations.

As stated in the previous part, north and central maximal temperatures can be

much lower than minimal temperatures in the south. Thus, a possible way to identify

upwelling regions over this upwelling system is to consider a sub-region approach,

where one has to divide "zonally" the whole system into sub-regions and apply the

method developed here [Tamim et al., 2015] over each sub-region, then merge all the

regions later on. An example is given in Fig 2-9(d), where the green curve represents

the maximal temperature on each latitudinal step of the SST image in Fig 2-9(a). In

order to fully separate the green curve from the blue one, we divided our system into

4 sub-regions. We clearly see that the sub-regions have different sizes. The problem

is how to define these sub-regions, knowing that the upwelling itself varies seasonally.

For each SST image we will have a different number of sub-regions. The solution to

this is to:

∙ Zonally divide the system into sub-regions characterized by low latitudinal vari-

ation of temperature.

∙ Over each one of the sub-regions, we would apply the technique developed in

[Tamim et al., 2015].

∙ Later on, merge the results of each sub-region to have a final delineation of the

upwelling limit.

However, this could result in a discontinuity of the main upwelling contour (know-

ing that upwelling waters in each sub-region will have its own centroid). To overcome

this:
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∙ First apply clustering algorithm with maximal number of clusters over the whole

system.

∙ Zonally divide the system into sub-regions.

∙ In each sub-region identify upwelling water.

∙ Later on merge upwelling region from the sub-region to reproduce the main

upwelling contour.

2.6.1 Extraction of the upwelling areas

In the unsupervised clustering, the number of clusters is rarely known a priori and it

must be chosen with great care. In fact, if the cardinality (number of pixels belonging

to a given cluster) of a cluster is larger, one or more good compact clusters should be

broken due to the variations in the similarity, or if it is smaller, one separate cluster

may be merged [Kaymak and Setnes, 2002, Frigui and Krishnapuram, 1996, Backer

and Jain, 1981]. In the literature two main approaches for determining the good

number of clusters in data can be distinguished:

∙ Use the clusters validity functions to extract the good number of clusters which

best describe the data.

∙ Start with large number of clusters, and successively reduce this number by

merging clusters that are similar, according to some predefined criteria.

In this work we use the second approach, but instead of using the similarity-based

cluster merging approach, we developed an upwelling special algorithm that merges

parts of clusters which best reproduce the shape of upwelling. Our method is based

on a rigorous analysis of the spatial distribution of the upwelling; we applied particle

swarm optimization clustering algorithm (PSO) [Kennedy, 2011, Kennedy et al., 2001]

with a maximal number of clusters 𝐶𝑚𝑎𝑥 = 6 over one year of SST images. Then, we

analyzed the meridional and zonal distribution of the clusters. Results show that:
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∙ The cardinality of the clusters gets smaller in the south direction, which results

in upwelling with more clusters in the southern part as compared to the northern

one.

∙ The same cluster presents the upwelling water in the southern region and off-

shore water in the northern region.

∙ The same cluster shows smaller cardinality in the upwelling water, and larger

one in offshore water.

∙ Starting from the coastline, the cardinality of the clusters gets larger in the

offshore direction (the upwelling waters present a small portion compared to

the waters in the open ocean).

Based on this analysis we developed an algorithm that iteratively breaks and

merges parts of clusters to create the upwelling pattern of the studied area. The

algorithm initializes the PSO clustering algorithm with a number of clusters 𝐶𝑚𝑎𝑥 = 6.

(Fig 2-10(a) (upper panel) shows results from the PSO clustering algorithm applied

on the SST image from Fig.2-8). Then the algorithm starts by zonally dividing the

whole system into equally small sub-regions of 90𝑘𝑚: for each sub-region from North

to South, it starts from the coastline, and calculates the cardinality of the first cluster

and labels it as upwelling if it presents less than 15% of cardinality of the sub-region,

then goes to the next one, and includes it only if the cardinality of the current cluster

is less or equal to the sum of the previous ones as described by the Algorithm 2

(Appendix). Each sub-region is characterized by the number of clusters it includes.

Fig.2-10(b) shows the result of Algorithm 2. Lines with the gray color mean that

only one cluster is considered, for the brown lines two clusters are considered, 3 for

the green and 4 for the white.

The second part of the algorithm consists of merging connected sub-regions of

similar number of clusters in order to create the different upwelling regions with

different number of clusters (isolated sub-regions add or remove one cluster depending

on their surrounding). We finally defined 4 regions (Fig.2-10(c)), the first one contains
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only one cluster, the second contains 2, 3 for the third and 4 for the last one. Fig.2-

10(d) illustrates the final segmentation obtained for the upwelling regions. Finally,

these regions are merged to create the upwelling area as shown in Fig.2-10(e). One

can see that our new method yields a very accurate segmentation on the whole coast.

2.7 Conclusion

The present chapter was dedicated to reviewing existing method for the purpose of

the automatic segmentation of upwelling regions. We showed how region-based seg-

mentation methods are more adapted to the upwelling identification problem. The

reviewed methods give very satisfying results on their corresponding studied regions.

Then, the reviewed methods were tested over our studied area, which is an exten-

sion of the latter’s methods’ region, which includes the central and northern part of

the Moroccan upwelling. However, results show that these methods fail to properly

extract the upwelling over the whole Moroccan coast. By analyzing the meridional

distribution of the upwelling temperature, the physical process that creates the up-

welling, the results of the previous methods and the way their algorithms function; we

first managed to bypass all the problem faced by these methods. This has been done

by considering a latitudinal normalization by offshore temperatures, which could be

interpreted in other term as considering a "region-dependent" difference of tempera-

tures rather the temperatures themselves. Latter in this chapter, we explained that

the upwelling phenomenon involves cooler and usually nutrient-rich water, and that

is important to consider both physical and biological observation in order to better

characterize its spatio-temporal dynamics. That it is needed to develop a segmen-

tation method that works simultaneously on both SST and CHLa images. Thus, in

last part of this chapter, we developed a method that does so. The method does not

consider the pixels values but rather their spatial distribution. The methods devel-

oped here are going to be used in the next chapter to quantify the spatio-temporal

dynamics of the north-west African upwelling.
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Figure 2-9: a) 8-day SST images obtained on the first week of January 2007, with
thermal comparison between the inshore and offshore waters (circles with same the
color highlight similar temperature caught in the offshore and the upwelling waters),
b) the result of the method developed in [Tamim et al., 2015] applied on the SST
image from Fig 2-9(a). White color refers to upwelling water while black color refers
to offshore water. The latter method gives results in the southern part, but it fails
to properly identify the upwelling regions in the northern part. c) and d) latitu-
dinal comparison between the upwelling and the offshore temperature; green curve
represents the maximal temperature on each latitudinal step of the SST image in
Fig 2-9(a), blue curve represents the mean temperature over the first 80 km of each
latitudinal step.
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Figure 2-10: (a) PSO clustering applied on SST (upper panel) CHLa (lower panel).
(b) Result of algorithm 2. (c) sub-Regions of connected groups of pixels with same
number of candidate clusters. (d) different upwelling regions, (e) Binary image of the
proposed method. (f) The final segmentation achieved by the proposed method. The
line (black for SST, white for chla) shows the delimitation of the upwelling area.
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Chapter 3

Upwelling Dynamics from Biological

and Physical satellite Observations

Abstract

In this chapter, I first review existing indices used in the literature to quantify and
analyze the seasonal and interannual variation of the upwelling dynamics. Then, I
use the upwelling extraction methods which I proposed in the previous chapter to
develop a novel simple and intuitive method to quantify the upwelling intensity. The
newly introduced index improves the way the thermal difference is defined, taking into
account the spatial structure of the upwelling, and its link with the Ekman transport.
Later on in this chapter, I use this proposed index, the upwelling extraction methods
along with several other biological and physical indices to study the spatio-temporal
variation of Moroccan upwelling dynamics.

The characterization and analysis of the spatial and temporal variability of the up-

welling phenomenon is of crucial importance to understand the process of the produc-

tivity of the marine ecosystem and the influence of this phenomenon on fluctuations

in fisheries resources. Indeed, the spatial and temporal evolution of these resources

is in close interaction with the dynamics of their marine environment, especially that

of upwelling.

Nevertheless, monitoring the temporal evolution of the upwelling phenomenon

from satellite measurements is a tedious and difficult operation to perform based on

the systematic analysis of daily or even weekly images. In order make this moni-

toring operational and effective, simple or complex methods have been developed to
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synthesize the location of upwelling along the coast for a given period.

Most of these methods use indices based on a thermal difference between coastal

and offshore waters. Indeed, the temperature distribution along longitude direction,

is supposed to be more or less the same both in offshore waters and in coastal waters.

Unlike coastal upwelling with low temperatures in near-shore waters, this horizontal

thermal homogenization breaks down by creating thermal differences between coastal

and warmer offshore waters. In this case, the isotherms take frankly meridian pace

more or less parallel to the coast. As a result, thermal difference between inshore and

offshore water, negative in case of upwelling, is a very good indicator not only of the

presence of upwelling for each latitude, but it also gives the intensity and strength

of this phenomenon. On this basis, several upwelling index calculation methods have

been developed and put in the form of applications that make it possible to generate

synthetic data providing information on the situation of upwelling covering a given

period [Nykjaer and Vancamp, 1992, Nykjær and Van Camp, 1994, Demarcq and

FAURE, 2000]:

∙ The Cross-Shore Ekman Transport (CSET) is calculated as the water flux

theoretically transported offshore by the wind stress (from satellite data) from

the coastal upward flux of colder water [Ekman, 1905]. Under the assumption

of alongshore balance between Coriolis force and alongshore wind stress, the

offshore Ekman transport per unit length (𝜐, in the 𝑥 direction) is given by:

𝜐 =
𝜏𝑦
𝜌𝑓

(3.1)

This index estimates the volume of upwelled flow and it is presented in (𝑚3𝑠−1𝑚−1).

This transport depends on latitude and wind stress, where 𝜏𝑦 is the alongshore

(in the y direction) surface wind stress in Pascal units, 𝜌 is the surface water

density (𝑔/𝑐𝑚3), and 𝑓 is the Coriolis parameter in Newton units. The drag co-

efficient of the wind on the sea surface is computed from the nonlinear formula

proposed by [Trenberth et al., 1990].

∙ Upwelling index is based on the thermal difference between coastal and off-
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shore waters on the same radial. This index is extracted exclusively from satel-

lite data of sea surface temperature [Nykjær and Van Camp, 1994, Demarcq

and FAURE, 2000, Benazzouz et al., 2014b].

In the literature, several indices use SST images to characterize the intensity of

upwelling. The first method was proposed by [Nykjaer and Vancamp, 1992] and

[Nykjær and Van Camp, 1994] on the entire West African coastline which computes

a simple thermal difference between the maximum value 𝑆𝑆𝑇𝑚𝑎𝑥 (representing warm

offshore waters) and the minimum value 𝑆𝑆𝑇𝑚𝑖𝑛 (representing the upwelling waters)

encountered along the same radial:

𝐶𝑈𝐼 = 𝑆𝑆𝑇𝑚𝑎𝑥 − 𝑆𝑆𝑇𝑚𝑖𝑛 (3.2)

The results of this index are largely correlated with those obtained by the Cross-

Shore Ekman Transport.

Another normalized coastal upwelling index have been developed by [Demarcq

and FAURE, 2000].

𝐶𝑈𝐼 =
𝑆𝑆𝑇𝑚𝑎𝑥 − 𝑆𝑆𝑇𝑚𝑖𝑛

𝑆𝑆𝑇𝑚𝑎𝑥 − 𝑆𝑆𝑇𝑢𝑝

(3.3)

However, this index is difficult to define for the latitudinally changing patterns of

the west African region, where different water masses occur, the SACW and NACW,

respectively the South and North Atlantic Central Waters. Without a very clear

measure of 𝑆𝑆𝑇𝑢𝑝 (the original temperature of the upwelled water before it reaches

the sea surface) this normalization is difficult to apply to the Moroccan region and

introduces a seasonal bias. Probably the most accurate and robust method to compute

an upwelling index which has been developed so far is the one proposed in [Benazzouz

et al., 2014b]. The strength of this method stems in a large statistical study over a

30 years history of SST data.
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3.1 A novel SST-based upwelling index

Upwelling indices have been widely used for the characterization and the identification

of spatial and temporal structures of upwelling. In this section we propose a novel and

intuitive method to define a latitudinal upwelling index, based on the segmentation

we proposed in the previous subsection.

The most commonly used concept to define these indices is simply to compute

thermal difference between coastal and offshore temperatures at the same latitude

[Demarcq and FAURE, 2000, Van Camp et al., 1991]. [Benazzouz et al., 2014b]

showed that this kind of index is the most suitable for Moroccan upwelling. That is,

if 𝑟 is a given latitude, 𝑇 𝑟
𝑚𝑎𝑥 and 𝑇 𝑟

𝑚𝑖𝑛 are the maximal offshore and minimal inshore

temperatures respectively, then the upwelling index at latitude 𝑟 is:

𝐼𝑟 = 𝑇 𝑟
𝑚𝑎𝑥 − 𝑇 𝑟

𝑚𝑖𝑛. (3.4)

Obviously, we consider latitudes as radials 𝑟 which are perpendicular to the coast

line. We now proceed to define 𝑇 𝑟
𝑚𝑎𝑥 and 𝑇 𝑟

𝑚𝑖𝑛.

3.1.1 Computation of 𝑇 𝑟
𝑚𝑖𝑛

In most of the methods in the literature, 𝑇 𝑟
𝑚𝑖𝑛 is defined as the minimum temperature

recorded in the coastal band from the coast up to the continental slope [Van Camp

et al., 1991, Nykjær and Van Camp, 1994, Demarcq and FAURE, 2000, Santos et al.,

2005]. For the Moroccan coast, the latter is generally chosen to be 500 km. In the

recent work [Benazzouz et al., 2014b], an involved and large statistical study over a

30 years history of SST data have been used to determine 𝑇 𝑟
𝑚𝑖𝑛. To the best of our

knowledge, this is the most accurate and robust technique that has been proposed so

far.

On the other hand, note that by definition, 𝑇 𝑟
𝑚𝑖𝑛 necessarily belongs to the up-

welling region. Thus, given that we have developed an upwelling segmentation method

which shows a very good accuracy, we naturally define 𝑇 𝑟
𝑚𝑖𝑛 as the minimal temper-

ature recorded within the extracted upwelling area. That is, let 𝑆 be the segmented
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upwelling area, then given a radial 𝑟 ∈ {1, ..., 𝑅} composed of temperature pixels

𝑟 = {𝑇 𝑟
𝑖 ; 𝑖 = 1, ..., 𝑅}, 𝑇 𝑟

𝑚𝑖𝑛 is defined as:

𝑇 𝑟
𝑚𝑖𝑛 = min

𝑖∈𝑆
𝑇 𝑟
𝑖 (3.5)

3.1.2 Computation of 𝑇 𝑟
𝑚𝑎𝑥

𝑇 𝑟
𝑚𝑎𝑥 should be chosen as the offshore temperature where the influence of the upwelling

is expected to be negligible. In the literature, 𝑇 𝑟
𝑚𝑎𝑥 has been chosen from various

locations at different distances from the coast. For instance, [Nykjær and Van Camp,

1994] choose the offshore position at 500 km from the coast. [Santos et al., 2005]

found that the general patterns of the spatio-temporal variability of their SST-based

index were similar within the range 400-1000 km offshore. [Lathuilière et al., 2008]

choose the SST average in the band located within 500-700 km from the coast. In

our work, we define 𝑇 𝑟
𝑚𝑎𝑥 in similar manner as in [Benazzouz et al., 2014b]. That is,

it is defined as the maximum temperature outside the upwelling area we extract up

to 3000 km in the offshore direction.

Fig.3-1 shows an example of a radial and the areas where 𝑇 𝑟
𝑚𝑖𝑛 and 𝑇 𝑟

𝑚𝑎𝑥 are

sought. The blue line represents the area where 𝑇 𝑟
𝑚𝑎𝑥 is sought, while the red one is

used to identify 𝑇 𝑟
𝑚𝑖𝑛.

As we mentioned above, we consider that the upwelling index introduced in [Be-

nazzouz et al., 2014b] as the state of the art and the most accurate method developed

so far. We now stretch the advantage of our upwelling index as compared to the one

of [Benazzouz et al., 2014b]:

∙ Our index is simple, very intuitive and computationally much more efficient.

∙ Given that 𝑇 𝑟
𝑚𝑖𝑛 in [Benazzouz et al., 2014b] is sought in a fixed band from

the coast, some low temperatures may be neglected in the estimation. Our

index insures that all the (necessary) low temperatures are considered in the

calculation.

∙ The choice of our radials (90∘) is theoretically more appropriate and is indirectly
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Figure 3-1: Example of the 𝑆𝑆𝑇𝑚𝑖𝑛 and 𝑆𝑆𝑇𝑚𝑎𝑥 calculation.

confirmed by the good segmentation results.

∙ More importantly, the major advantage of our technique is its "online" nature.

Indeed, the index of [Benazzouz et al., 2014b] is static in the sense that it

was developed for the purpose of a fixed period historical study. If one wants

to analyze new data (in present or future), the whole (relatively complicated)

statistical analysis has to be carried out again. Our index, in turn, is dynamic

in the sense that it can be really used for both historical studies at any period

of time as well as for new data at any temporal resolution, including one single

acquisition. Online upwelling analysis can be thus easily performed.

In order to evaluate the effectiveness of our index as compared to [Benazzouz

et al., 2014b], in the remaining of this chapter we follow the same (historical) analysis

carried out in [Benazzouz et al., 2014b] and compare the results of the two approaches.
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3.2 Upwelling intensity from SST images

In this section, we analyze the seasonal and inter-annual variability of the Moroccan

upwelling activity. In [Benazzouz et al., 2014b], a study of spatio-temporal variability

of the upwelling intensity in the Canary Current upwelling system has been estab-

lished over a period of 30 years, from 1982 to 2011. An improved SST-based index

based on a rigorous statistical analysis of satellite SST fields and their variability was

used. Here we follow the main steps of that study but using our upwelling index

instead.

3.2.1 Seasonal variability of upwelling intensity

In this subsection, we analyze the seasonal variability of the upwelling intensity via a

space-time Hovmoller (stH) diagram (Fig.3-2) at 4km/8-day spatio-temporal resolu-

tion, from 21∘𝑁 to 36∘𝑁 and over the same period used in [Benazzouz et al., 2014b],

from 1982 to 2011 (for a fair comparison). We compare the spatio-temporal variabil-

ity of our index 𝐼𝑟 with the index 𝐼𝐴𝐵 of [Benazzouz et al., 2014b] as well as with

their Ekman equivalent, the cross-shore Ekman transport index 𝐼𝐶𝑆𝐸𝑇 . Note however

that the latter is computed over the period 2000-2009 because QuickSCAT/SeaWinds

data are available only for this period.

Fig.3-2-a) and Fig.3-2-b) show the stH obtained by 𝐼𝐴𝐵 and our index 𝐼𝑟, respec-

tively. Fig.3-2-d) shows the stH of the Ekman index 𝐼𝐶𝑆𝐸𝑇 .

First, Fig.3-2-a) and Fig.3-2-b) show that the results obtained by 𝐼𝐴𝐵 and 𝐼𝑟

are globally similar. Indeed, the range of both indices is the same and with both

approaches the main patterns of variability can be synthesized into the three charac-

teristic regions:

∙ The northern region between 33∘𝑁 to 36∘𝑁 where the upwelling is weak/inexistent.

This is consistent with the fact of weaker winds and an unfavorable orientation

of the coast line in this region

∙ The central region between 27∘𝑁 (26∘𝑁 in [Benazzouz et al., 2014b]) and 33∘𝑁 .

CHAPTER 3. UPWELLING DYNAMICS FROM BIOLOGICAL AND
PHYSICAL SATELLITE OBSERVATIONS



Anass El Aouni LCSs and physical processes of coastal upwelling

Figure 3-2: Space-time Hovmoller plot of upwelling seasonal variability using : a) 𝐼𝐴𝐵

index, b) our index 𝐼𝑟 and c) the Ekman index 𝐼𝐶𝑆𝐸𝑇 (for the period 2000 - 2009 ).

Here, the upwelling is stronger in summer and autumn, with the highest values

around the locations where prominent upwelling filaments are developed, Cape

Juby (27∘𝑁) and Cape Ghir (31∘𝑁).

∙ The southern Moroccan region between 21∘𝑁 to 27∘𝑁 where the upwelling is

intense throughout the year with a maximum from spring to autumn. This

region is characterized by the giant filament of Cape Blanc with an extension

up to 450 km [Marcello et al., 2011].

This global similarity shows the effectiveness of assessing upwelling intensity as

radial thermal difference when inshore and offshore temperature are correctly esti-

mated.

On the other hand, local comparison between Fig.3-2-a) and Fig.3-2-b) presents

many differences. In order to analyze these differences and to assess the accuracy

of our method (w.r.t. [Benazzouz et al., 2014b]), we use the CSET index 𝐼𝐶𝑆𝐸𝑇

as a vehicle for comparison. Note that [Benazzouz et al., 2014b] have used 𝐼𝐶𝑆𝐸𝑇

to evaluate the accuracy of their method and that it is exactly the same index we

compute here (Fig.3-2-c).

At large scale, it is clear that our 𝐼𝑟 is much more similar to 𝐼𝐶𝑆𝐸𝑇 than 𝐼𝐴𝐵,

with a time lag spatially varying meridionaly between 4 to 6 week. Moreover, 𝐼𝑟 and

𝐼𝐶𝑆𝐸𝑇 span almost the same seasons on the 3 regions with nearly coincident maxima
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and minima proportionally. At lower scales, 𝐼𝐴𝐵 displays a high intensity through

the whole year in the southern region between 21∘𝑁 and 27∘𝑁 . 𝐼𝑟 and 𝐼𝐶𝑆𝐸𝑇 show

in turn much weaker intensity in winter and spring. In the central region between

27∘𝑁 and 33∘𝑁 , 𝐼𝐴𝐵 displays a medium intensity during winter and spring while 𝐼𝑟

and 𝐼𝐶𝑆𝐸𝑇 both show a very weak intensity. The difference in intensities is more

remarkable in the northern region between 33∘𝑁 and 36∘𝑁 . Indeed, 𝐼𝐴𝐵 is relatively

high which contradicts the well known quasi-absence of upwelling in this region. On

the opposite 𝐼𝑟 and 𝐼𝐶𝑆𝐸𝑇 show an absence of intensity as expected.

The meridionaly averaged upwelling index can be plotted in 2D (one axis de-

scribes the monthly change while the other present the annual variations) to obtain

a clearer image about the upwelling dynamics Fig.3-3. When looking at this figure,

the similarity between 𝐼𝑟 and 𝐼𝐶𝑆𝐸𝑇 is even better highlighted, showing a strong

correlation between both indices. The difference in the temporal variability of both

variables reflects the different inertia between the atmosphere and ocean systems,

these differences mostly concern the duration of the upwelling seasons.

In summary, these results suggest that our method is more accurate than [Be-

nazzouz et al., 2014b] in assessing the spatio-temporal seasonal variability of the

Moroccan coastal upwelling, with all the other computational advantages presented

in the previous section.

3.2.2 Interannual variability of upwelling intensity

In this subsection we analyze the inter-annual variability of the upwelling intensity.

In order to show/confirm the effectiveness of our index, we start first by comparing

its annual variability to the Ekman index 𝐼𝐶𝑆𝐸𝑇 . The latter is displayed in Fig.3-4

a) over the period 2000-2009. Fig.3-4 b) shows our index 𝐼𝑟 over the same period.

It can be seen that 𝐼𝑟 is highly correlated with the Ekman index where both indices

present a very similar pattern and variation with proportional intensities in the 3

regions. This is further confirmed when analyzing the meridionaly averaged indices

in Fig.3-5. It is indeed even more clear that both indices are very similar when looking

at each region separately. On the other hand, Fig.3-4 c) shows the variability of the
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Figure 3-3: Hovmoller plot of the meridionally averaged 𝐼𝑟 (upper panel) and 𝐼𝐶𝑆𝐸𝑇

(lower panel) from 2000 to 2009.

index 𝐼𝐴𝐵. It is again obvious that the latter yields much less accurate description

of the upwelling variability. These observations show and confirm the accuracy and

robustness of our index.

We now analyze the inter-annual variability of the upwelling intensity over the full

period from January 1982 to December 2015 (Fig.3-6) using weekly 8-day SST data.

We recall that the period covered in [Benazzouz et al., 2014b] is from 1982 to 2011.
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Figure 3-4: Space-time Hovmoller plot of the seasonal and interannual variability of:
a) 𝐼𝐶𝑆𝐸𝑇 b) 𝐼𝑟 index and c) 𝐼𝐴𝐵 index between 2000 and 2009.

Fig.3-6 a) shows that the 3 regions defined previously are still very distinct. It

also shows that the interannual variability provided by our index 𝐼𝑟 is quite different
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Figure 3-5: Comparative seasonal and interannual variability of the 𝐼𝑟 (doted lines)
and the 𝐼𝐶𝑆𝐸𝑇 from the Quikscat wind (plain lines) of the three characteristic areas
previously identified (a)North, b)Central, d)South).

from [Benazzouz et al., 2014b] in several aspects:

∙ The southern part: In [Benazzouz et al., 2014b] the upwelling is strong and

quasi permanent all over the years and seasons. Our analysis shows that while

upwelling is generally stronger in this region it is not however neither quasi

permanent nor strong in all seasons. Indeed, it is absent or week (sometimes

medium) in all winters. It is generally strong in spring and summer but a de-

crease in intensity occur some years, such as 1996, 1997, when El Nino took place

[Williamson et al., 2000, Chandra et al., 1998, McPhaden, 1999, Ulloa et al.,

2001] and 2010 where the North Atlantic Oscillation reach extreme negative

values [Osborn, 2011, Seager et al., 2010, Cohen et al., 2010].

∙ The central part: In [Benazzouz et al., 2014b] a regular and quasi periodic

pattern is observed, ranging from medium to strong except in 1996 and 1997.

[Benazzouz et al., 2014b] associate these anomalies to a quasi absence of juve-

niles in 1996 and 1998 and the collapse of the regional sardine stock between

1996 and 1997 [Machu et al., 2009]. Our analysis, on the opposite, highlights

first an absence of upwelling in winter. Second, in spring and summer, it high-
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Figure 3-6: a) Space-time Hovmoller plot of the seasonal and interannual variability
of the 𝐼𝑟 from 1982 to 2015, b) monthly time series of the three characteristic areas
previously identified, c) 𝐼𝐴𝐵 Index.

lights the presence of periods where the upwelling is not present, such as between

1995 and 1997, between 2005 and 2007, 2010 and 2013.

∙ The northern part: Our analysis shows a total absence of upwelling over all

years, as opposed to [Benazzouz et al., 2014b].

These observations are confirmed by Fig.3-6 b) which displays the meridionaly

averaged intensity over the 3 regions. Indeed, the upwelling intensity is always (every

month) decreasing from south to north where intensities vary roughly between 4∘𝐶

and 8∘𝐶 in the south, 2∘𝐶 and 6∘𝐶 in the center, and below 2∘𝐶 in the north.

Moreover, there is a clear periodicity in the seasonal variability showing a weak/absent

upwelling in winter which increases through the year to reach its highest value in
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summer.

Fig.3-7 presents the Hovmoller plot of the meridionaly averaged 𝐼𝑟. The upper,

middle and lower panels correspond to the north, centeral and southern part of Mo-

rocco. This figure shows clearly the upwelling seasonality and the monthly variation

of its dynamics. In particular, it shows weak upwelling in the beginning of all years

till June over the Southern/Central regions and an absence till April in the North

part. Furthermore, periods of abnormal upwelling decreasing such as in 1996/1997

and the end of 2010 are highlighted, where the upwelling seasonality decreases by 3∘𝐶

in the summer/autumn seasons, and no major change in the winter/spring.

3.3 Upwelling intensity from model data

In this part, we replicate the same previous interannual study of the upwelling index

but this time using temperature from model data. Fig. 3-8 shows the stH of the

upwelling intensity calculted from SST and GLORYS2V4 without and with assimila-

tion. In general CUI from both satellite and model shows the same annual variation

with the same upwelling duration. The CUI from GLORYS2V4 without assimilation

has slightly two different regimes in the southern part from around 21∘𝑁 to 26∘𝑁 ,

which is not the case in the CUI from satellite data that shows only one homoge-

neous regime. In terms of intensity both CUI are intense with nearly coincidence

maxima and minima, leading to global positive correlation. On the other hand, CUI

from GLORYS2V4 with assimilation shows very similar pattern to the one from SST

images, similar regime in the southern region, the 3 regions defined previously are

still very distinct. However, a decrease of the upwelling intensity is remarked in the

model data. This slight difference in the upwelling intensity can be due to the spatial

resolution of the model data which is 25𝑘𝑚.

Fig.3-9 shows CUI calculated at different depth, we observe important changes

in the upwelling seasonality pattern and intensity. At 50𝑚 of depths, the CUI has

slightly two different regimes in the southern part from around 21∘𝑁 to 26∘𝑁 , it

slightly loses the homogeneity recorded in first level (0.5). The 3 regions defined
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Figure 3-7: Hovmoller plot of the meridionally averaged 𝐼𝑟 from 1982 to 2015.

previously are no longer present. The northern region of the system could be merged

with the central one since they have very similar variation. At this level the upwelling

is more intense, this can mainly be explained in term of the 𝑆𝑆𝑇𝑚𝑖𝑛; water layers

are thicker if the offshore compared to upwelling areas. Fig.3-10 shows monthly
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(a)

(b)

(c)

Figure 3-8: Space-time Hovmoller plot of the seasonal and interannual variability of
the 𝐼𝑟: a) GLORYS2V4 without assimilation, b) GLORYS2V4 with assimilation, c)
SST images.
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Figure 3-9: Space-time Hovmoller plot of the seasonal and interannual variability of
the 𝐼𝑟 at different depths.

Temperature V-section of the year 2010 around Cape Blanc, we clearly see how layers

lose their thickness in the inshore regions. At 100𝑚 of depth, CUI in the region

between 21∘𝑁 to 24∘𝑁 remain intense. In this region, water is upwelled from very

deep layers compared to other regions of this upwelling system and creating a very

interesting thermal gradient at such depth.

In the remaining depth levels, no interesting thermal gradient is for the whole

system and over all the period of time (see Fig.3-11).

3.3.1 Conclusion

Based on the segmentation method we defined in the previous chapter we developed a

novel upwelling index which is more effective than previous indices. We then carried

CHAPTER 3. UPWELLING DYNAMICS FROM BIOLOGICAL AND
PHYSICAL SATELLITE OBSERVATIONS



Anass El Aouni LCSs and physical processes of coastal upwelling

Figure 3-10: GLORYS2V4: monthly Temperature V-section of the year 2010 in the
point (lat =21.42∘𝑁 lon = −18.51∘𝑁)

out the same historical study of spatio-temporal dynamics of Moroccan upwelling as

in [12]. By comparing the two indices (ours and the one developed in [12]) to the

Ekman transport index, we showed that ours allows a significantly more accurate

description of the dynamics. Moreover, as opposed to the other index, ours allows

more efficient upwelling analysis and at any temporal resolution. Furthermore, the

methodology we developed in this part can be easily adapted to other upwelling
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Figure 3-11: Space-time Hovmoller plot of the seasonal and interannual variability of
the 𝐼𝑟 at different depths.

regions of the globe. We then applied our CUI using temperature from model data

and over different levels of depth, showing the effectiveness of our method on different

data and different spatial resolution.

In the next part of this chapter, we use the algorithm we proposed for the problem

of the upwelling identification from biological and physical satellite observation to

study this upwelling system through its spatial distribution from both physical and

biological observation. Moreover, we explore the upwelling dynamics in interplay

between its spatio-temporal extensions and different upwelling indices.
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3.4 Seasonal and interannual upwelling variability

In this part, we use the upwelling identification method we proposed in the previous

chapter to provide a seasonal climatology and document the interannual variability

of the African upwelling extension from SST and CHLa imagery. For each latitudinal

step, the upwelling extension is calculated as the length of the radial starting from

the coastline end ending in the extracted contour of upwelling.

3.4.1 Spatio-temporal variability of the upwelling extension

from SST and chlorophyll-a imagery.

We discuss the seasonal variability of the upwelling extension from SST and CHLa im-

ages, based on Hövmoller diagrams at 4km/8-day spatio-temporal resolution. Fig.3-12

shows the Hövmoller diagram of the seasonal climatology of the upwelling extension

from SST and CHLa images, computed for the period 2003 − 2016.

Figure 3-12: Space-time Hövmoller plots of upwelling seasonal variability of: (a)
CHLa extension, (b) SST extension for the period 2003-2016
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The main patterns of variability are synthesized into four specific regions; region

south of 25∘𝑁 with maximal extension, followed by the region of cape Ghir (31∘𝑁)

with maximal extension occurring during summer. Region between 31∘𝑁−25∘𝑁 with

minimal extension and north of 33∘𝑁 with weak extension during summer and ab-

sent in winter. Both upwelling extensions from SST and CHLa images show slightly

similar patterns, with a general increase in the upwelling extension deduced from

chlorophyll-a south of 25∘𝑁 . Both parameters are mostly driven by the same process

which is the wind stress applied at the sea surface but the spatio-temporal evolu-

tion can be controlled by other mechanisms. The thermal ocean response can be

instantaneous to the wind stress, but the biological response in term of CHLa rich-

ness can be timely lagged. Also, the CHLa extension can potentially lead to the

importance of filaments in transporting water masses offshore and their physical and

biological characteristics across the shelf break. In the southern part of the system

(south of 23∘𝑁), [Kostianoy and Zatsepin, 1996] estimated that half of the upwelled

waters flow across the upwelling front in filaments. To investigate the possible role

of mesoscale dynamics, the alongshore variations of eddy kinetic energy were exam-

ined. Fig.3-13(e) shows the log of the eddy kinetic energy computed along the studied

area. Progressing south, the EKE clearly increases alongshore. The CHLa extension

width may increase southward due to an increase of the horizontal mixing induced by

mesoscale processes. Note that the nature of mesoscale processes can be various, as

for instance baroclinic instabilities of the upwelling jet, coastal and planetary waves

and that mesoscale dynamics and wind stress are interlinked and cannot be considered

as separate processes.

3.4.2 Interannual variability of the upwelling dynamics

In this section, we explore the spatio-temporal dynamics of the north-west African

upwelling throughout various physical and biological upwelling descriptors.
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Figure 3-13: Space-time Hövmoller diagram of: a) upwelling extension from SST,
b) upwelling extension from CHLa, c) upwelling index (𝐼𝑐) computed as the CHLa
average multiplied by its extension, d) upwelling intensity 𝐼𝑇 , e) eddy kinetic en-
ergy (𝑐𝑚2𝑠−2) estimated from geostrophic velocities derived from satellite-derived sea
level anomalies, f) Cross-shore Ekman Transport (𝐼𝐶𝑆𝐸𝑇 ), over the 2003-2016 archive
period.

Upwelling extension

Figs.3-13(a,b) show a Hövmoller diagrams at 4km/30-day spatio-temporal resolution

of the upwelling extension from SST and CHLa images, while Fig.3-14(a,b) show their

anomalies.

The offshore extent of the upwelling, as determined from the SST images (Fig.3-

13b), displays high variability both in space and time, with quasi-permanent greater
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extensions (> 150𝑘𝑚) in the region between Cape Bojdor and Cape Blanc (21∘𝑁 −
25∘𝑁) in summer around 31∘𝑁 (Cape Ghir) during most years. The region between

31∘𝑁 − 25∘𝑁 is characterized by a very moderate average offshore extension of the

upwelling (< 80𝑘𝑚). Finally, the northern part of the system (north of 33∘𝑁) records

the lowest upwelling extension not exceeding 50 km in summer and absent in winter.

On the other hand, the upwelling extension as determined from CHLa concentrations

shows a very similar pattern to the one from SST, with a large extension in the bio-

logical observations, suggesting that the response of the phytoplankton to upwelling

processes may extend beyond the main physical frontal zone. The CHLa front ex-

tended up to 400 km, compared with 300 km for the SST front in the south between

24∘𝑁 and 21∘𝑁 . However, both fronts were closer to the coast and also closer to each

other in the central region between 25∘𝑁 and 33∘𝑁 . For the region north of 33∘𝑁

the extent of the upwelling from biological observation is more pronounced compared

to the thermal one which is absent during winter during most years. The greater off-

shore extent of the CHLa front in the southern region could be explained by the flow

pattern of the Canary Current. The current flows closer to the coast in the north but

moves farther offshore south of 24∘𝑁 along with mesoscale processes which possibly

advect phytoplankton beyond the SST front to considerable distances offshore in the

south. In terms of interannual variability, the whole period of time is characterized

by a considerable year to year variability and oscillations between periods of strong

and weaker upwelling extension. Nevertheless, such separation is very area dependent

(see Fig.3-14).

Upwelling indices

Along with the upwelling extension, we use three upwelling indices for our analysis,

which are computed at every latitude and each time step of the interannual variability:

∙ Thermal-based upwelling index 𝐼𝑇 which we proposed in the first part of this

chapter.

∙ The CHLa index 𝐼𝐶 is defined as the integration of the CHLa concentration from
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Figure 3-14: Space-time Hövmoller diagram presenting anomalies of: a) upwelling
extension from SST, b) upwelling extension from CHLa, c) upwelling index (𝐼𝑐) com-
puted as the CHLa average multiplied by its extension, d) upwelling intensity 𝐼𝑇 ,
e) eddy kinetic energy (𝑐𝑚2𝑠−2) estimated from geostrophic velocities derived from
satellite-derived sea level anomalies, f) Cross-shore Ekman Transport (𝐼𝐶𝑆𝐸𝑇 ), over
the 2003-2016 archive period.
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the coast to the limit of the extracted upwelling contour. This is equivalent to

the product of the upwelling extension (upwelling limit) and the average CHLa

concentration over the same radial and can be expressed in 𝑚𝑔𝑚−3 × 𝑘𝑚.

∙ The Cross-shore Ekman Transport (𝐼𝐶𝑆𝐸𝑇 ). It is computed using daily wind

measurements from QuickSCAT and ASCAT winds at 1/4∘ resolution.

We now analyze the interannual variability of the upwelling intensity. Fig.3-13(d)

shows a Hövmoller diagram at 4km/30-day spatio-temporal resolution of upwelling in-

tensity 𝐼𝑇 produced following the method developed in [Benazzouz et al., 2014b]. The

main patterns of variability can be synthesized into the three characteristic regions:

∙ The northern region between 33∘𝑁 to 36∘𝑁 where the upwelling is weak/inexistent.

This is consistent with the presence of weaker and unfavorable orientation of

the winds in this region (winds are not parallel to the coast line).

∙ The central region between 27∘𝑁 and 33∘𝑁 . Here, the upwelling is stronger

in summer and autumn, with the highest values around the locations where

prominent upwelling filaments are developed at Cape Juby (27∘𝑁) and Cape

Ghir (31∘𝑁).

∙ The southern Moroccan region between 21∘𝑁 to 27∘𝑁 where the upwelling

is intense throughout the year with a maximum from spring to autumn but

a decrease in intensity occurs some years, such as in 2010 where the North

Atlantic Oscillation reaches extreme negative values (see Fig.3-15).

Indeed, the upwelling intensity 𝐼𝑇 is always (every month) decreasing from south to

north where intensities vary roughly between 4∘𝐶 and 8∘𝐶 in the south, 2∘𝐶 and 6∘𝐶

in the center, and below 2∘𝐶 in the north. Moreover, there is a clear periodicity in

the seasonal variability showing a weak/absent upwelling in winter which increases

through the year to reach its highest value in summer.

In order to interpret the seasonal variability of the upwelling intensity 𝐼𝑇 , we

now focus on another proxy of the upwelling index, the Cross-shore Ekman Trans-

port 𝐼𝐶𝑆𝐸𝑇 (Fig.3-13f). It shows that the main pattern of upwelling-favorable winds
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occurred during the period January-October for the region south of 24∘𝑁 with a mini-

mummarked in at the end of each year. Such winds occur north of 24∘𝑁 mostly during

the period March-July and marked a minimum mostly between August-December for

most years. Latitudinal variations are clearly identified: 𝐼𝐶𝑆𝐸𝑇 peaks around 31∘𝑁

and between 27∘𝑁 and 21∘𝑁 . These peaks are located off capes, suggesting that

orographic effects accelerate the wind locally. At large scale, 𝐼𝐶𝑆𝐸𝑇 and upwelling

intensity 𝐼𝑇 show similar patterns, with a time lag spatially varying meridionally be-

tween 4 and 6 weeks. Moreover, upwelling intensity and 𝐼𝐶𝑆𝐸𝑇 span almost the same

seasons on the 3 regions with nearly coincident maxima and minima proportionally

clearly suggesting that the seasonal and latitudinal variability of 𝐼𝑇 is driven by the

trade winds’ variability.

The other upwelling index, related to the CHLa concentration 𝐼𝐶 , gives another

perspective on the upwelling conditions. Fig.3-13c shows a Hövmoller diagram at

4km/30-day spatio-temporal resolution of CHLa index 𝐼𝑐. We observe a consider-

able interannual and seasonal variability in the CHLa index 𝐼𝑐 along the Moroccan

coast, indicating lower phytoplankton biomass during some years (2006) and higher

biomass in others (2015, 2016). Latitudinal differences are very noticeable and low 𝐼𝑐

is generally featured during all years north 33∘𝑁 . Some seasonal signals are evident

where very moderate indices were observed in summer between 31∘𝑁 and 27∘𝑁 . In

contrast, the region between 21∘𝑁 and 24∘𝑁 displayed elevated index 𝐼𝑐 during most

years and seasons and some of the highest values of the CHLa index 𝐼𝑐 along with

noticeable seasonal variation compared with the other regions. This is the largest

spatial region along the Moroccan coast that appears to contain the highest contents

of phytoplankton in the surface waters with the interannual variability revealing that

2016 was a particularly anomalous year.

We used different upwelling indices to characterize the interannual variation of the

upwelling dynamics. Each of the indices allows us to synthesize the studied area into

different regions. However, this division is different from each index to another. Here,

we divide our studied area based on the combination of the upwelling extensions and

the previous upwelling indices:
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Figure 3-15: North Atlantic Oscillation index from 2003 to 2016.

∙ In the region north of 33∘𝑁 , all the indices suggest that this region is charac-

terized by a weak/inexistent upwelling.

∙ Cape Ghir around 31∘𝑁 is characterized by the presence of a submarine plateau,

which extends offshore (150 km). This allows the generation of permanent

coastal upwelling extent during summer and autumn (Fig.3-13(a,b)). This is

associated with variations of water column stratification which influence the

structure of phytoplankton communities (Fig.3-13c) and a strengthening of the

upwelling favorable wind (Fig.3-13f) which results in a stronger thermal gradient

(Fig.3-13d).

∙ Region between 26∘𝑁 and 31∘𝑁 , both the upwelling extension and intensity

𝐼𝑇 show different properties. The upwelling is intense but does not extend too

much. Moreover, the upwelling seasonality is more pronounced in its intensity 𝐼𝑇

while no clear seasonality is recorded in its spatial distribution. The difference

between the upwelling extension and intensity is due to two different physical

processes: the upwelling intensity quantifies the coastal cooling effect created

by the Cross-shore Ekman transport 𝐼𝐶𝑆𝐸𝑇 which shares a very similar pattern

with the upwelling intensity 𝐼𝑇 in the present region (Fig.3-13(d,f)). On the
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other hand, the upwelling extension of the upwelled water is due to instabilities

generated in the upwelling jet.

∙ The southern region (between 25∘𝑁 and 21∘𝑁) is characterized by a permanent

intense upwelling activity throughout the year with a wind maximum in sum-

mer and thermal peak from spring to autumn. This region shows high CHLa

index 𝐼𝑐, with clear seasonality similar to the thermal index 𝐼𝑇 reaching its high

values around the end for most years. Instabilities generated in the upwelling

jet over this region are spatially structured into filaments and eddies that re-

main coherent, relatively persistent and recurrent for several weeks, resulting

in high upwelling extension, penetrating up to 400 km offshore Cape Blanc and

transporting biologically important materials far into the ocean interior.

3.5 Conclusion

Based on our previously defined segmentation method, we provided a seasonal and

interannual variability of the upwelling activity using SST and CHLa images. The

results show that the upwelling spatial extension patterns computed from SST and

CHLa display substantially the same pattern. Hence, it is very interesting to consider

the importance of the connections between adjacent coastal regions and between the

coastal and offshore oceans. We thus show that the accuracy/robustness in the pre-

diction of the evolution of the coastal upwelling is better achieved when adequately

using both sensors. Moreover, we explored the upwelling dynamics in interplay be-

tween its spatio-temporal extensions and intensity for the period between 2003 and

2016. This led us to define regions with different upwelling properties in term of the

upwelling extension and intensity.
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Chapter 4

Transport and Coherent Structures in

Unsteady Flows

Abstract

In this chapter we motivate the importance of transport in fluids in many natural
systems. Then we introduce the phenomenon of chaotic advection and show methods
from dynamical systems’ theory that allow to determine the geometry of mixing in
chaotic flows: Lagrangian Coherent Structures (LCSs).

4.1 Transport and Mixing

Fluids are ubiquitous in both nature and technological applications, and their dy-

namics is ranging from the largest known length scales in galactic flows, to medium

scale flows in oceans, rivers and planetary atmospheres, to the smallest scales in hu-

man cells. The study of fluid dynamics is interesting not only to understand physical

phenomena, but also in designing technological devices and industrial processes. In

nature, oceanic and atmospheric flows, for instance, play a key role on the global

scale transporting heat from the tropics towards the poles. This plays a key role in

distributing local climate in many regions of the globe. In geoscience, most transport

process are related to moving fluid, e.g., the dispersion of dust, moisture, and volcanic

ashes [Haszpra and Tél, 2011] in the atmosphere, the transport of nutrients, marine
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wildlife, dissolved gases [Olascoaga and Haller, 2012] in the ocean. In biological sci-

ences, the blood flow in veins is crucial to supply cells with all necessary substances,

while it transports water and nutrients from the ground into the leaves in case of

plants. In industrial domain, the development of motors includes flows of combustion

processes in engines. Transportation by cars, ships and plane is largely affected by the

surrounding flow which pushes the engineering industries to develop solutions to the

problems of propulsion through air and water. In the contrast approach, geophysical

flows as wind, ocean currents or rivers play important roles extracting renewable en-

ergy. Flows in tubes and pipes transport gas and oil over large distances and allow to

providing whole cities with fresh water and dispose of the waste water. Fluids tend to

lose its stability while increasing velocity. This fundamental property of fluid motion

is responsible for most of the introductory flows being time-dependent. Contrary to

steady flows, time-dependent flows efficiently mix the fluid, i.e., the properties of the

fluid, as the concentration of a physical or chemical quantity or also discrete solid

particles, are transported by the fluid in irregular way.

4.2 Transport process

In principle, the motion of a fluid could be described by the time-dependent velocities,

or equally, by the trajectories of fluid parcels. However, this is not convenient and

most fluid flows are macroscopic and have length scales much larger than the parcels

scale. Therefore, the fluid is described as a continuum. In this fluid continuum,

two conceptually different basic processes are practical to describe transport. In the

following, a short definition of the basic two transport mechanisms, diffusion and

advection is given.

4.2.1 Diffusion

Diffusion is a transport process that is induced by random motion, or more specifically,

motion that can be described by statistical means. Molecular diffusion is the typical

case, which is the thermal motion of all (liquid or gas) particles at temperatures
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FLOWS

126



LCSs and physical processes of coastal upwelling Anass El Aouni

above absolute zero, where the thermal Brownian motion of molecules or atoms is in

principle deterministic. However, due to the large number of collisions involved, it

can be described as a stochastic random walk. The displacements of the molecules are

then stochastic variables and obey certain probability distributions. In the absence of

concentration (or chemical potential) gradient in the medium there is no net flux, as

diffusive transport in one direction is exactly balanced by transport in the opposite

direction. These change if a concentration is not homogeneously distributed. The

diffusive flux 𝐽 from regions of high concentrations to low concentrations driven by

random movements is described by Fick’s first law:

J = −𝐷
𝜕𝜙

𝜕𝑥
(4.1)

where 𝐷 is the diffusion coefficient that depends linearly on temperature, 𝜙 is the

concentration and 𝑥 the position. In two or more dimensions we must use ∇, the

gradient operator, which generalizes the first derivative, then obtaining

J = −𝐷∇𝜙 (4.2)

Assuming a continuity equation for the concentration without source terms on the

right-hand side

∇.J +
𝜕𝜙

𝜕𝑡
= 0 (4.3)

and a constant, isotropic, homogeneous diffusion coefficient 𝐷, we get Fick’s second

law, the diffusion equation

𝜕𝜙

𝜕𝑡
= 𝐷∇2𝜙 (4.4)

This states that under diffusion, the concentration increases at positive curvature

of the concentration field and decreases at negative curvature of the concentration

field. Therefore, this process tends to bring into equilibrium concentration differences

and finally leads to a constant concentration, which is the most probable state of
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distribution. The diffusion coefficient in water has a magnitude of 𝐷 ≈ 10−9𝑚2𝑠−1,

thus, diffusive transport over a length of 1𝑚𝑚 takes about 103𝑠.

4.2.2 Advection

Unlike the diffusion, which is the statistical description of irregular motion, advection

process is the deterministic motion given by the partial differential equation that

governs the motion of a conserved scalar field as it is advected by a known velocity

vector field. Let 𝜙(𝑥, 𝑡) be the concentration field of a passive tracer. Then, the

concentration field evolves under a flow as

𝜕𝜙(𝑥, 𝑡)

𝜕𝑡
= −𝑣∇𝜙(𝑥, 𝑡) (4.5)

The motion of fluid can be described in two fundamental reference systems: the

Eulerian and the Lagrangian frame. In the Eulerian presentation, we use a Cartesian

coordinate system fixed in space, which is more convenient for the representation of

fields. In the Lagrangian presentation, we fix our coordinate system to the moving

fluid particles and evaluate the processes that act on a fluid particle to obtain differ-

ential equations for its behavior. Differential equations in both frames are related by

the material derivative

𝑑

𝑑𝑡
=

𝜕

𝜕𝑡
+ 𝑣∇𝜙(𝑥, 𝑡) (4.6)

This states that a rate of change of a property in the Lagrangian presentation 𝑑
𝑑𝑡

translates to two terms in the Eulerian one. At a fixed point in space, a field changes

due to inherent rates of change 𝜕
𝜕𝑡
, and because the field is advected over the fixed

point, represented by the term 𝑣∇. In the Lagrangian frame the advection equation.

4.5 for a passive tracer is simply

𝑑

𝑑𝑡
𝜙 = 0 (4.7)

which express that the concentration in a fluid parcel is constant in time.

CHAPTER 4. TRANSPORT AND COHERENT STRUCTURES IN UNSTEADY
FLOWS

128



LCSs and physical processes of coastal upwelling Anass El Aouni

Flow measurements are possible in both, the Eulerian and Lagrangian presenta-

tion. In Eulerian measurements, the flow is measured at fixed points and seems more

natural. Measurement devices can be installed in a certain place and deliver velocity

data at a well defined position. Lagrangian measurements with drifting particles can

give a much better insight into transport. For this purpose, drifters on the sea surface

can use GPS system. Or based on the use of imaging techniques to track position of

particles.

4.3 Chaotic Advection

Mixing and transport processes are extremely important topics in physical oceanog-

raphy. In fluid dynamics and chaos theory, mixing is the process by which flow tracers

develop into complex fractals under the action of a fluid flow. Two basic mechanisms

are responsible for fluid mixing: diffusion and advection. In liquids, molecular diffu-

sion alone is hardly efficient for mixing. Advection, that is the transport of matter

by a flow, is required for better mixing. The flow is very regular, as it consists solely

of a rotational motion, and transport seems to be predictable. However, when the

action of the vortices is continuously switched on and off, particles in the flow un-

dergo chaotic trajectories and mixing is significantly enhanced. Generally, chaotic

advection refers to irregular motion of particle trajectories in a simple deterministic

time-dependent flow that is given by an advective velocity field. The term chaotic

advection was introduced in a paper by Aref [Aref, 1984] where he numerically stud-

ies the mixing of particles in a flow induced by two point vortices. Since that paper,

various studies has applied ideas from dynamical systems to the problem of mixing

in fluids [Aref, 1990, Aref, 2002, Ottino, 1989, Pierrehumbert, 1994]. Here, we are

mainly interested in the spatial distribution of fluid volumes that are alternatively

separated and merged by the flow. In order to unveil the geometry of mixing in

time-dependent fluid flows, one need to consider the Lagrangian approach and ana-

lyze trajectories of infinitesimal fluid parcels. Their trajectories are solutions of the
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dynamical system:

ẋ = v(x, 𝑡), x ∈ R2, 𝑡 ∈ [𝛼, 𝛽] (4.8)

the velocity field 𝑣(𝑥, 𝑡) here can present experimental measurements from a nu-

merical hydrodynamic model solving the governing equations for fluid motion, or from

an analytical kinematic model flow, or from satellite measurement of sea surface cur-

rent. Thus, the velocity field is given as a data set in a fixed Eulerian frame, and we

obtain particle trajectories by integrating Eq.4.8. This dynamical system is numeri-

cally solved using a simple 4th order Runge-Kutta scheme and a cubic interpolation

in time and space. A trajectory that starts from the initial condition 𝑥0 at time

𝑡0 and evolves to its position at time 𝑡 is denoted by 𝑥(𝑥0, 𝑡0, 𝑡). In a chaotic flow,

the trajectories of particles highly depend on the initial conditions (𝑥0, 𝑡0). Thus,

initially close trajectories may rapidly diverge. Typically, the distance between both

trajectories grows exponentially in chaotic flows.

The mixing patterns which appear in chaotic fluid flows are solely determined by

the dynamical system 4.8 that governs the advection. These patterns can be extracted

from trajectories that solve equation. 4.8 by applying methods from dynamical sys-

tems’ theory. In particular, dynamical system theory deals with the analysis of the

phase space which is the space of the dynamic variables of the system. Here, the

phase space is the real space in two dimensions (𝑥, 𝑦). The topology of the phase

space determines the dynamics of the trajectories. We seek to separate regions of

different dynamics in the fluid by analyzing the portrait of the phase space of the

flow.

In the following, we choose a simple steady flow to introduce the basic dynamical

systems’ concept of a hyperbolic fix point and its stable and unstable manifolds. We

shortly present how these manifolds can be estimated also in unsteady flows for a

finite time, and we give the definition of the finite-time Lyapunov exponent. Then,

we present the similar finite-size Lyapunov exponent in a short paragraph. Finally, we

give an outlook on the very recent development of a new theory to extract transport
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barriers from time-dependent flows.

4.4 Lagrangian Coherent Structures (LCSs)

We seek to extract flow structures that organize fluid trajectories in a time-dependent

flow. In the geophysical fluid dynamics community these structures are referred to

as Lagrangian coherent structures or LCS [Peacock and Dabiri, 2010]. According to

Haller, Lagrangian coherent structures (LCSs) are distinguished surfaces of trajecto-

ries in a dynamical system that exert a major influence on nearby trajectories over

a time interval of interest [Haller and Yuan, 2000]. LCSs associated with hyperbolic

trajectories are directly connected with the concept of stable and unstable manifolds

of hyperbolic fix points. Thus, we introduce this concept and explain how LCSs can

be estimated from finite-time stretching fields of the fluid flow.

4.4.1 Stable and Unstable Manifolds in a Steady Linear Strain

Flow

We consider a simple linear strain flow (Fig.4-1) that defines a time-independent or

autonomous dynamical system [Branicki and Wiggins, 2009, Samelson and Wiggins,

2006]

ẋ = v(x) = 𝑏

(︂−𝑥

𝑦

)︂
(4.9)

where 𝑏 is the strain amplitude. This flow field has a hyperbolic fix point 𝑥𝑓 =

(0, 0) satisfying 𝑣(𝑥𝑓 ) = 0. A small perturbation 𝛿𝑥(𝑡) to this fix point evolves as:

𝛿ẋ = 𝑣(𝑥𝑓 + 𝛿𝑥) − 𝑣(𝑥𝑓 )

≈ 𝑣(𝑥𝑓 ) + ∇𝑣(𝑥𝑓 )𝛿𝑥− 𝑣(𝑥𝑓 )

= ∇𝑣(𝑥𝑓 )𝛿𝑥

(4.10)
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Figure 4-1: Linear strain flow defining a dynamical system with a hyperbolic fixed
point 𝑥𝑓 = (0, 0). The 𝑥-axis and 𝑦-axis are the stable and unstable invariant man-
ifolds of the hyperbolic fix point. Fluid parcels in each quadrant are confined to the
respective quadrant by the hyperbolic manifolds.

The gradient matrix of the velocity field is

𝛿𝑣(𝑥𝑓 ) =
(︀ 𝜕𝑥𝑣𝑥 𝜕𝑦𝑣𝑥
𝜕𝑥𝑣𝑦 𝜕𝑦𝑣𝑦

)︀
= 𝑏

(︀
−1 0
0 1

)︀
(4.11)

Hence, the perturbation is stretched exponentially in time as given by the eigen-

values of ∇𝑣 as (︂
𝛿𝑥(𝑡)

𝛿𝑦(𝑡)

)︂
=

(︂
𝑒−𝑏𝑡𝛿𝑥0

𝑒𝑏𝑡𝛿𝑦0

)︂
(4.12)

The stable and unstable directions of the hyperbolic fix point are aligned with
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the 𝑥-direction and 𝑦-direction respectively. All points on the x-axis asymptotically

converge to the fix point while they always stay on the x-axis. Thus, the 𝑥-axis

is the stable invariant manifold of the hyperbolic point 𝑥𝑓 . In the opposite side,

all points on the 𝑦-axis asymptotically diverge away from the fix point while they

always stay on the 𝑦-axis. This characterizes the 𝑦-axis as the unstable invariant

manifold. These stable and unstable manifolds separate regions in the phase space

with different dynamics. As they are material lines, they cannot be crossed by fluid

and act as transport barrier. In the present case, these material lines completely

separate the fluid into four regions that do not exchange fluid. However, in time-

dependent flows, fluid exchange between separated regions is possible. The stable

and unstable manifolds determine the geometry of this exchange and are therefore of

high interest to obtain the geometry of mixing in the fluid.

4.4.2 LCS in Unsteady Flows

As pointed in the previous section, stable and unstable manifolds of hyperbolic fix

points are asymptotic concepts. However, in geophysical flows such as the atmo-

sphere or the ocean, we are interested in chaotic transport on relatively short time

scales, while the asymptotic mixing is irrelevant Therefore, various theoretical and

applied studies present different definitions of stable and unstable manifolds for finite-

time dynamical systems [Haller and Yuan, 2000, Huhn et al., 2012, Mancho et al.,

2006, Shadden et al., 2005, Wiggins, 2005]. It turns out that in many practical ap-

plications, the manifolds can be estimated as lines of maximal stretching in the flow.

For example, if we compute the exponential separation rate of nearby trajectories in

the flow we therefore expect the stable manifold to appear as a line of high stretching

values. Similarly, on unstable manifolds, nearby trajectories separate exponentially

fast if the flow is integrated in backward time. Hence, the separation rate of nearby

trajectories, can be used to estimate the positions of stable and unstable manifolds

in unsteady flows.
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4.5 Finite-time Lyapunov Exponents

The Lyapunov exponent is a classical measure to quantify the sensibility of a dynam-

ical system to initial conditions [Arrowsmith and Place, 1990, Baker et al., 1996, Ott,

2002]. A simple definition is

𝜆 = lim
𝑡→inf

lim
𝛿(0)→0

1

𝑡
log

𝛿(𝑡)

𝛿(0)
(4.13)

Here 𝛿(0) is the initial perturbation to a given trajectory and 𝛿(𝑡) is the grown

perturbation at time 𝑡. The orientation of the initial perturbation rapidly aligns

with the direction of maximum stretching. In chaotic flows initially close trajectories

separate exponentially fast, such that a positive Lyapunov exponent indicates chaotic

behavior, while in regular flows the Lyapunov exponent is zero.

The Lyapunov exponent is an asymptotic measure. In order to quantify the

stretching of fluid parcels during a finite time interval, the Lyapunov exponent is

modified to a finite-time version, the finite-time Lyapunov exponent (FTLE):

𝜆(𝑡0, 𝜏) =
1

𝜏
log

𝛿(𝑡0 + 𝜏)

𝛿(𝑡0)
(4.14)

This quantity measures the average exponential separation rate of trajectories

with an initial distance 𝛿(𝑡0) over a time period 𝜏 , assuming that the distance grows

as:

𝛿(𝑡) = 𝛿(𝑡0)𝑒
(𝜆𝑡) (4.15)

This is a rather intuitive definition of FTLEs. A definition related to the defor-

mation of the fluid is given in the following paragraph, this later is useful to compute

FTLE fields in a flow.

FTLE computation from flow map As the FTLE is sensitive to initial con-

ditions, we integrate trajectories in a velocity field starting from a grid of initial

positions 𝑥0(𝑡0) at time 𝑡0. After the finite-time 𝜏 , the trajectories reach the positions

CHAPTER 4. TRANSPORT AND COHERENT STRUCTURES IN UNSTEADY
FLOWS

134



LCSs and physical processes of coastal upwelling Anass El Aouni

𝑥(𝑡0 + 𝜏). The initial positions 𝑥0 can be mapped to the final positions 𝑥(𝑡 + 𝜏) by

the operator 𝐹 𝑡0+𝜏
𝑡0 , called the flow map, such that

𝑥(𝑡0 + 𝜏) = 𝐹 𝑡0+𝜏
𝑡0 (𝑥0(𝑡0)) (4.16)

In linear approximation, an infinitesimal perturbation vector 𝛿𝑥0(𝑡) to a trajectory

starting at 𝑥0 is deformed by the flow as

𝑥(𝑡0 + 𝜏) ≈ ∇[𝐹 𝑡0+𝜏
𝑡0 (𝑥0)]𝛿𝑥0(𝑡)

= ∇[𝑥(𝑡0 + 𝜏)]𝛿𝑥0(𝑡)
(4.17)

Hence, we have to differentiate the final positions 𝑥(𝑡0 + 𝜏) with respect to 𝑥0 to

obtain the deformation tensor

∇𝐹 𝑡0+𝜏
𝑡0 (𝑥0) = ∇[𝑥(𝑡0 + 𝜏)] =

⎡
⎣

𝜕𝑥
𝜕𝑥0

𝜕𝑥
𝜕𝑦0

𝜕𝑦
𝜕𝑥0

𝜕𝑦
𝜕𝑦0

⎤
⎦ (4.18)

We are interested in the stretching of the perturbation vector. Its norm is given

by the inner product

‖𝛿𝑥(𝑡0 + 𝜏)‖ = ⟨ 𝛿𝑥0,∇𝐹 (𝑥0)
𝑇∇𝐹 (𝑥0)𝛿𝑥0⟩

1
2

= ⟨ 𝛿𝑥0, 𝐶(𝑥0)𝛿𝑥0⟩
1
2

(4.19)

with the right Cauchy-Green deformation tensor 𝐶(𝑥0). By definition 𝐶(𝑥0) is a

symmetric tensor and has real eigenvalues. The factor of maximal stretching 𝑆(𝑥0)

of the length of the perturbation 𝛿𝑥0(𝑡) under the flow map 𝐹 𝑡0+𝜏
𝑡0 is given by

𝑆(𝑥0) =

[︂
max
𝑖=1,𝑁

𝜆𝑖(𝐶(𝑥0))

]︂ 1
2

(4.20)

where 𝜆𝑖 are the eigenvalues of 𝐶(𝑥0). Finally, the field of finite-time Lyapunov

exponents (FTLE) depending on initial conditions (𝑥0, 𝑡0) and on the finite integration
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time 𝜏 is then

𝜎(𝑥0, 𝑡0, 𝜏) =
1

𝜏
log(𝑆(𝑥0)) (4.21)

We obtain the forward FTLE field by taking 𝜏 > 0 and integrating the velocity

forward in time, while for the backward FTLE field the negative velocity field is

integrated backward in time with 𝜏 < 0. The backward FTLE field is denoted by

𝜎−(𝑥0, 𝑡0, 𝜏) and the forward FTLE field is denoted by 𝜎+(𝑥0, 𝑡0, 𝜏). The forward

FTLE field reveals the strong stretching along stable hyperbolic manifolds and the

backward FTLE field reveals the unstable manifolds, where fluid converges in forward

time.

Choice of the Finite Integration Time For the computation of FTLE fields the

integration time 𝜏 must be predefined. Basically, the time 𝜏 has to be long enough to

allow trajectories to explore the Lagrangian coherent structures present in the flow.

A typical time scale in the flow is the eddy turnover time. If a multiple of the eddy

turnover time is used as an integration time, clear linear structures will appear in

the FTLEs field. However, a small increase of the integration time above typical

time scales in the flow would generate new detailed structures in the FTLEs field,

nevertheless, the main structures in the FTLE field remain the same.

LCS as Ridges in the FTLE Field [Shadden et al., 2005] defines LCSs as ridges

of high values in the FTLE fields. Ridges are given by lines of local maxima of

the FTLE field and a criterion can be formulated using the Hessian matrix and the

gradient of 𝜆(𝑥0, 𝑡0, 𝜏). A sharp ridge is characterized by high negative eigenvalues 𝜀

of the Hessian matrix. For points on the ridge, the gradient ∇𝜆(𝑥0, 𝑡0, 𝜏) is tangent to

the ridge line and perpendicular to the eigenvector 𝜀𝑚𝑖𝑛 corresponding to the smallest

eigenvalues 𝜀𝑚𝑖𝑛 of the Hessian, which leads to the condition

Ψ = 𝜀𝑚𝑖𝑛∇𝜆(𝑥0, 𝑡0, 𝜏) = 0 (4.22)
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Ridges are extracted as zero contour lines of the field Ψ. We show in Fig.4-2 backward

and forward FTLE ridge computed over gulf of Mexico, attracting LCSs in blue color

while red presents repelling ones.

Figure 4-2: Attracting (blue) and repelling (red) LCSs as ridges of high values in the
FTLE fields.

4.6 Finite-size Lyapunov Exponents

An alternative assessment of perturbation growth in the flow is provided by the

Finite-Size Lyapunov exponent (FSLE). It is also used to extract mixing patterns

in unsteady flows [Artale et al., 1997, d’Ovidio et al., 2004, Haza et al., 2010], but

instead of fixing a finite time and evaluating the deformation of the fluid after that

time, a finite length scale of typical flow structures 𝑟 is predefined. To define this

quantity, we first select an initial separation 𝛿0 > 0 and a separation factor 𝑟 > 1 of

interest. The separation time 𝜏(𝑥0; 𝛿0, 𝑟) is then defined as the minimal time in which

the distance between a trajectory starting from 𝑥0 and some neighboring trajectory
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starting 𝛿0-close to 𝑥0 first reaches 𝑟𝛿0. The FSLE associated with the location 𝑥0 is

then defined as [Joseph and Legras, 2002, Aurell et al., 1997, Artale et al., 1997]:

Λ(𝑥0; 𝛿0, 𝑟0) =
log 𝑟

𝜏(𝑥0; 𝛿0, 𝑟)
(4.23)

For the computation a small factor 𝑟 close to unity is chosen, such that Λ(𝛿) is

independent of 𝑟. Although 𝑟 is smaller than 2, it is often called the doubling factor.

Many studies make the choice 𝑟 =
√

2.

Typically, when the integration is stopped after a reasonable time, only a small

part of the trajectory pairs have reached the predefined separation. The initial po-

sitions of trajectories with the strongest separation rate are located on lines being

estimates for the stable manifolds of the unsteady flow. The structure of these lines

resembles the structure of ridges of the FTLE field. However, opposed to the FTLE,

the FSLE field focuses on separation scales exceeding the threshold 𝑟, thus, it can be

used for selective structure detection. A further advantage of the FSLE field is that

its computation requires no a priory choice of advection time.

By analogy with FTLE ridges, FSLE ridges have also been proposed as indicators

of hyperbolic LCSs (see Refs. [Joseph and Legras, 2002, d’Ovidio et al., 2004, Bet-

tencourt et al., 2013]). This analogy is mathematically justified for sharp enough

FSLE ridges of nearly constant height. A general correspondence between FSLE and

FTLE ridges, however, does not exist [Karrasch and Haller, 2013]. This is because

Λ(𝑥0; 𝛿0, 𝑟) lumps trajectory separation events occurring over different time intervals

into the same scalar field, and hence has no general relationship to the single finite-

time flow map 𝐹 𝑡
𝑡0

(𝑥0).

4.7 Other approaches for LCS detection

In order to characterize regions of different mixing patterns in a flow, several methods

have been proposed that compute scalar fields from properties of trajectories. These

quantities change unexpectedly across stable or unstable manifolds which can be visu-

alized by these methods. Mendoza and Mancho [Mendoza and Mancho, 2010] propose
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the arc-length of finite-time trajectories as a scalar field of Lagrangian property that

reveals the geometry of transport. In these fields, stable and unstable manifolds

appear as thin lines of small values. Since this measure can be interpreted as the La-

grangian velocity averaged along the trajectory, it also serves to distinguish regions

of fast trajectories (jet cores) and slow trajectories (vortex cores). [Rypina et al.,

2011] use two measures that quantify the complexity of trajectories. These measures

are directly linked to the fractal dimension of the trajectory, where the least complex

trajectory is a stationary point, and the most complex trajectory is one that fills the

whole domain.

Very recent approach was published by Haller [Haller and Beron-Vera, 2012] which

aim to find transport barriers in aperiodic two-dimensional flows. With this theory the

transport barriers are obtained as hyperstreamlines of the Cauchy-Green strain tensor,

whose normal repulsion rate is larger than tangential stretch over backward/forward

time intervals. This is a big advantage over methods like the FTLE, where the ap-

proximate transport barriers have to be extracted as trenches or ridges in a scalar

field. With the new theory it seems to be possible to extract very accurately hy-

perbolic transport barriers associated with hyperbolic stable and unstable manifolds

transport barriers associated with lines of minimal stretching [Haller and Beron-Vera,

2012].
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Chapter 5

Surface Mixing and Biological

Activity in the North-West African

Upwelling

Abstract

Near-shore water along the North-West African margin is one of the world’s major up-
welling regions. It is associated with physical structures of oceanic fronts which influ-
ence the biological productivity. The study of these coherent structures in connection
with chlorophyll concentration data is of fundamental importance for understand-
ing the spatial distributions of the plankton. In this chapter, I study the horizontal
stirring and mixing in different upwelling areas using Lagrangian coherent structures
(LCSs). These LCSs are calculated using the recent geodesic theory of LCSs. I use
these LCSs to study the link between the chlorophyll fronts concentrations and sur-
face mixing, based on 10 years of satellite data. These LCSs move with the flow as
material lines, thus the horizontal mixing is calculated from the intersection of these
LCSs with the finite time Lyapunov exponents (FTLEs) maps. I compare my results
with those of a recent study conducted over the same area, but based on Finite Size
Lyapunov Exponents (FSLEs) whose output is a plot of scalar distributions [Rossi
et al., 2008]. I discuss the differences between FSLE and geodesic theory of LCS.
The latter yields analytical solutions of LCSs, while FSLEs can only provide LCSs
for sharp enough ridges of nearly constant height.

141



Anass El Aouni LCSs and physical processes of coastal upwelling

5.1 Introduction

Oceanography of North-West Upwelling system is forced by the equatorward trade

winds [Carr and Kearns, 2003, Benazzouz et al., 2014b]. Wind-driven currents as-

sociated with equatorward trade winds are known to exhibit mesoscales instabilities

[Allen, 1980, Stommel, 1948]; thus, in addition to upwelled cold intermediate water,

significant energy is transferred into submesoscale fronts and vortices in the upper

ocean [Capet et al., 2008b, Capet et al., 2008c]. These submesoscale coherent struc-

tures arise out of surface frontogenesis; such frontogenesis grows off from upwelled

cold filaments that are pulled offshore [Capet et al., 2008a]. Associated with this

phenomenon are large vertical vortices and material exchanges between the surface

boundary layer and pycnocline [Capet et al., 2008a]. The north-easterly winds not

only drive the coastal sea surface temperature through upwelling but are also re-

sponsible for inducing the coastal baroclinic upwelling jet. This jet develops in the

coastal transition zone (CTZ), located between the shelf and interior oceans [Barton,

1998], and enables communication between adjacent latitudinal upwelling regions

[Benazzouz et al., 2014c]. The jet constitutes the actual boundary condition of the

subtropical gyre; it can be considered as the easternmost branch of the southward

Canary Current, and has been named the Canary Upwelling Current (CUC) [Pelegrí

et al., 2005a, Pelegrí et al., 2005b].

Eastern Boundary Upwelling zones include some of the most productive ecosys-

tems in the world [Chavez and Messié, 2009, Carr and Kearns, 2003, Arístegui et al.,

2009], particularly the North-West African upwelling which presents one of the world’s

major upwelling regions. North-West African upwelling is characterized by persistent

and variable Upwelling phenomenon almost all around the year [Mittelstaedt, 1983].

Although it represents a small portion of the world’s ocean surface, it is considered as

one of the most productive regions of the world [Pauly and Christensen, 1995, Ryther,

1969, Fréon et al., 2009, Cushing, 1971] due to its high biological productivity and

its impact on commercial fisheries.

Mesoscales filaments and eddies structures are omnipresent in the North-West
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African upwelling, they interact with the complex spatial distribution of phytoplank-

ton. These physical oceanic structures are known to affect the plankton community

[Mackas et al., 2005, Owen, 1981, Kang et al., 2004]. Indeed, they modulate the

biomasses [McGillicuddy Jr et al., 1998, Oschlies and Garcon, 1998] and play an im-

portant role in cross-shelf exchanges of water masses [Shanks and Brink, 2005, Din-

niman et al., 2003]. Moreover, their manuring role in transporting organic matter to

the open ocean has been evidenced [Moore et al., 2007]. The study of these physi-

cal oceanic structures and their links with chlorophyll distribution are recognized as

a major scientific challenge [Rossi et al., 2008, Rossi et al., 2009, Marchesiello and

Estrade, 2009].

Much of oceanic transport is associated with coherent structures [Bettencourt

et al., 2017]. The development of Lagrangian diagnostics of transport is firmly gain-

ing ground in the recent literature [Haller, 2015, Haller and Sapsis, 2011, Haller, 2005].

Such approaches come from the field of nonlinear dynamics. They are powerful tools

for the identification and the analysis of oceanic transport, since they can be used to

extract transport structures underlying raw Eulerian velocity data. Finite Size Lya-

punov Exponents (FSLEs) are widely used in the oceanographic community, mainly

for their ability to reveal and display oceanic structures that strongly organize fluid

motion in the ocean; they are also used to characterize transport in closed areas and

are easy to compute [Károlyi et al., 2010]. However, recent mathematically formulated

Lagrangian descriptors have also found their place in the oceanographic community.

[Haller and Beron-Vera, 2013] introduces a variational principle for coherent material

vortices which was applied on eddies. This method was used to study the coherent

water transport off the Agulas region [Wang et al., 2015]. The mathematical methods

were also used to study the life cycle of a coherent Lagrangian Agulhas ring [Wang

et al., 2016]. [Olascoaga et al., 2013] found that drifter motion in the Gulf of Mexico

is constrained by altimetric Lagrangian coherent structures. [Beron-Vera et al., 2018]

use these Lagrangian methods to illustrate the emergence of coherent Lagrangian

swirls among submesoscale motions in the ocean. They were also used to cover the

edge of the polar vortex [Serra et al., 2017].
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In this chapter, we investigate the relations between horizontal mixing/stirring ac-

tivity and chlorophyll concentration (considered as a proxy for biological processes).

While previous studies analyze the temporal surface mixing and stirring activity using

(FSLEs/FTLEs) [Rossi et al., 2008, Rossi et al., 2009, d’Ovidio et al., 2004, Waugh

et al., 2012, Lehahn et al., 2007, Lu and Speer, 2010, Bettencourt et al., 2012, d’Ovidio

et al., 2009, Kai et al., 2009, d’Ovidio et al., 2010], we address the problem of char-

acterizing mixing and stirring activity, using a recent geodesic theory that allows the

localization of coherent structures from mathematically formulated coherence princi-

ples [Haller, 2015, Farazmand et al., 2014]. We conduct an experimental study using

10 years of remotely sensed data for the period of time [2000 − 2010]; we make use

of MODIS weekly chlorophyll datasets and daily interpolated velocity data derived

from altimetry. We show that the use of this advanced mathematical formulation

of coherence principles shed new light on previous studies about the relationships

between mixing and chlorophyll.

This chapter is organized as follows: section II introduces the data and the area of

study used throughout this chapter. In section III we describe the methods used for

Lagrangian Coherence Structures (LCS) calculation and chlorophyll front extraction.

Section IV is devoted a presentation of experimental results. In Section V, we discuss

and compare our results with state of the art. We conclude in section VI.

5.2 Area of study and dataset

5.2.1 Area of study

Our work mainly focuses on zones of exchange processes between the shelf and the

open ocean. Through these mesoscale processes, filament structures contribute to

the offshore export of organic matter; these filament structures play consequently a

fertilizing role of the adjacent oligotrophic ocean [Shanks and Brink, 2005, Álvarez-

Salgado, 2007]. Recent work has suggested that filaments are responsible for greater

offshore transport of carbon [Álvarez-Salgado, 2007, Cravo et al., 2010, García-Muñoz
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et al., 2005].

Our study focuses on the North-West African Upwelling. We show in Fig.5-2 a

space-time Hovmoller plot of the seasonal and interannual variability over this region

of: a) the chlorophyll extension (calculated as the 0.5𝑚𝑔×𝑚−3 limit), b) the average

chlorophyll concentration (over each latitudinal step within the 0.5𝑚𝑔×𝑚−3 limit) ,c)

the chlorophyll index defined as the chlorophyll average multiplied by its extension,

d) the eddy kinetic energy (EKE) as it is estimated from sea level anomalies from the

merged mapped product AVISO using measures of Topex-Poseidon and ERS during

the period 2003-2010. The Hovmoller plots show a high spatio-temporal definition of

the patterns of upwelling variability in term of extension, intensity and EKE, with

well defined seasonal transitions, generally associated to Capes (Cape Ghir, Cape

Juby/Cape Bojdor, Cape Blanc and Cape Verde). EKE is the energy associated with

fluctuations in the currents, and is a direct measure of the variability associated with

eddies. Progressing south, EKE clearly increases alongshore from 0.75𝑚2/𝑠2 (17∘𝑁)

to 1𝑚2/𝑠2 (12∘𝑁 − 15∘𝑁). The values of EKE in the central part of the system are

among the largest in the north-west African region, corresponding to high chlorophyll

index, extension and average. This is principally associated with the southward prop-

agation of large mesoscales structures, in addition to oceanic turbulence. In this work

[El Aouni et al., 2019a, El Aouni et al., 2018c], we mainly consider four regions with

particular hydrodynamical process have been considered according to the intensity

and seasonal upwelling variability and the mesoscales structures activities as depicted

from satellite data and modeling approach. These four regions are listed as follows:

∙ 1) Cape Ghir (red box in Fig.5-1) located between (9.∘𝑊, 29.97∘𝑁 and 13.21∘𝑊, 32.56∘𝑁)

where the upwelling occurs during summer [Benazzouz et al., 2014b].

∙ 2) The region between Cape Juby and Cape Bojador (blue box in Fig.5-1)

located between (11.91∘𝑊, 26.30∘ and 16.81∘𝑊, 28.∘𝑁) where maximum filament

intensity occurs [Nieto et al., 2012].

∙ 3) The region between the latitudes (15.23∘𝑊, 19.06∘ and 20.35∘𝑊, 22.43∘𝑁)

(orange box in Fig.5-1) where the giant filament of Cape Blanco appears up to
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450𝑘𝑚 of extension [Marcello et al., 2011].

∙ 4) The region with winter upwelling [Benazzouz et al., 2014b] around Cape

Verde (green box in Fig.5-1), located between (15.21∘𝑊, 13.26∘ and 20.51∘𝑊, 15.87∘𝑁).

Fig.5-1 shows these areas delimited by colorful boxes. We use the full geographical

area shown in Fig.5-1 for the numerical computations of the Lagrangian Coherent

Structures, considering the fact that particles may get advected out of the analysis

areas.

5.2.2 Data

Velocity field

We use global weekly 1/4∘ (25𝑘𝑚) resolution products of surface currents1 , obtained

from the Copernicus Marine Environment Monitoring Service (CMEMS2) and corre-

sponding to the period of time between March 2000 to March 2010. Velocity data

is derived from satellite acquired surface height (altimetry) under the geostrophic

approximation, in which the sea surface height 𝜂(𝜑, 𝜃, 𝑡) serves as a non-canonical

Hamiltonian for surface velocities in the longitude/latitude (𝜑, 𝜃) coordinate system

[Strub and James, 2000]. From these data, daily surface currents are generated with a

0.01∘ of spatial resolution using temporal linear interpolation [Haller et al., 2016, Rossi

et al., 2009].

Chlorophyll Data

Weekly level 3 of chlorophyll product are obtained from MODIS (Moderate Resolution

Imaging Spectroradiometer) instrument operating on board the polar-orbiting Terra

spacecraft. These data are generated by the NASA Goddard Earth Science (GES) and

obtained from the NASA’s Oceancolor website3 with a spatial resolution of 4× 4𝑘𝑚.
1The surface geostrophic velocities of the products we use, are the same as the ones pro-

duced by Ssalto/duacs multimission sea level products provided by CLS/Archiving, Valida-
tion, and Interpretation of Satellite Oceanographic data (AVISO), with support from CNES
(http://www.aviso.oceanobs.com/duacs/).

2http://marine.copernicus.eu/
3https://oceancolor.gsfc.nasa.gov/
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(a) (b)

Figure 5-1: a) Chlorophyll image with MSM fronts overlaid on top, b) Surface velocity
and direction. Both at the same date (01-March-2003).

The data used in this study correspond to the period of time between March 2000 to

March 2010 (10 years).

5.3 Method

The basic ingredients of our study are satellite data of chlorophyll concentration

and ocean surface velocity field. We quantify the horizontal mixing processes based

on the geodesic theory of Lagrangian Coherent structures [Haller, 2015, Farazmand

et al., 2014, Haller and Beron-Vera, 2013]. This theory is a collection of global

variational principles for material surfaces that form the centerpieces of coherent,

time-evolving tracer patterns [Haller, 2015]. Hyperbolic LCSs act as repelling or

attracting neighboring material elements with locally the highest rate over a given

finite-time interval. Parabolic LCSs serve as generalized jet cores. Elliptic LCSs serve
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(a) (b)

(c) (d)

Figure 5-2: Space-time Hovmoller plot of the seasonal and interannual variability
a) Upwelling extension (𝐶ℎ𝑙𝑒𝑥𝑡) calculated as 0.5𝑚𝑔 × 𝑚−3 limit, b) Chlorophyll
averaged over the Upwelling area (𝐶ℎ𝑙𝑎𝑣𝑔), c) Upwelling index (𝐶ℎ𝑙𝑖) computed as
the chlorophyll average multiplied by its extension, d) the eddy kinetic energy (EKE)
calculated for the period of time between [2003-2010].
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as generalized coherent vortex boundaries in finite-time unsteady flows. Geodesic LCS

theory is objective, and it is expressible through the invariants of the right Cauchy-

Green strain tensor. In this work, we calculate surface mixing based on hyperbolic

(attracting) and parabolic LCSs as they have a clear interpretation as fronts of passive

scalars driven by the flow [d’Ovidio et al., 2004, Rossi et al., 2008, Rossi et al.,

2008, Haller, 2015]. More details are given in section 3.2.

Chlorophyll data are acquisitions of a complex natural phenomenon, with missing

data and acquisition artifacts. The determination of accurate fronts in such complex

natural data is challenging. For that matter, we will make use of advanced com-

plex system approaches based on unpredictability to extract the pixels fronts in the

chlorophyll datasets. This is described in the next subsection.

5.3.1 Chlorophyll fronts extraction

Chlorophyll data show coherent structures generated by oceanic turbulence. However,

the datasets might contain missing data in the form of a cloud mask. The spatial

resolution of chlorophyll data is 4 × 4𝑘𝑚, corresponding to large submesoscale. The

coherent structures acquired at such resolution are the result of cascading processes

associated with turbulence [Frisch, 1995]. Consequently, and following the study pre-

sented in [Turiel et al., 2008], multiscale signal processing techniques for the extraction

of pixels fronts in such data (identified as transition fronts in [Maji and Yahia, 2014])

are more suitable than classical differential operators of image processing. In this

study, we determine the pixel fronts through the calculation of singularity exponents

in a microcanonical formulation of the Most Singular Manifold (MSM) [Maji and

Yahia, 2014]. The singularity exponents ℎ(x) (x is pixel location) are determined

through logarithmic fitting of the chlorophyll signal’s gradient.

Denoting 𝑟0 the smallest scale in the signal, 𝜇 the measure associated to the signal’s

gradient, Ψ a positive wavelet and 𝒯Ψ𝜇(x, 𝑟) the wavelet projection of measure 𝜇 at
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point x and scale 𝑟, a singularity exponents ℎ(x) is computed as:

ℎ(x) =
log 𝒯Ψ𝜇(x, 𝑟0)/⟨𝒯Ψ𝜇(0, 𝑟0)⟩

log 𝑟0
(5.1)

⟨·⟩ denoting spatial average.

The MSM is the set

ℰMSM =
⋃︁

ℎ∞≤ℎ≤0

ℱℎ (5.2)

ℎ∞ being the minimal singularity exponent, ℱℎ the set of points x such that

ℎ(x) = ℎ

Practical algorithmic implementation is provided in [Pont et al., 2013, Maji and

Yahia, 2014]. Once pixels fronts are extracted and MSM computed, chlorophyll con-

centration is calculated as the mean spatial average of chlorophyll concentration over

the MSM.

5.3.2 Surface Mixing and Stirring

We consider a time-dependent smooth vector field:

v(x, 𝑡), x ∈ R2, 𝑡 ∈ [𝛼, 𝛽] (5.3)

and its associated ordinary differential equation:

ẋ = v(x, 𝑡), x ∈ R2, 𝑡 ∈ [𝛼, 𝛽] (5.4)

Let F𝑡
𝑡0

: R2 → R2 be the associated map of the vector field v, i.e the map which

takes a particle located at x0 at time 𝑡0 to its location x𝑡 at time 𝑡:

F𝑡
𝑡0

(x0) := x(𝑡, 𝑡0,x0), 𝛼 ≤ 𝑡0 ≤ 𝑡 ≤ 𝛽 (5.5)

with 𝑡 ↦→ x(𝑡, 𝑡0,x0) being the unique Lagrangian trajectory of vector field v which

passes through x0 a time 𝑡0. A common way to quantify the stretching is by means
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of the standard Lyapunov exponents such as Finite Size/Time Lyapunov Exponent

(FSLE/FTLE). They are defined as the exponential rate of separation of fluid parcels

infinitesimally separated at 𝑡0 by infinitesimal perturbation 𝛿x0: |𝛿x(𝑡)| ≈ 𝑒𝜆𝛿x0.

However, these exponent outputs are in the form of a scalar field, whose maxima

are expected to highlight coherent structures. FSLEs ridges have been proposed as

indicators of hyperbolic LCSs [Joseph and Legras, 2002]. However, FSLE approach to

LCSs detection is heuristic, and it is mathematically justified only for sharp enough

FSLEs ridges of nearly constant height [Karrasch and Haller, 2013]. In our work we

calculate the surface mixing and stirring from hyperbolic (attracting) and parabolic

LCSs captured by the geodesic theory of LCS [Haller, 2015]

Let ∇F𝑡
𝑡0

(x0) be the Jacobian of F𝑡
𝑡0

(x0) at location x0. Given an infinitesimal

spatial perturbation 𝛿x(𝑡0) ∈ R2 at time 𝑡0, the evolution of that perturbation is given

by:

𝛿x(𝑡) = ∇F𝑡
𝑡0

(x0)𝛿x(𝑡0) (5.6)

Let ℳ(𝑡0) be a material line defined at time 𝑡0, its image under Lagrangian ad-

vection at time 𝑡 is defined in term of the flow map as F𝑡
𝑡0

(ℳ(𝑡0)). The perturbations

𝛿x(𝑡) are related to the local deformation of F𝑡
𝑡0

(ℳ(𝑡0)).

Let C𝑡𝑓
𝑡0 (x0) be the Cauchy-Green strain tensor field

C
𝑡𝑓
𝑡0 (x0) = [∇F

𝑡𝑓
𝑡0 (x0)]

𝑇∇F
𝑡𝑓
𝑡0 (x0) (5.7)

with 𝑡0 and 𝑡𝑓 respectively the initial and final time, T denoting transposition.

C
𝑡𝑓
𝑡0 (x0) is a symmetric and positive tensor, consequently it is diagonalizable in

an orthogonal basis, hence its eigenvalues 𝜆𝑖(x0) and eigenvectors 𝜉𝑖(x0) (𝑖 = 1, 2)

satisfy:

C
𝑡𝑓
𝑡0 (x0)𝜉𝑖(x0) = 𝜆𝑖(x0)𝜉𝑖(x0), |𝜉𝑖(x0)| = 1, 𝑖 = 1, 2,

0 < 𝜆1(x0) < 𝜆2(x0), 𝜉1(x0) ⊥ 𝜉2(x0).
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Moreover, in the case of incompressible flow, we have 𝜆1(x0)𝜆2(x0) = 1 [Arnol’d,

2013].

Shearless LCSs are a material curves whom average Lagrangian shears show no

leading-order variations when comparing them to nearby 𝐶1-close material lines.

Farazmand et al [Farazmand et al., 2014] show that shearless LCSs coincide with

null-geodesics of the metric tensor:

𝐷
𝑡𝑓
𝑡0 =

1

2
[𝐶

𝑡𝑓
𝑡0 (𝑥0)Ω − Ω𝐶

𝑡𝑓
𝑡0 (𝑥0)], Ω =

(︀
0 −1
1 0

)︀
(5.8)

The tensor 𝐷𝑡𝑓
𝑡0 is Lorentzian wherever 𝜆1(𝑥0) ̸= 𝜆2(𝑥0). All null-geodesics of 𝐷

𝑡𝑓
𝑡0

are found to be trajectories of one of the two line fields.

𝑥′
0 = 𝜉𝑗(𝑥0), 𝑗 = 1, 2 (5.9)

Stretch lines are defined as trajectories of Eq.5.9 with 𝑗 = 2. Thus, attracting

LCSs are special stretch lines that start from local minima of 𝜆1(𝑥0).

On the other hand, parabolic LCSs, are smooth, alternating chains of shrink and

stretch lines that connect tensorline singularities (more details are given in [Faraz-

mand et al., 2014]).

For computing geodesic LCSs, we use the MATLAB code developed in [Onu et al.,

2015]. We follow the trajectories of equation (4) for 𝑇 = 60 days using a standard

fourth-order Runge-Kutta scheme with an integration time step of 𝑑𝑡 = 1 day. We

use trilinear interpolation for the spatiotemporal interpolation of the velocity field.

Each point of the material line ℳ(𝑡𝑓 ) contains the separation rate 𝑙𝑜𝑔(𝜆2(x0, 𝑡0, 𝑡𝑓 ))

averaged by a finite time as:

𝜎 =
1

2𝑇
log(𝜆2(x0, 𝑡0, 𝑡𝑓 )) (5.10)

𝜎 presents the FSLEs field. For each integration time step of 𝑑𝑡 = 1 day, each

point of these material lines updates its position and separation rate.
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5.3.3 Comparing FSLE to the geodesic theory of LCSs

Finite-Size Lyapunov exponent is considered as a Lagrangian diagnostic scalar fields

which has been proposed for material coherence detection in the literature. It is cal-

culated by defining a separation time 𝜏(𝑥0; 𝛿0, 𝑟) as the minimal time in which the

distance between a trajectory starting from 𝑥0 and some neighboring trajectory start-

ing 𝛿0-close to 𝑥0 first reaches 𝑟𝛿0, with 𝛿0 > 0 and 𝑟 > 1 are respectively the initial

separation and rate of separation. Thus, FSLE is not linked directly to the flow map

between times 𝑡0 and 𝑡𝑓 . Indeed, its scalar field includes local separation exponents

for each initial condition 𝑥0 over a different time interval of length 𝜏(𝑥0; 𝛿0, 𝑟). Thus,

it highlights structures arising over different time intervals.

The FSLE ridges as in indicator of LCSs is shown to be heuristic [Hadjighasem

et al., 2017], and only justified for sharp enough FSLE ridges of nearly constant height

[Karrasch and Haller, 2013]. On the other hand, geodesic theory of LCSs identify the

exact location of LCSs.

In term of surface mixing calculation, FSLE leaves several unaddressed issues:

∙ FSLE’s output is a scalar field, when averaging its separation rate over a given

area, we are not calculating separation rate of lines of maximum compression

but also from other structures that are less of interest in this study. On the

other hand, the geodesic theory of LCS guaranties that only lines of maximal

convergence are included.

∙ FSLE structures arise from different time intervals. On the other hand, geodesic

theory of LCSs extract LCSs arising over the same time interval which is more

convenient and natural when comparing the surface mixing to the chlorophyll

concentrations.

5.4 Results

LCSs are computed for each day of the 10 years database presented in section 2.1.

Following [Rossi et al., 2009], for each sub-region, we calculate the mixing quantity by
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averaging hyperbolic (attracting) and parabolic LCSs over each one of the boxes in

Fig.5-1. Fig.5-3 shows an example of these LCSs corresponding to the time 𝑡0=March

01/2000, with time advection 𝑡𝑓 = 𝑡0 − 60 days.

Figure 5-3: Lagrangian Coherent Structures at time 𝑡0=March 01/2000.
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5.4.1 Biological Activity: Surface mixing vs Chlorophyll aver-

age

We study here the relationship between the horizontal mixing and the chlorophyll

fronts concentrations. The determination of fronts is described in subsection 3.1, and

we show in Fig. 5-1 (a) the chlorophyll fronts extracted for the date: March 01 2000.

We proceed as follows: for each image, pixels fronts are extracted, then for each

sub-region we compute the average of chlorophyll concentration over the set of fronts

inside its corresponding box.

Fig.5-4 shows on each image the spatial averages of chlorophyll fronts concentra-

tion (blue color, range scale on the right) versus the spatial averages of the surface

mixing (red color, range scale on the left). It is calculated from hyperbolic (attracting)

and parabolic LCSs, during the period from March 01/2000 to March 01/2010.

In Cape Ghir region (red box in Fig.5-1), high chlorophyll concentration takes

place during summer for most of the years and decreases at the end of each year. Same

remark for surface mixing. Thus, both surface mixing and chlorophyll concentrations

tend to have a similar interannual variation. Increase of mixing is followed by increase

of chlorophyll except for 2008/2009. The period of [2003 2006] records intensity

decrease of both mixing and chlorophyll.

In Cape Verde (green box in Fig.5-1), high mixing intensity takes place during

summer for most of the years, while high chlorophyll concentration takes place during

winter from 2000 to 2004, then in the summer for the rest of the years. For most of the

years, increase of mixing intensity is followed by increase of chlorophyll concentration,

especially for the period of [2007 2010]. Thus, both chlorophyll concentrations and

mixing show similar variation for the most of the years. We note that both regions

are affected by seasonal upwelling, Cape Ghir in summer (red box in Fig.5-1) while

Cape Verde in winter (green box in Fig.5-1) following the seasonal movement of the

Intertropical Convergence Zone [Wooster et al., 1976].

Cape Blanco (orange box in Fig.5-1) with quasi-permanent upwelling and highest

chlorophyll concentrations (over 1.5𝑚𝑔/𝑚3 all over the years) shows no global signif-
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Figure 5-4: Interannual variation of the surface mixing versus the fronts chlorophyll
concentrations. Red axis for the mexing and the blue one is for the cholorophyll
concentrations (monthly-mean).

icant relation between chlorophyll and surface mixing. In the period of 2000/2002,

both chlorophyll and surface mixing tend to be matched, both decrease and increase

in similar way, this relation is delayed for the year 2003, and followed by negative

relation starting from mid-2004.

The region between Cape Juby and Bojador (blue box in Fig.5-1) exhibits high

chlorophyll concentration during summer and decreases at the end of each year. This

region records no clear global relation between both chlorophyll and surface mixing.

Increase of mixing is followed by decrease of chlorophyll except for the period between

mid-2005 and mid-2007.

We have studied 4 areas belonging to the same upwelling ecosystem. These later
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show different behaviors, a region with slightly significant correlation (𝑟 = 0.58) and

others with no significant relationship between the surface mixing and the chlorophyll

concentrations. We now proceed to analyze the seasonal relationship between these

two quantities.

Figure 5-5: Seasonal climatology of the surface mixing versus the fronts chlorophyll
concentrations. Red axis for the mixing and the blue one is for the cholorophyll
concentrations (monthly-mean).

Fig.5-5 shows on each image the seasonal climatology of chlorophyll fronts con-

centration (blue color, range scale on the right) versus the seasonal climatology of

the mixing calculated from LCSs (red color, range scale on the left). We observe a

monthly variation of the front chlorophyll concentration over the four sub-regions, as

well as the mixing. Regions of Cape Ghir shows similar variations between chlo-a

and mixing for most of the months. This relationship seems to changed for Cape

Verde; decreasing of mixing is followed by increasing of chlorophyll concentration for
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the most months. Region of Cape Blanco and region between Juby/Bojdor show no

clear relation between mixing and cholrophyll concentration for most months.

5.4.2 Biological Activity: Surface mixing vs coastal jet

Along the studied area, the winds change with the season, being upwelling favorable

only from late fall to late spring when they oppose the northward flowing Mauritania

Current [Castellanos et al., 2013, Nykjær and Van Camp, 1994, Hernández-Guerra

and Nykjaer, 1997, Demarcq and FAURE, 2000, Lázaro et al., 2005, Peña-Izquierdo

et al., 2012]. Near Cape Blanc, the hydrodynamical process is dominated by intense

coastal convergence and offshore export of coastal waters, typically not related to the

local wind regime [Pastor et al., 2008, Peña-Izquierdo et al., 2012, Castellanos et al.,

2013] which explain the absent relationship between mixing and chlorophyll average

in some areas. The north-easterly winds not only drive the coastal upwelling but are

also responsible for inducing the coastal baroclinic upwelling jet. This jet develops

in the coastal transition zone (CTZ), located between the shelf and interior oceans

[Barton et al., 1998], and enables communication between adjacent latitudinal up-

welling regions. In some locations, the alongshore jet feeds from the interior eastern

boundary ocean: input takes place between the Strait of Gibraltar and Cape Ghir,

as the presence of the Strait breaks down the possibility of upstream flow [Pelegrí

et al., 2005a, Pelegrí et al., 2006, Mason et al., 2014, Mason et al., 2012], and output

occurs at the Cape Verde frontal zone (CVFZ), where the subtropical upwelled waters

are diverted offshore as they encounter tropical waters from the south [Pastor et al.,

2008, Peña-Izquierdo et al., 2012]. This can widely explain the positive correlation

observed in both two areas (Cap Ghir and Cape Verde). The jet constitutes the

actual boundary condition of the subtropical gyre and enhance locally the mixing of

subsurface layers and consequently enhance biological productivity. Both inertia and

upstream conditions introduce temporal and spatial memory to the system [Benaz-

zouz et al., 2014c]. The alongshore wind drives the alongshore coastal jet which, in

turns, experiences internal friction and mixing that limits its growth. As the wind

ceases or weakens, friction will progressively reduce the alongshore motion, the larger
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the momentum (greater inertia) the longer it will take to fully stop. It is the Corio-

lis force associated with the alongshore jet that induces the offshore and southward

motion and mixing. Because of the coastal constraint, this offshore motion creates a

cross-shore pressure gradient which opposes the Coriolis force, eventually limiting the

size of the cross-shore transport; the cross-shore motion will only decrease when the

alongshore jet weakens. The alongshore motion is influenced by the recent history of

local forcing but it is also affected by what was taking place sometime before in the

neighboring areas [Benazzouz et al., 2014a]. As a consequence, the areas under con-

sideration display different behaviors with slightly significant correlation (Cap Ghir

and Cap Verde) and others with no significant correlation between the surface mixing

and the chlorophyll concentrations (Cap Juby-Cap Blanc). Thus, a further study is

needed to explore the relations between chlorophyll concentrations separately with

attracting LCSs repelling LCSs taking into account the importance of connections

between adjacent coastal regions and between the coastal and offshore oceans. Last

but not least, the upwelling vertical structure will decrease only if the winds cease

all along the coast for a sufficient amount of time. Some of these ideas were en-

dorsed by [Gill and Clarke, 1974] when they stated that upwelling depends "not just

on local forcing" but on the forcing that the flow experienced "at earlier times as it

moved along the coast to the region under consideration." [Gill and Clarke, 1974] were

thinking about propagating waves but the same is true for the geostrophic coastal

jet.

5.5 Discussion

Hyperbolic (attracting) and parabolic LCSs, computed over 10 years from satellite ve-

locity data derived from altimetry, allowed us to compute surface mixing and stirring

of four majors areas of the North-West African Upwelling Ecosystem. According to

previous studies [Falkowski et al., 1991, Benitez-Nelson et al., 2007, McGillicuddy Jr

et al., 1998], meso and sub-mesoscale processes can enhance biological production

in the ocean. The effect of these oceanic structures enhancing biological produc-

CHAPTER 5. SURFACE MIXING AND BIOLOGICAL ACTIVITY IN THE
NORTH-WEST AFRICAN UPWELLING



Anass El Aouni LCSs and physical processes of coastal upwelling

tivity is thought to be more pronounced in low-nutrient environments [Oschlies and

Garcon, 1998, McGillicuddy et al., 2007]. This idea of mesoscale structures gener-

ally enhancing biological productivity has been challenged by new studies suggesting

that these oceanic structures could reduce primary production in the Eastern Bound-

ary Upwelling Systems (EBUS) [Rossi et al., 2008, Rossi et al., 2009, Gruber et al.,

2011]. This suggestion emerged from analyzing the correlation between surface mix-

ing calculated using FSLEs, and chlorophyll concentration taken as proxy of biological

productivity.

In our work, we focused on the North-West African Upwelling. Our approach to

studying the links between biological productivity and surface mixing is different from

the previous ones. Instead of using the whole system as in [Rossi et al., 2009], we

choose to divide the system into sub-regions with different upwelling properties. Our

approach to calculate surface mixing differs as well from previous studies; indeed our

mixing calculation is based on a mathematically formulated theory which gives the

exact location of Lagrangian coherent structures. Moreover, based on the following

considerations:

∙ There is an increasing evidence suggesting that the distribution of species at

different trophic levels is influenced by this oceanic structures; most of this

evidence is related to phytoplankton community [Lehahn et al., 2007, d’Ovidio

et al., 2010].

∙ Marine top predators are related to mesoscale fronts as well; [Kai et al., 2009,

De Monte et al., 2012] provides evidence that top predators such us seabirds

track precisely these oceanic structures to locate food patches.

Thus, we choose to calculate the chlorophyll concentration only over fronts extracted

from chlorophyll maps.

In this work we found that Cape Ghir which is characterized by seasonal upwelling,

exhibits positive correlation between the mixing activity and the chlorophyll concen-

trations; this finding is in line with the suggestion of mesoscale processes enhancing

biological productivity [Oschlies and Garcon, 1998, McGillicuddy et al., 2007]. But
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our work challenges the finding of reducing effect due to mesoscale structures [Rossi

et al., 2009]. On the other hand, [Gruber et al., 2011] find negative correlation between

eddy-kinetic energy (EKE) and net primary production in the EBUS systems; this

negative correlation becomes less significant in most of the EBUS systems when they

are analyzed separately. We must note that here, our sub-regions we have tightened

our studied areas to associate each area of study with specific upwelling properties

(upwelling seasonality). Thus, this could explain the positive correlation found in

Cape Ghir, and raise the question about how reliable is studying this relationship

over the whole system at once. Another factor which may explain these results is

the method used to calculate the mixing; only detects line of maximal compression;

contrary to the FTLEs which produce scalar field that contains separation of maximal

compressing lines and other structures of less interest. Thus, the key to understand

our results may lies in vertical movement: as shown in [Lehahn et al., 2007], lines of

high FSLE are more precisely located close to the vertical motions associated with

eddies. [Rossi et al., 2008] found that regions of high FSLE indicate occurrence of

vertical movements which weakens and decreases nutrients toward the surface. On

the other hand, and unlike the previous studies, no significant relationship between

surface mixing and chlorophyll concentration is recorded in the other regions of the

studied area. An explanation to this could be the upwelling seasonality; Region of

Cape blanco, Cape Juby and Bojador are affected by quasi-permanent upwelling due

to the trade winds which affect these regions most of the year [Benazzouz et al.,

2014b], resulting in Ekman drift associated with vertical movements which domi-

nates over other mesoscale structures; thus, nutrients of upwelled deeper water are

important for sea surface fertilization in these areas.

5.6 Conclusion

In this chapter, we have used 10 years of remotely sensed velocity field derived from

altimetry and chlorophyll concentrations to address the problem of the relationships

between surface mixing and chlorophyll concentrations. Averaged Chlorophyll concen-
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tration is calculated from the Most Singular Manifold computed in a microcanonical

formulation for fronts extraction. We have used, for the first time for this type of

problem, the mathematically formulated geodesic theory of LCSs to address stirring

and mixing process. Our results shed new light on the previous studies addressing

mixing using FSLEs. Consequently, further work should investigate the relationship

found in this upwelling ecosystem systems when examining LCSs versus production.

However, the distributions of plankton community in interplay between the nonlinear

processes of plankton ecology and their turbulent medium are complex. This study

is in the wake of understanding the complex behaviors of the plankton community.
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Chapter 6

Defining coherent vortices from

particles trajectories

Abstract

In this chapter, I study the transport properties of mesoscale eddies (i.e. vortices
of 100 ∼ 200 kms in diameter) over a finite time duration. While these oceanic
structures are well known to stir and mix surrounding water masses by their swirling
motion, they can also carry and transport organic matter as coherent structures.
In this chapter, I am interested in dynamic transport properties of these coherent
structures, which have chaotic and mixing properties on large time scales. Present
techniques to analyze fluid coherent vortices rely on classical geometric theory of the
Cauchy-Green’s invariants; vortices are related to closed orbits of their field. Others
define coherent vortices from vorticity, by calculating its averaged deviation. In this
chapter, I take a very different approach, based on a rigorous analysis of particles
trajectories. My method identifies coherent vortices and their centers in automatic
manner. I illustrate my new method on several two-dimensional flows.

6.1 Introduction

Lagrangian coherent structures (LCSs) are exceptional material surfaces that shape

finite-time observed tracer patterns in fluid flows [Peacock and Haller, 2013]. Tracer

patterns in the ocean, such as sea surface temperature, chlorophyll concentration

and salinity suggest the emergence of coherence even in the ocean, typically with

fluxes dominated by advective transport over diffusion. Mesoscale eddies are known
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to govern advective transport in the ocean, with typical horizontal scales 𝒪(100𝑘𝑚𝑠)

and timescales of 𝒪(𝑤𝑒𝑒𝑘𝑠). These oceanic structures are omnipresent in the ocean

and usually exhibit different properties to their surroundings. They are known to stir

and mix surroundings water masses as well as by their ability to trap and carry fluid

properties in coherent manner. For example, long-lived propagating eddies such as

Agulhas eddies are known to transport water properties associated with the Indian

ocean far into the South Atlantic [Ruijter et al., 1999]. In this work, we focus on

those that remain coherent despite the chaotic nature of their environment. These

mesoscale eddies are also known by their important role in climate change, which

arises from their influence on the circulation by transporting temperature and salinity,

extracting potential energy from the mean flow and exchanging momentum with it.

They are also known to help to maintain the extra-tropical climate by contributing

to the meridional transport of heat from the tropics to the poles [Farneti et al., 2010].

As the effect of these mesoscale eddies on the global circulation is remarkable,

the systematic and accurate detection of eddies has received considerable interest

over the last two decades [Karrasch et al., 2015, Froyland et al., 2010, Haller and

Beron-Vera, 2013, Haller et al., 2016]. In the literature, several definitions of vortices

have been introduced together with their automatic detection [Zhang et al., 2014,

Sahner et al., 2007, Herrmann, 2005], most of these formulations are of Eulerian

nature. These latter’s approaches make use of instantaneous velocity field to detect

vortices boundaries. These vortices boundaries fail to coherently carry and transport

their encircled water masses, instead, they stretch, deform and develop filaments.

As for example, the angular velocity which is defined as the time rate of change

of particle’s angular displacement 𝜔 = 𝑑𝜑
𝑑𝑡

is considered as Eulerian approach to

define vortices boundaries. Fig.6-1(a) shows vortices boundaries extracted from ocean

surface velocities derived from satellite altimetry, using the angular velocity. Fig.6-

1(b) shows their final position under Lagrangian advection over three months. None

of these vortices remains coherent, indeed they all stretch and filament. The complete

advection sequence over the time interval [0, 90] is illustrated in the movie M1.

On the other hand, Lagrangian methods are powerful tools to coherent vortices’

CHAPTER 6. DEFINING COHERENT VORTICES FROM PARTICLES
TRAJECTORIES

164



LCSs and physical processes of coastal upwelling Anass El Aouni

-4 -2 0 2 4 6 8
-35

-34

-33

-32

-31

-30

-29

(a)

   5
o W    0 o     5 oE   10 oE   15 oE 

  39 oS 

  36 oS 

  33 oS 

  30 oS 

  27 oS 

  24 oS Day: 90

Namibia

South Africa

(b)

Figure 6-1: a) Eulerian vortices defined as outermost closed contours of the angular
velocity’s extrema. b) Their final positions under Lagrangian advection over three
months. (See the supplemental movie M1 for the complete advection sequence of
these vortices boundaries)
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detection due to the fact that they take into account the evolution of particles tra-

jectories [Haller, 2005, Haller et al., 2016, Haller and Beron-Vera, 2013]. A variety

of dynamical systems techniques have been introduced to define a Lagrangian char-

acterization of the transport of nonautonomous chaotic dynamical systems. These

techniques typically fall into different classes. The first class contains probabilistic

approaches, which study the evolution of probability densities and almost-invariant

sets [Froyland et al., 2010, Froyland, 2013, Froyland et al., 2012]. For example, lines

of constant sea surface height are commonly used to determine locations of eddies

and gyres [Crawford et al., 2007], while the maximum gradients of potential vorticity

are used to determine the vortices’ boundaries [Sobel et al., 1997, Nash et al., 1996].

The second class contains geometric approaches, which use invariant manifolds. For

example, In [Haller and Beron-Vera, 2013] authors introduce a variational principle

for coherent material vortices, where vortices’ boundaries are sought as elliptic LCSs,

i.e. exceptional material barriers that exhibit no appreciable stretching or folding over

a finite time interval. This method has been reformulated such that it can be solved

via the variational level set methodology [Hadjighasem and Haller, 2016]. Another

method has been proposed which seeks vortices’ boundaries as maximal material tubes

in which material elements complete the same polar rotation over a given finite-time

interval [Farazmand and Haller, 2016]. However, these stretching-based variational

methods rely on a precise computation of Cauchy-green tensor and its invariants,

which requires accurate differentiation of particles trajectories with respect to their

initial positions. Moreover, they only detect the most coherent elliptic LCSs and

ignore those with non-uniform stretching. Most importantly, these methods have no

link between material vortices and the expected spinning motion, a defining feature of

observed vortices. A clustering approach has been developed by [Hadjighasem et al.,

2016], which uses the spectral clustering algorithm to identify coherent structures by

grouping Lagrangian particles into coherent and incoherent. This has been done by

defining coherent structures as a set of Lagrangian trajectories that maintain short

distances among themselves relative to the others outside the structure. This method

is simple to implement and requires no differentiation of particles trajectories with
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respect to their initial positions. However, it does require a well defined eigengap

and it is costly in computation in case for large number of trajectories [Hadjighasem

et al., 2017]. [Haller et al., 2016] use the Lagrangian-Averaged Vorticity Deviation to

identify Lagrangian coherent vortices. This has been done based on a unique decom-

position of gradient deformation into product of two deformation gradients; one for

pure strain and other for pure rotation [Haller, 2016]. This approach as well, does

not require differentiation of the flow map with respect to initial conditions, and is it

simple and low in computation cost. However, it relies on derivatives of the velocity

field, and requires large computational domain for spatial mean of vorticity.

Our approach is based on a decomposition of particle trajectory into two parts:

closed curves which give information about uniformly rotating flow, and one that

describes the mean displacement. The former part yields an objective measure of

material rotation. As in [Haller et al., 2016], we define Lagrangian coherent vortex

as closed material lines in which fluid parcels complete the same polar rotation. This

turns out to be filled with outward-increasing closed contours of the Lagrangian Av-

eraged Closed Curve Length (ℒ𝒜𝒞𝒞ℒ). Additionally, ℒ𝒜𝒞𝒞ℒ−based vortex’s center

is defined as the innermost member of ℒ𝒜𝒞𝒞ℒ. Our method is based on observed

vortex’s trajectory, and it has several important features:

∙ Our method is naturally related to vortex feature and defines vortices based on

their observed trajectories [El Aouni et al., 2020b, El Aouni et al., 2018a].

∙ Material ℒ𝒜𝒞𝒞ℒ-vortices guarantee the revolving movement of all particles

within vortices’ boundaries. At least, all particles rotate 360∘ around the ob-

served center.

∙ Our method does not require differentiation of flow map with respect to initial

conditions.

∙ The images produced by ℒ𝒜𝒞𝒞ℒ map itself gives insight into the qualitative

evolution of different trajectories’ classes without having to explicitly integrate

and compare the behavior of trajectories.
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∙ It is suitable to applications to float data, based on the fact that trajectories

arch-length can be computed without any reliance on a velocity field.

∙ ℒ𝒜𝒞𝒞ℒ is generic, it can be adapted with the finite-size notion. The method

can be set up to be more selective, where we can require particles’ trajectories

to complete a certain number of closed curves (the finite-size in question, is

then the number of the closed curves). Thus, it could lump vortices boundaries

occurring over different time intervals into the same scalar field.

6.2 Related work

A variety of dynamical systems techniques have been introduced to define a La-

grangian characterization of the transport of nonautonomous chaotic dynamical sys-

tems. These techniques typically fall into different classes. Probabilistic approaches,

which study the evolution of probability densities and almost-invariant sets [Froyland

et al., 2010, Froyland, 2013, Froyland et al., 2012]. For example, lines of constant sea

surface height are commonly used to determine locations of eddies and gyres [Craw-

ford et al., 2007], while the maximum gradients of potential vorticity are used to

determine the vortices’ boundaries [Sobel et al., 1997, Nash et al., 1996]. Geometric

approaches which use invariant manifolds. [Haller and Beron-Vera, 2013] introduce

a variational principle for coherent material vortices, where vortices’ boundaries are

sought as elliptic LCSs, i.e. exceptional material barriers that exhibit no appreciable

stretching or folding over a finite time interval. This method has been reformulated

such that it can be solved via the variational level set methodology [Hadjighasem

and Haller, 2016]. Another method has been proposed which seeks vortices’ bound-

aries as maximal material tubes in which material elements complete the same polar

rotation over a given finite-time interval [Farazmand and Haller, 2016]. However,

these stretching-based variational methods rely on a precise computation of Cauchy-

green tensor and its invariants, which requires accurate differentiation of particles

1http://www.aviso.oceanobs.com/duacs/
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trajectories with respect to their initial positions. Moreover, they only detect the

most coherent elliptic LCSs and ignore those with non-uniform stretching. Most im-

portantly, these methods have no link between material vortices and the expected

spinning motion, a defining feature of observed vortices. A clustering approach has

been developed by [Hadjighasem et al., 2016], which uses the spectral clustering algo-

rithm to identify coherent structures by grouping Lagrangian particles into coherent

and incoherent. This has been done by defining coherent structures as a set of La-

grangian trajectories that maintain short distances among themselves relative to the

others outside the structure. This method is simple to implement and requires no

differentiation of particles trajectories with respect to their initial positions. However,

it does require a well-defined eigengap and it is costly in computation in case for large

number of trajectories [Hadjighasem et al., 2017].

So far, the most accurate method and naturally related to such coherent material

cores was proposed by [Haller et al., 2016]. They used the Lagrangian-Averaged Vor-

ticity Deviation to identify Lagrangian coherent vortices. This has been done based

on a unique decomposition of gradient deformation into product of two deformation

gradients; one for pure strain and other for pure rotation [Haller, 2016]. The detailed

method is discussed in the following section.

6.2.1 Lagrangian-Averaged Vorticity Deviation

In [Haller et al., 2016], authors define Lagrangian vortex as a set of material line in

which fluid elements complete the same intrinsic dynamic rotation. Solution to this

vortex definition turns out to be foliated by outward decreasing tubular level sets

of the Lagrangian-averaged vorticity deviation (LAVD). The LAVD is defined as the

trajectory-averaged, normed deviation of the vorticity from its spatial mean:

𝐿𝐴𝑉 𝐷
𝑡𝑓
𝑡0 =

∫︁ 𝑡𝑓

𝑡0

‖𝜔(x(𝑠;x0), 𝑠) − 𝜔̄(𝑠)‖ 𝑑𝑠, (6.1)

where 𝜔̄ =
∫︀
𝑈(𝑡) 𝜔(x,𝑡)𝑑𝑆

𝑆𝑢𝑟(𝑈(𝑡))
is the spatial mean of the vorticity 𝜔 = ∇×v, with 𝑆𝑢𝑟(.)

denotes the area for two-dimensional flows. Accordingly, 𝑑𝑆 refers to the area element
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in U(𝑡). The time 𝑡0 positions of LAVD-based coherent Lagrangian vortex are defined

as evolving material domain V(𝑡) ⊂ R2 × [𝑡0, 𝑡𝑓 ] such that V(𝑡0) ⊂ R2 is filled with

a nested family of closed contours of 𝐿𝐴𝑉 𝐷
𝑡𝑓
𝑡0 (x0) with outward-decreasing 𝐿𝐴𝑉 𝐷

values. Its corresponding boundary B(𝑡) ⊂ R2 × [𝑡0, 𝑡𝑓 ] of V(𝑡) is the outermost

convex closed contours of 𝐿𝐴𝑉 𝐷
𝑡𝑓
𝑡0 (x0) in V(𝑡0). The center C(𝑡) ⊂ R × [𝑡0, 𝑡𝑓 ] of

V(𝑡) is defined as the innermost (minimum) member of 𝐿𝐴𝑉 𝐷
𝑡𝑓
𝑡0 (x0) inV(𝑡0). LAVD-

vortices, their boundaries and centers are material objects by definition [Haller et al.,

2016]. Thus, their time 𝑡 position is uniquely determined by Lagrangian advection of

their initial positions:

V(𝑡) = F𝑡
𝑡0

(U(𝑡0)), B(𝑡) = F𝑡
𝑡0

(B(𝑡0)) C(𝑡) = F𝑡
𝑡0

(C(𝑡0)), 𝑡 ∈ [𝑡0, 𝑡𝑓 ] (6.2)

Where F𝑡
𝑡0

(x0) := x(𝑡, 𝑡0,x0) is the flow map that associates times 𝑡0 and 𝑡 posi-

tions of fluid particles which evolve according to:

𝑑x

𝑑𝑡
= v(x, 𝑡) (6.3)

where v(x, 𝑡) is a two-dimensional velocity field. Contrary to the stretching-based

variational approaches [Serra and Haller, 2017, Haller and Beron-Vera, 2013], the

LAVD-based definition of a rotational LCS may display tangential material filamen-

tation, but any developing filament necessarily rotate together with the vortex with-

out global breakaway [Haller et al., 2016]. This approach as well, does not require

differentiation of the flow map with respect to initial conditions, and is it simple and

low in computation cost. However, it relies on derivatives of the velocity field, and

requires large computational domain for spatial mean of vorticity.

1http://www.aviso.oceanobs.com/duacs/
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6.3 Set-up

We consider a time-dependent smooth vector field:

v(x, 𝑡), x ∈ R2, 𝑡 ∈ [𝛼, 𝛽] (6.4)

and its associated ordinary differential equation:

ẋ = v(x, 𝑡), x ∈ R2, 𝑡 ∈ [𝛼, 𝛽] (6.5)

where v a smooth velocity field defined on a domain:

U(𝑡) ⊂ R2, U =
⋃︁

𝑡∈[𝛼,𝛽]

U(𝑡) ⊂ R2 × [𝛼, 𝛽] (6.6)

The flow map is defined as the map that takes a particle from its initial location

x0 at time 𝑡0 to its location x𝑡 at time 𝑡:

F𝑡
𝑡0

(x0) := x(𝑡, 𝑡0,x0), 𝛼 ≤ 𝑡0 ≤ 𝑡 ≤ 𝛽, (6.7)

x(𝑡, 𝑡0,x0) denoting the trajectory of Eq.6.5 passing through a point x0 at time

𝑡0.

Consider a material line (a curve defined by a set of fluid particles)ℳ(𝑡0) advected

by the flow. Its image at time 𝑡 can be expressed in term of the flow map as ℳ(𝑡) =

F𝑡
𝑡0

(ℳ(𝑡0)).

We write the trajectory’s arc-length of a given particle x0 traveling in the flow in

the time interval [𝑡0, 𝑡𝑓 ] as:

ℒ(x(𝑡𝑓 , 𝑡0,x0)) =

∫︁ 𝑡𝑓

𝑡0

‖v(x0, 𝑡)‖ 𝑑𝑡 (6.8)

The arc-length of this trajectory can be approximated in term of flow map as:

ℒ(x(𝑡𝑓 , 𝑡0,x0)) =

𝑓∑︁

𝑖=1

⃦⃦
⃦F𝑡𝑖

𝑡0(x0) − F
𝑡𝑖−1

𝑡0 (x0)
⃦⃦
⃦ (6.9)
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With
⃦⃦
⃦(F𝑡𝑖

𝑡0(x0) − F
𝑡𝑖−1

𝑡0 (x0))
⃦⃦
⃦ a line segment of a given particle x0 traveling be-

tween the time interval [𝑡𝑖−1, 𝑡𝑖].

6.4 Particles Trajectory in Vortex Boundary

Particle trajectory produced by integrating the velocity vector field in a vortex bound-

ary result into a loopy curve which intersects itself. Fig.6-2(a,b,c) show examples of

trajectories of particles initialized in vortices boundaries.

[Dong et al., 2011] propose a scheme to identify loops from trajectories of oceanic

surface drifters; particles inside vortices must exhibit self-crossing trajectories. Thus,

a possible way to identify Lagrangian coherent vortices is by computing the number

of closed curves in particles’ trajectories. That is the number 𝑛 of times when a given

particle x’s trajectory crosses itself at 𝑡𝑖 + 𝜏𝑖 x(𝑡𝑖 + 𝜏𝑖) = x(𝑡𝑖) and creates a closed

curve such as:

x(𝑡𝑖 + 𝜏𝑖) = x(𝑡𝑖), 𝜏𝑖 > 0 with 𝑖 = 1 · · ·𝑛 (𝑎)

𝑡𝑖 ∈]𝑡0 𝑡𝑓 [, 𝑡𝑖+1 /∈ [𝑡𝑖 𝑡𝑖 + 𝜏𝑖[ (𝑏)

and

x(𝑡𝑖+1) /∈]x(𝑡𝑖) x(𝑡𝑖 + 𝜏𝑖)[ (𝑐)

(6.10)

Where 𝜏𝑖, the period of time for a particle starting at 𝑡𝑖 takes to cross its trajectory.

Fig.6-2 displays different particles’ trajectories; Fig.6-2(a,b,c) displays 3 different sce-

narios of particles initialized in vortices boundaries, closed curves satisfying conditions

in eq.6 are highlighted in red color. First closed curve (in blue) of the trajectory in

Fig.6-2(b) does not satisfy condition (c) of eq.6. Fig.6-2(b) shows particle trajectory

displaying accumulation phenomenon, where none of its closed curves satisfies the

conditions in eq.6.

Computing the number of closed curves for all particles may give an idea of poten-

tial vortices’ location. Such idea can identify vortices as homogeneous regions where
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x(t0)

x(t f)

x(t0)

x(t f)

0x(t )
Blue closed curve does not
satisfy condition (c) of eq.6

x(t )

x(t )

0

f

a)

b)

c)

d)x(t0)

x(tf )

Figure 6-2: a,b and c) 3 particles’ trajectories with different angular velocities; closed
curves satisfying eq.6 are highlighted in red color. d) Particle trajectory displaying
accumulation phenomenon (none of its closed curve satisfy the criteria of Eq.6)

the number of closed curves increases toward their centers and decreases in inverse

proportion to the distance from the centers. However, this picture won’t give a precise

location of vortices boundaries due to the fact particles trajectories of vortex bound-

ary won’t have the same number of closed curves due to their initial location and

finite-time advection. Fig.6-3(a) shows two trajectories of two particles within the

same vortex boundary and advected for the same time interval [𝑡0 𝑡𝑓 ]: one exhibits 5

closed curves while the other has 6 closed curves.

Particles within vortex will exhibit spinning movement resulting in higher tra-

jectories’ length compared their pure displacement. Fig.6-3(b) shows two particles’

trajectories compared to their pure displacement; both have almost same pure dis-
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x0(t 0)

x0(t f)

x1(t 0)

x1(t f)

(a)

x(t 0)

x(t f)

x(t f)

x(t 0)

Pure displacement

Pure displacement

(b)

Figure 6-3: a) Trajectory of two particles within the same vortex boundary and
advected for the same period of time; both have different number of closed curves.
b) Trajectories of two particles compared to their pure displacement; one within a
vortex boundary while the other is outside. Both particles are advected for the same
period of time
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placement but different trajectories. Thus, another idea we propose to identify La-

grangian coherent structures is by computing the difference between the arc-length

of particles’ trajectories and their displacement (𝒜ℒ𝒟):

𝒜ℒ𝒟𝑡𝑓
𝑡0 (𝑥0) =

∫︁ 𝑡𝑓

𝑡0

‖v(x0, 𝑡)‖ 𝑑𝑡− ‖x(𝑡𝑓 , 𝑡0,x0) − x𝑡0‖

=

𝑓∑︁

𝑖=1

⃦⃦
⃦F𝑡𝑖

𝑡0(x0) − F
𝑡𝑖−1

𝑡0 (x0)
⃦⃦
⃦−

⃦⃦
⃦F𝑡0

𝑡0(x0) − F
𝑡𝑓
𝑡0 (x0)

⃦⃦
⃦

(6.11)

𝒜ℒ𝒟 values of particles within vortex decrease toward its center and increases

in inverse. Contrary to the map of the number of closed curves, 𝒜ℒ𝒟 is smoother.

Thus, we can define a Lagrangian coherent vortex as an evolving material domain

U(𝑡) ⊂ R2 × [𝑡0, 𝑡𝑓 ] such that U(𝑡0) ⊂ R2 is filled with a nested family of closed

contours of 𝒜ℒ𝒟𝑡𝑓
𝑡0 (x0) with outward-increasing 𝒜ℒ𝒟 values. We define the boundary

B(𝑡) ⊂ R2 × [𝑡0, 𝑡𝑓 ] of U(𝑡) as outermost closed contours of 𝒜ℒ𝒟𝑡𝑓
𝑡0 (x0) in U(𝑡0). Its

centerC(𝑡) ⊂ R×[𝑡0, 𝑡𝑓 ] is defined as the innermost (minimum) member of𝒜ℒ𝒟𝑡𝑓
𝑡0 (x0)

in U(𝑡0). However, the use of 𝒜ℒ𝒟 also leaves several challenges unaddressed:

∙ 𝒜ℒ𝒟 only highlights regions where particles exhibit high spinning compared to

their pure displacement.

∙ It doesn’t take into consideration if particles contain closed curve or not. For

example, in a chaotic system, a particle might travel in a certain domain and

goes back nearby its initial position will eventually have high 𝒜ℒ𝒟 value.

We show in Fig.6-4 an example of three particles: (a) particle trajectory within a

vortex exhibiting low spinning compared to its displacement, (b) and (c) two particles

within the same vortex boundary, both advected for the same period of time but have

different number of closed curves.

𝒜ℒ𝒟 is defined as the difference between the arch-length of a particle’s trajectory

and its pure displacement, thus particle (a) would have a low 𝒜ℒ𝒟. Particles b) and

c) are within the same vortex boundary, still they would have different 𝒜ℒ𝒟 values

(similar arch-length but different displacement values). 𝒜ℒ𝒟 does not take into
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x2(t 0)

x2(t f)

x1(t 0)

x1(t f)

x0(t f)

x0(t f)

(a)

(b)

(c)

Figure 6-4: a) particle trajectory within vortex exhibiting low spinning compared
to its displacement. b) and c) Trajectory of two particles within the same vortex
boundary, both are advected for the same period of time; both have different number
of closed curves. Blue lines present pure displacement of these particles.

consideration if particles contain closed curve or not. We show in Fig.6-5 two nearby

particles: one within vortex boundary and the other outside. These two particles

have the same 𝒜ℒ𝒟 value, but different trajectories type. Based on 𝒜ℒ𝒟, these

two particles belong to the same physical structure, which is incorrect. Moreover,

particles within different vortices but with the same diameter would have different

𝒜ℒ𝒟 values, due to their initial locations and components associated with vortical

structure and transfer. An objective identification of vortices is only by considering

closed curves part of the trajectory, which is not the case in the 𝒜ℒ𝒟 approach.
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x0(t0)

x0(tf)

x1(t0)

x1(tf)

L(x(tf , t0,x1))L(x(tf , t0,x0))≈

F tf
t0(x0)−F tf

t0 (x0)k k F tf
t0(x1)−F tf

t0 (x1)kk=

Figure 6-5: Two different trajectories with similar arch-length and displacement.

6.5 Defining Vortex Boundary from Particles Tra-

jectory

We seek to identify Lagrangian coherent vortices as closed material lines along which

particles exhibit similar rotations around the same axis, and over a finite time interval.

Particles within the same vortex boundary, will undergo a very similar trajectory,

with different trajectory shifts due to their initial position, but not necessarily the

same number of closed curves, mainly due to their initial position and the advection

time interval. Instead of concentrating on particles trajectories themselves, we only

want to study more significant segments of these latter, which are more related to
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vortices nature.

Particle trajectory can further be divided into two parts; closed curves which

give information about uniformly rotating flow, and one that describes the mean

displacement. Based on the fact that fluid parcels along vortex boundary exhibit

the same polar rotation, we only consider the first part which gives closed curves

of particle trajectory. In this way, we only analyze particles that undergo loopy

movement, thus we avoid all the challenges mentioned in 𝒜ℒ𝒟 approach.

We define the Lagrangian Averaged Closed Curve Length metric (ℒ𝒜𝒞𝒞ℒ) as:

ℒ𝒜𝒞𝒞ℒ(x(𝑡𝑓 , 𝑡0,x0)) =
𝑛∑︁

𝑖=1

∫︀ 𝑡𝑖+𝜏𝑖
𝑡𝑖

‖v(x0, 𝑡)‖ 𝑑𝑡
𝑛

(6.12)

such as

x(𝑡𝑖 + 𝜏𝑖) = x(𝑡𝑖), 𝜏𝑖 > 0 with 𝑖 = 1 · · ·𝑛

,

𝑡𝑖 ∈]𝑡0 𝑡𝑓 [, 𝑡𝑖+1 /∈ [𝑡𝑖 𝑡𝑖 + 𝜏𝑖[

and

x(𝑡𝑖+1) /∈]x(𝑡𝑖) x(𝑡𝑖 + 𝜏𝑖)[

(6.13)

With n, the number of segments of the particle x trajectory satisfying x(𝑡𝑖 +

𝜏𝑖) = x(𝑡𝑖). Where 𝜏𝑖 is the period of time for a particle initialized at 𝑡𝑖 to return

to the same point at 𝑡𝑖 + 𝜏𝑖. Fig.6-6(a) shows an example of particle trajectory

and its segments satisfying the eq.8.2, while Fig.6-6(b) shows the geometric view of

the ℒ𝒜𝒞𝒞ℒ calculation for two particles initialized in a given vortex boundary. In

similar way, we show the geometric view of the ℒ𝒜𝒞𝒞ℒ method applied on a particle

trajectory within a vortex with a radial flow where all particles converge toward its

attracting center in Fig.6-7. For a parcel fluid starting from x0, the ℒ𝒜𝒞𝒞ℒ𝑡
𝑡0

(x0)

field is dynamically consistent measure of the mean material rotation.

We now use the ℒ𝒜𝒞𝒞ℒ to identify closed convex curve along which fluid parcels

experience the same rotation over a time interval [𝑡0 𝑡𝑓 ]. Time 𝑡0 positions of such

closed convex curves are closed contours of the function ℒ𝒜𝒞𝒞ℒ𝑡𝑓
𝑡0 . The inner-most
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x(t 1+ 1)=x(t 1)

x(t 2+ 2)=x(t 2)

x(t 3+ 3)=x(t 3)

x(t 4+ 4)=x(t 4)

x(t 5+ 5)=x(t 5)

x(t 6+ 6)=x(t 6)

x(t 0)

x(t f)

(a)

x0(t 0)

x0(t f)

x1(t 0)

x1(t f)

LACOL(x(tf, t0, x0)) =
n∑

i=1

∫ ti+τi
ti

v(x0, t)dt

n

LACCL(

LACCL

‖

6∑

i=1

∫ ti+τi
ti

‖v(x1, t)‖ dt
6

5∑

i=1

∫ ti+τi
ti

‖v(x0, t)‖ dt
5

LACCL(x(tf , t0,x1)) =

LACCL(x(tf , t0,x0)) =

(b)

Figure 6-6: a) (black) Trajectory of particle within vortex boundary, (red) segments
satisfying equation 8.2. b) Example of ℒ𝒜𝒞𝒞ℒ𝑡𝑓

𝑡0 calculation of two particles within
the same vortex boundary.
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6X
i=1

R
ti +τ

i
ti

kv(x
0 , t)kdt

6

LACCL(x(tf , t0,x
0 )) =

x
0 (t

f )

x
0 (t

0 )

(a)

(b)

Figure 6-7: (black) Trajectory of particle within a vortex with a radial flow where the
particles trajectories converge, (red) segments satisfying equation 8.2. b) Example of
ℒ𝒜𝒞𝒞ℒ𝑡𝑓

𝑡0 calculation of this converging trajectory.

member of such a nested sequence of closed contours, with inward decreasing ℒ𝒜𝒞𝒞ℒ
values, allows us to define Lagrangian vortex center. Similarly, the largest closed

convex curve of such a nested contour family defines the boundary of Lagrangian

vortex. At least all particles within a vortex boundary have to complete at least one

polar rotation to allow their identification. We summarize the ℒ𝒜𝒞𝒞ℒ-based vortex

identification in the following definition:

Definition 1. For a given time interval [𝑡0, 𝑡𝑓 ]:

∙ 1) Lagrangian coherent vortex is an evolving material domain U =
⋃︀

𝑡∈[𝑡0,𝑡𝑓 ] U(𝑡) ⊂
R2× [𝑡0, 𝑡𝑓 ] such that U(𝑡0) ⊂ R2 is filled with a nested family of closed contours

of ℒ𝒜𝒞𝒞ℒ𝑡𝑓
𝑡0 (x0) with outward-increasing ℒ𝒜𝒞𝒞ℒ values.
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∙ 2) The boundary B =
⋃︀

𝑡∈[𝑡0,𝑡𝑓 ] B(𝑡) ⊂ R2× [𝑡0, 𝑡𝑓 ] of U is the outermost convex

closed contours of ℒ𝒜𝒞𝒞ℒ𝑡𝑓
𝑡0 (x0) in U(𝑡0).

∙ 3) The center C =
⋃︀

𝑡∈[𝑡0,𝑡𝑓 ] C(𝑡) ⊂ R2× [𝑡0, 𝑡𝑓 ] of U is defined as the innermost

(minimum) member of ℒ𝒜𝒞𝒞ℒ𝑡𝑓
𝑡0 (x0) in U(𝑡0).

The above definitions extract Lagrangian vortices with the simplest geometry

at the initial time 𝑡0. That is by setting a maximal convexity deficiency parameter,

which allows capturing filamented parts that rotate together with the vortices without

a global breakaway.

Lagrangian vortices, as well as their boundaries and centers, are materials objects

[Haller et al., 2016]. Thus, their position at a given time 𝑡 is only determined by

Lagrangian advection:

U(𝑡) = F𝑡
𝑡0

(U(𝑡0)), B(𝑡) = F𝑡
𝑡0

(B(𝑡0))

C(𝑡) = F𝑡
𝑡0

(C(𝑡0)), 𝑡 ∈ [𝑡0, 𝑡𝑓 ]
(6.14)

The ℒ𝒜𝒞𝒞ℒ-vortex approach differs from the previous definitions, it does de-

fine vortex based on its observed particles’ trajectory, more precisely closed-curves

segments of particles’ trajectory. As no differentiation of particles trajectories with

respect to their initial positions is required, our approach does not require advection

of high-density grids. ℒ𝒜𝒞𝒞ℒ-vortex may show material filament, but by definition,

these filamented parts will rotate together with the vortex without breaking away.

An interesting feature of our approach is its ability to include the notion of finite-

size by requiring particles’ trajectory to complete a certain number closed-curves. In

this case, our method could lump vortices boundaries occurring over different time

intervals into the same scalar field. This could be interesting in geophysical flows

applications having different eddies with different lifetimes in the same scalar field

could for instance give an idea about the effect of vortices on each other.
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6.6 Experiments

Here we present numerical results that confirm our theoretical predictions regarding

the identification of coherent vortices.

6.6.1 Direct numerical simulation of two-dimensional turbu-

lence

We solve numerically the Navier-Stokes PDE model for the time evolution of 2

components of the velocity, 𝑢 : 𝒟 → R2 of an incompressible fluid on a torus,

𝒟 = [0, 2𝜋] × [0, 2𝜋]. This can be expressed in spherical coordinates as:

𝜕𝑢𝑡 + 𝑢 · ∇𝑢 = −∇𝑝 + 𝜈∆𝑢 + 𝑓, (𝑥, 𝑡) ∈ 𝒟 × [𝑎, 𝑏],

∇ · 𝑢 = 0, (𝑥, 𝑡) ∈ 𝒟 × [𝑎, 𝑏],
∫︁

𝑢𝑗𝑑𝑥 = 0, (𝑥, 𝑡) ∈ 𝒟 × [𝑎, 𝑏], 𝑗 = 1, 2,

𝑢 = 𝑢*, (𝑥, 𝑡) ∈ 𝒟 × {0}

(6.15)

Where ∆ :=
[︁

𝜕2

𝜕𝑥2
1

+ 𝜕2

𝜕𝑥2
2

]︁
is the Laplacian operator such that ∆𝑢 = (𝑢

(1)
𝑥1𝑥1 +

𝑢
(1)
𝑥2𝑥2 , 𝑢

(2)
𝑥1𝑥1 + 𝑢

(2)
𝑥2𝑥2), and ∇ :=

[︁
𝜕

𝜕𝑥1
+ 𝜕

𝜕𝑥2

]︁
is the gradient operator such that ∇𝑢 =

(𝑢
(1)
𝑥1 + 𝑢

(1)
𝑥2 , 𝑢

(2)
𝑥1 + 𝑢

(2)
𝑥2 ). We further assume periodic boundary conditions and use a

standard pseudo-spectral method with 256 modes in each direction and 2/3 dealiasing

to solve the above Navier-Stokes equation with viscosity 𝜈 = 10−4 on the time interval

𝑡 ∈ [0, 1600]. The initial condition 𝑢0 is the velocity field of two adjacent vortices

perturbed by a random uniform distribution. The flow integration is then carried out

over the interval 𝑡 ∈ [400, 1600], in which the turbulent flow has fully developed, by

a fourth-order Runge-Kutta method with variable step-size.

Fig.6-8 shows forward simulated velocity field, obtained at four distinct time points

by the Navier-Stokes model 6.15, over two spatial dimensions: the angle of the inner

ring (horizontal axis) and outer ring (vertical axis) of a two-dimensional torus. The

complete sequence of this simulated velocity field is illustrated in the movie M2.

To construct the 𝒜ℒ𝒟𝑡𝑓
𝑡0 and ℒ𝒜𝒞𝒞ℒ𝑡𝑓

𝑡0 fields, we consider an initial grid of 512 ×
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Figure 6-8: Time evolution a simulated realization of fluid velocity, governed by the
Navier-Stokes model 6.15, over two spatial dimensions: the angle of the inner ring
(horizontal axis) and outer ring (vertical axis) of a two dimensional torus. Angles are
expressed in radians. Velocities are evaluated at times t = (0, 400, 1200, 1600). (See
the supplemental movie M2 for the complete sequence of this velocity field.)

512 points and integrate the simulated velocity field over the time interval [𝑡0 =

400, 𝑡𝑓 = 1600] using the eq.6.5. Fig.6-9 shows simultaneously (a) the number the

closed curves of particles trajectories and (b) the 𝒜ℒ𝒟𝑡𝑓
𝑡0 (x0) computed from the sim-

ulated realization of fluid velocity governed by the Navier-Stokes model 6.15. None

of these maps is smooth enough to allow the detection coherent vortices. A disconti-

nuity within the expected vortices boundaries is observed in both maps. This is due

to their initial position and finite-time advection.

Fig.6-10(a) shows coherent vortices and their centers extracted from the ℒ𝒜𝒞𝒞ℒ𝑡𝑓
𝑡0 (x0)

map applied on the simulated realization of fluid velocity of the model 6.15. Fig. 6-
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(a) (b)

Figure 6-9: a) Regions of potential vortices: number of closed curves in each par-
ticle trajectory, b) 𝒜ℒ𝒟𝑡𝑓

𝑡0 (x0) applied on the simulated realization of fluid velocity,
governed by the Navier-Stokes model.

10(b) shows their final position as well as their centers’ trajectories under Lagrangian

advection. These vortices remain coherent, their boundaries don’t stretch or fold.

The complete advection sequence over the time interval [0, 1200] is illustrated in the

movie M3.

6.6.2 Two-dimensional eddies in satellite altimetry

Here, we use sea surface velocity data to illustrate the detection of Lagrangian vor-

tices. This velocity data is derived from satellite altimetry under the geostrophic

approximation where sea-surface height 𝜂(𝜙, 𝜃, 𝑡) serves as a non-canonical Hamil-

tonian for surface velocities in the (𝜙, 𝜃) longitude-latitude coordinate system. The

evolution of fluid particles satisfies:

𝜙̇(𝜙, 𝜃, 𝑡) = − 𝑔

𝑅2𝑓(𝜃) cos 𝜃
𝜕𝜃𝜂(𝜙, 𝜃, 𝑡)

𝜃(𝜙, 𝜃, 𝑡) =
𝑔

𝑅2𝑓(𝜃) cos 𝜃
𝜕𝜙𝜂(𝜙, 𝜃, 𝑡)

(6.16)
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(a) (b)

Figure 6-10: a) Coherent vortices and their centers at time 𝑡0 extracted from
the velocity field generated by Navier-Stokes model 6.5 using definition.1 with the
ℒ𝒜𝒞𝒞ℒ𝑡𝑓

𝑡0 (x0) map shown in background . b) Their initial and final positions under
Lagrangian advection. (See the supplemental movie M3 for the complete advection
sequence of these vortices.)

where 𝑔 is the constant of gravity, 𝑅 is the mean radius of the Earth and 𝑓(𝜃) =

2Ω sin 𝜃 is the Coriolis effect, with Ω denoting the Earth’s mean angular velocity.

This data is produced by Ssalto/duacs multi-mission sea level products provided by

AVISO (CLS/Archiving, Validation, and Interpretation of Satellite Oceanographic

data)1 with a spatial resolution of 1/4∘ and temporal resolution of 7 days. We chose

the region of the Agulhas leakage in the Southern Ocean, spans from [−28∘𝑁,−4∘𝑊 ]

and [−35∘𝑁, 9∘𝑊 ]. This region is well known for its long-lived propagating eddies

that carry water properties from the Indian ocean far into the South Atlantic [Rui-

jter et al., 1999]. In this study, we chose the time period between 11/11/2006 and

11/1/2007. We integrate the AVISO data set (eq.7.12) over the period of time be-

tween 𝑡0 = 11 November 2006 and 𝑡𝑓 = 𝑡0 + 90 days over an initial grid of particles

with step size ∆𝑥0 = 1/50∘. We show in Fig.6-11 the number the closed curves of

particles trajectories integrated from the satellite velocity field. This image highlight
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regions of vortices but it is not smooth enough to enable their exact identification.

Fig.6-12(a) shows coherent eddies and their centers extracted from the 𝒜ℒ𝒟𝑡𝑓
𝑡0 (x0)
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Figure 6-11: Regions of potential vortices: number of closed curves in each particle
trajectory.

map, while Fig. 6-12(b) shows their final position under Lagrangian advection. These

eddies remain coherent, their boundaries don’t stretch or fold. The complete advec-

tion sequence over the time interval [0, 90] is illustrated in the movie M4. On the

other hand, we show in Fig.6-13(a) ℒ𝒜𝒞𝒞ℒ𝑡𝑓
𝑡0 (x0) map computed from the satellite

velocity field (eq.7.12). At the same image, we show coherent eddies’ boundaries and

their centers as they were extracted from the ℒ𝒜𝒞𝒞ℒ map. In Fig.6-13(b), we show

their initial and final position as well as their centers’ trajectories under Lagrangian

advection. These eddies remain coherent, their boundaries don’t stretch or fold. The

complete advection sequence over the time interval [0, 90] is illustrated in the movie

M5. The 𝒜ℒ𝒟 approach captured the same Lagrangian vortices region as the ℒ𝒜𝒞𝒞ℒ
approach, but it yields tighter vortex boundaries. The outermost boundaries of these

vortices are not smooth enough in the 𝒜ℒ𝒟 to allow their identification.
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Figure 6-12: a) Coherent vortices and their centers at time 𝑡0 with the𝒜ℒ𝒟𝑡𝑓
𝑡0 (x0) map

shown in background, with 𝑡𝑓 = 90 days. b) Their initial and final positions under
Lagrangian advection. (See the supplemental movie M4 for the complete advection
sequence of these vortices.)

6.7 Inertial particles geostrophic Lagrangian vor-

tices

Consider a small spherical particle of radius 𝑟0 and density 𝜌𝑝𝑎𝑟𝑡 in a geostrophic

flow of density 𝜌 and viscosity 𝜈. Under the 𝛽-plane approximation, let 𝑓 denote
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Figure 6-13: a) Coherent vortices and their centers at time 𝑡0 extracted using def-
inition.1 with the ℒ𝒜𝒞𝒞ℒ𝑡𝑓

𝑡0 (x0) map shown in background . b) Their initial and
final positions under Lagrangian advection. (See the supplemental movie M5 for the
complete advection sequence of these vortices.)

the Coriolis parameter (twice the local vertical component of the angular velocity

of the Earth). By applying a slow-manifold reduction to the Maxey-Riley equations

[Maxey and Riley, 1983] in the limit of small Rossby numbers, it has been shown by
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[Beron-Vera et al., 2015] that the inertial particle motion satisfies:

ẋ = v(x, 𝑡) + 𝜏(𝛿 − 1)𝑓Jv + 𝒪(𝜏 2),

⎛
⎝0 −1

1 0

⎞
⎠ , x ∈ R2, 𝑡 ∈ [𝛼, 𝛽] (6.17)

where

𝛿 =
𝜌

𝜌𝑝𝑎𝑟𝑡
, 𝜏 :=

2𝑟20
9𝜈𝛿

(6.18)

Remarkably, in the limit of vanishing Rossby numbers, cyclonic attractors for light

particles (𝛿 > 1) and anticyclonic attractors for heavy particles (𝛿 < 1) in (eq.6.17).

We select the computational domain in the longitudinal range [2∘𝑊, 4∘𝑊 ] and the

latitudinal range [−30∘𝑁,−32∘𝑁 ], which falls inside the region of the Agulhas leakage

in the Southern Ocean.

We consider the AVISO data set ranging from the initial time 𝑡0 = 11 November

2006 to the final time 𝑡𝑓 = 𝑡0 + 90 days. We integrate this satellite velocity data

(7.12) using the Maxey-Riley the equation.6.17. Inertial particles were assumed to

have 𝑟0 = 0.25𝑚, which is a realistic radius value for commonly employed spherical

drifting buoys. Both light and heavy particles were considered, with 𝛿 = 1.1 and 0.9,

respectively. Here, we illustrate our method over a different scenario: a vortex with

a radial flow where the particles’ trajectory converge toward its attracting center.

We show in Fig.6-14(a) an example of this vortex and its center extracted from the

ℒ𝒜𝒞𝒞ℒ𝑡𝑓
𝑡0 (x0) map. Fig. 6-14(b) shows its initial and final position under Lagrangian

advection. This confirms that its boundary does not fold or filament under Lagrangian

advection even when it shrinks by time. This also shows that the ℒ𝒜𝒞𝒞ℒ-based vortex

center acts as an attractor for heavy particles released in an anticyclonic eddy. The

complete advection sequence over the time interval [0, 90] is illustrated in the movie

M6.
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Figure 6-14: a) Coherent vortex and its center at time 𝑡0 extracted using definition.1
with the ℒ𝒜𝒞𝒞ℒ𝑡𝑓

𝑡0 (x0) map shown in background . b) Its initial and final positions
under Lagrangian advection. (See the supplemental movie M6 for the complete ad-
vection sequence of this vortices.).

6.8 Conclusion

We proposed an objective definition of Lagrangian vortices from particles trajectory.

We defined these vortices as closed material lines in which fluid parcels exhibit sim-

ilar rotation. These closed material lines are obtained based on particles’ trajectory

decomposition. We expressed vortices boundaries as closed convex curves of the La-

grangian Averaged Closed Curve Length (ℒ𝒜𝒞𝒞ℒ). Our method enables the identifi-

cation of vortex center as the most-inner member of ℒ𝒜𝒞𝒞ℒ. We illustrated our new

method on several two-dimensional flows including ocean surface velocities derived

from satellite altimetry, over the region of Agulhas leakage in the Southern Ocean. In

this region, such Lagrangian analysis of coherent mesoscale eddies is important, due

to their noticeable effect on global circulation and climate [Beal et al., 2011]. Our
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results show that vortices boundaries and their centers obtained are sharply defined,

do not fold or filament. Our method has the advantage of not requiring high-grids

advection of fluid parcels. It is suitable to applications to float data. Moreover, it

can be adapted to select vortices boundaries occurring over different time interval.
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Chapter 7

A Fourier approach to Lagrangian

coherent vortices detection

Abstract

This chapter is a follow-up of the previous chapter. Here, I study the transport prop-
erties of coherent vortices over a finite time duration and show that such vortices
can be identified based on frequency-domain representation of Lagrangian trajecto-
ries. Fourier analysis is used to convert particles’ trajectories from their time domain
into a representation in the frequency domain. Coherent vortices are identified and
extracted as material surfaces along which particles’ trajectories share similar frequen-
cies. The method identifies all coherent vortices in an automatic manner, showing
high vortices’ monitoring capacity. I illustrate the new method by identifying and
extracting coherent Lagrangian vortices in different two- and three-dimensional flows.

7.1 Introduction

It has long been acknowledged that even unsteady flows with aperiodic time depen-

dence admit coherent structures, such patterns are mostly in the shape of vortices

that remain coherent over time exceeding typical time scales in the flow. In the previ-

ous chapter, I proposed a geometrical approach to identify and extract such coherent

vortices from the analysis of particles’ trajectories. The present chapter is also de-

voted to studying Lagrangian coherent vortices. Here, I propose a different approach

based on frequency-domain analysis of Lagrangian particle trajectories. I represent
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particles’ trajectory in their frequency domain in the form of sinusoids. Each sinusoid

is characterized by an amplitude which gives information about vortex’s diameter and

frequency, the latter measures the vortex-turn-over in time. The latter part yields an

objective measure of material rotation. I define a Lagrangian coherent vortex as a

closed material surface in which fluid parcels complete the same rotation. In the fre-

quency domain, this turns out to be filled with outward-increasing tubular level-sets

of particle trajectories’ frequencies.

7.2 Set-up

We consider a time-dependent smooth vector field:

v(x, 𝑡), x ∈ R3, 𝑡 ∈ [𝛼, 𝛽] (7.1)

and its associated ordinary differential equation:

ẋ = v(x, 𝑡), x ∈ R3, 𝑡 ∈ [𝛼, 𝛽] (7.2)

where v a smooth velocity field defined on a domain:

U(𝑡) ⊂ R3, U =
⋃︁

𝑡∈[𝛼,𝛽]

U(𝑡) ⊂ R3 × [𝛼, 𝛽] (7.3)

The flow map is defined as the map that takes a particle from its initial location

x0 at time 𝑡0 to its location x𝑡 at time 𝑡:

F𝑡
𝑡0

(x0) := x(𝑡, 𝑡0,x0), 𝛼 ≤ 𝑡0 ≤ 𝑡 ≤ 𝛽, (7.4)

x(𝑡, 𝑡0,x0) denoting the trajectory of Eq.7.2 passing through a point x0 at time

𝑡0.

Consider a material domain (defined by a set of fluid particles) ℳ(𝑡0) advected

by the flow. Its image at time 𝑡 can be expressed in term of the flow map as ℳ(𝑡) =

F𝑡
𝑡0

(ℳ(𝑡0)).
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7.3 Method

The general outline of the proposed method is as follows. We produce particle tra-

jectories by solving the ordinary differential equation 7.2. Next we apply the Fourier

transform over each particle trajectory to represent them in the frequency domain.

Finally, we seek coherent vortices as material surfaces along which particles’ trajec-

tories share similar frequencies’ components.

7.3.1 Frequency-domain analysis and Fourier transform

Frequency-domain analysis is a cornerstone of signal and system analysis. While time-

domain analysis shows how a mathematical function or a signal changes over time,

frequency-domain analysis shows how their energies are distributed over a domain

of frequencies. Furthermore, observing a given system from frequency point of view

usually gives an intuitive interpretation of the qualitative behavior of the system. A

given signal contains frequency information that can be computed using the Fourier

transform which is recalled below.

If 𝑥(𝑡) is any signal, either integrable or of finite energy, the Fourier transform

of 𝑥, ℱ(𝑥)(𝜉), measures, at each frequency 𝜉, the amount of periodic information

contained in 𝑥, by simply evaluating < 𝑥 | 𝑒−𝑖𝜉 > through an integral computation:

ℱ(𝑥)(𝜉) =

∫︁

R
𝑥(𝑡)𝑒−𝑖𝑡𝜉𝑑𝑡 (7.5)

with the frequency spectrum defined as the mapping 𝜉 ↦→ |ℱ(𝜉)|2.
If 𝑥(𝑡) is absolutely integrable on ]−∞,+∞[, then ℱ(𝜉) is continuous, ℱ(𝜉) → 0

as 𝜉 → ±∞, and

|ℱ(𝜉)| ≤
∫︁ +∞

−∞
|𝑥(𝑡)|𝑑𝑡 (7.6)

In present scenario, continuous signals are sampled and quantized to get a discrete

domain signal. This approach helps employing a variety of digital signal processing

operations. In signal processing field, the Fourier transform is mostly computed using
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the Fast Fourier Transform algorithm (FFT).

7.4 Vortex trajectory in time domain

Various studies have addressed the problem of coherent vortex identification based

on their observed trajectories. In [Mancho et al., 2013] authors use trajectory length

to reveal the time 𝑡0 positions of geometrical structures of different dynamics. This

method is supposed to display an imprint of Lagrangian coherent structures as shown

in [Mancho et al., 2013]. However, no existing mathematical link between that

method’s features and material coherent structures [Hadjighasem et al., 2017]. More-

over, the scalar field does not allow the identification and extraction of coherent

vortices to allow their tracking and monitoring. Another method which make use

of particles’ trajectories to identify coherent structures is presented in [Hadjighasem

et al., 2016]. This has been done by classifying fluid particles into coherent and inco-

herent classes. In their work, a coherent structure is described as a set of Lagrangian

trajectories that keep minimum distances between themselves with respect to others

outside the structure. This method is simple to implement but it has no link between

material vortices and the expected spinning motion [Hadjighasem et al., 2017].

Particle trajectory produced by integrating the velocity vector field in a vortex

results into a loopy curve as shown in Fig.7-1, this figure shows trajectories’ examples

of particles initialized within a given vortex. Thus, a natural way to identify vortex

is by locating particle trajectories which exhibit spinning motion. By neglecting

the vertical components, particles’ trajectories in Fig.7-1 result in continuous curves

which intersects themselves and create closed-curves segments each time a particle

returns to one of its former positions after some time such as in Fig.7-1. Based

on this idea, authors in [Dong et al., 2011] proposed a scheme to identify loops from

trajectories of oceanic surface drifters. Such method indeed does identify the existence

of eddies, but it does not identify vortices’ cores or boundaries. Moreover this method

leaves several unaddressed vortices cases where particle trajectories don’t intersect

themselves; for example, given a vortex with zero-translating speed and radial flow
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where the particles’ trajectories converge according to inflow.
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Figure 7-1: a) Two particle trajectories within the same vortex: particle within the
vortex boundary is presented in black while red color refers to a particle near by the
vortex center. b) Their projection on the (𝑥, 𝑦) coordinates.
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7.5 Particle trajectory in frequency domain

In spatial domain, particle’s trajectory coordinates are represented by the Euclidean

components 𝑥, 𝑦 and 𝑧, where they refer to their spatial position. In this domain,

a particle trajectory within a vortex results into a loopy curve as shown in Fig.7-1.

Its time projection over each of the spatial direction results into three components

responsible for plane and vertical movement as shown in Fig.7-2. The 𝑥 and 𝑦 com-

ponents of this particle trajectory show the emergence of an attractor associated

with vortical motion. They display periodic motions characterized by a frequency

presenting the vortex-turn-over time and an amplitude referring to the vortex radius.

In frequency domain, particle trajectory coordinates refer to frequencies 𝜉𝑥, 𝜉𝑦 and

𝜉𝑤 in each of the spatial directions. Fig.7-3 shows the frequency-domain representation

of particles’ trajectories in the Fig.7-1 after excluding the drift effect. Both red and

black trajectories share the same frequency but have different amplitudes. Here we

see that analyzing such trajectories in their frequency domain representation is more

easier than analyzing their general shapes.

7.6 Defining vortices from their frequency compo-

nents

We seek to identify Lagrangian coherent vortices as closed material surfaces along

which particles exhibit similar rotations around the same axis, and over a finite

time interval. In the frequency domain representation, we seek Lagrangian coher-

ent vortices as closed material surfaces along which particle trajectories share similar

frequencies’ components [El Aouni et al., 2019d]. In this domain, a particle trajec-

tory can further be divided into two components; frequency which gives information

about uniformly rotating flow, and the amplitude that describes the radius of a ro-

tating particle. Based on the fact that fluid particles along vortex boundary exhibit

the same polar rotation, we only consider the first part which gives information about

the frequency of particle trajectory.
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Figure 7-2: Two particle trajectories within the same vortex: particle within the
vortex boundary is presented in black while red color refers to a particle near by the
vortex center.

We define Lagrangian Trajectory Frequency ℒ𝒯 ℱ as:

ℒ𝒯 ℱ 𝜉(x(·, 𝑡0,x0)) :=

∫︁ 𝑡𝑛

𝑡0

x(𝑡,x0)𝑒
−𝑖𝑡𝜉𝑑𝑡,

𝜉 = (𝜉1, 𝜉2, . . . 𝜉𝑛)

(7.7)

where 𝜉 = (𝜉1, 𝜉2, . . . 𝜉𝑛) presents a vector of 𝑛 frequencies of a given particle tra-
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Figure 7-3: Frequency-domain representation of the particles’ trajectories in Fig.7-1,
red an black trajectories have the same frequency but different amplitudes: a) within
𝑥-direction, b) within 𝑦-direction.

jectory. With that, we are computing 𝑛 points of a one-dimensional Fourier transform.

For a particle fluid starting from x0, the ℒ𝒯 ℱ 𝜉(x0) vector field is a dynamically con-

sistent measure of material rotation; the average frequency weighted by the frequency

spectrum:

𝜉 =

∫︀ 𝜉𝑛
𝜉0

𝜉𝑑𝜉|ℒ𝒯 ℱ 𝜉|2
∫︀ 𝜉𝑛
𝜉0

𝑑𝜉|ℒ𝒯 ℱ 𝜉|2
(7.8)

gives a consistent measure of particle rotation, whereas, the mean average of the

magnitude |ℒ𝒯 ℱ 𝜉(x0)| is a consistent measure of particle rotation radius.

We now use the ℒ𝒯 ℱ to identify closed material surface along which fluid parcels
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experience the same rotation over a time interval [𝑡0 𝑡𝑓 ]. Time 𝑡0 positions of such

material tubes are tubular level ( a convex contour in two dimensions, and a convex

cylindrical or cone-shaped set in three dimensions) surfaces of the scalar 𝜉, with

𝜉 ↦→ |ℒ𝒯 ℱ 𝜉(x0)|2. By definition, the |ℒ𝒯 ℱ 𝜉(x0)| map allows the identification of

vortex’ center as inner most member of the vortex with the minimal rotation radius.

We summarize the ℒ𝒯 ℱ -based vortex identification in the following definition,

with its geometry illustrated in Fig.7-4-a.

Definition 2. For a given time interval [𝑡0, 𝑡𝑓 ]:

∙ 1) Lagrangian coherent vortex is an evolving material domain U =
⋃︀

𝑡∈[𝑡0,𝑡𝑓 ] U(𝑡) ⊂
R3 × [𝑡0, 𝑡𝑓 ] such that U(𝑡0) ⊂ R3 is filled with a nested family of tubular level

surfaces of 𝜉 =
∫︀ 𝜉𝑛
𝜉0

𝜉𝑑𝜉|ℒ𝒯 ℱ𝜉|2∫︀ 𝜉𝑛
𝜉0

𝑑𝜉|ℒ𝒯 ℱ𝜉|2
.

∙ 2) The boundary B =
⋃︀

𝑡∈[𝑡0,𝑡𝑓 ] B(𝑡) ⊂ R3 × [𝑡0, 𝑡𝑓 ] of U is the outermost closed

material surface of 𝜉 in U(𝑡0).

In the computational world, we relax the convexity strictness for closed material

surface of 𝜉. The first reason for this convexity relaxation consists of allowing small

tangential filamentation even at time 𝑡0 of vortices’ boundaries (Fig.7-4-b-1). The

second reason consists of the nature of multi-scale data, such data shows the presence

of small-scale vortices nearby the boundaries of big-scale vortices (Fig.7-4-b-2). The

third reason consists of the representation of vortices’ boundaries by discrete polygons

(Fig.7-4-b-3). At the initial time 𝑡0, the definition 1 identify Lagrangian coherent

vortices with a simple geometry, that is by defining a parameter of maximal convexity

deficiency 𝑑𝑚𝑎𝑥 to allow the relaxation of convexity strictness. This enables capturing

filamented parts that rotate together with the vortices without a global breakaway.

The aforementioned definition allows the identification of vortex boundary B(t0)

which has convexity deficiency less than the maximal limit 𝑑𝑚𝑎𝑥. We define the

convexity deficiency of a closed curve in the plane as the ratio of the area difference

between the curve and its convex hull to the area enclosed by the curve as: 𝑑 =

𝐴(𝐶𝑜𝑛𝑣(B(t0)))−𝐴(B(t0))
𝐴(B(t0))

. Fig.7-4-b shows the geometrical view of the convexity deficiency
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(a)

2
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(b)

Figure 7-4: a) Initial and time t positions of a coherent Lagrangian vortex U(𝑡) and
a Lagrangian vortex boundary B(𝑡). Also shown within U(𝑡) are different vortex
cores C(𝑡) along which particles’ trajectories share different frequencies over the time
interval [𝑡0, 𝑡]. b) An example of a closed material line which profits from the re-
laxation of convexity to small convexity deficiency. Dark red area indicates the area
difference between the closed material line and its convex hull: (1) minor tangential
filamentation, (2) deformation by smaller-scale vortices, (3) discrete approximation
of a convexity.

parameter, the dark red color refers to the difference between the curve (in white)

and its convex hull.

Lagrangian vortices, as well as their boundaries are materials objects [Haller et al.,

2016]. Thus, their position at a given time 𝑡 is only determined by Lagrangian
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advection:

U(𝑡) = F𝑡
𝑡0

(U(𝑡0)), B(𝑡) = F𝑡
𝑡0

(B(𝑡0)),

𝑡 ∈ [𝑡0, 𝑡𝑓 ]
(7.9)

The ℒ𝒯 ℱ -vortex approach differs from the previous definitions, it does define

vortex based on the frequency domain representation of their trajectories; more pre-

cisely, it defines vortices as closed material surfaces along which particles share similar

frequencies. Our method does not require differentiation of particles trajectories with

respect to their initial positions, thus, it does not require advection of high-density

grids. ℒ𝒯 ℱ -vortex might show material filament, but by definition, they will all

rotate together with the vortex without breaking away.

7.7 Experiments

Here we present numerical results that confirm our theoretical predictions regarding

the identification of coherent vortices.

7.7.1 Two-dimensional examples

Direct numerical simulation of two-dimensional turbulence

We solve numerically the Navier-Stokes PDE model for the time evolution of 2

components of the velocity, 𝑢 : 𝒟 → R2 of an incompressible fluid on a torus,

𝒟 = [0, 2𝜋] × [0, 2𝜋]. This can be expressed as:

𝜕𝑢𝑡 + 𝑢 · ∇𝑢 = −∇𝑝 +
1

𝑅𝑒
∆𝑢 + 𝑓, (𝑥, 𝑡) ∈ 𝒟 × [𝑎, 𝑏],

∇ · 𝑢 = 0, (𝑥, 𝑡) ∈ 𝒟 × [𝑎, 𝑏],
∫︁

𝑢𝑗𝑑𝑥 = 0, (𝑥, 𝑡) ∈ 𝒟 × [𝑎, 𝑏], 𝑗 = 1, 2,

𝑢 = 𝑢*, (𝑥, 𝑡) ∈ 𝒟 × {0}

(7.10)

Where 𝑢 ·∇𝑢 is the inertial term which characterizes Navier-Stokes equation, and
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Figure 7-5: Time evolution of the magnitude of fluid velocity, governed by the Navier-
Stokes model 7.10, over two spatial dimensions: the angle of the inner ring (horizontal
axis) and outer ring (vertical axis) of a two dimensional torus. Angles are expressed
in radians. Velocities are evaluated at times t = (0, 400, 700, 1000).

is responsible for the transfer of kinetic energy in the turbulent cascade. ∇𝑝 is the

pressure gradients which guarantee the incompressibility of the flow, and 1
𝑅𝑒

∆𝑢 is the

the dissipative viscous term. We further assume periodic boundary conditions and

use a standard pseudo-spectral method with 512 modes in each direction and 2/3

dealiasing to solve the above Navier-Stokes equation with Reynolds number 𝑅𝑒 = 104

on the time interval 𝑡 ∈ [0, 1000]. The model is parametrized by the pressure function

𝑝 : 𝐷 × [𝑎, 𝑏] → R, with no external forcing (𝑓 = 0). We initialize the system with
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Figure 7-6: a) Lagrangian coherent vortices at time 𝑡0 extracted from the velocity
field generated by Navier-Stokes model 7.10 using definition.1 with the 𝜉 map shown
in background, with 𝜉 ↦→ |ℒ𝒯 ℱ 𝜉(x0)|2. b) The mean-average magnitude |ℒ𝒯 ℱ 𝜉(x0)|
highlighting areas of spinning movement. c) Their initial and final positions under
Lagrangian advection as well as different particles initialized within their boundaries
and their trajectories in Dashed line. (See the supplemental movie M7 for the com-
plete advection sequence of these vortices.)

the vorticity of two adjacent vortices perturbed by a random uniform distribution:

𝜔|𝑡0 = 𝑒𝑥𝑝(
(𝑥− 𝜋)2 + (𝑦 − 2𝜋 − 𝜋/4)2

0.2
)

− 𝑒𝑥𝑝(
(𝑥− 𝜋 − 𝜋/4)2 + (𝑦 − 𝜋 − 𝜋/4)2

0.8
) (7.11)
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We use the vorticity stream formulation [Spotz and Carey, 1995] for implementa-

tion and get back velocity and pressure from the stream function. The flow integration

is then carried out over the interval 𝑡 ∈ [400, 1000], in which the turbulent flow is un-

der fully developed turbulence, by a fourth-order Runge-Kutta method with variable

step-size.

Fig.7-5 shows the forward simulated velocity field, obtained at four distinct time

points by the Navier-Stokes model 7.10, over two-dimensional plane defined by: the

angle of the inner and outer rings of a two dimensional torus.

To construct the ℒ𝒯 ℱ 𝜉 vector field, we consider an initial grid of 512×512 points

and integrate the simulated velocity field over the time interval [𝑡0 = 400, 𝑡𝑓 = 1000]

using the eq.7.2.

Fig.7-6(a) shows coherent vortices extracted from the 𝜉 map computed from the

simulated realization of fluid velocity of the model 7.10, with 𝑑𝑚𝑎𝑥 = 10−3. For each

vortex we extract the inner- and outer-most cores. Fig. 7-6(c) shows their final

position under Lagrangian advection as well as trajectories of particles initialized

on their boundaries. These Lagrangian vortices maintain their coherency, they don’t

stretch or fold. The complete advection sequence over the time interval [𝑡0 = 400, 𝑡𝑓 =

1000] is illustrated in the movie M7.

7.7.2 Two-dimensional eddies in satellite altimetry

Here, we use sea surface velocity data to illustrate the detection of Lagrangian vor-

tices. This velocity data is derived from satellite altimetry under the geostrophic

approximation where sea-surface height 𝜂(𝜙, 𝜃, 𝑡) serves as a non-canonical Hamil-

tonian for surface velocities in the (𝜙, 𝜃) longitude-latitude coordinate system. The

evolution of fluid particles satisfies

𝜙̇(𝜙, 𝜃, 𝑡) = − 𝑔

𝑅2𝑓(𝜃) cos 𝜃
𝜕𝜃𝜂(𝜙, 𝜃, 𝑡)

𝜃(𝜙, 𝜃, 𝑡) =
𝑔

𝑅2𝑓(𝜃) cos 𝜃
𝜕𝜙𝜂(𝜙, 𝜃, 𝑡)

(7.12)

where 𝑔 is the constant of gravity, 𝑅 is the mean radius of the Earth and 𝑓(𝜃) =
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2Ω sin 𝜃 is the Coriolis effect, with Ω denoting the Earth’s mean angular velocity.

This data is produced by Ssalto/duacs multi-mission sea level products provided by

AVISO (CLS/Archiving, Validation, and Interpretation of Satellite Oceanographic

data)1 with a spatial resolution of 1/4∘ and temporal resolution of 7 days.

We chose the region of the Agulhas leakage in the Southern Ocean, spans from

[−28∘𝑁,−4∘𝑊 ] and [−35∘𝑁, 9∘𝑊 ]. This region is well known for its long-lived prop-

agating eddies that carry water properties from the Indian ocean far into the South

Atlantic [Ruijter et al., 1999]. In this study, we chose the time period between

11/11/2006 and 11/1/2007.

We integrate the AVISO data set (eq.7.12) over the period of time between 𝑡0 = 11

November 2006 and 𝑡𝑓 = 𝑡0 + 90 days over an initial grid of particles with step size

∆𝑥0 = 1/50∘. We show in Fig.7-7(a) 𝜉 map computed from the satellite velocity

field (eq.7.12). In the same image, we show coherent eddies’ boundaries as they are

extracted from the 𝜉 map, with 𝑑𝑚𝑎𝑥 = 10−3. In Fig.7-7(c), we show their initial and

final position under Lagrangian advection as well as trajectories of particles initialized

on their boundaries. These eddies remain coherent. The complete advection sequence

over the time interval [0, 90] is illustrated in the movie M8.

Three-dimensional Agulhas eddies in a data-assimilating circulation model

Here, we apply ℒ𝒯 ℱ -based vortex extraction to a three-dimensional unsteady velocity

field set obtained from the Southern Ocean state estimation (SOSE) model [Mazloff

et al., 2010]. The domain of the data set lies in the area of the Agulhas leakage in

the Southern Ocean.

Our Lagrangian study covers a period of 𝑇 = 30 days, ranging from 𝑡0 = 15 May

2006 to 𝑡 = 15 june 2006. As in [Haller et al., 2016], we select the computational do-

main bounded by longitudes [11∘𝐸, 16∘𝐸], latitudes [37∘𝑆, 33∘𝑆] and depths [7, 2000]

m. We compute the ℒ𝒯 ℱ vector field over a uniform grid of 150 × 160 × 60 points,

and identify a Lagrangian coherent eddy.

Fig.7-8(a) shows the three-dimensional field of the 𝜉, 𝜉 ↦→ |ℒ𝒯 ℱ 𝜉(x0)|2 with the

1http://www.aviso.oceanobs.com/duacs/
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Figure 7-7: a) Coherent eddies at time 𝑡0 extracted using definition.1 with the 𝜉
map shown in background, with 𝜉 ↦→ |ℒ𝒯 ℱ 𝜉(x0)|2. b) The mean-average magnitude
|ℒ𝒯 ℱ 𝜉(x0)| highlighting areas of spinning movement. c) Their initial and final posi-
tions under Lagrangian advection as well as different particles initialized within their
boundaries and their trajectories in Dashed line. (See the supplemental movie M8 for
the complete advection sequence of these vortices.)
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eddy’s inner- and outer-most cores enclosed with red color. Particles belonging to

these two cores have different frequencies. Fig.7-8(b) shows the initial position of a

coherent Lagrangian eddy boundary (dark red), extracted as level sets of 𝜉. Also

shown is a nearby |ℒ𝒯 ℱ 𝜉| level surface outside the eddy boundary, illustrating the

complexity of the near-surface mixing region enclosing the eddy. Fig.7-8(c) gives a full

view of the Lagrangian eddy. Fig.7-8(d) shows the initial and the materially advected

position of the eddy at the final time 𝑡𝑓 = 𝑡0 + 30 days, whereas, Fig.7-8(e) shows the

initial and final position of different eddy’s layers presented in different colors. As

anticipated there is moderate tangential filamentation in the material eddy boundary,

but precisely no breakaway from the rotating eddy core. This high degree of material

coherence in the presence of the complex surrounding material mixing demonstrates

the efficiency of ℒ𝒯 ℱ -based vortex detection.

7.8 Conclusion

We have presented an objective (completely observer-independent) frequency-domain

definition of Lagrangian coherent vortices as closed material surfaces along which fluid

parcels exhibit the same intrinsic rotation. This coherent material is obtained from

the frequency-domain representation of their trajectories. This intrinsic rotating ma-

terial is expressible as material tube characterized by a given frequency. We illustrated

our new method on different two- and three-dimensional flows. Our results show that

vortices boundaries obtained are sharply defined. Our approach does not require

advection of high-density material grids, a generally an expensive computational pro-

cedure in Lagrangian coherence calculations. Moreover, it is suitable to applications

to float data.
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(c)

(d) (e)

Figure 7-8: a) A three-dimensional field of the 𝜉, with 𝜉 ↦→ |ℒ𝒯 ℱ 𝜉(x0)|2. b) Repre-
sentative level surfaces of 𝜉. The dark red surface is extracted using the definition.1,
marking the vortex boundary for a mesoscale coherent Lagrangian eddy, extending
from 7 m down to 600 m in depth. The green surface is a nearby level surface of
|ℒ𝒯 ℱ 𝜉| outside the Lagrangian eddy region. c) Full view of the Lagrangian eddy
boundary. d) The initial and the advected eddy boundary 30 days later, whereas e)
shows initial and the advected images of different layers of the eddy. (See the sup-
plemental movie M9 and M10 for the complete advection sequence of these vortices.)
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Chapter 8

Coherent water transport off the

North-West African Upwelling

Abstract

In this chapter, I explore the impact of the NWA upwelling system over the open
ocean. I do this by exploring the role played by mesoscale eddies off the Canary
archipelago in carrying coherent waters from the upwelling regions and pouring them
into the open ocean. I use the method I proposed in the previous chapter to extract
coherent mesoscale eddies from a 24 years dataset of sea surface velocity field de-
rived from satellite surface altimetry. I investigate their lifespan, create a sequence of
consistent fluid transport, and assess the significance of the achieved transport esti-
mations. I use these mesoscale eddies to compute coherent fluid transport off Canary
Islands, which I prove to be lower (by about one order of magnitude) than previous
transport estimates.

8.1 Introduction

Eastern Boundary Upwelling zones (EBUZ) include some of the most productive

ecosystems in the world, particularly the Canary Current Upwelling System (CCUS)

which presents one of the world’s major Upwelling regions. Unlike the other (EBUZ),

CCUS includes a source of mesoscale eddies; the existence of the Canary Island

archipelago which act as a barrier perturbing the southwestward flowing Canary Cur-

rent [Arístegui et al., 1997, Arístegui et al., 1994], along with the mechanism played
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by the wind shear at the islands wake which permits eddy shedding at relatively low

intensities of the Canary Current. Thus, in addition to upwelled cold and nutrient-

rich deep waters, significant energy is transferred into oceanic mesoscale eddies that

are almost continuously spun off by the archipelago. This can play a significant role in

carrying water properties from the cold nutrient-rich Upwelling in the direction of the

open ocean which can have a relevant impact on the global and regional distribution

of the biological and physical water properties.

Oceanic eddies generated at the Canary Islands have been intensively investi-

gated over the last two decades [Arístegui et al., 1994, Sangrà et al., 2005, San-

grà et al., 2009]. Their first observations were from remote sensing [La Violette,

1974, Hernández-Guerra, 1990, Hernández-Guerra et al., 1993]. They were identified

as cold (warm) core cyclonic (anticyclonic) eddies from thermal images. Later, their

principal characteristics such as diameter and depth were revealed from in situ data

[Arístegui et al., 1994]. Afterwards, the focus of researchers shifted towards under-

standing their biological effects [Arístegui et al., 1997, Barton et al., 1998, Arístegui

and Montero, 2005, Alonso-González et al., 2013, Lasternas et al., 2013] as well as

determining their generation mechanisms [Piedeleu et al., 2009]. Other studies fo-

cused on their Lagrangian evolution [Sangrà et al., 2005, Sangrà et al., 2007]. [Sangrà

et al., 2005] studied an eddy off Canary Islands based on the use of buoys together

with thermal satellite images. Results show that the eddy remain coherent up to

200 days while traveling southwestward up to 500 km. Based on wavelet technique,

[Sangrà et al., 2015] tracked Canary’s eddies from surface geostrophy velocity fields.

The finding shows that the impact of these eddies may be felt far from the islands,

affecting the whole northeastern subtropical Atlantic region as they can extend as far

as the Mid-Atlantic Ridge (MAR). They estimated the westward transport made by

Canary Eddy Corridor to be higher than quarter of the southward transport made

by the Canary Current. However, this long-term transport view on Canary’s eddies

can be questioned by the key characteristic of other structures of transport such as

filaments [Wang et al., 2015, Haller et al., 2016]. Thus, it needs to be evaluated using

a recent Lagrangian method designed to structure the shape of interest as it has been
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done in other regions of the planet [Wang et al., 2015, Wang et al., 2016, Abernathey

and Haller, 2018]. Indeed, Such Lagrangian descriptors have found their place in the

oceanographic community. For example, [Haller and Beron-Vera, 2013] introduces a

variational principle for coherent material vortices which was applied on eddies. This

method was used to study the fluid transport off the Agulas region [Wang et al.,

2015], which yield to be at least 2 orders of magnitude smaller than earlier trans-

port estimation. A reexamination study made by [Wang et al., 2016] also used this

Lagrangian method to investigate the life process of a coherent Agulhas ring. Their

study inspected and reported a separate 2-years long-lived Agulas eddy, and conclude

that their earlier finding was likely an underestimation of water transport made by

Agulhas eddies. [Abernathey and Haller, 2018] use one of these methods to iden-

tify coherent eddies in the eastern Pacific and quantify their meridional transport

which shows up to be below 0.1% compared to the meridional dispersion in their

studied area. [Beron-Vera et al., 2018] use these Lagrangian methods to illustrate the

development of coherent swirls in the ocean.

In the present work [El Aouni et al., 2019c, El Aouni et al., 2018b], we aim to

present a more accurate estimation of water transport made by coherent eddies off

the Canary Island archipelago using a recent Lagrangian method made for eddy’s de-

tection. We extract coherent mesoscale eddies from a 24 years dataset of sea surface

velocity field derived from satellite surface altimetry. We investigate their lifespan,

create a sequence of consistent fluid transport, and assess the significance of the

achieved transport estimations. We extract coherent eddies using the method devel-

oped in the previous chapter. Free of the reference coordinate system, this technique

enables the identification of coherent eddies and their tracking, in forward time until

they vanish and in backward time until the moment of their genesis.

8.2 Methods

We use the method we proposed in the previous chapter in order to identify coherent

eddies. Coherent eddies detection and tracking are implemented as follows:
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(i) We start by fixing an area 𝑈 and time interval [𝑡0, 𝑡𝑓 ] over which we seek for

coherent eddies. (ii) Within 𝑈 , we set a grid 𝐺𝑈 of introductory conditions over

the period of time [𝑡0, 𝑡𝑓 ]. (iii) For each particle x0 ∈ 𝐺𝑈 , simultaneously integrate

equation 6.3 and solve the following equation from 𝑡0 to 𝑡𝑓 :

ℒ𝒜𝒞𝒞ℒ(x(𝑡𝑓 , 𝑡0,x0)) =
𝑛∑︁

𝑖=1

∫︀ 𝑡𝑖+𝜏𝑖
𝑡𝑖

‖v(x0, 𝑡)‖ 𝑑𝑡
𝑛

(8.1)

such as

x(𝑡𝑖 + 𝜏𝑖) = x(𝑡𝑖), 𝜏𝑖 > 0 with 𝑖 = 1 · · ·𝑛

,

𝑡𝑖 ∈]𝑡0 𝑡𝑓 [, 𝑡𝑖+1 /∈ [𝑡𝑖 𝑡𝑖 + 𝜏𝑖[

and

x(𝑡𝑖+1) /∈]x(𝑡𝑖) x(𝑡𝑖 + 𝜏𝑖)[

(8.2)

(iv) We start by determining local minima of LACCL fields, then identify eddies

as outermost closed LACCL level curves. (v) Finally, passively advect the detected

eddies boundaries to track their motion.

The velocity field considered here is derived from satellite acquired surface height

(altimetry) under the geostrophic approximation v(𝜑, 𝜃, 𝑡) = 𝑔𝑓−1∇⊥𝜂(𝜑, 𝜃, 𝑡), with 𝑔

being the gravity’s acceleration constant, 𝑓 presents the Coriolis coefficient, 𝜂(𝜑, 𝜃, 𝑡)

is the sea surface height (SSH) and ⊥ stands for a 90∘ anticlockwise rotation. These

velocity data are provided daily on 1/4∘ (25𝑘𝑚) resolution longitude-latitude grid.

These data are collected from the Copernicus Marine Environment Monitoring Service

(𝐶𝑀𝐸𝑀𝑆) and corresponding to a period of 24 years, between January 1993 to

December 2016. Here, 6 hours surface currents are generated using temporal linear

interpolation which reduces trajectory overshooting. We chose 𝑈 = [21∘𝑁, 10∘𝑊 ] ×
[32∘𝑁, 23∘𝑊 ] (indicated by a gray box in Fig.8-1). This Domain lies on the NWA

Upwelling, a region distinguished by the existence of the Canary archipelago which led

to permanent long-lived eddies off the islands. We set the advection time 𝑡𝑓 − 𝑡0 each

time equal to 90, 180, 270 and 360 days which results in detecting eddies with different
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lifetimes and maximum diameters diminishing from about 142 km to 38 km. Eddies’

diameters hold out stable about 96% to 81%. 90 days eddies lose about 4% of their

diameter while 360 days’ ones lose about 19%. Eddies detection is carried out over

1993-2016 in a manner that 𝑈 is packed with new coherent eddies at each time 𝑡0, by

that means avoiding redundant eddies’ counting. We set 𝐺𝑈 to be regular with square

elements of 0.01∘ of spatial resolution. We use bilinear interpolation method with a

step-size-adapting fourth-order Runge-Kutta to carry out all particles’ integration.

8.3 Results

As we outlined the approach to determine and extract Lagrangian eddies, we now

shift to the fundamental point of our study: the role of coherent eddies in westward

transport.

8.3.1 Characteristics of canary’s coherent eddies

Here we describe different characteristics related to coherent eddies of the Canary

archipelago. Fig.8-1 shows charts of diameters, average speeds of mesoscale eddies off

Canary Islands and their trajectories. These eddies were identified from integration

with T = 90, 180, 270 and 360 days from top to bottom respectively. A total of

74 (47), 17 (6), 6 (0), and 2 (0) anticyclonic (cyclonic) eddies are extracted over

the period of time between [1993 − 2016] (We exclude from this analysis 105 (77),

2 (3), 1 (1), and 0 (0) anticyclones (cyclones) which pursue southward directions.

The latter are not of important purposes in our study). We observe a predominance

of anticyclones over cyclones. This is linked to anticipation of their longer lifespan.

Stable anticyclones might rotate twice quicker than cyclones [Sangrà et al., 2007].

We must note here that 180, 270 and 360-day eddies appear inside the bounds of

90-day eddies, i.e., they do not form unalike eddies but truly form different closed-

contour whitin the 90-day coherent eddies. In fact, eddies’ boundaries extracted with

a given period of time T usually lie nearby some closed-contour of 𝐿𝐴𝐶𝐶𝐿𝑡0+𝑇
𝑡0 that

fill eddies detected with a shorter T. We clearly observe while inspecting Fig.8-1 that
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the number of cyclone decreases and vanishes with T increasing from 90 to 360 days.

Another obvious observation is that trajectories’ lengths increases on average

roughly from 452, 932 to 1684, 2480 km with T increasing from 90, 180 to 270,

360 days. This is followed by contraction in eddies’ size; their diameter decreases on

average from 60 to 30 km. Mean eddies’ speeds stay fairly stable about 5 𝑘𝑚/𝑑𝑎𝑦 for

T=90, 180 days and 6.5 𝑘𝑚/𝑑𝑎𝑦 for T=270, 360.

8.3.2 Transport by Canary’s coherent eddies

Here, we carry on estimating the transport made by Canary’s coherent eddies. Fol-

lowing [Wang et al., 2015], we fix a curve 𝒞 (green curve in the bottom of Fig.8-1)

which suppose to separate the offshore water (left of 𝒞) from the Upwelling area (right

of the blue curve) and the transition zone associated with it (between the green and

blue curves). We assume that these eddies occasionally traverse 𝒞 in westward direc-

tion. We estimate coherent transport off Canary Island by computing the quantity

of the water transported by these mesoscale eddies across 𝒞. This estimation is given

by a succession of bars chart with diverse magnitudes presenting areas of the eddies

crossing 𝒞. We must note that in case where more than one eddy is caught at the

same date, the bar box presents the sum of their areas.

Fig.8-2 illustrates the estimation of coherent transport over the period of time

between 1993-2016 obtained by considering a) 90, b) 180, c) 270 and d) 360-days

eddies which traverse 𝒞 in westward direction. We note that the eddies are identified

from two-dimensional data, thus, we describe the 3D transport measured in Sverdrup

(Sv) (106𝑚3𝑠−1). We obtain this by multiplying the 2D transport values by 300 m

[Sangrà et al., 2009, Alonso-González et al., 2009, Hernández-Guerra et al., 2005].

Blue, green and yellow bar portions in Fig.8-2 refer to transport of fluid captured

in the interior eddies respectively from Upwelling region, transition zone and the

offshore. Results show that 63 90-days eddies crossed the curve 𝒞, 15 of 180-days

eddies, 6 of 270-days eddies and 2 of 360-days ones. 90-days eddies are more dominant

and hence are the most significant to compute the transport. A differentiating aspect

of the 90-days eddies’ time series is a large variability, both intra and inter-annual.
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Figure 8-1: Trajectories, diameters and average speeds of the identified coherent
mesoscale eddies off the Canary Islands. These eddies are extracted over 1993-2016
with lifetimes from top to bottom: 90, 180, 270 and 360 days. Red color presents
trajectories of anticyclone while the blue stands for cyclones.
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Figure 8-2: Instantaneous time series of transport produced by a) 90, b) 180, c) 270
and d) 360-day coherent eddies crossing the green curve indicated in Fig.8-1. Blue
bar portions correspond to transport of Upwelling water carried inside the coherent
eddies. Green bars correspond to the water coming from Transition zone trapped
inside the eddies. Yellow bars correspond to the water coming from offshore trapped
inside the eddies.

The eddies’ detection rate is quite irregular. About one to 4 eddies cross 𝒞 per

year, mainly, all years except 1997, 2007, 2009, and 2016 where left without eddies.

However, two 180-days eddies crossed the curve 𝒞 in 2007 and 2009, which lefts only

1997 and 2016 with no eddies crossing 𝒞. Eddies’ transport estimations vary roughly

about 0.1 to 0.8 Sv. The variation of transport estimations are mainly associated to

ranging eddies’ sizes. Scattered zero eddies’ transport breaks last approximately from

about a month to a year. The yearly 1 ∼ 4 eddies generated off the Canary Islands
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contribute to a westward mass and volume transport of TrM=3.7 × 108𝑘𝑔𝑠−1 and

TrV=0.37 Sv(106𝑚3𝑠−1). Canary Islands eddies’ participate roughly about 4.5% to

the southward transport by the Canary Current (approximated as 4.5Sv [Hernández-

Guerra et al., 2005]). Our estimation is one order of magnitude smaller than the

previous finding of [Sangrà et al., 2009] where they estimate the yearly transport to

be TrV=1.3 Sv, and it is about half of the estimation of [Hernández-Guerra et al.,

2005] where they find a yearly value of TrV=0.7. This significant difference may be

decreased if a substantial southward extent for the eddies is taken. [Sangrà et al.,

2009] find a yearly average of 17 eddies compared to 3 eddies per year found in our

study.

Our result are in line with the recent works of [Wang et al., 2015, Abernathey and

Haller, 2018] which use recent Lagrangian methods to estimate the water transport

in different regions. [Wang et al., 2015] used a stretching based method to estimate

coherent water transport in the Agulas region. Their finding is at least 2 orders of

magnitude lowed than the earlier finding based on Eulerian vortices tracking. On the

other hand, [Abernathey and Haller, 2018] used the LACCL method to quantify water

transport made by coherent eddies in the eastern Pacific. Their study shows that 30-

days eddies water transport is less by one order of magnitude than the earlier Eulerian

estimation. For the 90-days eddies, the water transport is even lower. Their finding is

in contradiction with the previous finding of [Dong et al., 2014]. The outcome of this

is: despise the studied area, using Lagrangian method casts doubt on the previous

finding based on Eulerian tracking. The cause of this important conflict resides in the

fact that those previous estimates essentially assume that those eddies can remain

coherent for long term. This cannot be promised by Eulerian tools applied on satellite

SSH or the analysis of in situ, satellite-tracked float and drifter, which drove to the

early transport estimations.

Now we process to analyze the origin of water portion enclosed within these eddies.

This is predestined by advecting theses eddies in reverse time till at least 100% of

time-reversibility is achieved by the 90,180-days eddies and 60% for the 270,360-days

eddies. The Upwelling water contained in these eddies is estimated by computing the
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fraction of the trapped water found east of the blue curve (bottom of Fig.8-1). In

the same way, we estimate the water coming from the Upwelling transition zone as

the portion of water found in the region between the green and blue curves indicated

in Fig.8-1. Eddies are found in this way to transport on mean around 10% of water

coming from the Upwelling zone. As a result, yearly average transport of Upwelling

water enclosed inner the eddies is estimated to be about 0.05 Sv. The water from the

Upwelling transition zone carried by these eddies is estimated on average about 49%.

Accordingly, yearly average transport of Upwelling transition water enclosed inside

the eddies is estimated to be around 0.19 Sv.

8.3.3 Evolution of Canary’s long-lived eddies

Here, we discuss the evolution of the long-lived coherent eddies detected off Canary

Islands. We first, focus on the very unique 360-day eddies as they consist the most

insistent cores of all the extracted eddies. Fig.8-3 shows a snapshot of the progress

of a 360-day eddy detected here (Video M11 including 10-days snapshots is supplied

as supporting information). The time series evolution is made by passively advecting

particles enclosed by the eddy’s boundary at detection time 𝑡0 in onward time (further

off its theoretical coherence time) and in reverse time ( considering to reach 60%

of reversibility). Such coherent material eddy is characterized by a small diameter

(38km), and it was formed by merge of two anticyclones that exited south off the

islands at 26∘𝑁 . This genesis picture found here is more coherent with those from

previous finding [Sangrà et al., 2009]. The eddy is formed from water which belong

mainly to fluid traceable into the transition zone of the canary Upwelling and a minor

portion of fluid that resides in the Upwelling areas. The detected 360-days eddy

remains coherent for 500 days (Fig.8-3 (d)) traveling southward through advection

by the Canary Current, and westward up to 1600 km by self advection due to the

𝛽-effect (gradient of the local rotating rate [Cushman-Roisin and Manga, 1995, van

Leeuwen, 2007]). Finally, the eddy lose its coherence, and its content is mingled with

the open ocean in the neighborhood of the Mid-Atlantic Ridge.

In similar way, we turn to analyze the evolution of the 90-days long-lived coherent
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Figure 8-3: Snapshot of the lifelong progress of a 360-day mesoscale eddy off the
Canary Islands: a) passive tracer which completely fill this eddy during its creation.
b) and c) the genesis of the eddy. d) The eddy while it remains coherent is indicated.
e) passive tracer poured by the eddy after losing its coherence. (See the supplemental
movie M11 for the entire advection evolution of this 360-day eddy.)

eddies as they are more dominant. Fig.8-4 shows a snapshot of the evolution of

two eddies (cyclone in blue and anticyclone in red color) detected here (Video M12

including 10-days snapshots is supplied as supporting information). These coherent

eddies are characterized by larger diameters. Similar to the 360-days cores, the 90-

days cores are formed from fluid traceable south and west the islands. The detected

90-days eddies remain coherent for 300 days (anticyclone) and 270 days (cyclone) and
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propagating up to 880 km westward. During their propagation, the cyclone follows

similar path of the anticyclone before it loses its stability and from rotating fluid

around the anticyclone before. Finally, they mix their content together west 24∘𝑁

(see supporting information Movie M12). Out of the 121 detected eddies, 63 adhere

to this picture (their emergence, demise and trajectory).

Figure 8-4: Snapshotof the lifelong progress of two 90-day mesoscale eddies off the
Canary Islands: blue) anticyclone, red) cyclone. (See the supplemental movie M12
for the entire advection evolution of these two 90-day eddies.)

8.4 Conclusion

Using a recent Lagrangian method, we have reported coherent transport signal off

Canary Islands from a 24 years dataset of geostrophic velocities derived from satellite

altimetry. This approach allows precise identification of coherent eddies which remain

coherent up to one year. We identified cyclones and anticyclones of different diameters

and lifetime ranging from 90-days up to 360. We used these coherent mesoscale eddies

to compute transport off Canary Islands, which shown to be smaller (by about one

order of magnitude) than previous transport estimates. This is in line with the finding

of [Wang et al., 2015, Abernathey and Haller, 2018] which also used Lagrangian
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tools to estimate the water transport in their studied areas. Our finding suggests

a diminished role of Canary’s eddies in transporting coherent water off the islands.

The main reason behind this conflict is that previous transport estimations used

Eulerian footsteps in satellite altimetry to identify coherent mesoscale eddies. We

also computed the annual portions of water coming from the Upwelling region and

the transition zone associated to it which are trapped inside the mesoscale eddies.

Our finding confirms the theoretical concept in which Canary’s eddies shed from the

islands archipelago as result of the barrier-role played by the latter and the existence

of the canary current along with the trade wind. Most of these mesoscale eddies are

formed in this manner. About 50% (63 out of 121) of eddies were found to pour their

content in the ambient water.
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Chapter 9

Conclusion and Outlook

Abstract

Eastern Boundary Upwelling zones (EBUZ) include some of the most productive
ecosystems in the world, particularly the Canary Current Upwelling System (CCUS)
which presents one of the world’s major Upwelling regions. The focus of this thesis
was to establish an interdisciplinary study of the coastal upwelling system covering
different spheres: the problem of the upwelling detection, monitoring the spatio-
temporal variation of its dynamics, studying its bio-physical interaction and ending
by exploring its impact on the open ocean.

In this chapter, the main results of this analysis will be summarised by answering
the research questions raised in the introduction. Finally, an outlook about further
research objectives is included.

9.1 Conclusion

Why do previous automatic upwelling detection methods only function

on the southern part of the system? I addressed this question in chapter 2. I

reviewed earlier methods which were developed to extract the Moroccan upwelling

regions. These methods generally start by applying a clustering algorithm over SST

images with a number of clusters 𝑐 = 2 in order to separate the upwelling cold waters

from the warmer ones offshore, then labeling the cluster with the minimal centroid

as upwelling waters. Later on, a region-growing algorithm to remove noisy structures

in the offshore water is applied based on the fact that all pixels belonging to the

upwelling region must have connectivity with the coastline. However, these methods
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were only tested over the southern part of the system. Once they were applied over

the whole Moroccan upwelling system, these methods fail to properly identify the up-

welling regions in the northern part. I showed that the main reason behind this failure

lies in the concept itself along with the high variability of the latitudinal distribution

of temperatures. As the whole system receives uneven solar energy, northern offshore

temperatures can be close to the southern upwelling temperatures. Knowing that

simple clustering algorithm doesn’t take into consideration the location of pixels, but

only their temperature, this causes these clustering algorithms to label offshore tem-

perature in the northern part as upwelling water. For this problem I have proposed

two approaches to identify and extract upwelling regions over the whole Moroccan

Atlantic coast. The first method is basically inspired by the Ekman transport theory;

if the wind blows parallel to the coast in the Northern hemisphere (such as along the

coast of Morocco, where the wind blows South), Ekman transport can produce a net

movement of surface water 90∘ to the left which might result in coastal upwelling.

Thus, in order to identify the upwelling, I proposed to naturally compare the temper-

ature of the inshore water with offshore water within a perpendicular direction to the

coast. In other words, I propose a latitudinal normalization by offshore temperatures;

I partitioned each image to 𝑅 radials which are perpendicular to the coast. Then,

each of these radials 𝑅 is normalized by its maximum temperature in the offshore.

Once the normalized image is produced, one can easily apply a clustering algorithm

to separate the maximal gradient in the upwelling areas from the minimal gradient in

the offshore water. The second method considers a region-dependent clustering ap-

proach. That method is performed in two main stages: the first one with the goal to

break-down the SST images into homogeneous regions, and the second step develops

the simple algorithm that chooses and merges groups of pixels which best reproduce

the shape of upwelling areas. This method not only successfully delineates upwelling

regions from SST images along the whole Moroccan Atlantic coast, but also extracts

in similar manner the upwelling region from CHLa images.

How to automatically delineating the upwelling can serve us to study

its spatio-temporal dynamics? I addressed this question in chapter 3. I used the

CHAPTER 9. CONCLUSION AND OUTLOOK 226



LCSs and physical processes of coastal upwelling Anass El Aouni

upwelling segmentation methods developed in chapter 2 to improve the computation

of the classical coastal upwelling index, which is defined as a simple thermal difference

between coastal and offshore temperatures at the same latitude 𝐼𝑟 = 𝑇 𝑟
𝑚𝑎𝑥 − 𝑇 𝑟

𝑚𝑖𝑛.

Various locations have been proposed in the literature for both 𝑇 𝑟
𝑚𝑖𝑛 and 𝑇 𝑟

𝑚𝑎𝑥. In

most of the methods in the literature, 𝑇 𝑟
𝑚𝑖𝑛 is defined as the minimum temperature

recorded in the coastal band from the coast up to the continental slope. 𝑇 𝑟
𝑚𝑎𝑥 should

be chosen as the offshore temperature where the influence of the Upwelling is ex-

pected to be negligible. On the other hand, note that by definition, 𝑇 𝑟
𝑚𝑖𝑛 necessarily

belongs to the Upwelling region. Thus, given that I have developed an upwelling seg-

mentation method which shows a very good accuracy, I naturally defined 𝑇 𝑟
𝑚𝑖𝑛 as the

minimal temperature recorded within the extracted Upwelling area. In similar man-

ner I defined 𝑇 𝑟
𝑚𝑎𝑥 as the maximal temperature outside of the upwelling segmented

area. I used this proposed method to carry out a 30 years historical study of the

spatio-temporal variation of the upwelling intensity. The proposed upwelling segmen-

tation method used to compute the CHLa index, and to monitor and characterize

the spatio-temporal variation of the upwelling extension form biological and physical

satellite observation.

What are the atmospheric drivers of the Moroccan upwelling system?

I addressed this question in chapter 3. I carried out a statistical study of the up-

welling spatio-temporal variation in terms of intensity, CHLa concentration, spatial

extension with focus on its relationship to atmospheric variables (wind stress, NAO). I

showed that the relationship between upwelling spatial extension and the atmospheric

variables differ somewhat in the two regions. However, the pattern of the upwelling

intensity generally reflect the common atmospheric pattern favoring upwelling: Cross-

shore Ekman. On the other hand NAO index plays role only in extreme events.

How do physical and biological processes interact with each other in the

Moroccan upwelling system? I addressed this question in chapter 5. I explored

the relationship between physical structures of oceanic fronts and the biological ac-

tivity. In this regard, I proposed a new concept of studying the nonlinear relationship

between surface mixing/stirring and chlorophyll concentration. I have used 10 years
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of remotely sensed velocity field derived from altimetry and chlorophyll concentrations

to address the problem of the relationships between surface mixing and chlorophyll

concentrations. I computed the surface mixing/stirring based on a recent geodesic

theory of Lagrangian coherent structures (LCSs). I used these LCSs to study the

link between surface mixing/stirring and chlorophyll-a (CHLa) fronts concentration

that I extracted through the calculation of singularity exponents in a microcanonical

formulation of the Most Singular Manifold (MSM). I compared my results with those

of a recent study conducted over the same area, but based on finite size Lyapunov

exponents (FSLEs), whose output is a plot of scalar distributions. I discussed the

differences between FSLE and geodesic theory of LCS, then showed how this concept

shed new light on the previous studies addressing mixing using FSLEs.

How does the Moroccan upwelling system contribute and impact the

open ocean? I addressed this question in chapter 7. I explored the impact of NWA

upwelling over the open ocean throughout the roles played by mesoscale eddies off the

Canary archipelago in carrying coherent waters from upwelling regions and pouring

them into the open ocean. First, I proposed in chapter 6 an objective definition of

coherent Lagrangian vortices along with their automatic identification method. I did

this by decomposing particle trajectory into two parts: closed curves which give infor-

mation about uniformly rotating flow, and one that describes the mean displacement.

The former part yields an objective measure of material rotation. The method I pro-

posed defines a Lagrangian coherent vortex as closed material lines in which fluid

parcels complete the same polar rotation. I used this method to extract coherent

mesoscale eddies from a 24 years dataset of sea surface velocity field derived from

satellite surface altimetry. I investigate their lifespan, create a sequence of consistent

fluid transport, and assess the significance of the achieved transport estimations. I

detect a yearly up to 4 coherent mesoscale eddies characterized by diameters varying

from 25 to 140 km. An overall of 63 coherent eddies of about 40 km in diameter

among about 59% of their contents resides in the Upwelling and its transition. I also

used these mesoscale eddies to compute coherent fluid transport off Canary Islands,

which I prove to be lower (by about one order of magnitude) than previous transport
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estimates.

9.2 Outlook

This thesis shed some light on several questions regarding the NWA upwelling system.

As perspectives and follow-up to this work, several lines of research are identified to

deepen the characterization and analysis of the Moroccan upwelling phenomenon.

The Moroccan Atlantic continental shelf is part of the Canary Current ecosystem,

and constitutes an area of high biological productivity and intensive fisheries’ activ-

ity. This productive area sustains an important fishing industry which represents an

important economic activity for the bordering countries. It would be very interest-

ing to detect and discriminate the different thermal structures composing Moroccan

upwelling (ie fronts, filaments, jets) as well as their properties and their differences

compared to other upwelling systems. It would also be very useful to highlight the

activity of upwelling through the frequency analysis of thermal fronts to identify areas

with high marine productivity. It is also necessary to study the relationship between

the upwelling variability in terms of plankton communities and their relation with

the annual fisheries of different species. In addition, these results can be linked to

fishing statistics to evaluate the impact of upwelling variability on the fluctuations of

the fishing resources in order to predict their evolution.

The region north of 33∘𝑁 is argued whether it is characterized by the upwelling

phenomenon or not. While studying the spatial extension of the Moroccan upwelling

from physical and biological observation, we have observed that the upwelling is CHLa

detected within CHLa images but not in SST images in that precise region. It will be

interesting to study source of the chlorophyll detected in that region. A combination

between model and satellite data, along with recent Lagrangian tools designed to

extract structures flow that organize fluid trajectories is necessary is that region.

It will be interesting to study the mesoscale eddies off the Canary archipelago

throughout three-dimensional velocity field issued from model. Such study will al-

low the identification of their three-dimensional physical structures, their depth and
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to establish a more accurate estimate of their coherent water transport. It is also

interesting to combine these data with other three-dimensional model data such as

temperature, salinity and other biological parameters in order to have a more insight

view of the impact of these coherent in transporting physical and biological water

properties to the open ocean.
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Appendix A

A.1 North Atlantic Oscillations

One of the Northern Hemisphere’s most important teleconnection indices (NAO)

has been obtained from the National Center of Environmental Prediction (NCEP)

at monthly time scales from 2003 to 2016. This mode has shown to be the most

prevalent pattern on the eastern North Atlantic region. It is made up of a north-

south dipole of geopotential anomalies with a center located in Iceland and another

one spanning between 35∘𝑁 and 40∘𝑁 in the central North Atlantic. A positive phase

on this index is an augmentation in the pressure differences, as results, frequency and

strength of winter storms increase across the Atlantic Ocean that typically take a

more northerly track [Alvarez et al., 2010][Gomez-Gesteira et al., 2008]. The negative

phase represents a reduced pressure gradient resulting in a weak and small amount

of winter storms across Europe, which travel on a more west-east pathway. Research

has identified the NAO index as the local manifestation of the more global pattern of

the Arctic Oscillation during the winter [Thompson et al., 2000].

A.2 Region-Growing

Region-growing algorithm aims to group a set of pixels according to the criteria

of homogeneity and adjacency. It analyzes neighboring pixels of initial points and

decides if the adjacent pixel must be added to the region. The pixels belonging to the

same region are labeled by the same index and the pixels in other regions are labeled
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by a different index.

A.3 Particle Swarm Optimization

Particle swarm optimization (PSO) is a stochastic optimization method inspired by

birds’ social behavior in a flock [Kennedy, 2011][Kennedy et al., 2001]. It works

by having a group of candidate solutions called particles. Each of these particles

flies through the space of search according to a few simple formula over the position

and velocity of particles. Their movements are influenced by their own best-known

position in the space of search called 𝑝best, and best-known position of the whole

group called 𝑔best [Shi and Eberhart, 1998]. After each iteration, each particle’s

velocity and positions is recomputed with following equation:

𝑣𝑖(𝑡+ 1) = 𝜔𝑣𝑖(𝑡) + 𝑐1𝑟1(𝑡)(𝑝𝑖(𝑡)− 𝑥𝑖(𝑡)) + 𝑐2𝑟2(𝑡)(𝑝(𝑡)− 𝑥𝑖(𝑡)) (A.1)

𝑥𝑖(𝑡+ 1) = 𝑥𝑖(𝑡) + 𝑣𝑖(𝑡+ 1) (A.2)

𝜔 presents the inertia weight, which controls the influence of the previous velocity;

a large inertia weight favors exploration, while a small inertia weight favors exploita-

tion [Shi and Eberhart, 1998]. 𝑐1 and 𝑐2 present constants of acceleration, 𝑣𝑖 is the

particle’s velocity, 𝑥𝑖(𝑡) is the particle’s time-position, 𝑝𝑖(𝑡) and 𝑝𝑖(𝑡) are the 𝑝best

and 𝑔best as stated before. 𝑟1 and 𝑟2 are vectors with their elements sampled from a

uniform distribution 𝑈(0, 1)

The cognitive component 𝑝𝑖(𝑡) − 𝑥𝑖(𝑡) serves as a memory of previous particles’

best positions, while the social component 𝑦(𝑡) − 𝑥𝑖(𝑡) gives the whole group’s belief

as to where the best solution is.

PSO’s efficiency is sensitive to the parameters 𝜔, 𝑐1 and 𝑐2. While several sugges-

tions (based on empirical studies) for good values can be found in the literature, such

as in [Van Den Bergh, 2006][Van Den Bergh, 2006] where the PSO exhibits convergent

behavior if the following condition is satisfied:

𝜔 >
1

2
(𝑐1 + 𝑐2), 𝜔 < 1 (A.3)
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if not the PSO exhibits cyclic or divergent behavior.

A.3.1 PSO Clustering algorithm

Within the framework of pixels clustering, each particle 𝑥𝑖 is structured as 𝑥𝑖 =

(𝑚𝑖1, ...,𝑚𝑖𝑗, ...,𝑚𝑖𝑁𝑐) where 𝑚𝑖𝑗 is the 𝑗th cluster centroid vector of the 𝑖th particle.

Thus, a swarm reflects a number of candidate pixels clusterings. The fitness function

is used to evaluate each particle as:

𝑓(𝑥𝑖, 𝑍𝑖) = 𝜔1𝑑𝑚𝑎𝑥(𝑍𝑖, 𝑥𝑖) + 𝜔2(𝑧𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛(𝑥𝑖)) (A.4)

where 𝑧𝑚𝑎𝑥 is the highest value in the image; 𝑍𝑖 is the matrix which assigns each pixel

to clusters of particle 𝑖. Each element 𝑧𝑖𝑗𝑝 decides if a pixel 𝑧𝑝 belongs to a cluster

𝐶𝑖𝑗 of a particle 𝑖. The constants 𝜔1 and 𝜔2 are user-defined constants.

𝑑𝑚𝑎𝑥(𝑍𝑖, 𝑥𝑖) = max
𝑗=1,....𝑁𝑐

⎧
⎨
⎩

∑︁

∀𝑧𝑝∈𝐶𝑖𝑗

𝑑(𝑧𝑝,𝑚𝑖𝑗)

|𝐶𝑖𝑗 |

⎫
⎬
⎭ (A.5)

presents the highest average Euclidean distance between all classes and their as-

sociated particles, with |𝐶𝑖𝑗| presents the cardinality of the set 𝐶𝑖𝑗.

𝑑𝑚𝑖𝑛(𝑥𝑖) = min
∀𝑗1,𝑗2,𝑗1 ̸=𝑗2

{𝑑(𝑚𝑖𝑗1 , 𝑑𝑖𝑗2)} (A.6)

presents the lowest Euclidean distance between any pair of centroids.

This fitness function is multiobjective and it is designed to:

∙ reduce the distance between cluster centroid and its associate pixels, as quanti-

fied by 𝑑𝑚𝑎𝑥(𝑍𝑖, 𝑥𝑖)

∙ increase the distance between any pair of centroids, as quantified by 𝑑𝑚𝑖𝑛(𝑥𝑖).

The PSO-based clustering method can be summarized as:

Compared to the FCM algorithm, this approach minimizes the impact of initial

conditions. Moreover, an advantage of this method is that an optimal clustering

search is performed in parallel.
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Algorithm 1: PSO clustering algorithm.
Data: Initialize the parameters 𝜔, 𝜔1, 𝜔2.

∙ Initialize each particle to contain 𝑁𝑐 randomly selected cluster
means.

∙ Initialize the particles velocities and accelerations.

for 𝑡 = 1 to 𝑡 = 𝑡𝑚𝑎𝑥 do
for each particle 𝑖 do

for each pixel 𝑍𝑝 do

∙ calculate 𝑑(𝑧𝑝,𝑚𝑖𝑗) for all clusters 𝐶𝑖𝑗

∙ assign 𝑧𝑝 to 𝐶𝑖𝑗

where 𝑑(𝑧𝑝,𝑚𝑖𝑗) = min
∀𝑐=1...𝑁𝑐

{𝑑(𝑧𝑝,𝑚𝑖𝑐)}

end
Calculate the fitness, 𝑓(𝑥𝑖(𝑡), 𝑍𝑖)

end

∙ Find the global best solution 𝑝(𝑡)

∙ Update the cluster centroids using equations.
(1) and (2)

end

Algorithm 2: Divide to sub-regions.
for each step of 90𝑘𝑚 do

calculate the cardinality of the first cluster 𝐺(1), and label it as upwelling region if it
presents less than 15% of cardinality of the sub-region;

i=2;
while 𝐺(𝑖)

Σ𝑗=𝑖
𝑗=1𝐺(𝑗)

≤ 0.5 and 𝑖 < 6 do
label the 𝑖st cluster as upwelling region.

end
end

A.4 Region-based algorithm

A.5 Fuzzy c means

FCM algorithm attempts to partition a finite collection of 𝑛 pixels 𝑋 = {𝑥1, ..., 𝑥𝑛}
into a collection of 𝑐 fuzzy clusters with respect to some given criterion. Given a finite

set of pixels, the algorithm returns a list of 𝑐 cluster centers 𝐶 = {𝑐1, ..., 𝑐𝑐} and a

fuzzy partition matrix, which presents the degree of belonging for each pixel 𝑥𝑘 to

a given cluster 𝑐𝑖. The FCM algorithm is applied to minimize an objective function
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called c-means functional:

𝐽𝑚(𝑋;𝑈, 𝑉 ) =
𝑛∑︁

𝑘=1

𝑐∑︁

𝑖=1

(𝜇𝑖𝑘)𝑚 ‖𝑥𝑘 − 𝑣𝑖‖2 (A.7)

where 𝑛 is the length of the vector 𝑋 presenting pixels of a given SST image. 𝑉 =

{𝑣1, 𝑣2, ...., 𝑣𝑛} is the vector of cluster prototypes and 𝑈 = [𝜇𝑖𝑘] is the fuzzy partition

matrix which presents the degree of belonging for each pixel 𝑥𝑘 to a given cluster 𝑐𝑖.

The weighting exponent 𝑚 controls the fuzziness of membership values, which vary

in the interval [1,∞[. An increase of 𝑚 lead to an increase of fuzziness partitions.

The objective function (Eq.A.7) can be seen as a measure of the total variance of

𝑥𝑘 from 𝑣𝑖. The minimization of the objective function (Eq.A.7) represents a nonlinear

optimization problem that can be solved by using respectively the following cluster

centroids and membership functions:

𝑣𝑖 =

𝑛∑︁

𝑘=1

(𝜇𝑚
𝑖𝑘)𝑥𝑘

𝑛∑︁

𝑘=1

(𝜇𝑚
𝑖𝑘)

, 1 ≤ 𝑖 ≤ 𝑐 (A.8)

𝜇𝑖𝑘 =
1

𝑐∑︁

𝑗=1

(
‖𝑥𝑘 − 𝑣𝑖‖
‖𝑥𝑘 − 𝑣𝑗‖

)
2

(𝑚−1)

, 1 ≤ 𝑖 ≤ 𝑐, 1 ≤ 𝑘 ≤ 𝑛 (A.9)

The goal here is to iteratively improve a sequence of sets of fuzzy clusters through

those equations until no further improvement is possible for the objective function.
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