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Abstract

This thesis is devoted to the modeling of traffic flow using hyperbolic conservation laws,
with a specific focus on urban applications. Urban areas are today facing severe episodes
of air pollution and increasing congestion due to traffic. The objective is to overcome some
of the current limitations of macroscopic traffic flow models in urban situations.

We first study the seminal Aw-Rascle-Zhang model with relaxation. We prove well-
posedness of the model using wave-front tracking approximations and splitting technique
in a Lagrangian setting. Besides, we provide an estimate on the decay of positive waves.
We then show that the solutions of the Aw-Rascle-Zhang system with relaxation converge
to a weak solution of the LWR model when the relaxation parameter goes to zero. Finally,
we propose a discussion on the entropy aspect of this weak solution of the LWR model.

We then propose a new macroscopic traffic flow model accounting for the boundedness
of traffic acceleration, which is required for physical realism. Our model is built on the
coupling between the scalar conservation law accounting for the conservation of vehicles
and a number of Ordinary Differential Equations (ODE) describing the trajectories of
accelerating vehicles, which we treat as moving constraints. We detail a wave-front tracking
algorithm to construct approximate solutions of the model, with general flux functions and
show existence of solutions to the Cauchy problem for a piecewise constant initial datum.
Finally, we provide numerical simulations of the model in different urban situations, from a
single Riemann problem to sequences of traffic lights, and confront the results to numerical
simulations of the LWR model.

Finally, we introduce a new macroscopic traffic flow model with buffers on road net-
works. This model features buffers of finite size, enabling backward propagation of conges-
tion on the network, and time-dependent routing functions at the junctions. The dynamics
are first defined on the level of conservation laws, and then transformed in an Hamilton-
Jacobi formulation. We prove existence, uniqueness and stability of the solutions with
respect to the routing ratios and initial datum using a fixed-point problem in a proper
Banach space. Thanks to stability, the model provides a controllable framework, using
routing ratios as control parameters. This represents an advance towards solving the Dy-
namic Traffic Assignment (DTA) problem. In the end we detail how this framework applies
to a classical road network with several intersections and finite-length links.

Keywords: Hyperbolic conservation laws, Hyperbolic systems of conservation laws with
relaxation, Macroscopic traffic flow models, Wave-front tracking, Temple class systems,
PDE-ODE coupling, Flux constraints, Traffic flow on networks, Hamilton-Jacobi equations,
Fixed-point problems.
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Résumé

Cette thèse se consacre à la modélisation mathématique du trafic routier à l’aide des
lois de conservation hyperboliques. Nous nous intéressons plus particulièrement à l’appli-
cation des modèles macroscopiques en milieu urbain. L’étude des phénomènes routiers et
la modélisation des trajectoires de véhicules est devenue nécessaire au vingtième siècle
avec l’avènement du transport automobile. Malgré cela, le trafic routier demeure aujour-
d’hui un phénomène complexe à comprendre et à représenter. En effet, la complexité des
réseaux routiers, la dynamique d’apparition de la congestion routière, l’hétérogénéité du
trafic routier et le grand nombre de véhicules évoluant sur les réseaux routiers urbains
constituent autant de difficultés à modéliser. En outre, les métropoles sont désormais ré-
gulièrement confrontées à des niveaux de congestion record et à des épisodes de pollution
atmosphérique marqués. Le trafic routier est responsable d’une dégradation de la qualité
de l’air et contribue au dérèglement climatique à moyen-terme [60, 61]. Par ailleurs, le dé-
veloppement des véhicules autonomes risque de bouleverser prochainement nos modes de
transport urbain. Contrairement à un conducteur traditionnel, la trajectoire des véhicules
autonomes est dictée par des algorithmes mathématiques. Elle peut dès lors être contrôlée
et optimisée en fonction de contraintes données [95]. Afin d’établir le problème d’optimisa-
tion correspondant, dénommé dans la littérature problème « d’assignation dynamique du
trafic » [127], il est nécessaire de pouvoir formuler un problème de contrôle optimal à l’aide
du modèle de trafic. Dans ce cadre, nous pouvons imaginer que les véhicules se déplacent
dans le futur de manière à minimiser les externalités négatives du trafic que constituent les
embouteillages ainsi que les émissions polluantes. C’est pourquoi il est nécessaire de déve-
lopper des modèles de trafic qui représentent de manière réaliste l’évolution des véhicules
en milieu urbain.

Nous pouvons distinguer dans la littérature trois familles de modèles de trafic routier.
La première catégorie est constituée par les modèles microscopiques qui consistent à mo-
déliser la trajectoire de chaque véhicule de manière individuelle à l’aide d’une équation
différentielle ordinaire, prenant en compte la position et la vitesse des véhicules le précé-
dant [12, 17, 37, 73, 128, 133]. Ces modèles sont précis et permettent le développement
de logiciels de microsimulation, comme Aimsun ou PTV Vissim [33]. Cependant, ils ne
sont pas les plus adaptés pour simuler un grand nombre de véhicules sur un réseau routier,
puisque le nombre d’équations différentielles à résoudre est au moins égale au nombre de
véhicules considérés. La seconde catégorie est la famille des modèles cinétiques, qui re-
posent sur une analogie avec la physique statistique. Ils utilisent principalement l’équation
de Boltzmann, afin de représenter l’évolution d’une fonction de distribution de véhicules
sur la route [97, 129, 130, 131]. Ces modèles peuvent être interprétés comme une générali-
sation des modèles microscopiques, dans lesquels chaque véhicule est considéré comme une
particule évoluant selon des lois de mouvement. Dans cette thèse, nous nous concentrons
sur la troisième catégorie de modèles : les modèles macroscopiques. Ils appliquent les prin-
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Résumé

cipes de la mécanique des fluides au trafic routier et reposent sur les lois de conservation
hyperboliques. L’idée d’assimiler le trafic à un fluide et d’y appliquer les principes de la
mécanique des fluides est due à Lighthill et Whitham en 1955 [120] et en 1956 à Richards
[134]. Ils établissent que le nombre de véhicules évoluant sur un réseau routier, en prenant
en compte les entrées et les sorties, doit être conservé au cours du temps. La variable prin-
cipale utilisée dans les modèles macroscopiques de trafic routier est la densité de véhicules
notée ρ, qui décrit le nombre de véhicules par unité de longueur. La seconde variable consi-
dérée est la vitesse moyenne du flux de véhicules v ainsi que la fonction de flux associée f .
Cette fonction décrit le nombre de véhicules franchissant une position donnée au cours d’un
intervalle de temps, telle que f = ρv. Appliquant le principe de conservation du nombre
de véhicules, ce dernier étant décrit par l’intégrale spatiale de la densité, nous retrouvons
la loi de conservation scalaire ∂tρ+∂xf = 0. En supposant que la variable v est décrite par
une fonction d’équilibre décroissante de la densité, v = Ve(ρ), les auteurs ont ainsi proposé
le premier modèle macroscopique de trafic routier dénommé Lighthill-Whitham-Richards
(LWR). Ce modèle ne reproduit cependant pas toutes les observations expérimentales,
notamment lorsque le trafic est en phase congestionnée. Par la suite, des modèles plus
complexes impliquant deux équations aux dérivées partielles ont été proposés, permettant
ainsi au trafic d’évoluer à une vitesse hors équilibre. Il s’agit des modèles de second ordre.
Le plus commun dans la littérature aujourd’hui est le modèle Aw-Rascle-Zhang (ARZ)
[9, 146], qui consiste en un système de deux équations aux dérivées partielles. L’ensemble
de ces modèles macroscopiques ont cependant été initialement développés dans le cadre de
tronçons routiers sans entrée ni sortie. Nous nous intéressons alors à leur application sur
des réseaux routiers plus complexes.

Dans un premier temps, nous considérons le modèle Aw-Rascle-Zhang avec relaxation.
Ce modèle se présente sous la forme{

∂tρ+ ∂x(ρv) = 0,

∂t(v + p(ρ)) + v∂x(v + p(ρ)) = Ve(ρ)−v
δ

,
x ∈ R, t > 0,

où p(ρ) est une fonction de pression, Ve(ρ) représente une vitesse d’équilibre et δ > 0 est un
paramètre de relaxation représentant le temps de réaction des conducteurs. Nous construi-
sons une suite de solutions approchées à l’aide de la méthode de suivi des fronts (wave-front
tracking en anglais) couplée à une méthode de décomposition temporelle (splitting en an-
glais) en référentiel Lagrangien. Pour chaque valeur δ > 0, nous montrons que cette suite
converge vers une solution faible et entropique du système pour une donnée initiale à va-
riation bornée. Par la suite, nous calculons une borne supérieure sur la décroissance des
ondes positives. Nous démontrons que les solutions du système convergent vers une solu-
tion faible du modèle LWR, c’est à dire vers la solution de la loi de conservation scalaire,
lorsque le paramètre de relaxation δ tend vers zéro. Nous concluons par une discussion sur
le caractère entropique de cette solution faible du modèle LWR.

Dans un second temps, nous proposons un nouveau modèle macroscopique de trafic
routier qui préserve le caractère borné de l’accélération des véhicules. Notre modèle couple
une Équation aux Dérivées Partielles (EDP), la loi de conservation scalaire, à plusieurs
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Résumé

Équations aux Dérivées Ordinaires (EDO), décrivant la trajectoire de véhicules accélérant à
taux constant. Ces véhicules sont traités dans le modèle comme des goulots d’étranglement
mobiles. Nous proposons la construction de solutions approchées avec un algorithme de
suivi des fronts d’ondes et prouvons l’existence et l’unicité de la solution pour le problème
de Cauchy associé à une donnée initiale constante par morceaux. Nous produisons ensuite
des simulations numériques de notre modèle dans différentes situations urbaines, allant de
la résolution du problème de Riemann à la simulation d’un axe urbain comportant plusieurs
feux de signalisation. Enfin nous comparons ces simulations aux solutions du modèle LWR
appliqué aux mêmes situations.

Pour terminer, nous proposons un nouveau modèle macroscopique de trafic routier avec
des stockages tampon (buffers en anglais) aux intersections afin de résoudre le modèle LWR
sur des réseaux routiers. Ce modèle utilise des buffers de dimension finie, qui garantissent
la propagation de la congestion au sein du réseau. Il comporte également des fonctions de
répartition de véhicules aux jonctions qui sont dépendantes du temps, et peuvent dès lors
être contrôlées au cours du temps. La dynamique du trafic est d’abord établie à l’aide des
lois de conservation hyperboliques, conformément au modèle LWR, puis retranscrite dans
une formulation de Hamilton-Jacobi. Nous prouvons alors l’existence, l’unicité et la stabilité
des solutions vis à vis des données initiales en résolvant un problème de point fixe dans un
espace de Banach approprié. La propriété de stabilité garantit que la solution du problème
peut être contrôlée et optimisée en modifiant les fonctions de répartition des véhicules
aux jonctions. Cela représente une avancée dans la résolution du problème d’assignation
dynamique du trafic routier. Pour finir, nous détaillons l’application du modèle à un réseau
routier réaliste comportant plusieurs intersections et des routes de longueur finie.

Mots clés : Lois de conservation hyperboliques, Systèmes de conservation hyperboliques
avec relaxation, Modèles macroscopiques de trafic routier, Suivi de fronts d’onde, Systèmes
de Temple, Couplage EDP-EDO, Contraintes de flux, Trafic routier sur les réseaux, Équa-
tions d’Hamilton-Jacobi, Méthodes de point fixe.
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Chapter 1

Introduction to hyperbolic conservation
laws and traffic flow modeling

In this thesis we investigate the mathematical modeling of traffic flow, with a specific fo-
cus on urban applications. Modeling traffic flow and vehicle trajectories became a necessity
in the twentieth century with the rise of car mobility in modern societies. Yet, it remains
a complex physical phenomenon to understand and model accurately. The complexity of
road networks, the dynamics of traffic congestion, the heterogenity of vehicle sizes and
performances, drivers’ behavior and the large number of vehicles involved in the modeling
process represent many challenges to overcome. Furthermore, urban areas are faced today
with increasing levels of congestion and pollution due to transportation. The quality of air
is declining in major cities, and vehicle emissions are significantly contributing to climate
change on the long-term [60, 61]. In addition, autonomous vehicles are expected to be
the next revolution of urban transportation. Contrary to classical drivers, these vehicles
will be routed following mathematical algorithms, which will provide full optimal control
of the trajectories with respect to given constraints [95]. This optimization problem is
known in transportation as the Dynamic Traffic Assignment problem [127], and requires
a controllable modeling framework. In this context, traffic could in the future be routed
in order to minimize its negative externalities like emissions and congestion. For all these
reasons, it is urgent to develop traffic models which represent accurately the behavior of
vehicles on urban road networks, and this will be the motivation of the present work.

Today, we distinguish three different, yet complementary, categories of traffic models.
The first category is microscopic modeling, in which each vehicle is considered individually,
and each trajectory is described by an Ordinary Differential Equation (ODE) depending
on the position and velocity of preceding vehicles [12, 17, 37, 73, 128, 133]. These models,
often referred to as the car-following models, are precise, and enable the development of
microsimulation software tools, like Aimsun or PTV Vissim [33]. Nonetheless, they are
not easily scalable and robust, especially on large networks, since the number of ODEs
is at least equal to the number of vehicles considered. The second category is kinetic
modeling, which lies on an analogy with statistical physics and Boltzmann equations to
model distribution functions of cars [97, 129, 130, 131]. These models can be seen as a
generalization of microscopic models, in which each vehicle is not considered individually
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Chapter 1. Introduction to hyperbolic conservation laws and traffic flow modeling

but as a particle following physical laws of motion. In this thesis, we focus on the third
category, macroscopic traffic flow models, which relies on hyperbolic Partial Differential
Equations (PDE) and applies fluid dynamics principles to traffic averaged quantities such
as vehicle density and mean traffic velocity.

In Section 1.1 we recall the principal mathematical properties of conservation laws, in
order to ease the reading of the following chapters. In Section 1.2 we present the main
macroscopic traffic flow models while discussing their strengths and their limits for urban
applications. Finally, we present in Section 1.3 the outline of this thesis and summarize
our contributions.

1.1 Hyperbolic conservation laws

Conservation laws are a category of partial differential equations which describes the
conservation of given physical quantities. The general form of a conservation law is the
following

∂tu+ div f(u) = 0, (1.1.1)

where u : [0,∞[×Rd 7→ Rn denotes the vector of conserved quantities and f : Rn 7→ Rn×d

is a flux function, possibly non-linear, describing the physical flow of u at a given position.
In this thesis, we will focus on the one dimensional Cauchy problem (d = 1), i.e.

u : [0,∞[×R 7→ Rn:{
∂tu(t, x) + ∂x

[
f(u(t, x))

]
= 0, (t, x) ∈ R+ × R,

u(0, x) = u0(x), x ∈ R,
(1.1.2)

where u0 : R→ Rn. These equations were extensively studied since the fifties, for instance
by Lax [104, 105]. For systems (n > 1) the existence of weak entropy solutions to (1.1.2)
has been proved by Glimm in [75], when the initial datum u0 has small total variation
and under suitable regularity assumptions on f . He used a probabilistic algorithm, which
is referred to as the Glimm scheme. A complementary approach to construct solutions
and prove well-posedness, referred to as Wave-Front Tracking (WFT), was introduced
by Dafermos for scalar equations in [54] and then extended to systems in [18, 59, 135].
Existence and uniqueness of entropy solutions was discussed by Oleinik in [122, 123, 124].
Kruzkov proved existence and uniqueness of general L∞ solutions in [98] for the scalar
conservation law (n = 1).

To illustrate the mathematical conservation of u in the one-dimensional case, Equa-
tion (1.1.1) can be formally integrated over any interval [a, b] for a given time t:

d

dt

∫ b

a

u(t, x)dx =

∫ b

a

∂tu(t, x)dx

= −
∫ b

a

∂xf(u(t, x))dx

= f(u(t, a))− f(u(t, b)). (1.1.3)

2



1.1. Hyperbolic conservation laws

The quantity u contained between a and b, when adding the inflow in a and subtracting
the outflow in b, is conserved over time. We provide an illustration in Figure 1.1, where u
represents the density of vehicles, i.e. the number of vehicles per unit length.

x
a b

Figure 1.1 – Conservation of the number of vehicles on an unidirectional stretch of road.

When n > 1, (1.1.2) is a system of conservation laws. A classical example of such a
system is Euler’s equations for compressible gas flow in one space dimension, which reads
as

∂tρ+ ∂x(ρv) = 0 (conservation of mass),
∂t(ρv) + ∂x(ρv

2 + p) = 0 (conservation of momentum), (t, x) ∈ R+ × R,
∂t(ρE) + ∂x(ρEv + pv) = 0 (conservation of energy),

(1.1.4)

where ρ represents the density of the fluid, v the velocity, E is the energy density and p is
a pressure function.
Remark 1.1. We only consider here functions u defined on a one dimensional space R. In
physics, systems of conservation laws defined on Rd with d > 1, like Euler’s equation in R3,
are common and widely used. Nonetheless, the mathematical understanding of systems of
hyperbolic conservation laws in multi-space dimension is still a wide area of research, and
existence and uniqueness properties are not fully established in the general case.

1.1.1 The scalar conservation law

In this section, we analyse mathematically the scalar conservation law, i.e. where
u : R+ × R → R is a scalar quantity. More precisely, we investigate the Cauchy problem
(1.1.2), with n = 1. Assuming first that the solution to (1.1.2) is smooth, one can use the
chain rule to rewrite the equation in its quasi-linear form:

∂tu+ f ′(u)∂xu = 0. (1.1.5)

Equation (1.1.5) corresponds to a non-linear transport equation, in which the information
is propagated at speed λ(u) = f ′(u). For a constant speed λ ∈ R, the solution to the linear
transport equation {

∂tu(t, x) + λ∂xu(t, x) = 0, (t, x) ∈ R+ × R,
u(0, x) = u0(x), x ∈ R,

(1.1.6)

is classically defined by u(t, x) = u0(x−λt). In (1.1.5), λ(u) = f ′(u) is non constant if f is
non-linear. The information is thus propagated at different speeds, depending on the initial

3



Chapter 1. Introduction to hyperbolic conservation laws and traffic flow modeling

value u0, and thus the solution may develop discontinuities. In this case, the derivative
∂xu is not properly defined, and then (1.1.5) has no mathematical sense. In (1.1.2), the
information is transported along characteristics. A characteristic is a curve t 7→ x(t;x0),
which propagates the value u0(x0) from (0, x0) along (t, x(t)), according to (1.1.5). Along
the curve, the solution is constant and equal to u0(x0). Therefore, the characteristic is
solution of the following Cauchy problem:

ẋ(t) = f ′(u(t, x)), x(0) = x0. (1.1.7)

By the implicit function theorem, for smooth initial datum, the map t 7→ x(t) is locally
invertible on an open neighborhood of (0, x0), and thus the map u(t, x(t)) is solution to
Equation (1.1.5). Nonetheless, for larger times t, characteristics may cross (Figure 1.2),
and the solution is thus not uniquely defined globally in time.

x

t

x1
0 x2

0 x3
0 x4

0 x5
0 x6

0

Figure 1.2 – A situation in which characteristics cross.

Since classical (smooth) solutions to the Cauchy problem (1.1.2) do not exist in general,
we need to propose a weaker notion of solutions. We thus define them in the distributional
sense. We present formally the idea in Equation (1.1.8), still assuming that the solutions
u are smooth. The principle is to multiply the PDE by a smooth test function φ ∈
C1
c ([0,∞)× R), and then integrate by parts to transfer the derivatives on φ.

0 =

∫
R+

∫
R
(∂tu+ ∂xf(u)) · φ dxdt

= −
∫
R+

∫
R
u∂tφdxdt−

∫
R
u0φdx−

∫
R+

∫
R
f(u)∂xφdxdt. (1.1.8)

We now formulate the definition of weak solutions. While we use in this section the
scalar case n = 1 to introduce mathematical definitions and properties, most of these will
also apply to systems n > 1, and we then provide the general definitions for n ∈ N when
possible.
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1.1. Hyperbolic conservation laws

Definition 1.1.1 (Definition of weak solutions). Assume u0 ∈ L1
loc(R;Rn). We say that

a function u : [0,∞) × R 7→ Rn is a weak solution to the Cauchy problem (1.1.2) if
u ∈ C([0,∞); L1

loc(R;Rn)) and it satisfies∫ ∞
0

∫
R

(
u(t, x)∂tφ(t, x) + f(u(t, x))∂xφ(t, x)

)
dxdt+

∫
R
u0(x)φ(0, x)dx = 0 (1.1.9)

for any test function φ ∈ C1
c ([0,∞)× R;Rn).

Since we expect the solution to develop discontinuities, let us investigate its behavior
along discontinuity curves. Let us consider an open set Ω ⊂ R+ × R containing a smooth
curve C. We denote respectively by Ωl and Ωr the left and right side of Ω with respect to
C. Assume that u is smooth on each side of the curve, denoted by ul on Ωl and ur on Ωr.

Finally suppose that C is a parametric curve x = s(t), with speed
dx

dt
= ṡ(t) = σ(t).

x

t

CC

Ω

Ωl

Ωr

Figure 1.3 – Notations to introduce Rankine-Hugoniot conditions.

We select φ a test function with compact support in Ω, and assume that u is a weak
solution of the scalar conservation law. Applying (1.1.9), we deduce

0 =

∫
Ωl

(
u∂tφ+ f(u)∂xφ

)
dxdt+

∫
Ωr

(
u∂tφ+ f(u)∂xφ

)
dxdt. (1.1.10)

Since φ has compact support included in Ω and u is smooth on Ωl, the Green-Gauss theorem
yields ∫

Ωl

(
u∂tφ+ f(u)∂xφ

)
dxdt =

∫
C
(uln1 + f(ul)n2)φdxdt (1.1.11)

where n = (n1, n2) denotes the unit normal vector to C pointing outside Ωl. Applying the
same reasoning on Ωr, and using (1.1.10) yields∫

C

(
(ur − ul)n1 + (f(ur)− f(ul))n2

)
φdxdt = 0. (1.1.12)
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Chapter 1. Introduction to hyperbolic conservation laws and traffic flow modeling

This remains valid for any test function φ, thus

(ur − ul)n1 + (f(ur)− f(ul))n2 = 0, (t, x) ∈ C. (1.1.13)

Since the curve is parametrized by x = s(t) then n = (1,−ṡ(t))
(1+ṡ(t)2)1/2 . This with (1.1.13) implies

σ(t)(ur − ul) = f(ur)− f(ul). (1.1.14)

Equation (1.1.14) is called the Rankine-Hugoniot condition and must be satisfied by weak
solutions. As pointed out in [63, Section 3.4], weak solutions are in general not unique, and
additional conditions must be enforced to derive uniqueness of the solution. [20, Section
4] proposes admissibility conditions to provide physical uniqueness of the solution.

Definition 1.1.2 (Entropy/entropy-flux pair). We denote by (η, q) an entropy/entropy-
flux pair for the conservation law ∂tu + ∂x[f(u)] = 0 if η : Rn → R is a continuously
differentiable convex function, if q : Rn → R is continuously differentiable and if the
following equality is satisfied:

∇η(z) ·Df(z) = ∇q(z), z ∈ Rn, (1.1.15)

where Df corresponds to the Jacobian of f .

Remark 1.2. We note that (1.1.15) yields ∂tη(u) + ∂x
[
q(u)

]
= 0 if u is a classical solution

to the conservation law. In addition, in the scalar case, any convex fonction η provides an
entropy, associated to the flux q(z) =

∫ z
0
η′(y)f ′(y)dy.

Definition 1.1.3 (Entropy inequality). A weak solution u of (1.1.2) is entropy admissible
if

η(u)t + q(u)x ≤ 0 (1.1.16)

in the distributional sense, for every pair (η, q) satisfying Definition 1.1.2. This corresponds
to satisfying the following inequality:∫ ∞

0

∫ ∞
−∞

{
η(u(t, x))φt(t, x) + q(u(t, x))φx(t, x)

}
dxdt ≥ 0, (1.1.17)

for any positive test function φ ∈ C1
c ([0,∞)× R;R+).

An additional condition is derived in [105]. This physical criterion ensures that charac-
teristic curves, and thus the propagation of solutions, all originate from the initial datum
and not from shock curves.

Definition 1.1.4 (Lax condition). A weak solution u of Equation (1.1.1) is admissible if
at every point of discontinuity traveling with speed σ, separating two states ul on the left
and ur on the right, the following inequality is satisfied:

f ′(ul) ≥ σ ≥ f ′(ur). (1.1.18)
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1.1. Hyperbolic conservation laws

Remark 1.3. Definition 1.1.3 and Definition 1.1.4 are equivalent when the flux function f
is strictly concave or convex in the scalar case.

Finally, we provide the general definition of the unique weak entropy solution of the
Cauchy problem (1.1.2) with n = 1, as proposed by Kruzkov in [98].

Definition 1.1.5. A continuous map u(t, ·) : [0,∞) 7→ L1
loc(R;R) is an entropy solution

of (1.1.2) if it satisfies, for every constant k ∈ R and every φ ∈ C1
c ([0,∞)× R;R+)∫ ∞

0

∫ ∞
−∞

{
|u− k|∂tφ+ sgn(u− k)(f(u)− f(k))∂xφ

}
dxdt+

∫ ∞
−∞
|u0 − k|φ(0, x)dx ≥ 0.

(1.1.19)

Remark 1.4. For any k ∈ R one can define the entropy/entropy pair

ηk(u) = |u− k|, qk(u) = sgn(u− k)(f(u)− f(k)), u ∈ R (1.1.20)

which are called Kruzkov’s entropies. This is an explicit formulation of entropy/entropy-
flux pairs to consider in Definition 1.1.3 for scalar conservation laws.

Now that we have detailed admissibility conditions in order to obtain uniqueness of the
solution, let us study a specific scalar Cauchy problem (1.1.2), the Riemann problem, in
which the initial datum u0 is a piecewise constant function, with a unique discontinuity:

u0(x) =

{
ul if x < 0,

ur if x ≥ 0.
(1.1.21)

The Riemann problem is used as a foundation to build solutions to more complex Cauchy
problems. The mappings developed to solve Riemann problems are referred to as Riemann
solvers. For simplicity, we assume here that f is a smooth strictly concave function, by
coherence with the macroscopic traffic flow models detailed later. Since u is a solution in
the distributional sense, and by linearity of both derivation and integration, we note that
any function uα = u(αt, αx), α ∈ R, is also a solution. By uniqueness of the solution, we
then look for self-similar solution u(t, x) = uα(t, x), ∀ α ∈ R. Following the admissibilty
conditions detailed above, we need to distinguish two cases.
Since f is stricly concave, condition (1.1.18) implies that a discontinuity line can only
appear if ul < ur. Assume then that ul < ur. Based on the Rankine-Hugoniot condition,
the unique entropy solution is a shock wave (see Figure 1.4), traveling with speed

u(t, x) =

{
ul if x < σt,

ur if x ≥ σt,
(1.1.22)

where

σ =
f(ur)− f(ul)

ur − ul
. (1.1.23)
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x

t

x = 0

x = σt

ul ur

Figure 1.4 – Shock wave solving a Riemann problem with ul < ur.

Now assume that ul > ur, and suppose existence of a unique weak solution u of (1.1.2),
(1.1.21). We then look for a stationary solution of the form u(x, t) = v(x

t
). Let ξ = x

t
.

Assuming first that v is smooth, we can compute:

ut +
[
f(u)

]
x

= − x
t2
v′(ξ) + f ′(v(ξ))v′(ξ)

1

t
(1.1.24)

= v′(ξ)
1

t

[
f ′(v(ξ))− ξ

]
. (1.1.25)

If the solution is non-constant, we necessarily have

f ′
(
v(ξ)

)
= ξ. (1.1.26)

In addition, we note that, if ξ = f ′(ul) then v(ξ) = ul and the same way if ξ = f ′(ur) then
v(ξ) = ur. Since we have assumed f to be strictly concave, then f ′ is locally invertible on
[f ′(ul), f

′(ur)]. This, combined with the admissibility conditions, enables us to state that
the unique weak solution to (1.1.2), (1.1.21) is given by

u(t, x) =


ul if x < f ′(ul)t,

f ′−1(x
t
) if f ′(ul)t ≤ x ≤ f ′(ur)t,

ur if x > f ′(ur)t.

(1.1.27)

This solution is called a rarefaction wave (see Figure 1.5). It satisfies both Equation (1.1.9)
and admissibility conditions from Definition 1.1.4.
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1.1. Hyperbolic conservation laws

x

t

x = f ′(ur)t

x = 0

x = f ′(ul)t

ul ur

f ′−1(xt )
urul

Figure 1.5 – Rarefaction wave solving a Riemann problem with ul > ur.

We can then summarize by providing the definition of the Riemann solver R for scalar
conservation laws [69].

Definition 1.1.6. Consider the scalar conservation law (1.1.2) with the following Riemann
datum, for y0 ∈ R:

u0(x) =

{
ul if x < y0,

ur if x ≥ y0.

The unique weak entropy solution to (1.1.2) is given by

u(t, x) = R(ul, ur)(ξ) =



ul if ul < ur, ξ <
f(ul)− f(ur)

ul − ur
or ul ≥ ur, ξ < f ′(ul),

ur if ul < ur, ξ ≥
f(ul)− f(ur)

ul − ur
or ul ≥ ur, ξ > f ′(ur),

(f ′)−1(ξ) if ul ≥ ur, f
′(ul) ≤ ξ ≤ f ′(ur),

(1.1.28)

with ξ := x−y0

t
, for (t, x) ∈ (0,∞)× R.

Before providing an existence and uniqueness theorem, we need to recall the definition of
functions with bounded variation.

Definition 1.1.7. Let a function u ∈ L1
loc(R;Rn). We define the total variation of u by

TV (u) = sup

{ N∑
i=1

|u(xi)− u(xi−1)|
}

(1.1.29)

where the supremum is taken over all N-tuples {x1, ..., xN} ∈ RN , N ∈ N. In addition we
say that u is of bounded variation, and write u ∈ BV (R), if TV (u) <∞.
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Chapter 1. Introduction to hyperbolic conservation laws and traffic flow modeling

We can now provide the main result, and refer the reader to the pioneering work [98] and
to [20, Section 6] for the details.

Theorem 1.1.1. Let f be locally Lipschitz continuous, and let u0 ∈ L∞(R). Then the
Cauchy problem (1.1.2) admits a unique weak entropy solution u.
In addition, if u0 ∈ BV (R), then u satisfies

TV (u(t, ·)) ≤ TV (u0), ||u(t, ·)||L∞(R) ≤ ||u0||L∞(R), ∀t ≥ 0.

||u(t, ·)− u(s, ·)||L1(R) ≤ ||f ′||∞|t− s| TV (u0), ∀t, s ≥ 0.

Now that we have exposed the main concepts on the scalar conservation law, we will
investigate the case of systems of conservation laws, i.e. the case where u ∈ Rn, n > 1 is
actually a vector.

1.1.2 Systems of conservation laws

We now assume that u : R+×R→ Rn, n > 1, and consider the Cauchy problem (1.1.2),
where f : Rn → Rn is a smooth flux function, and u0 : R→ Rn.

The definition of weak entropy solutions to systems of conservation laws are given by
Definitions 1.1.2 to 1.1.4. Nonetheless, there is no equivalent formulation of Krukzkov’s
entropies (Definition 1.1.5) to systems, i.e. there is no explicit formula of admissible
entropy/entropy-flux pairs for systems of conservation laws.

Let us now formally explain the construction of solutions to systems of conservation
laws. Assume first that u is a classical solution of (1.1.2). We can then rewrite the system
in its quasilinear form, where Df(u) denotes the jacobian matrix of the flux f

ut +Df(u)ux = 0. (1.1.30)

Definition 1.1.8 (Hyperbolic system). We say that the system (1.1.30) is strictly hyper-
bolic if for every u ∈ Rn, Df(u) has n distinct real eigenvalues λ1(u) < · · · < λn(u).

For strictly hyperbolic systems and for each u ∈ Rn, we can derive a normalized base of
right eigenvectors of Rn, denoted {r1(u), .., rn(u)}. This leads us to the next definition:

Definition 1.1.9. For i ∈ {1, .., n}, we say that the i-th characteristic field is genuinely
non-linear if

∇λi(u) · ri(u) 6= 0, ∀ u ∈ Rn.

Else, we say that the i-th characteristic field is linearly degenerate if

∇λi(u) · ri(u) = 0, ∀ u ∈ Rn.

Remark 1.5. For any genuinely non-linear field, we can choose the orientation of the eigen-
vector ri such that ∇λi(u) · ri(u) > 0, ∀ u ∈ Rn.
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1.1. Hyperbolic conservation laws

Let us now detail the construction of the solutions to the Riemann problem for systems,
i.e. consider (1.1.2), (1.1.21). Since u is a vector, the two states ul and ur are no longer
necessarily connected by a single rarefaction wave or a a shock wave. We first define
rarefaction curves and shock curves.

Definition 1.1.10. Let u0 ∈ Rn be given and i = {1, .., n}. We denote by s 7→ Ri(s)(u0)
the parametrized integral curve of the eigenvector ri passing through u0 and call it i-th
rarefaction curve through u0. It satisfies the following Cauchy problem:

d

ds
Ri(s)(u0) = ri(Ri(s)(u0)), s ∈ R,

Ri(0)(u0) = u0.

Assume now that there exists i ∈ {1, .., n} and some parameter s̄ > 0 such that ul and ur are
connected through the i-rarefaction curve, i.e. ur = Ri(s̄)(ul). By genuine non-linearity,
the function s 7→ λi(Ri(s)(ul)) is strictly increasing and maps [0, s̄] onto [λi(ul), λi(ur)].
Then the following function u(t, x) is a weak entropy solution of (1.1.2), (1.1.21) for (t, x) ∈
[0,∞)× R [20]:

u(t, x) =


ul if x/t < λi(ul),

Ri(s)(ul) if x/t ∈ [λi(ul), λi(ur)], x/t = λi(Ri(s)(ul)),

ur if x/t > λi(ur).

(1.1.31)

We now detail the construction of shocks. We aim at generalizing the Rankine-Hugoniot
conditions introduced in Section 1.1.1. Given a left state ul, we need to determine the set
of right states ur such that ul and ur can be connected through a shock wave moving with
speed λ, i.e. such that f(ur)− f(ul) = λ(ur − ul). We can thus define shock curves with
the following theorem:

Definition 1.1.11. Given an initial state ul ∈ Rn, for any i = {1, .., n}, we define the i-th
shock curve Si passing through ul by

Si(ul) =
{
ur ∈ Rn|f(ur)− f(ul) = λ(ur − ul),∃ λ = λ(ul, ur) ∈ R

}
. (1.1.32)

The velocity λ satisfies

lim
ur→ul

λ(ul, ur) = λi(ul). (1.1.33)

In addition, if the i-th characteristic field is genuinely non-linear, and if ur ∈ Si(ul), we
say that the shock connecting ul to ur with speed λ(ul, ur) is Lax-admissible if it verifies

λi(ul) > λ(ul, ur) > λi(ur). (1.1.34)

Remark 1.6. The velocity λ of the wave is then decreasing between λi(ul) and λi(ur). The
shock curve Si can be rewritten as a parametric curve Si(s)(ul), s ∈ R, for s sufficiently
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small. If the i-th characteristic field is genuinely non-linear, the inequality∇λi(u0)·ri(u0) >
0 uniquely determines the orientation of the eigenvector ri(u0) and then the parametrization
choice of Si. On the other hand, if the field is linearly degenerate, the orientation can be
chosen arbitrarily following Theorem 1.1.2. We refer the reader to [20, Section 6] for the
details.
If the i-th charateristic field is linearly degenerate, it satisfies the following theorem:

Theorem 1.1.2. Assume that the i-th characteristic field is linearly degenerate. Then for
each ul ∈ Rn, the shock curve Si(ul) and the rarefaction curve Ri(ul) coincide. In addition,
the velocity of the wave, called contact discontinuity, is equal to λi(ul).

The states ul and ur can in general be connected by a set of n rarefactions or shock
curves if they are sufficiently close. Define the parametric function

ψi(s)(ul) =

{
Ri(s)(ul) if s ≥ 0,

Si(s)(ul) if s < 0.
(1.1.35)

We can then identify a set of n parameters si such that ur = ψn(sn) ◦ ... ◦ψ1(s1)(ul). This
set of parameters enable to derive a set of intermediate states w0, .., wn iteratively defined
such that

w0 = ul, wi =

{
Ri(si)(wi−1) if si ≥ 0,

Si(si)(wi−1) if si < 0.
, wn = ur. (1.1.36)

Therefore, we can provide the following formulation for the solution of the Riemann prob-
lem (1.1.2), (1.1.21) for (t, x) ∈ [0,∞)× R:

u(t, x) =


ul if x/t < λ1(ul),

wi if λi(wi) < x/t < λi+1(wi), i = {1, .., n− 1},
Ri(s)(wi−1) if λi(wi−1) ≤ x/t ≤ λi(wi) and x/t = λi(Ri(s)(wi−1)), i = {1, .., n},
ur if x/t > λn(ur).

(1.1.37)

From all this elements, we can provide the following theorem (see [20] for details):

Theorem 1.1.3. Let ul ∈ Rn. Then there exists a compact neigborhood K of Rn centered
around ul, such that for any ur ∈ K, the Riemann problem (1.1.2), (1.1.21) admits a weak
solution u(t, x) of the form (1.1.37).

The Riemann problem is then again used as a building block to construct global weak
entropy solutions of system (1.1.2). The proof of uniqueness of these weak entropy solutions
to hyperbolic systems relies on the construction of Lipschitz continuous semigroups. We
refer the reader to the pioneering work [19] and to [21, 23, 24, 26].

In Chapter 2, we will use the notion of Temple class systems [138], which is a notion
particularly fitted for explicit computation of both solutions and entropies. We refer the
reader to [137] for the mathematical details.
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1.1. Hyperbolic conservation laws

Definition 1.1.12. We say a differentiable function wi : Rn 7→ R is an i-th Riemann
invariant for the system (1.1.2) if it satisfies

∇wi(u) · ri(u) = 0, i = {1, .., n}, u ∈ Rn. (1.1.38)

This is equivalent to state that wi is constant along the rarefaction curve Ri.

Remark 1.7. If n ≥ 3, Riemann invariants do not exist in general.

Definition 1.1.13. We say that a n × n system of conservation laws (1.1.2) is a Temple
class system if it is strictly hyperbolic and if for each i = {1, .., n}, there exists n i-th
Riemann invariant wi, and the i-th shock curve and the i-rarefaction curve coincide.

Remark 1.8. This definition follows the work of [138], and is actually weaker than the
notion presented in [137], in which the author imposes that the level sets {u ∈ Rn, wi(u) =
constant} are hyperplanes.

For Temple class systems, we can define positively invariant domains D, which are
compact subsets of Rn of the shape [a1, b1] × . . . × [an, bn] in Riemann coordinates such
that, if u0 : R 7→ D with bounded variation then the solution to (1.1.2) is included in D.
We can then precise the following theorem, which will be used in Chapter 2.

Theorem 1.1.4 ([117]). Assume that (1.1.2) is a Temple class system, and D is a positively
invariant domain compact in Rn. For any initial datum u0 : R 7→ D with bounded variation,
there exists a constant CD such that the Cauchy problem (1.1.2) admits a weak entropy
solution u : R 7→ D which satisfies

TV (u(t, ·)) ≤ CD TV (u0), ||u(t, ·)− u(s, ·)||L1(R) ≤ CD |t− s| TV (u0), ∀s, t > 0.

1.1.3 Wave-Front Tracking approximations

We have detailed in the previous section how to solve a Riemann problem for conser-
vation laws. In this section, we detail the Wave-Front Tracking method, which consists in
an algorithm to construct piecewise constant approximate solutions to a Cauchy problem
with more general initial datum. It relies on the fact that for any Riemann problem we
can explicitly build a solution, and that the obtained solution propagates with finite speed.
As we will see later, this method can be used to prove existence of solutions (Chapter 2),
and to generate numerical simulations (Chapter 3). In this last sense, Wave-Front Track-
ing represents an alternative to the classical Finite Volume methods popular in numerical
approximations of conservation laws [79, 116].

Let us precise the mathematical approach, and detail each step of the method, for
Cauchy problem (1.1.2). Let ε > 0 and a given time horizon T > 0.

Step 1. Approximate the initial datum u0 ∈ BV (R) by a piecewise constant function uε0
which satisfies TV (uε0) ≤ TV (u0) and ||uε0−u0||L∞ ≤ ε. Existence of such a function
is guaranteed by [20, Lemma 2.2].

13



Chapter 1. Introduction to hyperbolic conservation laws and traffic flow modeling

Step 2. At time t = 0, solve the Riemann problem at each discontinuity of uε0. To do so,
we consider an approximate Riemann solver in order to generate piecewise constant
approximate solutions. This solver does not modify shock waves and contact discon-
tinuities, which are by nature piecewise constant. If the Riemann problem includes a
centred rarefaction wave (1.1.31), which is a continuous function, we need to provide
a method to approximate up to ε the rarefaction fan by piecewise constant functions.
Following [20, Section 7], any i-centred rarefaction wave is approximated by a fan
of waves (t, xα(t)) of size ε. One can define n + 1 intermediate states w0, .., wn such
that w0 = ul, wn = ur and two consecutives fronts wj−1, wj are separated by a jump
with speed λj, and such that |λj−λi(wj−1, wj)| ≤ ε. The fronts violate the Rankine-
Hugoniot and the entropy conditions with a global error of order O(ε), which will
enable us to retrieve the weak entropy inequalities when sending ε to zero. We then
define the approximate function

uε(t, x) =



ul if x/t < λi(ul),

w1 if x/t ∈ [λi(ul), λ1],

w2 if x/t ∈ [λ1, λ2],

. . . ,

wn−1 if x/t ∈ [λn−1, λi(ur)],

ur if x/t > λi(ur).

Step 3. The approximate solution can be prolonged until the first time t1 > 0 at which two
fronts interact. We can assume without loss of generality that only two waves interact
at a given time, by possibly altering slightly their speed. At time t1, treat uε(t1, x)
as a new piecewise initial datum, and restart the process at Step 1, up to T > 0.

For every ε > 0, we then build a sequence of approximations uε(t, x), (t, x) ∈ [0, T ]×R.
For general n×n systems, the main difficulty lies in the fact that the number of waves may
become infinite in finite time, thus preventing from reaching any horizon T > 0. In [20,
Section 7], the author proposes two modified algorithms, one using an accurate Riemann
solver, and the second using a simplified Riemann solver introducing non-physical fronts,
to ensure that the number of waves remains finite. We then use these approximations to
prove existence of a limit u when ε→ 0+, usually using Helly’s Theorem [20, Theorem 2.4],
and then prove that this limit satisfies the integral conditions of a weak entropy solution.

Theorem 1.1.5 (Helly’s Theorem). Consider a sequence of functions {uN}N∈N : [0,∞)×
R 7→ Rn with the following properties:

TV (uN(t, ·)) ≤ C, |uN(t, x)| ≤M, ∀(t, x) ∈ [0,∞)× R,∫ ∞
−∞
|uN(t, x)− uN(s, x)|dx ≤ L|t− s|, ∀t, s ≥ 0,

for some constants C,M,L. Then there exists a subsequence uµ which converges to some
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1.2. Macroscopic traffic flow models

function u ∈ L1
loc([0,∞)× R;Rn), which satisfies:∫ ∞

−∞
|u(t, x)− u(s, x)|dx ≤ L|t− s|, ∀t, s ≥ 0.

We illustrate the Wave-Front Tracking algorithm in Figure 1.6 for the scalar conserva-
tion law.

x

t

t1

Figure 1.6 – Illustration of the Wave-Front Tracking algorithm. Shock waves are repre-
sented in full line, while approximate rarefaction fans are represented in dashed lines.

1.2 Macroscopic traffic flow models

In this section, we detail the application of hyperbolic partial differential equations to
traffic flow modeling.

1.2.1 The Lighthill-Whitham-Richards Model

The idea of modeling traffic as a fluid was described in 1955 with Lighthill and Whitham
[120] and separately in 1956 with Richards [134]. In these articles, the authors introduce
the notion of conservation of vehicles on a given road, and use a scalar conservation law to
describe the dynamics in both space and time. The main variable they propose to describe
traffic is the density of vehicles, denoted by ρ, which represents the number of vehicles per
unit length of road. In addition, they introduce the mean velocity of vehicles, denoted by
v. Finally, they define the flow of vehicles f , i.e. the number of vehicles crossing a given
position during a given time period, such that f = ρv.
Consider now a unidirectional stretch of road, spatially described by the space variable
x ∈ R. In addition, the time is indexed by t ≥ 0. The model is based on the physical
assumption that the number of vehicles, i.e. the integral of the density, must be conserved
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through time on any segment [a, b] of the road (see Figure 1.1). This mathematically
corresponds to∫ b

a

∂tρ(t, x)dx =
d

dt

∫ b

a

ρ(t, x)dx = f(ρ(t, a))− f(ρ(t, b)) = −
∫ b

a

∂x
[
f(t, x)

]
dx.

We thus retrieve the scalar conservation law

∂tρ+ ∂x
[
ρv
]

= 0. (1.2.1)

The density is such that ρ ∈ [0, ρmax], where ρmax > 0 is the maximum density and
describes a bumper-to-bumper situation. In order to close the model, they assume that
the velocity of vehicles only depends on the density, v = Ve(ρ), and it is a non-increasing
function, from a given maximum speed Ve(0) = vmax > 0 to Ve(ρmax) = 0. The Lighthill-
Whitham-Richards model is then the following:{

∂tρ+ ∂x
[
f(ρ)

]
= 0, x ∈ R, t > 0,

ρ(0, x) = ρ0(x), x ∈ R,
(1.2.2)

where we assume that f : [0, ρmax] 7→ [0, fmax] is a smooth function which verifies f(0) =
f(ρmax) = 0, f(ρ) = ρVe(ρ) and ρ0(·) ∈ [0, ρmax] is an appropriate initial datum. In order
to calibrate the model( i.e. the flux function f), experimental campains were realized on
public roads, by observing the fluxes of vehicles as a function of the density (see [96]). An
example is illustrated in Figure 1.7.

Figure 1.7 – Experimental fundamental diagram on highway A50 in France, 2015.
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1.2. Macroscopic traffic flow models

Following these observations, many models were proposed for the function f(ρ), which
is also frequently referred to as fundamental diagram. The easiest assumption is to suppose
that the velocity Ve(ρ) is linear (see Figure 1.8):

Ve(ρ) = vmax(1− ρ

ρmax

), (1.2.3)

f(ρ) = ρvmax(1− ρ

ρmax

). (1.2.4)

This model is referred to as the Greenshields fundamental diagram [83]. Other modeling
assumptions were proposed in the literature, we refer the reader to [72, 121] for additional
examples and comparisons. In the following, we will assume that the flux function f is a
strictly concave smooth function. Thus it admits a unique maximum point attained for
ρcrit ∈ [0, ρmax], such that f(ρcrit) = fmax. For ρ ≤ ρcrit the traffic is said to be in free flow
and for ρ > ρcrit the traffic is congested.

0
ρ

Ve(ρ)

0
ρ

f(ρ)

vmax

ρmax

fmax

ρcrit ρmax

Figure 1.8 – The linear velocity and the associated fundamental diagram.

The solutions of the Riemann problem and the Cauchy problem (1.2.2) can then be
solved according to the description detailed in Section 1.1.1.

1.2.2 Second order traffic flow models

In the LWR model, the assumption that the velocity v only depends on the density of
vehicles seems rather restrictive, and does not enable to include other parameters to model
more accurately physical observations, especially in the congested phase, see Figure 1.7.
The function Ve(ρ) describes an equilibrium state, which is not always observed in reality.
In order to capture particular characteristics of traffic flow, like stop-and-go waves, second-
order models were developed afterwards. The first one was the Payne-Whitham model
(PW) [126, 143]. It consists of a 2 × 2 system, coupling the mass conservation law to a
second partial differential equation modeling the evolution of convective acceleration of
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traffic. In the following, the velocity of traffic v is an independent variable, contrary to the
LWR model. The PW model reads as{

∂tρ+ ∂x(ρv
)

= 0,

∂tv + v∂xv + 1
ρ
∂x(Ae(ρ)) = Ve(ρ)−v

δ
,

x ∈ R, t > 0, (1.2.5)

where 1
ρ
∂xAe(ρ) represents an ancitipation term, and models the reaction of drivers for

a given density situation. Several models were proposed in the literature, for instance
Ae(ρ) = Dρ,D > 0, by Whitham [143]. Ve(ρ) represents the equilibrium speed of traffic.
The right hand side of the second equation Ve(ρ)−v

δ
represents a relaxation term of the

velocity towards the equilibrium speed, in which δ > 0 models the reaction time of drivers.
Unfortunately, as mentioned in [56], model (1.2.5) presents some drawbacks, like the

unrealistic fact that information may propagate faster than the actual velocity of cars,
and also that in specific cases vehicles may travel backwards. These drawbacks are the
consequence of the differences of physical behavior between a classical fluid and traffic
flow. For instance, traffic is anisotropic, meaning that vehicles adapt mostly to the others
in front of them, while a fluid is isotropic. In addition, contrary to fluid particles, drivers
may have an instrinsic behavior, like a tendency to aggressive driving, independ from the
traffic density.

Taking these limitations into account, Aw, Rascle [9] and Zhang [146], proposed a new
second-order model, which is referred to as the Aw-Rascle-Zhang (ARZ) model:{

∂tρ+ ∂x(ρv) = 0,

∂t(v + p(ρ)) + v∂x(v + p(ρ)) = 0,
x ∈ R, t > 0, (1.2.6)

where p(ρ) is a pseudo-pressure function accounting for drivers’ anticipation of downstream
density changes. A possible choice of pressure is p(ρ) = ργ, γ > 0. The system can be
written under conservative form:{

∂tρ+ ∂x(ρv) = 0,

∂t(ρ(v + p(ρ))) + ∂x(ρv(v + p(ρ))) = 0,
x ∈ R, t > 0. (1.2.7)

Finally, in [81, 132], the authors introduce the notion of relaxation which appeared in
the Payne-Whitham model to force the velocity of the flow to relax towards the equilibrium
speed: {

∂tρ+ ∂x(ρv) = 0,

∂t(ρ(v + p(ρ))) + ∂x(ρv(v + p(ρ))) = ρVe(ρ)−v
δ

,
x ∈ R, t > 0, (1.2.8)

where Ve(ρ) ≥ 0 is a non-increasing function which still represents the equilibrium speed,
and δ > 0 is a relaxation parameter. The ARZ model with relaxation is today the most
classical second order model, and we will prove its well-posedness in Chapter 2. In [8], the
authors describe the connection between the ARZ model and microscopic follow-the-leader
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model, and show that the homogeneous ARZ model (1.2.6) can be interpreted as the limit
of a discrete microscopic model. In [64], the authors discuss the calibration of the model
with experimental data, and more particularly the choice of the equilibrium speed Ve(ρ) in
the ARZ model with relaxation (1.2.8). In the engineering literature, second order models
are usually referred to as Generic Second Order Models (GSOM), a notion which embeds
the models cited above [109, 111].

We can cite many more macroscopic traffic flow models, which we summarize in the
listing below (for a complete review, see [67]):

• Following [96], who observed that a fundamental diagram is not necessarily well
defined experimentally, phase transition models were introduced in [45]. They dis-
tinguish a free flow phase, in which they only consider the LWR model, from a
congested phase, in which they impose a second order model, thus allowing for non-
continuous fundamental diagrams. Well-posedness of the model was proved in [47].
Phase transitions in the Aw-Rascle-Zhang model are introduced in [76].

• In order to differentiate categories of vehicles, driving habits or destination con-
straints for instance, multipopulation models were introduced separately by [144]
and [14]. They consists in an extension of the LWR model, since each population in-
dexed by i is assumed to satisfy the LWR model with density ρi and velocity vi. The
interaction between categories of vehicles is then embedded in the speed function.

• An extension to the LWR model for multilane roads was proposed in [82]. In this
model, the authors introduce two different equilibrium velocity curves. When the
traffic density is low, overtaking and switching lane is easy, and thus the correspond-
ing equilibrium velocity is high. When the traffic is dense, overtaking and changing
lane may not be possible, and then the equilibrium velocity is lower. We also refer
the reader to [46, 92].

• [86] introduced a third order model, in which a third equation is added to describe
evolution of a variance θ of velocity, describing the probability of apparition of traffic
jams.

1.2.3 Traffic flow models in urban applications

In the following section, we focus on the application of macroscopic traffic flow models
to urban situations.

1.2.3.a Connecting traffic flow models at intersections

All the models detailed in the previous section were initially designed for highway
applications, which represent the simplest case study, since it can be modeled by long
stretches of road with few entries or exits. Nonetheless, these models do not necessarily
adapt realistically to urban applications, in which the road environment is significantly
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different. On a urban road network, one can find multiple intersections, stop signs, traffic
lights, pedestrian crossings, and traffic with various origins and destinations, which are
absent from highways.

In [67, Section 2.14], the authors identify three required features of traffic flow models
for urban applications and confront the macroscopic traffic flow models to these criteria:

• vehicles must travel with postive speed,

• vehicles can only have a zero velocity when they encounter maximum density ρmax,

• right before a red light, the density must be equal to the maximum density.

Solving conservation laws on networks is not trivial, because of the difficulty of modeling
the dynamics at the junctions, and more precisely the fact that the boundary conditions on
incoming and outgoing links at a given junction are coupled and may depend on the solu-
tions on adjactent links. In order to allocate flow at junctions one has to define additional
constraints. The LWR model was first applied to unidirectional networks in [91]. The
authors note that drivers will generally try to avoid congestion by possibly changing paths.
That is why they propose an "entropy condition" which maximizes the flux of vehicles at
the level of the junction. Their work was extended to general networks in [44]. We also
refer the reader to [32, 57, 67, 68, 69, 70, 87, 89]. A road network can be represented by a
directed graph G = {L,J } (Figure 1.9a), where L is a set of oriented links representing the
roads and J is a set of nodes representing the intersections. Each link l ∈ L can be spa-
tially represented by an open set Il. We can then define the density of vehicles ρl = ρl(t, x)
for (t, x) ∈ R+ × Il and use the LWR model to describe the dynamics of vehicles on each
road. In addition, one needs to define coupling conditions to allocate traffic at junctions.
Since we consider here the LWR model, with strictly concave flux function f and densities
contained in the compact set [0, ρmax], the information propagates at finite speed, and any
road network can be mathematically reduced to one junction (Figure 1.9b), with a set I
of incoming links and a set O of outgoing links. Each incoming link i ∈ O is modeled by
the half line ]−∞, 0[, and each outgoing link j ∈ O is modeled by the half line ]0,∞[.

(a) A road network modeled as a di-
rected graph.

j

ρ1

ρ2

ρn

ρn+1

ρn+m

(b) Illustration of junction j ∈ J , with
a set I of n incoming links and a set O
of m outgoing links.
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In order to construct solutions at a given junction, the authors define Riemann problems
and Riemann solvers.

Definition 1.2.1. At a given intersection with n incoming links and m outgoing links, a
Riemann problem is a Cauchy problem with initial data constant on every adjacent link.
A Riemann solver is a map that associates to the initial datum on each
link (ρ1,0, .., ρn,0, ρn+1,0, ..ρn+m,0) the corresponding traces values at the junction
(ρ̄1, .., ρ̄n, ρ̄n+1, ..ρ̄n+m). The solution on a given incoming link i is given by waves solu-
tions to the Riemann problem (ρi,0, ρ̄i) traveling with negative speed, and the solution on a
given outgoing link j is given by waves solutions to the Riemann problem (ρj,0, ρ̄j) traveling
with positive speed.

We note that solutions to general initial boundary value problems may not necessary
attain boundary conditions [13, 69]. That is why Definition 1.2.1 enforces a condition on
the sign of waves, in order to define Riemann solvers in terms of fluxes and then ensure
that the boundary conditions are compatible with the solutions to the Cauchy problem.
To conserve the number of vehicles at the junction, we assume that the sum of flows is
conserved at the junction, i.e.∑

i∈I

f(ρi(t, 0−)) =
∑
j∈O

f(ρi(t, 0+)), ∀t > 0.

Depending on the choice of the Riemann solver, additional rules may be required to prop-
erly define the model. We state the two most usual:
(i) For any intersection with I incoming links and O outcoming links, there exists a

distribution matrix θ ∈ [0, 1]n×m such that
{
θi,j
}
i∈I,j∈O represents the ratio of vehi-

cles traveling from road i to j and
∑
j∈O

θi,j = 1,∀ i ∈ I. In addition, the sum of the

incoming fluxes at the junction is maximized.

(ii) In order to allocate incoming flows on the outgoing roads, for each incoming link
i ∈ I, we define a time-dependent priority coefficient ci(t) ∈ [0, 1], t ≥ 0, which
denotes the order of priority given to the entry i in the junction at time t. We will
precise the use of such coefficients in Chapter 4.

Once these Riemann solvers and modeling assumptions are established, wave-front
tracking or finite volume methods enable us to build approximate solutions to more general
Cauchy problems. The construction of Riemann solvers to solve 1 × 1, 2 × 1, 1 × 2 and
2 × 2 junctions are fully detailed in [67]. Unfortunately the general formulation of the
Riemann solver for a general n × m junction is not explicit. In addition, these methods
may involve a loss of information at junctions, because they maximize the sum of incoming
and outgoing fluxes, without keeping track of every commodity. Finally, the solution does
not necessarily depend in a Lipschitz continuous way on the initial datum, as pointed out
in [69, Section 5] and [31]. Continuity with respect to the initial datum is required to
rigorously solve global optimization problems, for instance to address the Dynamic Traffic
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Assignment (DTA) problem, which consists in optimizing trajectories of vehicles on net-
works in order to reduce travel times and congestion.

1.2.3.b Traffic flow models on networks with buffers

To overcome these limitations, traffic flow models with buffers at junctions have been
introduced. The dynamics of each buffer, formally representing a queue of cars stored at
the level of the junction, is then described by an ordinary differential equation coupling the
incoming and outcoming fluxes. This method was first proposed for supply-chain networks
in [80, 84, 88] and then adapted to traffic flow on networks in [66, 71, 89].

Let us now explain the single buffer model with limited capacity, as described in [66] and
consider a prototype network of a single junction with I incoming roads and O outgoing
roads. On each link indexed by l ∈ {1, . . . , n+m}, the density ρl(t, x) ∈ [0, ρlmax], (t, x) ∈
[0,∞[×Il satisfies the LWR model{

∂tρl(t, x) + ∂x
[
fl(ρl(t, x))

]
= 0, (t, x) ∈ R+ × Il,

ρl(0, x) = ρl,0(x), x ∈ Il.
(1.2.9)

The flux fl is a strictly concave smooth function satisfying fl(0) = fl(ρlmax) = 0. The
junction is associated to a buffer, characterized by a time-dependent state variable q(t) ∈
[0,M ], t ≥ 0, whereM > 0 represents the capacity of the buffer, i.e. formally the maximum
number of vehicles that can be stored at the level of the junction. We note here that the
finite capacity of the buffer is essential from a traffic point of view. It will enable the
model to transmit information backwards, and propagate congestion from outgoing links
to incoming links, and then to surrounding junctions. The buffer state represents the
number of vehicles stored in the buffer at a given instant. That is why it must be an
increasing function of the incoming flux and a decreasing function of the outgoing flux.
Given an initial buffer state q0 ∈ [0,M ], the buffer dynamics is modeled with the following
Cauchy problem:q

′(t) =
∑
i∈I

fi(ρi(t, 0−))−
∑
j∈O

fj(ρj(t, 0+)), t > 0,

q(0) = q0.
(1.2.10)

The number of vehicles stored in the buffer evolves with the difference between the number
of vehicles entering the intersection and the number of vehicles leaving it. The authors prove
that the Cauchy problem (1.2.9),(1.2.10) is well-posed. In [27, 28, 29], the authors extend
this model to a multi-buffer scenario. They define one buffer state qj(t) ∈ [0,Mj], t ≥ 0
per outgoing link j ∈ O, which satisfy the following ODE:

q′j(t) =
∑
i∈I

θi,j f̄i − f̄j, t > 0, j ∈ O,
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where f̄i, f̄j denote respectively the incoming flux from i and the outgoing flux to j at the
level of the intersection. Two options to construct f̄i, f̄j are proposed and called respec-
tively the single buffer junction and the multiple buffer junction. The multi-buffer model
enables to distinguish the behavior of vehicles depending on their routing choice of exit j.
Additional scenarios and description of the model will be detailed in Section 4.2.

1.2.3.c Macroscopic traffic flow models accounting for bounded acceleration

The solutions to macroscopic traffic flow models can display discontinuous densities in
space and time. These discontinuities correspond to instantaneous increase or decrease of
the velocity of traffic, thus corresponding to unbouded acceleration or deceleration rates.
Modeling acceleration of traffic accurately is a key element of traffic flow models in urban
applications, since it is the most influential factor on energy consumption and polluting
emissions at low average speeds [140]. In addition, in urban road networks, one can find
infrastructure constraints like stop signs, traffic lights, pedestrian crossing and interesec-
tions, which force vehicles to accelerate and decelerate regularly, thus amplifying the need
to accurately describe these transitory phases. In this context, the first macroscopic traffic
flow models accounting for bounded acceleration were introduced in [74, 106, 112, 113].
The numerics are discussed in [114]. The principle of these models is to insert additional
constraints on the convective acceleration when discretizing and solving the LWR model
using Godunov’s scheme.

In [108], Lebacque summarizes the previous approaches and proposes a two-phase
bounded acceleration model. He aims at conserving the modeling features of the LWR
model, while imposing an upper bound A > 0 on the acceleration of traffic, mathemati-
cally described by the convective acceleration ∂tv + v∂xv. He proposes the following set of
equations:

∂tρ+ ∂x
[
f(ρ, v)

]
= 0,

f(ρ, v) = ρv,{
v = Ve(ρ) and ∂tv + v∂xv ≤ A, (equilibrium phase)
v ≤ Ve(ρ) and ∂tv + v∂xv = A. (bounded acceleration phase)

(1.2.11)

System (1.2.11) leads to the distinction between two phases: the equilibrium phase, in
which the LWR model is satisfied, and the bounded acceleration (BA) phase, in which ve-
hicles accelerate at constant rate. In this second phase, the author returns to a microscopic
formulation, in which the trajectory of vehicles are described by parabolas, corresponding
to an acceleration at constant rate A from an initial velocity to a target velocity. Nonethe-
less, the characteristics of the transition between both phases cannot be determined a
priori, and the authors provides calculation rules which cannot be extended to general
cases. That is why we will propose a new approach to model bounded acceleration of
traffic in Chapter 3.
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1.3 Contributions and outline of the thesis

The work presented in this thesis is motivated by the current situation of traffic in
urban areas. Vehicles generate significant negative externalities, such as congestion and
pollution, which impact dangerously the health of citizens and contribute to global warm-
ing. The objective is then to overcome some of the current limitations of macroscopic
traffic flow models detailed in Section 1.2, and more particularly when applied in urban
situations. Developing a framework capable of evaluating and controlling vehicle emissions
on road networks raises several scientific challenges. First, how can we derive traffic flow
models which are realistic, robust and scalable on large networks? Macroscopic traffic flow
models, using averaged traffic variables, are convenient when simulating large number of
vehicles. Second order models seem realistic, but their mathematical properties are not
exhaustively detailed in the existing literature (Section 1.2.2). In addition, can we propose
macroscopic traffic flow models which account for bounded acceleration of traffic? Traffic
acceleration is indeed the most influential factor on vehicle emissions. We have exposed
in Section 1.2.3.c the current state of the art, and noticed that these models cannot be
extended to general frameworks. The solutions to general Cauchy problems are not nec-
essarily well-defined and general fundamental diagrams cannot be used. Finally, how to
connect traffic flow models at each junction of a given network? In Section 1.2.3.a, we have
noted that the solutions to traffic flow models connected with Riemann solvers at junctions
may not depend continuously on the initial datum of the problem. This limitation prevents
implementation of a control framework, and to approach the Dynamic Traffic Assignment
problem.

Based on these observations, we first focus on the ARZ model, which is the classical
second order model in the literature. We prove well-posedness of the model using wave-front
tracking approximations. In addition, we show that the solutions of the Aw–Rascle–Zhang
system with relaxation converge to a weak solution of the LWR model when the relaxation
parameter goes to zero. Finally, we propose a discussion on the entropy aspect of this weak
solution of the LWR model. These results are detailed in Chapter 2.

We then focus on macroscopic models accounting for bounded acceleration. We pro-
pose a new mathematical model accounting for the boundedness of traffic acceleration at a
macroscopic scale. Our model is built on the coupling between the scalar conservation law
accounting for the conservation of vehicles and a number of ordinary differential equations
describing the trajectories of accelerating vehicles, which we treat as moving constraints.
Using wave-front tracking, we show existence of solutions to the Cauchy problem, and pro-
vide numerical simulations of the model in urban situations, including roads with sequences
of traffic lights. This model is presented in Chapter 3.

Finally, we introduce a new macroscopic traffic flow model with buffers on networks.
This model features buffers of finite size, enabling propagation of congestion on the network,
and time-dependent routing functions at the junctions. We prove existence, uniqueness and
stability of the solutions with respect to the routing ratios and initial datum. Thanks to
the stability, the model provides a controllable framework, using routing ratios as control
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parameters. This represents an advance towards solving the DTA problem. Finally, we
detail how this framework applies to a classical road network with several intersections and
finite-length links. This approach is precised in Chapter 4.

In Conclusion of the thesis, we sum up our contributions and propose a discussion about
future research opportunities.
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Chapter 2

The zero relaxation limit for the
Aw-Rascle-Zhang traffic flow model

Abstract

In this chapter we study the behavior of the Aw-Rascle-Zhang model when the relaxation
parameter converges to zero. In a Lagrangian setting, we use the Wave-Front Tracking
method with splitting technique to construct a sequence of approximate solutions. We
prove that this sequence converges to a weak entropy solution of the relaxed system associ-
ated to a given initial datum with bounded variation. Besides, we also provide an estimate
on the decay of positive waves. We finally prove that the solutions of the Aw-Rascle-Zhang
system with relaxation converge to a weak solution of the corresponding scalar conservation
law when the relaxation parameter goes to zero.

The content of this chapter was published under the following references:
P. Goatin and N. Laurent-Brouty. The zero relaxation limit for the Aw-Rascle-Zhang traffic
flow model. Z. Angew. Math. Phys., 70(1):Art. 31, 24, 2019
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Chapter 2. The zero relaxation limit for the Aw-Rascle-Zhang traffic flow model

2.1 Introduction

In this chapter, we consider the Aw-Rascle-Zhang model with relaxation (see Sec-
tion 1.2.2). This model relies on the homogeneous Aw-Rascle-Zhang model [9, 146]{

∂tρ+ ∂x(ρv) = 0,

∂t(v + p(ρ)) + v∂x(v + p(ρ)) = 0,
x ∈ R, t > 0, (2.1.1)

where p(ρ) is a pseudo-pressure function accounting for drivers’ anticipation of downstream
density changes. To ensure that system (2.1.1) is strictly hyperbolic, with a genuinely non-
linear and a linearly degenerate characteristic fields, we impose the following constraints:

ρ > 0, p(ρ) > 0, p′(ρ) > 0, 2p′(ρ) + ρp′′(ρ) > 0. (2.1.2)

A relaxation term is then added [81, 132], to force the velocity of the flow to relax towards
the equilibrium speed: {

∂tρ+ ∂x(ρv) = 0,

∂t(v + p(ρ)) + v∂x(v + p(ρ)) = Ve(ρ)−v
δ

,
(2.1.3)

where Ve(ρ) ≥ 0 is a non-increasing function which represents the equilibrium speed, and
δ > 0 is a relaxation parameter. To ensure a well-defined problem, the system must satisfy
the so-called subcharacteristic condition [38, 39]:

− p′(ρ) ≤ V ′e (ρ) ≤ 0 for ρ > 0. (2.1.4)

Note that if p′(ρ) = −V ′e (ρ), the system can be decoupled and reduced to the scalar case
[118]. The case V ′e (ρ) = 0 does not make sense for traffic modeling, since it would imply
that the equilibrium velocity is independent of the density. For these reasons, we will
consider strict inequalities in the rest of the chapter:

− p′(ρ) < V ′e (ρ) < 0 for ρ > 0. (2.1.5)

Multiplying the first equation of (2.1.3) by p′(ρ) and subtracting its terms to the second
equation, we obtain {

∂tρ+ ∂x(ρv) = 0,

∂tv + (v − ρp′(ρ))∂xv = Ve(ρ)−v
δ

.
(2.1.6)

Under hypotheses (2.1.2), the associated homogeneous system is strictly hyperbolic (away
from vacuum) with eigenvalues λ1 = v − ρp′(ρ) and λ2 = v.
The conservative form of (2.1.3), (2.1.6) is given by (see [9]):{

∂tρ+ ∂x(ρv) = 0,

∂t(ρ(v + p(ρ))) + ∂x(ρv(v + p(ρ))) = ρVe(ρ)−v
δ

.
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2.1. Introduction

Defining w := v + p(ρ), we obtain:{
∂tρ+ ∂x(ρv) = 0,

∂t(ρw) + ∂x(ρvw) = ρVe(ρ)−v
δ

,
(2.1.7)

which can be rewritten into Lagrangian coordinates (t,X) [50] as follows. We denote by τ
the specific volume, such that τ = 1

ρ
. Using the notations

p̃(τ) = p

(
1

τ

)
, Ṽ (τ) = Ve

(
1

τ

)
, p̃′(τ) = − 1

τ 2
p′
(

1

τ

)
< 0,

we obtain the following equivalent hyperbolic system{
∂tτ − ∂Xv = 0,

∂tw = Ṽ (τ)−v
δ

,
(2.1.8)

where

∂xX = ρ, ∂tX = −ρv,

with initial data {
τ(0, ·) = τ0,

w(0, ·) = w0.
(2.1.9)

Remark 2.1. The question of the equivalence of solutions to (2.1.1) and the homogeneous
part of (2.1.8) is discussed in [142]. Using the chain rule, one can show that the two sys-
tems are equivalent for classical solutions, and that there is a one-to-one correspondance.
Nonetheless, these equations may develop discontinuities, so weak solutions must be con-
sidered and the chain rule does not hold to conclude on the one-to-one correspondance.
As explained by Wagner, the Rankine-Hugoniot conditions of both systems are equivalent,
but this does not guarantee that the Cauchy problems are equivalent. In [142, Theorem
1], the author proves that there exists a one-to-one correspondance between weak entropy
solutions of the eulerian and the lagrangian formulation of the system, as long as the den-
sity ρ and the specific volume τ lies in a striclty positive compact set. Since we assume
that the density is strictly positive in (2.1.2), and in addition the usual setting of traffic
assumes existence of a maximum density ρmax > 0, the results will apply to our framework
and we will have one-to-one correspondance between solutions to both systems.

In Lagrangian notations, the subcharacteristic condition (2.1.5) becomes

p̃′(τ) < −Ṽ ′(τ) < 0. (2.1.10)

The homogeneous system in (2.1.8) admits as eigenvalues λ1 = p̃′(τ) = −ρ2p′(ρ) < 0 and
λ2 = 0, and the associated Riemann invariants are w and v. The first characteristic field
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Chapter 2. The zero relaxation limit for the Aw-Rascle-Zhang traffic flow model

is genuinely non-linear, while the second is linearly degenerate. The system is a Temple
class system, since shock and rarefaction curves coincide [138].

In this chapter, we provide a rigorous proof of existence of solutions for the relaxed
ARZ system (2.1.8), as well as the convergence of these solutions to the equilibrium LWR
equation

∂tτ − ∂X Ṽ (τ) = 0,

as δ → 0. The proofs are based on the construction of approximate solutions by means of
the wave-front tracking technique. This choice is motivated by the lack of Total Variation
(TV ) bounds on classical finite volume (Godunov) approximations, which were used in
[8, 10, 81]. Indeed, it is well-known that, since these schemes are constructed taking
means of the conservative variables, they are not able to preserve the total variation of
Riemann invariants. In particular, in the case of the ARZ system, they may not capture
correctly contact discontinuities, and adapted schemes must be used [36]. This point will
be discussed in Appendix.

The chapter is organized as follows. In Section 2.2, we detail the construction of WFT
approximations and we derive the necessary L∞ and TV uniform bounds to guarantee their
convergence towards a solution of (2.1.8), which is detailed in Section 2.3. In Section 2.4
we prove some estimates for positive genuinely non-linear waves occurring in solutions of
system (2.1.8). Finally, Section 2.5 is devoted to the proof of the relaxation limit.

2.2 Wave-Front Tracking approximations

In this section, we construct wave-front tracking approximations of the solution fol-
lowing the approach developed for similar cases in [2, 11]. The approximate solution is
constructed in a two-step process, which successively solves the homogeneous system for
a given piecewise constant initial datum, and then integrate the source term contained in
the following ODE:

wt =
Ṽ (τ)− v

δ
.

Given two constants 0 < τ̌ < τ̂ < +∞, let us define the domain E as

E = E(τ̌ , τ̂) :=
{
u = (τ, w) ∈ [τ̌ , τ̂ ]× [0,+∞[ : Ṽ (τ̌) ≤ w − p̃(τ) ≤ Ṽ (τ̂),

Ṽ (τ̂) + p̃(τ̂) ≤ w ≤ Ṽ (τ̌) + p̃(τ̌)
}
.

In particular, note that vacuum states are excluded by the above domain. For any M > 0,
we define the family of functions:

D(M) := {u : R→ E : TV (w(u)) + TV (v(u)) ≤M} ,

where v(u) = w − p̃(τ) is the second Riemann invariant.
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2.2. Wave-Front Tracking approximations

2.2.1 Construction of approximate solutions via wave-front track-
ing

Given a fixed time horizon T > 0, consider a sequence of time-steps ∆tν > 0, ν ∈ N,
such that ∆tν −−−→

ν→∞
0. Let U0 = (τ0, w0) ∈ D(M). For each ν ∈ N, the interval (0, T ) can

be partitioned in segments of the form [n∆tν , (n + 1)∆tν ], n ∈ N. We denote Uν(t, x) =
(τ ν , wν)(t, x), t ∈ [0, T ], x ∈ R, the sequence of WFT approximations of the solution of
system (2.1.8). We construct it iteratively, for each ν ∈ N, with the following process:

1. Define a sequence of piecewise constant functions Uν
0 = (τ ν0 , w

ν
0) ∈ D(M) satisfying:

TV (wν0) ≤ TV (w0), ‖wν0 − w0‖L∞ ≤
1

ν
, ‖τ ν0 − τ0‖L1 ≤ 1

ν
, (2.2.1)

TV (v(Uν
0 )) ≤ TV (v(U0)), ‖v(Uν

0 )− v(U0)‖L∞ ≤
1

ν
, ‖v(Uν

0 )− v(U0)‖L1 ≤ 1

ν
.

(2.2.2)

The existence of such Uν
0 is provided by [20, Lemma 2.2].

2. For each ν ∈ N, the piecewise constant function Uν
0 has a finite number of disconti-

nuities. Solve the homogeneous system{
∂tτ − ∂Xv = 0,

∂tw = 0,
(2.2.3)

for each Riemann problem arising at all discontinuities for t ∈ [0,∆tν) using wave-
front tracking method [11], and name Uν(t, ·), t ∈ [0,∆tν), the corresponding piece-
wise constant function.
We recall that the system (2.2.3) admits as eigenvalues λ1 = p̃′(τ) = −ρ2p′(ρ) < 0
and λ2 = 0, and the associated Riemann invariants are w and v. Each Riemann
problem can thus be solved by a shock or rarefaction with negative speed and/or a
stationary contact discontinuity. More precisely, we fix the parameter εν = 2

−1
∆tν , and

we consider an approximate Riemann solver in order to generate piecewise constant
approximate solutions. In particular, the solver does not modify shock waves and
contact discontinuities. Any rarefaction is approximated by a fan of waves of size εν
moving with speed ẋα(t) = λ1(τ, w)(t, xα+) and thus violating the Rankine-Hugoniot
and the entropy conditions with a global error of order O(εν) (see [20, Section 7.1]).
The approximate Riemann solver can then be applied at each discontinuity, and the
corresponding solutions be propagated until a wave interaction occurs for t < ∆tν .
We can assume without loss of generality that only two waves interact at a given
time, by possibly altering slightly their speed. When two waves interact, a new
Riemann problem can be solved approximately and the solution prolonged until the
next interaction.
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Chapter 2. The zero relaxation limit for the Aw-Rascle-Zhang traffic flow model

3. At t = ∆tν , we define

τ ν(∆tν , ·) = τ ν(∆tν−, ·), (2.2.4)

wν(∆tν , ·) = wν(∆tν−, ·) + ∆t
Ṽ (τ ν(∆tν , ·))− v(Uν(∆tν−, ·))

δ
. (2.2.5)

Note that τ is conserved during the splitting scheme, while w is updated according
to the relaxation term:

w+ = w− + ∆t
Ṽ (τ)− v−

δ
,

see Figure 2.1 for the detail of notations.

t−n

t+n

τl, w
− τr, w

−

τl, w
+
l τr, w

+
r

t−n

t+n

τl, w
−
l τr, w

−
r

τl, w
+
l τr, w

+
r

Figure 2.1 – Notations used in step 3.

4. Treat Uν(∆tν , ·) as a new piecewise constant initial condition and repeat the previous
steps 2-3 to define the solution Uν(t, ·) for each t ∈ [0, T ], for any T > 0 fixed.

We observe that for each ν the total number of waves generated is finite. It does
not increase when solving the homogeneous system (2.2.3) between two consecutive time-
steps, and can only increase by a finite rate at each time-step t = tn = n∆tν , n ∈ N, when
generating approximate rarefaction fans.

2.2.2 Estimates on WFT approximate solutions

In order to achieve the necessary L∞ uniform bounds, we identify the invariant domains
[90] of system (2.1.8). For simplicity of notations we fix ν > 0, ∆t = ∆tν and work on
U = Uν .

Lemma 2.2.1. For ∆t ≤ δ, the set E is an invariant domain for the proposed WFT
scheme.

Proof. Since w and v = w − p̃(τ) are the two Riemann invariants of (2.2.3), which is a
Temple class system, this ensures that the inequalities Ṽ (τ̌) ≤ v ≤ Ṽ (τ̂), Ṽ (τ̂) + p̃(τ̂) ≤
w ≤ Ṽ (τ̌)+ p̃(τ̌) are satisfied when solving the homogeneous system at step 2. In addition,
we know that p̃ is a monotone decreasing function, and that τ = p̃−1(w − v). Combining
this with the bounds on v and w we obtain that τ ∈ [τ̌ , τ̂ ] and then the domain E is
invariant for the homogeneous system.
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2.2. Wave-Front Tracking approximations

Let us now focus on the evolution step 3. Skipping the index ν for simplicity, we remind
that we have:

w+ = w− +
∆t

δ

(
Ṽ (τ)− v−

)
= w−

(
1− ∆t

δ

)
+

∆t

δ

(
Ṽ (τ) + p̃(τ)

)
,

v+ = w+ − p̃(τ) = v−
(

1− ∆t

δ

)
+

∆t

δ
Ṽ (τ).

Let u− = (τ, w−) ∈ E. The inequality v+ ≤ w+ is straightforward. Assuming ∆t ≤ δ, we
distinguish the following situations:

• Case 1: The velocity is above the equilibrium speed

v− ≥ Ṽ (τ)⇔ w− ≥ Ṽ (τ) + p̃(τ).

Then

Ṽ (τ̌) ≤ Ṽ (τ)

(
1− ∆t

δ

)
+

∆t

δ
Ṽ (τ) ≤ v+ ≤ v− ≤ Ṽ (τ̂),

Ṽ (τ̂) + p̃(τ̂) ≤ Ṽ (τ) + p̃(τ) ≤ w+ ≤ w− ≤ Ṽ (τ̌) + p̃(τ̌),

therefore u+ = (τ, w+) ∈ E.

• Case 2: The initial velocity is below the equilibrium speed

v− ≤ Ṽ (τ) ⇔ w− ≤ Ṽ (τ) + p̃(τ).

Then

Ṽ (τ̌) ≤ v− ≤ v+ ≤ Ṽ (τ)

(
1− ∆t

δ

)
+

∆t

δ
Ṽ (τ) ≤ Ṽ (τ̂),

Ṽ (τ̂) + p̃(τ̂) ≤ w− ≤ w+ ≤ Ṽ (τ) + p̃(τ) ≤ Ṽ (τ̌) + p̃(τ̌),

thus u+ ∈ E.

The uniform TV bound is provided by the following lemma.

Lemma 2.2.2. Assume that the strict subcharacteristic condition (2.1.10) is satisfied. For
∆t ≤ δ, the total variation of the Riemann invariants of the constructed approximation Uν

is non-increasing in time:

TV (wν(t, ·)) + TV (v(Uν(t, ·))) ≤ TV (wν0) + TV (v(Uν
0 )), for a.e. t > 0.
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Proof. When solving the homogeneous system in step 2, the total variation of both Rie-
mann invariants is non increasing in time since we are dealing with a Temple class system
[11]. We thus focus on the evolution of the total variation at step 3. We recall that

τ(t+n , x) = τ(t−n , x),

w(t+n , x) = w(t−n , x) +
∆t

δ

(
Ṽ (τ)− w + p̃(τ)

)
(t−n , x).

Therefore∣∣w+
r − w+

l

∣∣ =

∣∣∣∣(w−r − w−l ) +
∆t

δ

(
(Ṽ (τr)− Ṽ (τl)) + (p̃(τr)− p̃(τl))− (w−r − w−l )

)∣∣∣∣,∣∣v+
r − v+

l

∣∣ =
∣∣(w+

r − w+
l )− (p̃(τr)− p̃(τl))

∣∣
=

∣∣∣∣(w−r − w−l ) +
∆t

δ

(
(Ṽ (τr)− Ṽ (τl)) + (p̃(τr)− p̃(τl))− (w−r − w−l )

)
− (p̃(τr)− p̃(τl))

∣∣∣∣.
We distinguish three cases, depending on the wave arriving at t = t−n .

1-rarefaction wave. We denote by Ul and Ur respectively the left and right states
of the wave hitting the line t = tn at t = t−n . Let us consider first the case where Ul and
Ur are connected through a rarefaction wave. This implies w−l = w−r and τl < τr (and
v−l < v−r ). In addition, Ṽ is an increasing function of τ , ie Ṽ (τl) < Ṽ (τr). The same way,
p̃ is a decreasing function of τ . Thus p̃(τl) > p̃(τr). We have:∣∣w+

r − w+
l

∣∣ =
∆t

δ

∣∣ (Ṽ (τr)− Ṽ (τl)
)︸ ︷︷ ︸

≥0

+ (p̃(τr)− p̃(τl))︸ ︷︷ ︸
≤0

∣∣,
∣∣v+
r − v+

l

∣∣ =
∣∣∆t
δ

(
Ṽ (τr)− Ṽ (τl)

)︸ ︷︷ ︸
≥0

+
(
1− ∆t

δ

)
(p̃(τl)− p̃(τr))︸ ︷︷ ︸

≥0

∣∣.
In addition: ∣∣w−r − w−l ∣∣+

∣∣v−r − v−l ∣∣ =
∣∣v−r − v−l ∣∣ = p̃(τl)− p̃(τr).

By applying the subcharacteristic condition (2.1.10), we have:

p̃(τr)− p̃(τl) =

∫ τr

τl

p̃′(τ)︸︷︷︸
≤0

dτ,

p̃(τl)− p̃(τr) =

∫ τr

τl

|p̃′(τ)| dτ ≥
∫ τr

τl

| Ṽ ′(τ)︸ ︷︷ ︸
≥0

|dτ = Ṽ (τr)− Ṽ (τl).
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Then: ∣∣w+
r − w+

l

∣∣ =
∆t

δ

(
(p̃(τl)− p̃(τr))− (Ṽ (τr)− Ṽ (τl))

)
=

∆t

δ

(
(v−r − v−l )− (Ṽ (τr)− Ṽ (τl))

)
.

Since ∆t ≤ δ, we get∣∣v+
r − v+

l

∣∣ =
∆t

δ

(
Ṽ (τr)− Ṽ (τl)

)
+
(
1− ∆t

δ

) ∣∣v−r − v−l ∣∣ .
Finally, ∣∣w+

r − w+
l

∣∣+
∣∣v+
r − v+

l

∣∣ =
∣∣w−r − w−l ∣∣+

∣∣v−r − v−l ∣∣,
thus the total variation of the Riemann invariants is conserved through the splitting step.

1-shock wave. We now assume that Ul and Ur are connected by a shock. This means
that w−l = w−r and τl > τr. We also have, by monotonicity of Ṽ and p̃, Ṽ (τl) > Ṽ (τr) and
p̃(τl) < p̃(τr). We can apply the same computations as before:

∣∣w+
r − w+

l

∣∣ =
∆t

δ

∣∣ (Ṽ (τr)− Ṽ (τl)
)︸ ︷︷ ︸

≤0

+ (p̃(τr)− p̃(τl))︸ ︷︷ ︸
≥0

∣∣,
∣∣v+
r − v+

l

∣∣ =
∣∣∆t
δ

(
Ṽ (τr)− Ṽ (τl)

)︸ ︷︷ ︸
≤0

+
(
1− ∆t

δ

)
(p̃(τl)− p̃(τr))︸ ︷︷ ︸

≤0

∣∣.
In addition, ∣∣w−r − w−l ∣∣+

∣∣v−r − v−l ∣∣ =
∣∣v−r − v−l ∣∣ = p̃(τr)− p̃(τl).

The subcharacteristic condition still yields that

p̃(τr)− p̃(τl) ≥ Ṽ (τl)− Ṽ (τr).

Thus we have∣∣w+
r − w+

l

∣∣ =
∆t

δ

((
Ṽ (τr)− Ṽ (τl)

)
+ (p̃(τr)− p̃(τl))

)
,∣∣v+

r − v+
l

∣∣ = −
(∆t

δ

(
Ṽ (τr)− Ṽ (τl)

)
+
(
1− ∆t

δ

)
(p̃(τl)− p̃(τr))

)
.

Finally, ∣∣w+
r − w+

l

∣∣+
∣∣v+
r − v+

l

∣∣ =
∣∣w−r − w−l ∣∣+

∣∣v−r − v−l ∣∣.
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2-contact discontinuity. We now consider the case where Ul and Ur are connected
through a 2-contact discontinuity, which means v−l = v−r . We compute∣∣w+

r − w+
l

∣∣ =
∣∣∣ (p̃(τr)− p̃(τl)) +

∆t

δ

(
Ṽ (τr)− Ṽ (τl)

)∣∣∣,∣∣v+
r − v+

l

∣∣ =
∣∣∣(w−r − w−l ) +

∆t

δ

(
Ṽ (τr)− Ṽ (τl)

)
− (p̃(τr)− p̃(τl))

∣∣∣
=

∆t

δ

∣∣∣Ṽ (τr)− Ṽ (τl)
∣∣∣.

In addition ∣∣w−r − w−l ∣∣+
∣∣v−r − v−l ∣∣ =

∣∣w−r − w−l ∣∣ = |p̃(τr)− p̃(τl)| .

We note that

(p̃(τr)− p̃(τl)) ·
(
Ṽ (τr)− Ṽ (τl)

)
≤ 0.

Since ∆t ≤ δ, we have:∣∣w+
r − w+

l

∣∣ = sgn (p̃(τr)− p̃(τl))
(

(p̃(τr)− p̃(τl)) +
∆t

δ

(
Ṽ (τr)− Ṽ (τl)

))
,∣∣v+

r − v+
l

∣∣ = −sgn (p̃(τr)− p̃(τl))
∆t

δ

(
Ṽ (τr)− Ṽ (τl)

)
,

and thus ∣∣w+
r − w+

l

∣∣+
∣∣v+
r − v+

l

∣∣ =
∣∣w−r − w−l ∣∣+

∣∣v−r − v−l ∣∣.
Lemma 2.2.3. Let ν ∈ N and Uν

0 ∈ D(M). Then there exist a constant CM independent
of δ, and a constant Lδ such that, ∀ a < b,∀ 0 ≤ s < t:∫ b

a

|τ ν(t,X)− τ ν(s,X)|dX ≤ CM(t− s), (2.2.6)∫ b

a

|wν(t,X)− wν(s,X)|dX ≤ (CM + Lδ)(t− s+ ∆t). (2.2.7)

Proof. Lemmas 2.2.1 and 2.2.2 imply that Uν(t, ·) ∈ D(M) for all t > 0. Let s, t ∈ R such
that 0 ≤ s < t. If there are no time-steps between s and t, (2.2.6) and (2.2.7) are true for
any Lδ ≥ 0, as a direct application of Temple class system properties, see [137, Theorem
13.3.1] and [11, Theorem 1].
Suppose now that there are N + 1 time-steps between s and t:

s ≤ k∆t ≤ (k + 1)∆t ≤ ·· ≤ (k +N)∆t ≤ t for ≥ 1,
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2.2. Wave-Front Tracking approximations

so that N∆t ≤ t− s.
Let a < b given and X ∈]a, b[. We can then write:

|τ ν(t,X)− τ ν(s,X)| = |τ ν(t,X)− τ ν((k +N)∆t,X)

+
k+N−1∑
i=k

(τ ν((i+ 1)∆t,X)− τ ν(i∆t,X))

+ τ ν(k∆t,X)− τ ν(s,X)|
≤ |τ ν(t,X)− τ ν((k +N)∆t,X)|

+
k+N−1∑
i=k

|τ ν((i+ 1)∆t,X)− τ ν(i∆t,X)|

+ |τ ν(k∆t,X)− τ ν(s,X)|.

Since τ ν does not change through the splitting process, we can apply the previous property
between two consecutive time-steps to obtain (2.2.6):

∫ b

a

|τ ν(t,X)− τ ν(s,X)|dX ≤ CM
[
(t− (k +N)∆t) +

k+N−1∑
i=k

∆t+ (k∆t− s)
]

≤ CM(t− s).

For the second inequality, we have to consider an additional term, since wν is modified at
each splitting-step. We can then write:

k+N∑
i=k

∫ b

a

|wν(i∆t+, X)− wν(i∆t−, X)|dX

=
k+N∑
i=k

∆t

δ

∫ b

a

|Ṽ (τ ν(i∆t−, X))− v(i∆t−, X)|dX

≤ ∆t

δ
(N + 1)(b− a) sup

Uν∈D(M)

|Ṽ (τ ν)− (wν − p̃(τ ν))|

≤ Lδ(t− s+ ∆t),

where

Lδ =
(b− a)

δ
sup

Uν∈D(M)

|Ṽ (τ ν)− (wν − p̃(τ ν))|.

Summing this term with the estimates that remain valid between two consecutive time-
steps, we obtain (2.2.7).
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Chapter 2. The zero relaxation limit for the Aw-Rascle-Zhang traffic flow model

2.3 Convergence of the WFT approximations to a solu-
tion of the relaxed ARZ system

The following theorem ensures the existence of weak entropy solutions of the Cauchy
problem (2.1.8), (2.1.9).

Theorem 2.3.1. Let U0 = (τ0, w0) ∈ D(M) for some M > 0 and, for any δ > 0 fixed,
denote by U δ = (τ δ, wδ) the limit of a subsequence Uν = (τ ν , wν) of WFT approximate
solutions as ν →∞. Then U δ is a weak entropic solution of (2.1.8), (2.1.9).

Proof. The proof follows the guidelines of [52]. The existence of the limit U δ and the
convergence in L1

loc([0,+∞[×R) is guaranteed by [20, Theorem 2.4]. Moreover, each com-
ponent of U δ satisfies (2.2.6) and (2.2.7). For simplicity of notations, we will drop the δ
index in the proof and name U the limit of a subsequence of WFT approximate solutions.

System (2.1.8) can be rewritten as:

Ut + [F (U)]X = G(U),

with

U =

(
τ
w

)
, F (U) =

(
−(w − p̃(τ))

0

)
, G(U) =

(
0

Ṽ (τ)−(w−p̃(τ))
δ

)
.

Let T > 0 a given finite time-horizon. Let φ ∈ C1
c ([0, T [×R). To be a weak solution of

(2.1.8), U must satisfy:∫ +∞

−∞
φ(0, X)U0(X)dX +

∫ T

0

∫ +∞

−∞
[φt(t,X)U(t,X) + φX(t,X)F (U(t,X))]dXdt

+

∫ T

0

∫ +∞

−∞
φ(t,X)G(U(t,X))dXdt = 0. (2.3.1)

We define N ν ∈ N such that T = N ν∆tν + βν , βν ∈ [0,∆tν [. We will proceed component
by component. Let us begin with τ .
For each k ∈ {0, .., Nν − 1}, since τ ν satisfies the first equation of (2.1.8) we have:∫ (k+1)∆tν

k∆tν

∫ +∞

−∞
[φtτ

ν − φX(wν − p̃(τ ν))]dXdt

=

∫ +∞

−∞
φ((k + 1)∆tν , X)τ ν((k + 1)∆tν−, X)dX

−
∫ +∞

−∞
φ(k∆tν , X)τ ν(k∆tν+, X)dX. (2.3.2)
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2.3. Convergence of the WFT approximations to a solution of the relaxed ARZ system

Then ∫ T

0

∫ +∞

−∞
[φtτ

ν − φX(wν − p̃(τ ν))]dXdt =

Nν−1∑
k=0

∫ (k+1)∆tν

k∆tν

∫ +∞

−∞
[φtτ

ν − φX(wν − p̃(τ ν))]dXdt

+

∫ T

Nν∆tν

∫ +∞

−∞
[φtτ

ν − φX(wν − p̃(τ ν))]dXdt

=

∫ +∞

−∞
φ(N ν∆tν , X)τ ν(N ν∆tν−, X)dX −

∫ +∞

−∞
φ(0, X)τ ν(0+, X)dX

+

∫ T

Nν∆tν

∫ +∞

−∞
[φtτ

ν − φX(wν − p̃(τ ν))]dXdt.

Thus, by reordering,

∫ +∞

−∞
φ(0, X)τ0(X)dX +

∫ T

0

∫ +∞

−∞
[φtτ

ν − φX(wν − p̃(τ ν))]dXdt =∫ +∞

−∞
φ(Nν∆tν , X)τ ν(N ν∆tν−, X)dX

+

∫ T

Nν∆tν

∫ +∞

−∞
[φtτ

ν − φX(wν − p̃(τ ν))](t,X)dXdt.

Since T −Nν∆tν < ∆tν , and since φ has compact support, there exist η such that:

φ(t,X) = 0, ∀ν > η, ∀X ∈ R,∀t ≥ Nν∆tν .

Thus the right hand side converges to 0 when ν →∞ and then τ satisfies (2.3.1).
Let us now consider w. The approximate function wν satisfies:

∫ (k+1)∆tν

k∆tν

∫ +∞

−∞
φtw

νdXdt =

∫ +∞

−∞
φ((k + 1)∆tν , X)wν((k + 1)∆tν−, X)dX

−
∫ +∞

−∞
φ(k∆tν , X)wν(k∆tν+, X)dX

=

∫ +∞

−∞
φ((k + 1)∆tν , X)wν((k + 1)∆tν−, X)dX

−
∫ +∞

−∞
φ(k∆tν , X)

[
wν(k∆tν−, X) + ∆tν

Ṽ (τ ν)− vν

δ
(k∆tν−, X)

]
dX.
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Chapter 2. The zero relaxation limit for the Aw-Rascle-Zhang traffic flow model

Then we get∫ T

0

∫ +∞

−∞
φtw

νdXdt =

Nν−1∑
k=0

∫ +∞

−∞

[
φ((k + 1)∆tν , X)wν((k + 1)∆tν−, X)− φ(k∆tν , X)wν(k∆tν−, X)

]
dX

−
Nν−1∑
k=0

∫ +∞

−∞
φ(k∆tν , X)∆tν

Ṽ (τ ν)− vν

δ
(k∆tν−, X)dX

+

∫ T

Nν∆tν

∫ +∞

−∞
φtw

νdXdt

=

∫ +∞

−∞
φ(Nν∆tν , X)wν(N ν∆tν−, X)dX −

∫ +∞

−∞
φ(0, X)w0(X)dX

−
Nν−1∑
k=0

∫ +∞

−∞
φ(k∆tν , X)∆tν

Ṽ (τ ν)− vν

δ
(k∆tν−, X)dX

+

∫ T

Nν∆tν

∫ +∞

−∞
φtw

νdXdt. (2.3.3)

By the same argument as before, picking ∆tν small enough, we have:∫ +∞

−∞
φ(N ν∆tν , X)wν(N ν∆tν−, X)dX +

∫ T

Nν∆tν

∫ +∞

−∞
φtw

νdXdt = 0.

Let us define the sequence of functions ψν such that

ψν(t) =
Nν−1∑
k=0

χ[k∆tν ,(k+1)∆tν [(t)

∫ +∞

−∞
φ(k∆tν , X)

Ṽ (τ ν)− vν

δ
(k∆tν−, X)dX. (2.3.4)

Setting for any (τ, v) ∈ R2
+

gν(t,X, τ, v) =
Nν−1∑
k=0

χ[k∆tν ,(k+1)∆tν [(t)
Ṽ (τ)− v

δ
(k∆tν−, X), (2.3.5)

we observe that gν converges uniformly to Ṽ (τ)−v
δ

on compact subsets of [0, T ] × R × R2
+.

In addition, τ ν → τ and vν → v in L1
loc. Thus, for almost every t ∈ [0, T ]:

ψν(t)→
∫ +∞

−∞
φ(t,X)

Ṽ (τ)− v
δ

(t,X)dX = ψ(t).
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We notice that∫ T

0

ψν(t)dt =

∫ T

0

Nν−1∑
k=0

χ[k∆tν ,(k+1)∆tν [(t)

∫ +∞

−∞
φ(k∆tν , X)

Ṽ (τ ν)− vν

δ
(k∆tν−, X)dXdt

=
Nν−1∑
k=0

∫ T

0

χ[k∆tν ,(k+1)∆tν [(t)dt

∫ +∞

−∞
φ(k∆tν , X)

Ṽ (τ ν)− vν

δ
(k∆tν−, X)dX

=
Nν−1∑
k=0

∆tν
∫ +∞

−∞
φ(k∆tν , X)

Ṽ (τ ν)− vν

δ
(k∆tν−, X)dX.

By the Lebesgue dominated convergence theorem,

lim
∆tν→0

∫ T

0

ψν(t)dt =

∫ T

0

ψ(t)dt.

Passing to the limit in (2.3.3) we recover∫ +∞

−∞
φ(0, X)w0(X)dX +

∫ T

0

∫ +∞

−∞
φt(t,X)w(t,X)dXdt

+

∫ T

0

∫ +∞

−∞
φ(t,X)

Ṽ (τ)− v
δ

dXdt = 0.

Therefore the limit U of our sequence of approximate solutions is a weak solution of (2.1.8).
Let us prove that U is an entropic solution as well. We fix a smooth convex entropy η with
associated flux q. By definition, it satisfies:

∇ηT (z)DF (z) = ∇T q(z),

∇ηT (z)G(z) ≤ 0,
for z ∈ R2

+.

Existence of such an entropy, entropy-flux pair is guaranteed by [38, Theorem 3.2].
Let φ ∈ C1

c ([0, T [,R), φ ≥ 0. We need to show that∫ T

0

∫ +∞

−∞

[
η(U(t,X))φt(t,X) + q(U(t,X))φX(t,X)

+∇ηT (U(t,X))G(t,X, U(t,X))φ(t,X)
]
dXdt+

∫ +∞

−∞
φ(0, X)η(U0(X))dX ≥ 0. (2.3.6)

As we did in (2.3.3), we can write:∫ T

0

∫ +∞

−∞

[
η(Uν(t,X))φt(t,X) + q(Uν(t,X))φX(t,X)

]
dXdt

≥
Nν−1∑
k=0

∫ +∞

−∞

[
η(Uν((k + 1)∆tν−, X))φ((k + 1)∆tν−, X)− η(Uν(k∆tν+, X))φ(k∆tν+, X)

]
dX

+

∫ T

Nν∆tν

∫ +∞

−∞

[
η(Uν(t,X))φt(t,X) + q(Uν(t,X))φX(t,X)

]
dXdt+O(εν).
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Chapter 2. The zero relaxation limit for the Aw-Rascle-Zhang traffic flow model

By the same compactness argument than before, we state that the last integral is identically
zero for ∆tν small enough.
The remaining terms give∫ T

0

∫ +∞

−∞

[
η(Uν(t,X))φt(t,X) + q(Uν(t,X))φx(t,X)

]
dXdt

≥
Nν∑
k=1

∫ +∞

−∞

[
η(Uν(k∆tν−, X))φ(k∆tν−, X)− η(Uν(k∆tν+, X))φ(k∆tν+, X)

]
dX

+

∫ +∞

−∞
η(Uν(N ν∆tν+, X))φ(N ν∆tν+, X)︸ ︷︷ ︸

=0

dX −
∫ +∞

−∞
φ(0, X)η(U0(X))dX +O(εν)

≥−∆tν
Nν∑
k=1

∫ +∞

−∞
∂wη(Uν(k∆tν+, X))

Ṽ (τ ν)− vν

δ
(k∆tν−, X)φ(k∆tν , X)dX

−
∫ +∞

−∞
φ(0, X)η(U0(X))dX +O(εν).

With the same reasoning as before we pass to the limit using the dominated convergence
theorem, obtaining the desired inequality (2.3.6).

2.4 Estimates of positive waves

Olĕınik type entropy estimates [122, 124] are known for scalar equations [93], genuinely
non-linear systems [22, 24, 30], in particular of Temple class [4, 25], and also balance
laws [40, 41, 77]. In this section, we provide a decay estimate for positive waves of the
ARZ system with relaxation, accounting for the source term contribution.

Proposition 2.4.1. Assume that ∃c0 > 0 such that ∀u, u′ ∈ E:

|λ1(u)− λ1(u′)| = |p̃′(τ)− p̃′(τ ′)| ≤ c0,
|λ1(u)− λ2(u′)| = |p̃′(τ)| ≥ 2c0.

(2.4.1)

Then, there exists a constant C > 0 such that, for any interval ]a, b[, for any time horizon
T > 0, and every initial condition (2.1.9), the measure µ1+

T (]a, b[) of positive 1-waves
contained in the solution of (2.1.8) obtained as limit of the proposed wave-front tracking
approximations satisfies

µ1+
T (]a, b[) ≤ C

b− a
T

eC
T
δ

(TV (w0)+TV (v0)) + C
T

δ
(TV (w0) + TV (v0)) . (2.4.2)

Proof. Consider the sequence Uν(t, x) = (τ ν , wν)(t, x) of piecewise constant approximate
solutions constructed by the WFT algorithm proposed in Section 2.2.1. In Riemann-
invariant coordinates, we denote this approximate solution by W ν = (vν , wν), and then
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τ ν = (p̃)−1(wν − vν).
We recall that a backward 1-characteristic is an absolutely continuous curve x = x(t) such
that ẋ(t) ∈ [λ1(W ν(t, x(t)+)), λ1(W ν(t, x(t)−))], see[20, Section 10]. On each subinterval
[tn, tn+1], if x(t) does not coincide with a wavefront xα(t), then ẋ(t) = λ1(W ν(t, x(t))). Else
we have ẋ(t) = ẋα(t). We call y(t) a minimal backward 1-characteristic through a point x̄
if

y(t) = min{x(t), x is a backward 1-characteristic, x(T ) = x̄}.
Let us fix T > 0 and an interval ]a, b], and call t 7→ a(t); t 7→ b(t) the minimal backward
1-characteristics passing through a, b at time T . Let I(t) =]a(t), b(t)]. We call xα(t) the
position of wavefronts at time t. Each wavefront belongs to a family kα ∈ 1, 2 with a
size σα. The first family is genuinely non-linear, thus we set σ1 = λ1(W ν(t, xα(t)+)) −
λ1(W ν(t, xα(t)−)). The second is linearly degenerated, then we take σ2 = wν(t, xα(t)+)−
wν(t, xα(t)−).

Let z(t) := b(t)− a(t) ≥ 0.

ż(t) = ḃ(t)− ȧ(t) (2.4.3)
= λ1(W ν(t, b(t)+))− λ1(W ν(t, a(t)+))

=
∑
kα=1,2

xα(t)∈I(t)

[λ1(W ν(t, xα(t)+))− λ1(W ν(t, xα(t)−))]

=
∑
kα=1

xα(t)∈I(t)

∆λ1(W ν(t, xα(t))) +
∑
kα=2

xα(t)∈I(t)

∆λ1(W ν(t, xα(t))).

Note that ∀ kα = 2, xα(t) ∈ I(t),

∃(vα, wα) : ∆λ1(W ν(t, xα(t))) = ∇v,wλ1(vα, wα) · (W ν(t, xα(t)+)−W ν(t, xα(t)−))

=
p̃′′(p̃−1(wνα − vνα))

p̃′(p̃−1(wνα − vνα))
(wν(t, xα(t)+)− wν(t, xα(t)−)) .

Since the domain E is compact, the mapping W ν 7→ λ1(W ν) is Lipschitz continuous with
Lipschitz constant Cp = max

τ∈(τ̌ ,τ̂)
| p̃
′′(τ)
p̃′(τ)
|, see (2.1.2).

For almost every t (outside splitting moments), from (2.4.3) we obtain

ż(t) ≥M(t)− CpK(t), (2.4.4)

with

Mν(t) :=
∑
kα=1

xα(t)∈I(t)

σα =
∑
kα=1

xα(t)∈I(t)

∆λ1(W ν(t, xα(t))), (2.4.5)

Kν(t) :=
∑
kα=2

xα(t)∈I(t)

|σα| =
∑
kα=2

xα(t)∈I(t)

|wν(t, xα(t)+)− wν(t, xα(t)−)| . (2.4.6)
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To estimate Kν(t), let
Φ(t) :=

∑
kα=2

xα(t)∈I(t)

φ(t, xα(t))|σα|,

with

φ(t, x) :=


1 if x < a(t),
b(t)−x(t)
z(t)

if x ∈ [a(t), b(t)[,

0 if x ≥ b(t).

Away from interaction points and splitting times the |σα| are constants and in ]a(t), b(t)]
we have by (2.4.1)

d

dt
φ(t, xα(t)) =

ḃ(t)− ẋα(t)

z(t)
− ż(t)(b(t)− xα(t))

z(t)2

≤ ḃ(t)− ẋα(t) + |ḃ(t)− ȧ(t)|
z(t)

≤ − c0

z(t)
,

therefore

Φ̇(t) ≤ − c0

z(t)
Kν(t).

At interaction points (except splitting times), the quantity
∑

kα=2 φ(t, xα(t))|σα| is con-
stant, since wave strength does not change when measured in Riemann coordinates (and
for a linearly degenerate field). Thus

ż(t)− Cp
c0

z(t)Φ̇(t)−Mν(t) ≥ 0. (2.4.7)

We seek now for a uniform bound for Mν(t):

Mν(t) =
∑
kα=1

xα(t)∈I(t)

[λ1(W ν(t, xα(t)+))− λ1(W ν(t, xα(t)−))] .

Note that for any kα = 1, xα(t) ∈ I(t),

∃(vα, wα) : ∆λ1(W ν(t, xα(t))) = ∇v,wλ1(vα, wα) · (W ν(t, xα(t)+)−W ν(t, xα(t)−))

= − p̃
′′(p̃−1(wνα − vνα))

p̃′(p̃−1(wνα − vνα))
(vν(t, xα(t)+)− vν(t, xα(t)−)) .

Now observe that
M̃ν(t) :=

∑
kα=1

xα(t)∈I(t)

[vν(t, xα(t)+)− vν(t, xα(t)−)]
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is constant except at splitting times, since we are in the case of a Temple class system,
and is equivalent to Mν again due to the Lipschitzianeity of the mapping W 7→ λ1(W ),
see (2.1.2).

Let us estimate the changes occuring when the source term is integrated at a given

splitting time t = tn = n∆tν , for a given n. Setting gνδ (t, x) =
Ṽ (p̃−1(wν − vν)))− vν

δ
(x, t),

we have:

M̃ν(tn+) =
∑

kα(tn+)=1
xα(tn+)∈I(tn+)

[vν(tn+, xα(tn+)+)− vν(tn+, xα(tn+)−)]

=
∑

xα(tn)∈I(tn)

[vν(tn−, xα(tn)+)− vν(tn−, xα(tn)−)]

+ ∆tν [gνδ (tn−, xα(tn)+)− gνδ (tn−, xα(tn)−)]

= M̃ν(tn−) +
∑

xα(tn)∈I(tn)

∆tν [gνδ (tn−, xα(tn)+)− gνδ (tn−, xα(tn)−)] ,

where we used that if there is a 1-wave in xα(tn−), then there is at least one 1-wave in
xα(tn+). For each ν, we define N ν such that T ∈ [N ν∆tν , (N ν + 1)∆tν [. Assume now
t ∈ [(N0 − 1)∆tν , N0∆tν [. Since M̃ν is constant outside of splitting times, we have:

M̃ν(T ) = M̃ν(t) +
Nν∑
n=N0

∆M̃(tn)

= M̃ν(t) +
Nν∑
n=N0

∑
xα(tn)∈I(tn)

∆tν [gνδ (tn−, xα(tn)+)− gνδ (tn−, xα(tn)−)] .

Therefore we have:

Mν(t) ≥ M̃ν(t)

cM
=

1

cM

(
M̃ν(T )−

Nν∑
n=N0

∑
xα(tn)∈I(tn)

∆tν [gνδ (tn−, xα(tn)+)− gνδ (tn−, xα(tn)−)]

)

≥ Mν(T )

c2
M

− 1

cM

Nν∑
n=N0

∑
xα(tn)∈I(tn)

∆tν [gνδ (tn−, xα(tn)+)− gνδ (tn−, xα(tn)−)] .

Then from (2.4.7) we recover

ż(t)− Cp
c0

z(t)Φ̇(t)− Mν(T )

c2
M

+
1

cM

Nν∑
n=N0

∑
xα(tn)∈I(tn)

∆tν [gνδ (tn−, xα(tn)+)− gνδ (tn−, xα(tn)−)] ≥ 0,
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which can be rewritten as

ż(t)− Cp
c0

z(t)Φ̇(t)− Mν(T )

c2
M

≥ − 1

cM

Nν∑
n=N0

∑
xα(tn)∈I(tn)

∆tν [gνδ (tn−, xα(tn)+)− gνδ (tn−, xα(tn)−)]

≥ − 1

cM

Nν∑
n=1

∑
xα(tn)∈I(tn)

∆tν |gνδ (tn−, xα(tn)+)− gνδ (tn−, xα(tn)−)|

≥ − 1

cM

Nν∑
n=1

∆tνTV (gνδ (tn−, ·); I(tn)) .

Hence the solution of (2.4.7) satisfies:

z(T ) ≥ e
∫ T
0

Cp
c0

Φ̇(t)dt

[
z(0) +

(
Mν(T )

c2
M

− 1

cM

Nν∑
n=1

∆tνTV (gνδ (tn−, ·); I(tn))

)∫ T

0

e
−
∫ t
0

Cp
c0

Φ̇(s)ds
dt

]

≥ e
∫ T
0

Cp
c0

Φ̇(t)dt

[(
Mν(T )

c2
M

− 1

cM

Nν∑
n=1

∆tνTV (gνδ (tn−, ·); I(tn))

)∫ T

0

e
−
∫ t
0

Cp
c0

Φ̇(s)ds
dt

]
,

which gives

Mν(T ) ≤ c2
Mz(T )e

−
∫ T
0

Cp
c0

Φ̇(t)dt∫ T
0
e
−
∫ t
0

Cp
c0

Φ̇(s)ds
dt

+ cM

Nν∑
n=1

∆tνTV (gνδ (tn−, ·); I(tn))

≤ c2
Mz(T )

T
e
−
∫ T
0

Cp
c0

Φ̇(t)dt
dt+ cM

Nν∑
n=1

∆tνTV (gνδ (tn−, ·); I(tn)) .

By the same process as above, we can estimate the contribution given by Φ as follows:

∫ T

0

Φ̇(t)dt = Φ(T )−
Nν∑
n=1

(Φ(n∆t+)− Φ(n∆t−))− Φ(0)

≥ Φ(T )− Φ(0)−
Nν∑
n=1

|∆Φ(n∆t)|

≥ Φ(T )− Φ(0)−
Nν∑
n=1

|∆Kν(n∆t)|

≥ Φ(T )− Φ(0)−
Nν∑
n=1

∆tνTV (gνδ (tn−, ·); I(tn))
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since φ is time-continuous, and we obtain

M ν(T ) ≤ c2
Mz(T )

T
e
−
∫ T
0

Cp
c0

Φ̇(t)dt
dt+ cM

Nν∑
n=1

∆tνTV (gνδ (tn−, ·); I(tn))

≤ c2
Mz(T )

T
e
Cp
c0

(Φ(0)−Φ(T )+
∑Nν

n=1 ∆tνTV (gνδ (tn−,·);I(tn))) + cM

Nν∑
n=1

∆tνTV (gνδ (tn−, ·); I(tn)) .

This estimate remains valid for any finite number l of disjoints intervals Ii = ]ai, bi]. We
call M ν

i (T ) the sum of strength of of 1-waves in W ν(T, .) contained in ]ai, bi] and write
TV (gνδ (t, ·); Ii(t)) the total variation associated to the interval ]ai(t), bi(t)]:

Mi(T ) =
∑

kα=1,xα∈ ]ai,bi]

σα.

We now consider a given open-interval ]a, b[. We assume that the front tracking ap-
proximation Uν initially contains N shocks emanating from the initial datum. We can now
define half-open disjoint intervals Ii = ]ai, bi], 1 ≤ i ≤ N + 1, such that:

• every 1-rarefaction front in W ν at T lying in ]a, b[ is contained in an interval Ii.

• each interval Ii can only contain shocks originating from the integration of the split-
ting term at a time tn, and cannot contain shocks originating from the initial datum.

The measure of positive 1-waves in W ν(T, ·) is then

µ1+
T (]a, b[) =

l∑
i=1

Mi(T ). (2.4.8)

We have the following bound:

l∑
i=1

TVi (g
ν
δ (tn−, ·); Ii(tn)) ≤ TV (gνδ (tn−, ·); ]a, b[) . (2.4.9)

By definition of gνδ (t, ·), we have

TV (gνδ (t, ·); ]a, b[) ≤ 1

δ
TV

(
Ṽ ◦ p̃−1(wν − vν)(t, ·); ]a, b[

)
+ TV (vν(t, ·); ]a, b[)

≤ CV p
δ

(TV (wν(t, ·); ]a, b[) + TV (vν(t, ·); ]a, b[))

≤ CV p
δ

(TV (wν0) + TV (vν0 ))

≤ CV p
δ

(TV (w0) + TV (v0)) ,
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where we used the Lipschitz-continuity of Ṽ ◦ p̃−1 on the domain E and the result of
Lemma 2.2.2. Finally we get

µ1+
T (]a, b[) ≤

l∑
i=1

c2
M(bi − ai)

T
e
Cp
c0

(
Φi(0)−Φi(T )+T

CV p
δ

(TV (w0)+TV (v0))
)

+ cMT
CV p
δ

(TV (w0) + TV (v0))

≤ c2
M

b− a
T

e
Cp
c0

(
Φ(0)+T

CV p
δ

(TV (w0)+TV (v0))
)

+ cMT
CV p
δ

(TV (w0) + TV (v0))

≤ c2
M

b− a
T

e
Cp
c0

(
TV (w0)+T

CV p
δ

(TV (w0)+TV (v0))
)

+ cMCV p
T

δ
(TV (w0) + TV (v0)) ,

proving (2.4.2) with C = max

{
c2
Me

Cp
c0
TV (w0)

, cMCV p,
Cp
c0
,
CpCV p
c0

}
.

Remark. Unfortunately, the lower semicontinuity of the total variation does not allow to
pass to the limit as ν →∞ in the term TV (gνδ (tn−, ·); ]a, b[) to recover a sharper estimate
depending on the time integral of the total variation of the relaxation term.

2.5 Convergence of the relaxed ARZ system towards the
LWR model

In this section, we follow the methodology of [2] to prove that the solutions of the the
relaxed ARZ system (2.1.8) converge towards a solution of the equilibrium LWR equation
as δ → 0. For each δ > 0, we constructed a sequence of approximate WFT solutions whose
limit solves (2.1.8) in the weak sense. We recall that, under the assumptions of Lemma
2.2.3, for any a < b and 0 ≤ s ≤ t they satisfy estimates (2.2.6) and (2.2.7):∫ b

a

|τ ν(t,X)− τ ν(s,X)|dX ≤ CM(t− s),∫ b

a

|wν(t,X)− wν(s,X)|dX ≤ (CM + Lδ)(t− s+ ∆tν).

To pass to the limit as δ → 0, we need a stronger estimate on Lδ.

Lemma 2.5.1. Assume that the subcharacteristic condition (2.1.10) is satisfied. Under
the same assumptions of Lemma 2.2.3, we have the following estimate:

Lδ ≤
2

δ
e−

s
δ

∫ b

a

|Ṽ (τ0(X))− v0(X)|dX. (2.5.1)

Proof. Let δ > 0 and ν be given. For each k ≥ 1, we define:

g±k =

∫ b

a

|Ṽ (τ ν(k∆tν±, X))− vν(k∆tν±, X)|dX.
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We develop

g+
k =

∫ b

a

|Ṽ (τ ν(k∆tν+, X))− vν(k∆tν+, X)|dX

=

∫ b

a

|Ṽ (τ ν(k∆tν−, X))−
(
vν(k∆tν−, X) +

∆tν

δ
(Ṽ (τ ν(k∆tν−, X))− vν(k∆tν−, X))

)
|dX

=
(
1− ∆tν

δ

)
g−k . (2.5.2)

Therefore we get

g−k − g
+
k−1 =

∫ b

a

|Ṽ (τ ν(k∆tν−, X))− vν(k∆tν−, X)|

− |Ṽ (τ ν((k − 1)∆tν+, X))− vν((k − 1)∆tν+, X)|dX

≤
∫ b

a

∣∣(Ṽ (τ ν(k∆tν−, X))− vν(k∆tν−, X)
)

−
(
Ṽ (τ ν((k − 1)∆tν+, X))− vν((k − 1)∆tν+, X)

)∣∣dX
≤
∫ b

a

∣∣(Ṽ (τ ν(k∆tν−, X))− Ṽ (τ ν((k − 1)∆tν+, X))
)

−
(
wν(k∆tν−, X)− wν((k − 1)∆tν+, X)

)
+
(
p̃(τ ν(k∆tν−, X))− p̃(τ ν((k − 1)∆tν+, X))

)∣∣dX
≤ sup

Uν∈D(M)

(|Ṽ ′(τ ν)|+ |p̃′(τ ν)|)CM∆tν

≤ K1∆tν , (2.5.3)

where K1 := sup
Uν∈D(M)

(|Ṽ ′(τ ν)|+ |p̃′(τ ν)|)CM . Combining (2.5.2) and (2.5.3) we obtain:

g−k ≤ K1∆tν
k−1∑
i=0

(
1− ∆tν

δ

)i
+

(
1− ∆tν

δ

)k−1

g+
0

≤ K1δ +

(
1− ∆tν

δ

)k−1

g+
0 .
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As in the proof of Lemma 2.2.3, we write:

k+Nν∑
i=k

∫ b

a

|wν(i∆tν+, X)− wν(i∆tν−, X)|dX

=
∆tν

δ

k+Nν∑
i=k

g−i

≤ ∆tν

δ

k+Nν∑
i=k

[
K1δ +

(
1− ∆tν

δ

)i−1

g+
0

]

≤ K1(t− s+ ∆tν) + g+
0

(
1− ∆tν

δ

)k−1
[

1−
(

1− ∆tν

δ

)Nν+1
]
.

Taking ∆tν ≤ δ
2
, we have 2

(
1− ∆tν

δ

)
≥ 1 and

k+Nν∑
i=k

∫ b

a

|wν(i∆tν+, X)− wν(i∆tν−, X)|dX ≤ K1(t− s+ ∆tν)

+ 2g+
0

(
1− ∆tν

δ

)k
(N + 1)

∆tν

δ

≤ (t− s+ ∆tν)

[
K1 + 2

g+
0

δ
e−

s
δ

]
.

Then the result holds with another constant CM large enough.

We can now present the main result of this chapter.

Theorem 2.5.2. Let U0 = (τ0, w0) ∈ D(M) for someM > 0, and denote by Ū = (τ̄ , w̄) the
limit as δ → 0 of a subsequence of weak entropy solutions U δ = (τ δ, wδ) of (2.1.8), (2.1.9),
obtained as limit of the proposed wave-front tracking approximations. Then w̄ = Ṽ (τ̄)+p̃(τ̄)
and τ̄ is a weak solution of the scalar Cauchy problem:{

∂tτ − ∂X Ṽ (τ) = 0,

τ(0, ·) = τ0(·),
X ∈ R, t > 0. (2.5.4)

Proof. First we remind that the constant CM in (2.2.6) and (2.2.7) does not depend on δ.
In addition, thanks to (2.5.1), the constant Lδ can be bounded uniformly as δ → 0 on any
set [1/n,∞[×[−n, n] for n ∈ N. If 1

n
≤ s ≤ t then, for a given constant C only depending

on the initial datum, there holds

Lδ ≤
C

δ
(b− a)e−

1
nδ . (2.5.5)

For n fixed, the right-hand side goes to zero with δ.
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By Helly’s theorem, there exists a subsequence δk → 0, such that the sequence (τ δk)
converges to a function τ̄ in L1

loc([0,+∞[×R). In addition we have by construction τ̄(0, ·) =
τ0(·) and the limit also satisfies the Lipschitz inequality.

For w̄ we can reason on the set [1,+∞[×[−1, 1]. We can extract a subsequence δ1
k from

δk such that wδ1
k converges to a function w̄ in L1

loc([1,+∞[×[−1, 1]). Passing to the limit
in (2.3.1) we obtain

w̄(t, ·) = Ṽ (τ̄(t, ·)) + p̃(τ̄(t, ·))

on the set [1,+∞[×[−1, 1], and then τ̄t − Ṽ (τ̄)x = 0.
Similarly, for any n ∈ N, we can extract a subsequence δnk of δn−1

k such that wδnk
converges to w̄ in L1

loc([1/n,+∞[×[−n, n]). For any 1
n
≤ s ≤ t, (2.5.5) combined with

(2.2.7) provides: ∫ n

−n
|w̄(t,X)− w̄(s,X)|dX ≤ CM |t− s|. (2.5.6)

We can then construct by a diagonal process a sequence (τ δ
n
k , wδ

n
k ) that converges to (τ̄ , w̄)

in L1
loc(]0,+∞[×R). For any compact subset of [0,+∞[×R, we know that (τ δ

n
k , wδ

n
k ) con-

verges to (τ̄ , w̄) in L1
loc([1/n,+∞[×[−n, n]), and it is bounded by construction. Therefore,

we get convergence in L1
loc([0,+∞[×R).

Inequality (2.5.6) holds for any 0 < s < t and any n ∈ N, we can thus pass to the limit
when t→ 0, and define:

w̄(0, ·) = lim
t→0

w̄(t, ·) = lim
t→0

Ṽ (τ̄(t, ·)) + p̃(τ̄(t, ·)) = Ṽ (τ0(·)) + p̃(τ0(·)). (2.5.7)

Then τ̄ is a weak solution of (2.5.4), which corresponds to the usual LWR model.

Remark. Proving that the solutions of the ARZ system with relaxation (2.1.8) converge to
the (unique) entropy weak solution of (2.5.4) is still an open problem, see [99, Section 5]
and [2, Section 4] for related discussions. In [38, Theorem 3.2], the authors prove that for
any entropy/entropy-flux pair (φ, ψ) of the equilibrium equation (2.5.4), under the strict
subcharacteristic condition, there exists a strictly convex entropy pair (η, q) for the system
(2.1.8) over an open set Ωφ containing the equilibrium curve. Unfortunately, we cannot
provide the necessary L∞ uniform estimates to ensure that, for δ small enough, U δ ⊂ Ωφ.
The mild decay estimate (2.4.2) does not give useful information for δ → 0. Recently, a
deep investigation of the question was proposed in [55]. Following the idea of [55, Section
2], we may derive an explicit expression of an entropy function η for (2.1.8), which is not
convex. Nevertheless, following the methodology of [55], one may be able to show that the
negative entropy production vanishes in the limit.
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Appendix

The present work was motivated by the lack of complete convergence results of the
relaxed ARZ model (2.1.3) to the equilibrium LWR equation

∂tρ+ ∂xVe(ρ) = 0.

Following [8, 81], we made the choice of working in Lagrangian coordinates, which signifi-
cantly simplifies computations. The same procedure could be carried out for the original
problem in Eulerian coordinates. Besides, as mentioned in the introduction, the choice of
the WFT scheme for constructing approximate solutions was motivated by the lack of TV
bounds on classical Godunov approximations. This was already pointed out in [132] for
system (2.1.3), but remains valid in Lagrangian coordinates. Indeed, Godunov scheme for
the homogeneous step (2.2.3) reads (see [8, Eq. (4.8)]) as

τn+1
i = τni +

∆t

∆X

(
vni+1 − vni

)
,

wn+1
i = wni ,

see also Figure 2.2. Note that, in general, the solution of the Riemann problem with initial
data (Un

i , U
n
i+1), accounts for a wave of the first family traveling with negative speed and

a stationary contact discontinuity.

Un
i Un

i+1

Un+1
i Un+1

i+1

xi−1/2 xi+1/2 xi+3/2
tn

tn+1

Figure 2.2 – Notations used for Godunov scheme, with Un
i = (τni , w

n
i ).

By construction, and relying on the fact that τ is a conserved variable, we have that
τn+1
i ∈ I

(
τni , τ

n
i+1

)
, with the notation I(a, b) := [min{a, b},max{a, b}]. Therefore p̃(τn+1

i ) ∈
I
(
p̃ (τni ) , p̃

(
τni+1

))
, since p̃ is monotone. This gives

vn+1
i ∈ I

(
wni − p̃ (τni ) , wni − p̃

(
τni+1

) )
= I
(
vni , v

n
i+1 +

(
wni − wni+1

) )
6= I

(
vni , v

n
i+1

)
,

since wni − wni+1 6= 0 in general. In particular, we may have vn+1
i 6∈ I

(
vni , v

n
i+1

)
. This may

generate spurious oscillations around contact discontinuities, see for example [36].
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Chapter 3

Well-posedness of a macroscopic traffic
flow model with bounded acceleration

Abstract

In this chapter we propose a new macroscopic traffic flow model accounting for the bound-
edness of traffic acceleration, which is required for physical realism. Our model is built on
the coupling between the scalar conservation law accounting for the conservation of vehicles
and a number of ordinary differential equations describing the trajectories of accelerating
vehicles, which we treat as moving constraints. We propose a wave-front tracking algo-
rithm to construct approximate solutions of the model, with general flux functions. With
wave-front tracking, we show existence of solutions to the Cauchy problem. Finally, we
use the algorithm to numerically simulate several urban situations, from a single Riemann
problem to sequences of traffic lights, and confront the results to numerical simulations of
the LWR model.

The content of this chapter was published or submitted under the following references:

N. Laurent-Brouty, G. Costeseque, and P. Goatin. A coupled PDE-ODE model for bounded
acceleration in macroscopic traffic flow models. IFAC-PapersOnLine, 51(9):37 – 42, 2018.
15th IFAC Symposium on Control in Transportation Systems CTS 2018;

N. Laurent-Brouty, G. Costeseque, and P. Goatin. A macroscopic traffic flow model ac-
counting for bounded acceleration. preprint, June 2019.
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3.1 Introduction

As detailed in Chapter 1, macroscopic traffic flow models can display discontinuous
solutions in space and time, giving rise to infinite acceleration or deceleration rates. In
this chapter, we focus on situations in which the solutions to the LWR model and second
order models present an unbounded acceleration of traffic. This is the case when the
traffic conditions display downward jumps in density, corresponding to upward jumps in
velocity. These situations may occur at downward discontinuities of the initial density
datum or can be generated by boundary conditions, for instance downstream a merge
or a bottleneck whose positions are known. It happens for example when a traffic light
turns green. At these locations, the weak entropy solution to the classical LWR model
consists of a rarefaction wave, accounting for an instantaneous jump from a lower velocity
to a higher velocity, which corresponds to an infinite acceleration of the leading vehicle
and bounded but unrealistic acceleration values for the following ones. This prevents any
coupling of the LWR model (and also second order models like [126, 143] and [9, 146]) with
consumption and pollution models (see for example [140] and references therein), in which
the acceleration component plays a crucial role. This coupling is crucial to implement
in order to control traffic emissions, since urban areas are repeatedly faced with severe
episodes of atmospheric pollution. Bounded acceleration of vehicles may also have an
impact on management procedures, such as traffic signals optimization, which require a
precise estimation of queue dissipation times (see [5] and references therein). Macroscopic
models accounting for bounded acceleration of vehicles have been previously addressed in
the engineering literature. In particular, [107, 108] propose a two phase model in which
the bounded acceleration phase is described by a non-strictly hyperbolic system of balance
laws, while [113] applies to rather restrictive cases limited to piecewise affine fundamental
diagrams.

Following the ideas introduced in [108] and observing that situations with unbounded
acceleration only appear for specific initial datum, we derive a model in which accelerating
vehicles are treated as moving local constraints. We then propose to couple the LWR
model with a number of Ordinary Differential Equations (ODEs), each accounting for
the trajectory of a leading vehicle, initially located at a downward jump in density, and
accelerating at a constant rate. We assume that all vehicles accelerate at the same constant
rate, and that overtaking is not possible. Thus, the leading vehicles will accelerate and
regulate upstream traffic. These vehicles will then act as moving constraints, enforcing a
zero flux along their trajectory, until they catch the downstream traffic. We investigate the
well-posedness of our new approach to account for the finite acceleration of vehicles from
a macroscopic point of view. We provide a rigorous constructive algorithm to compute
approximate solutions to our model, which can be applied to a large class of fundamental
diagrams, and use it to illustrate the solutions behavior. Unlike [107, 108, 113, 114], our
approach is general and can be applied to a large class of fundamental diagrams, or even
to higher order models.

The idea of modeling the interaction of specific vehicles (like buses or trucks) with the
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surrounding traffic through strongly coupled PDE-ODE systems was introduced in [110]
and then studied analytically in [58, 100, 119], see also [15, 35, 62, 141] for a numerical
treatment and an extension to second order models. Compared to the above literature,
the moving constraint presents in our approach a non-linear trajectory imposed by the
acceleration bound, which is independent of the downstream traffic conditions as long as the
leading vehicle, i.e. the bottleneck, has not rejoined the preceding vehicles. The bottleneck
dynamics, and its impact on traffic, are therefore different from the framework described
in [58]. Yet, at this stage, we are only interested in constructing a fine approximation
algorithm and in proving existence of solutions for piecewise constant initial data.

This chapter is organized as follows: in Section 3.2 we describe the mathematical
formulation of the proposed PDE-ODE model, and define its solutions. We then analyse the
associated Riemann problem, and propose a wave-front tracking algorithm to approximate
the solutions to the Cauchy problem. In Section 3.3 we prove existence of a weak solution
to our model. To do so, we first show convergence of approximate solutions to a limit,
and then prove that this limit actually satisfies the definition of solutions. In Section 3.4
we present several numerical simulations, from the solution to the Riemann problem to
illustrations of a sequence of traffic lights, and confront the results to the solution of the
LWR model. After a brief conclusion of the chapter in Section 3.5, we detail the key aspects
of the numerical implementation of wave-front tracking in Appendix.

3.2 A coupled PDE-ODE model accounting for bounded
acceleration

3.2.1 Mathematical formulation and definition of solutions

We consider an initial value problem for which the initial datum ρ0 is piecewise constant,
and admits I ∈ N downward jumps in density. For this reason, we introduce I moving
bottlenecks, and propose the following model, based on the moving constraint model of
[58, 110]. In the following, we will use I := {1 ≤ i ≤ I, i ∈ N}.

∂tρ+ ∂xf(ρ) = 0, x ∈ R, t > 0, (3.2.1a)
ρ(0, x) = ρ0(x), x ∈ R, (3.2.1b)
f (ρ(t, yi(t)))− ρ(t, yi(t))ẏi(t) ≤ 0, t > 0, i ∈ I, (3.2.1c)
ẏi(t) = ωi (t, yi(t)) , t > 0, i ∈ I, (3.2.1d)
yi(0) = y0

i , i ∈ I, (3.2.1e)

In Equation (3.2.1d), we define

ωi(t, yi(t)) := min
{
At+ v0

i , v(ρ(t, yi(t)+)
}
,

where v0
i = v(ρ0(y0

i−)) stands for the initial speed of the moving bottleneck starting at
position y0

i and A > 0 is the constant acceleration rate (assumed to be equal for all
vehicles). The map yi : t 7→ yi(t) denotes the trajectory of the i-th moving bottleneck.

57
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In our model, the traffic density evolution is described by the scalar conservation
law (3.2.1a) and the corresponding initial condition (3.2.1b), corresponding to the clas-
sical LWR model. Equation (3.2.1c) accounts for the assumption that no overtaking is
possible. It enforces that the flux directly upstream of the bottlenecks created by the
leading vehicles is bounded by the flux along their trajectory. The ODE (3.2.1d) provides
the trajectory of each accelerating leader starting from the position given by the initial
condition (3.2.1e), i.e. any point of downward jump in the density.

Remark 3.1. In the specific case where the initial datum does not contain downward jumps
(I = 0), there is no moving bottleneck and the model reduces to the LWR model with
(3.2.1a), (3.2.1b).

In addition, we consider the following assumptions:
(A1) The map v : ρ 7→ v(ρ) is decreasing, Lipschitz continuous and satisfies v(0) = Vmax

and v(ρmax) = 0.

(A2) The map f : ρ 7→ f(ρ) is strictly concave, differentiable, satisfies f(0) = f(ρmax) = 0
and we denote by ρcrit ∈ ]0, ρmax[ the point of maximum of f .

(A3) The initial datum ρ0 ∈ BV (R; [0, ρmax]) is a piecewise constant function with a finite
number of jumps. In addition, it admits I downward jumps. For every i ∈ I, it
satisfies ρ0(y0

i−) > ρ0(y0
i +).

Remark 3.2. Concerning assumption (A3) above, we remark that any function in
BV (R; [0, ρmax]) can be approximated by a piecewise constant function with a finite number
of jumps, see [20, Lemma 2.2], but we will not treat this general case here.

Following [58], we propose the following definition of weak solutions solutions to Sys-
tem (3.2.1).

Definition 3.2.1 (Weak solution of the PDE-ODE model). Let T > 0 be a given finite
time horizon. We call (ρ, y) ∈ C0([0, T ]; L1∩BV (R; [0, ρmax]))×W1,1([0, T ];RI) a solution
to (3.2.1) if and only if
(i) ρ is a weak solution of (3.2.1a), (3.2.1b), i.e. ∀φ ∈ C1

c (]−∞, T [×R;R),∫ T

0

∫ ∞
−∞

(ρφt + f(ρ)φx)dxdt+

∫ ∞
−∞

ρ0(x)φ(0, x)dx = 0 (3.2.2)

and it satisfies the Kružkov entropy condition on ([0, T [×R)\
I⋃
i=1

{(t, yi(t)) : t ∈ [0, T ]},

i.e. for any k ∈ [0, ρmax] and ∀φ ∈ C1
c ([−∞, T [×R;R+) such that φ(t, yi(t)) = 0,

t ∈ [0, T ], i ∈ I,∫ T

0

∫ ∞
−∞

(|ρ− k|φt + sgn(ρ− κ) (f(ρ)− f(k))φx) dxdt+

∫ ∞
−∞
|ρ0(x)−k|φ(0, x)dx ≥ 0;

(3.2.3)
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3.2. A coupled PDE-ODE model accounting for bounded acceleration

(ii) for i ∈ I, each component yi of y is a Carathéodory solution of (3.2.1d), (3.2.1e),
i.e.

yi(t) = y0
i +

∫ t

0

ωi (s, yi(s)) ds for any t ∈ [0, T ]; (3.2.4)

(iii) the constraint (3.2.1c) is satisfied for almost every t ∈ [0, T ] and any i ∈ I.

We can now propose our main result.

Theorem 3.2.1 (Existence of a weak solution). Assume that assumptions (A1), (A2)
and (A3) are satisfied. Then the Cauchy problem (3.2.1) admits a solution in the sense
of Definition 3.2.1.

3.2.2 The Riemann problem

We first focus on the Riemann problem associated to System (3.2.1), i.e. when the
initial datum is piecewise constant with a single discontinuity:{

ρL if x < y0,

ρR if x ≥ y0.
(3.2.5)

For simplicity, we have droped the lower-index notation, since we will have at maximum
one bottleneck. Solutions with unbounded acceleration only appear in the case ρL > ρR,
when a platoon of vehicles has to accelerate from an initial velocity v(ρL) to a higher one
v(ρR). The case ρL ≤ ρR provides the classical solution to the LWR model i.e. a shock
wave. The definition of the classical Riemann solver R for scalar conservation laws is
provided by Definition 1.1.6.

We now assume that ρL > ρR such that the initial datum ρ0 has a unique downward
jump (I = 1). In this case, we use the constrained Riemann solver proposed in [58].

Definition 3.2.2 (The constrained Riemann solver). For any V ∈ [0, Vmax], let ρ̂ ∈ ]0, ρmax]
such that v(ρ̂) = V . Consider the constrained Riemann solver proposed in [58], where the
scalar conservation law is coupled to a flux constraint with constant maximal velocity V :

∂tρ+ ∂xf(ρ) = 0, x ∈ R, t > 0, (3.2.6a)

ρ(0, x) =

{
ρL if x < y0,

ρR if x ≥ y0,
(3.2.6b)

f (ρ(t, y(t))− ρ(t, y(t))ẏ(t) ≤ 0, t > 0, (3.2.6c)
ẏ(t) = min{V, v(ρR)}, (3.2.6d)
y(0) = y0. (3.2.6e)

Setting ξ := (x−y0)/t, we define a solution ρ(t, x) = RV (ρL, ρR)(ξ) to (3.2.6) as follows:
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Chapter 3. Well-posedness of a macroscopic traffic flow model with bounded acceleration

• if f(R(ρL, ρR)(V ))− V R(ρL, ρR)(V ) > 0, then the bottleneck is active and

RV (ρL, ρR)(ξ) =

{
R(ρL, ρ̂)(ξ), if ξ < V,

R(0, ρR)(ξ), if ξ ≥ V,
and y(t) = y0 + V t,

• if f(R(ρL, ρR)(V ))− V R(ρL, ρR)(V ) ≤ 0, then the bottleneck is inactive and

RV (ρL, ρR)(ξ) = R(ρL, ρR)(ξ) for all ξ and y(t) = y0 + min{V, v(ρR)}t.

3.2.3 Construction of approximate solutions withWave-Front Track-
ing

To construct a sequence of approximate solutions {ρN , yi,N}i∈I,N∈N to (3.2.1), we adopt
the Wave-Front Tracking technique (Section 1.1.3). For any N ∈ N, we set a grid of
densities consisting of 2N + 1 points as follows

MN := 2−NρmaxN ∩ [0, ρmax], (3.2.7)

and we denote the mesh size by εN := 2−Nρmax. In particular, for any distinct ρ1, ρ2 ∈MN ,
we have |ρ1 − ρ2| ≥ εN . Moreover, we denote by vj,N the speed corresponding to density
ρj,N ∈ MN , that is vj,N := v(ρj,N). We take an approximation ρ0

N of the initial datum ρ0

taking values on the grid, with the same number and location of discontinuities as ρ0, such
that TV(ρ0

N) ≤ TV(ρ0) (existence is guaranteed by [20, Section 2]). In the remaining, we
will elude the index N for sake of clarity, when it is not necessary for the computations.
Since the moving bottleneck corresponds to a transitory phase describing acceleration of
vehicles from a low velocity to a higher one, we expect moving bottlenecks to disappear,
and that is why we propose the following definition.

Definition 3.2.3 (Interaction time between a moving bottleneck and downstream traffic).
Consider {ρN , yi,N}i∈I,N∈N a sequence of approximate solutions to (3.2.1) obtained via
wave-front tracking. For any i ∈ I, we define the interaction time tint

i,N as

tint
i,N := inf {t > 0: v (ρN(t, yi,N(t)−)) ≥ v (ρN(t, yi,N(t)+))} .

Remark 3.3. The interaction time tint
i,N corresponds to the instant at which the i-th moving

bottleneck catches up with downstream traffic if existing, else it corresponds to the moment
when the bottleneck reaches the maximal speed. By definition, we immediately have that
tint
i,N ≤ Vmax

A
,∀i ∈ I. Since the sequence {tint

i,N}N∈N is uniformly bounded, there exists a
subsequence which converges towards some point tint

i ≤ Vmax
A

.
The acceleration phase of the leading vehicle of the i-th moving bottleneck lasts until

it reaches its maximal speed Vmax or until it catches up with preceding traffic, happening
at t = tint

i in a continuous setting. During this period, it accelerates at a constant rate A.
Its trajectory, described by Equation (3.2.1d), is thus given by a parabola

yi(t) =
A

2
t2 + v(ρ0(y0

i−))t+ y0
i .
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3.2. A coupled PDE-ODE model accounting for bounded acceleration

In the discrete setting, for i ∈ I, N ∈ N, the i-th moving bottleneck is considered active
up to time t = tint

i,N . To construct our wave-front tracking approximations, we will approx-
imate each parabola by a piecewise linear trajectory, such that the initial slope is equal
to v(ρ0

N(y0
i−)), and then it increases along the gridMN , taking values v(ρ0

N(y0
i−) − εN),

v(ρ0
N(y0

i−) − 2εN) and so on, as long as the moving bottleneck is active. This construc-
tion is thus valid on a time horizon [0, tint

i,N [, which we partition in sub-intervals [tni,N , t
n+1
i,N [,

where, for any n small enough, tni,N is defined for each grid-parameter N such thatt
0
i,N = 0, tn+1

i,N = tni,N + ∆tni,N ,

∆tni,N :=
1

A
[v (ρ0

N(y0
i−)− (n+ 1)εN)− v (ρ0

N(y0
i−)− nεN)] .

(3.2.8)

The interval ∆tni,N corresponds to the time necessary to accelerate between two consecu-
tive velocities on the grid v(ρ0

N(y0
i−) − nεN) and v(ρ0

N(y0
i−) − (n + 1)εN) at a constant

acceleration rate A. The approximate trajectory of the active moving bottleneck yi,N is
then defined for each grid-parameter N and t ∈ [0, tint

i,N [ as

yi,N(t) := y0
i +

n−1∑
j=0

v(ρ0
N(y0

i−)− jεN)∆tji,N + v(ρ0
N(y0

i−)−nεN)(t− tni,N), ∀ t ∈ [tni,N , t
n+1
i,N [.

For t ≥ tint
i,N , i.e. when the bottleneck is not active anymore, the trajectory is approximated

by:

yi,N(t) = yi,N(tint
i,N) +

∫ t

tint
i,N

v(ρN(s, yi,N(s)+))ds.

We now detail the algorithm to construct the wave-front tracking approximations de-
noted by {ρN}N∈N (see Figure 3.1). Let T > 0 given.

x

t

ρ0
N(y0

i−) = ρi0 ρ0
N(y0

i +) = ρi0−K

v i
0

t1i,N

ρi0 v i 0
−1

t2i,N

v i0
−2

tint
i,N

ρi0−1

ρi0−2

ρ = 0
ρi0−K

Figure 3.1 – Example of the WFT approximate solution and notation used in the algorithm,
focused on the i-th bottleneck, where we have set ρ0

N(y0
i−) =: ρi0 ∈MN and vj = v(ρj).
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Algorithm 1 (Wave-Front Tracking (WFT)). Consider a given N ∈ N.
Step 0. Approximate the initial datum x 7→ ρ0(x) by a piecewise constant function x 7→ ρ0

N(x)
taking values on the gridMN defined in (3.2.7). Denote by

{
x0
j

}
j=1,...,J

the set of J
jump locations of ρ0

N .

Step 1. At t = 0, using the constrained Riemann solution RV given by Definition 3.2.2,
solve the constrained Riemann problem at every density jump location x0

j by setting
V = v

(
ρ0
N(x0

j−)
)
.

(i) If ρ0(x0
j−) > ρ0(x0

j+) and x0
j = y0

i for some i ∈ I, the solution consists in a
jump discontinuity (the moving bottleneck) between ρ0

N(y0
i−) and 0, moving

at speed v(ρ0
N(y0

i−)), eventually followed by a shock between 0 and ρ0
N(y0

i +),
moving at speed v(ρ0

N(y0
i +)).

(ii) Else, the solution consists in a classical shock between ρ0
N(x0

j−) and ρ0
N(x0

j+).

The solution can then be prolonged up to some time t̄, the first time at which either
an interaction between two waves occurs, or at least one of the moving bottlenecks

changes its velocity, for instance bottleneck i at t1i,N =
v (ρ0

N(y0
i−)− εN)− v (ρ0

N(y0
i−))

A
.

Step 2. (i) If t̄ is an instant when a change of velocity for bottlenecks occurs, t̄ = t1i,N
for some i ∈ I. Then the speed of the moving bottleneck yi,N is set equal
to v (ρ0

N(y0
i−)− εN) and we solve the constrained Riemann problem with RV ,

where V = v (ρ0
N(y0

i−)− εN): the solution consists of an approximate rarefac-
tion jump of size εN between ρ0

N(y0
i−) and ρ0

N(y0
i−)− εN , moving at speed

λ =
f(ρ0

N(y0
i−))− f(ρ0

N(y0
i−)− εN)

εN
,

followed by a (non-classical) jump discontinuity between ρ0
N(y0

i−) − εN and 0,
moving at speed v (ρ0

N(y0
i−)− εN). In this case the number of waves increases

by one.

(ii) Else, t̄ is an interaction time between two waves (it is not restrictive to assume
that an interaction between three or more waves cannot occur, by possibly
changing slightly the velocities of waves). We denote respectively by ρL, ρM , ρR
the traffic densities on the left, middle, and right of the interaction. Different
cases may occur:

(a) Both waves are classical shocks. Then ρL < ρM < ρR, and the solution
at t = t̄+ is a classical shock between ρL and ρR. The number of waves
diminishes.

(b) The first wave is a shock and the second wave is an approximate rarefaction.
Then ρL < ρM = ρR + εN , and thus ρL < ρR. The solution at t = t̄+ is a
classical shock between ρL and ρR. Again, the number of waves diminishes.
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3.2. A coupled PDE-ODE model accounting for bounded acceleration

(c) The first wave is a rarefaction and the second wave is a shock. Then ρL =
ρM + εN , ρM < ρR and ρL ≤ ρR. The solution at t = t̄+ is either a classical
shock between ρL and ρR or no wave is produced if ρL = ρR. The number
of waves is non-increasing.

(d) The first wave is a moving bottleneck and the second wave is a shock. The
concavity of the flux function implies that an interaction occurs if and only
if ρL < ρR. Then the solution at t = t̄+ is a classical shock between ρL and
ρR, and the number of waves diminishes.

Step 3. We repeat Step 2 until t = T .

Remark 3.4. Step 2 (ii) lists all interactions that can possibly occur. Due to the strict
concavity of the flux function f (assumption (A2)), the following cases cannot happen:

• The first wave is a classical shock and the second wave is a moving bottleneck. Then

ρL < ρM , ρR = 0. Hence the first wave moves at speed
f(ρM)− f(ρL)

ρM − ρL
and the

second at speed
f(ρM)

ρM
, but

f(ρM)− f(ρL)

ρM − ρL
<
f(ρM)

ρM
, by concavity of f .

• Both waves are rarefactions: ρL > ρM > ρR. By concavity of the flux function, this
interaction is also not possible.

• The first wave is a rarefaction and the second wave is a moving bottleneck. Then we
also have ρL > ρM > ρR and the interaction is in fact not possible.

• The first wave is a moving bottleneck and the second wave is a rarefaction. This case
cannot happen, since we have ρM = 0.

• Both waves are moving bottlenecks. This interaction cannot happen as well since the
first wave would have a lower speed than the second, evolving at Vmax.

From the description of Algorithm 1, we deduce that the number of waves increases
only when a rarefaction front is generated at a time where a bottleneck updates its speed.
Nonetheless, for each grid parameter N , each bottleneck can only change its speed at
most 2N times. In addition, the number of bottlenecks is bounded by assumption (A3).
Therefore the number of waves remains finite and the construction can be carried on up
to any positive time T .

Corollary 3.2.2. As a direct consequence, the following holds:

(i) A moving bottleneck (non-classical wave) can only be generated at time t = 0.

(ii) Two moving bottlenecks cannot interact.

(iii) A moving bottleneck can only interact with a classical shock. In this case, only a
classical shock is generated.
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3.3 Existence of weak solutions

The following section is devoted to the proof of Theorem 3.2.1. We provide first tech-
nical results.

3.3.1 Convergence of approximate solutions

For each solution {ρN}N∈N constructed via wave-front tracking, we define the following
Glimm-type functional:

Υ(t) = Υ (ρN(t, ·)) =

TV(ρ0
N(·)) + 2

I∑
i=1

ρ0
N(y0

i +) if t = 0,

TV(ρN(t, ·)) if t > 0.

Lemma 3.3.1. The map t→ Υ(t) is non-increasing.

Proof. It is easy to check that Υ(0) ≥ Υ(0+). Indeed, the total variation can increase
only when a moving bottleneck originates between two states ρ0

N(y0
i−) > ρ0

N(y0
i +), and an

intermediate vacuum state is introduced, increasing the total variation by 2ρ0
N(y0

i +). We
assume now that two wave fronts interact or a moving bottleneck changes speed at time
t̄ > 0. As detailed in Step 2 of Algorithm 1, the total variation never increases in such
situations, therefore Υ (t̄+) ≤ Υ (t̄−).

Lemma 3.3.2. There exists a subsequence of {ρN}N∈N which converges to some function
ρ ∈ L1

loc([0, T ]× R; [0, ρmax]).

Proof. From Lemma 3.3.1 and assumption (A3), we deduce that, for any N ∈ N and any

t > 0, we have TV (ρN(t, ·)) ≤ TV (ρ0
N(·)) + 2

I∑
i=1

ρ0
N(y0

i +) ≤ C, for some constant C > 0

independent of N . Note that |ρN(t, x)| ≤ ρmax for any (t, x) ∈ [0, T ]× R.
We must prove that for all s, t ≥ 0, we have:∫ ∞

−∞
|ρN(t, x)− ρN(s, x)|dx ≤ L|t− s|, (3.3.1)

for some L independent of N . By construction of the WFT approximations, the speeds
of wave fronts in ρN(t, ·) are uniformly bounded by ‖f ′‖L∞([0,ρmax]), since the approximate
solutions take values in [0, ρmax]. Inequality (3.3.1) thus holds with L = C ‖f ′‖L∞([0,ρmax]).
We refer the reader to [20, Section 6] for additional details.

We can then apply Helly’s Theorem (Theorem 1.1.5), which ensures that there exists a
subsequence, that we still denote by {ρN}N∈N, converging to a limit ρ in L1

loc([0,∞[×R;R).
The limit satisfies ∫ ∞

−∞
|ρ(t, x)− ρ(s, x)|dx ≤ L|t− s| for all t, s ≥ 0.
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We then show the convergence of each piecewise linear bottleneck trajectory {yi,N}N∈N
towards the parabola described by the i-th accelerating vehicle.

Lemma 3.3.3. For any i ∈ I and for any T > 0, there exists a subsequence of {yi,N}N∈N
which converges uniformly to some function yi on [0, T ].

Proof. Since the sequence {yi,N}N∈N is uniformly bounded on any interval [0, T ] and
equicontinuous, Ascoli-Arzela Theorem guarantees existence of a subsequence uniformly
convergent.

Lemma 3.3.4. For any i ∈ I the limit function yi satisfies:

yi(t) =
A

2
t2 + v(ρ0(y0

i−))t+ y0
i if t < tint

i .

Proof. Let i ∈ I and n ∈ N. We define

ȳi(t) =
A

2
t2 + v(ρ0(y0

i−))t+ y0
i for t < tint

i .

For any t ∈ [tni , t
n+1
i [, we have

˙̄yi(t)− ẏi,N(t) = At+ v(ρ0(y0
i−))− v(ρ0

N(y0
i−)− nεN)

= v(ρ0(y0
i−))− v(ρ0

N(y0
i−)− nεN) + Atni + A(t− tni )

= v(ρ0(y0
i−))− v(ρ0

N(y0
i−)− nεN) + A(t− tni )

+ A

n−1∑
l=0

1

A

[
v
(
ρ0
N(y0

i−)− (l + 1)εN
)
− v

(
ρ0
N(y0

i−)− lεN
)]

= A(t− tni ).

For any T ∈ [tni , t
n+1
i [, since yi,N is differentiable almost everywhere, we can write:

ȳi(T )− yi,N(T ) =

∫ T

0

( ˙̄yi(t)− ẏi,N(t))dt

=
n−1∑
l=0

∫ tl+1
i

tli

( ˙̄yi(t)− ẏi,N(t))dt+

∫ T

tni

( ˙̄yi(t)− ẏi,N(t))dt

=
A

2

n−1∑
l=0

(∆tli,N)2 +
A

2
(T − tni )2 ≥ 0.
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We compute

n−1∑
l=0

(∆tli,N)2 =
1

A2

n−1∑
l=0

[
v
(
ρ0
N(y0

i−)− (l + 1)εN
)
− v

(
ρ0
N(y0

i−)− lεN
)]2

≤ ||v
′||2∞
A2

n−1∑
i=0

ε2N

=
||v′||2∞
A2

n−1∑
i=0

2−2N −→
N→+∞

0.

Thus {yi,N(t)}N∈N converges to ȳi(t) pointwise almost everywhere, and then yi(t) satisfies
the required equality.

3.3.2 Existence of weak solutions

We now prove that ρ = lim
N→+∞

ρN is a weak solution of (3.2.1a)–(3.2.1b).

Lemma 3.3.5. ρ is a weak solution of (3.2.1a), (3.2.1b), i.e. ∀φ ∈ C1
c ([0, T ]× R;R),∫ T

0

∫ ∞
−∞

(ρφt + f(ρ)φx)dxdt+

∫ ∞
−∞

ρ0(x)φ(0, x)dx = 0 (3.3.2)

Proof. All the waves, including the non-classical waves, generated by the Wave-Front
Tracking Algorithm 1, satisfy the Rankine-Hugoniot condition. Hence, for any N , the
function ρN is a weak solution of the approximated problem{

∂tρ+ ∂xfN(ρ) = 0, x ∈ R, t > 0,

ρ(0, x) = ρ0
N(x), x ∈ R,

where fN is the piecewise linear function coinciding with f on the gridMN , see [63, Section
3.4]. Therefore, ∀N,∀φ ∈ C1

c (]−∞, T ]× R;R), we have∫ T

0

∫ ∞
−∞

(ρNφt + f(ρN)φx)dxdt+

∫ ∞
−∞

ρ0
N(x)φ(0, x)dx = 0.

Since f is Lipschitz continuous, and since ρN converges towards ρ in the L1-norm, we can
apply the dominated convergence theorem to conlude that ρ is a weak solution of (3.2.1a),
(3.2.1b).

Remark 3.5. The entropy inequality (3.2.3) can be proven analogously, see [20].
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3.3.3 The trajectory is a Caratheodory solution

We now prove that yi := lim
N→+∞

yi,N is a Carathéodory solution to (3.2.1d) and (3.2.1e),
for any i ∈ I. We first provide a technical result.

Lemma 3.3.6. For any i ∈ I and any N ∈ N, the approximate bottleneck trajectories
satisfy

ẏi,N(t) =

{
v (ρ0

N(y0
i−)− nεN) if t ∈ [tni,N , t

n+1
i,N [,

v (ρN(t, yi,N(t)+)) if t > tint
i,N ,

≤ At+ v(ρ0
N(y0

i−)).

Proof. We first assume that t ≤ tint
i,N . Then there exists n ∈ N such that t ∈ [tni,N , t

n+1
i,N [. By

construction, we have that

ẏi,N(t) = v
(
ρ0
N(y0

i−)− nεN
)

= Atni,N + v(ρ0
N(y0

i−))

≤ At+ v(ρ0
N(y0

i−)).

Now let t > tint
i,N . By construction, we have ẏi,N(t) = v (ρN(t, yi,N(t)+)). Let n ∈ N such

that tint
i,N ∈ [tni,N , t

n+1
i,N [. Just before disappearing, the moving bottleneck has a velocity equal

to v (ρ0
N(y0

i−)− nεN). The moving bottleneck catches downstream traffic only if its speed
is higher that the velocity of downstream traffic. This implies

At+ v(ρ0
N(y0

i−)) > Atni,N + v(ρ0
N(y0

i−)) = v(ρ0
N(y0

i−)− nεN) > v(ρN(tint
i,N , yi,N(tint

i,N)+)).

(3.3.3)

The previous inequality yields ρN(tint
i,N , yi,N(tint

i,N)+) > ρ0
N(y0

i−) − nεN . Since
ρN(tint

i,N , yi,N(tint
i,N)+) ∈ MN , we have in fact ρN(tint

i,N , yi,N(tint
i,N)+) − ρ0

N(y0
i−) ≥ (−n +

1)εN . We now need to compare the evolution of the velocity v(ρN(t, yi,N(t)+)) and
At+v(ρ0

N(y0
i−)). Starting from tint

i,N , the velocity on the right of the trajectory only increases
when it meets a rarefaction wave. We may assume that it will cross a succession of rarefac-
tion waves coming from a given downstream moving bottleneck j. When it encounters a
first rarefaction wave at time t, the density decreases by one grid point, and we then have
ρN(t, yi,N(t)+) − ρ0

N(y0
i−) ≥ −nεN . Let us now focus on the second rarefaction encoun-

tered, assuming it occurs at time t′ > t. The speed increases of the difference between two
consecutive speeds on the mesh, such that v(ρN(t′, yi,N(t′)+)) = v(ρN(t, yi,N(t)+)−εN). In
addition, since these rarefactions are generated by a given bottleneck j, there exists a time
index k such that v(ρN(t, yi,N(t)+)− εN)− v(ρN(t, yi,N(t)+)) = A∆tkj,N . In the same time,
by construction of the WFT approximations, the second rarefaction was emitted A∆tkj,N
after the first one, and then the right hand side At + v(ρ0

N(y0
i−)) will increase by at least

A∆tkj,N (the second rarefaction travels faster that the first one by concavity of the flux
function). This reasoning can then be iterated and combined with (3.3.3) to ensure that
v(ρN(t, yi,N(t)+)) ≤ At+ v(ρ0

N(y0
i−)) for any t > tint

i,N .
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The result can directly be extended to the limit of the WFT approximations.

Lemma 3.3.7. For any i ∈ I:

ωi(t, yi(t)) = min
{
At+ v(ρ0(y0

i−)), v(ρ(t, yi(t)+)
}

=

{
At+ v(ρ0(y0

i−)) if t ≤ tint
i ,

v (ρ(t, yi(t)+)) if t > tint
i ,

where tint
i denotes the limit of a subsequence of {tint

i,N}N∈N.

Proposition 3.3.8. For any i ∈ I, yi is a Carathéodory solution of (3.2.1d)–(3.2.1e), i.e.

yi(t) = y0
i +

∫ t

0

ωi (s, yi(s)) ds for any t ∈ [0, T ]. (3.3.4)

Proof. Let tint
i be the limit of a subsequence of {tint

i,N}N∈N and fix δ > 0 sufficiently small.
Assume first that t ≤ tint

i − δ. For N large enough, the i-th bottleneck is active on the
interval [0, t] and we have ẏi,N(t) = v (ρ0

N(y0
i−)− nεN) for all t ∈ [tni,N , t

n+1
i,N [.

We can write

yi,N(t) = y0
i +

∫ t

0

ẏi,N(s)ds.

By construction of each approximated parabola yi,N we have for s ∈ [0, t]

lim
N→+∞

ẏi,N(s) = As+ v
(
ρ0(y0

i−)
)
≤ v (ρ(yi+)) = Vmax.

We can then apply the dominated convergence theorem to pass to the limit within the
integral and conbine with Lemma 3.3.7 to obtain (3.3.4).
Now assume that t > tint

i +δ. In this case, the moving constraint is not active anymore, and
ρ is a weak entropy solution of (3.2.1a) on the time interval [tint

i + δ, t]. The convergence
of traces is therefore assured, see e.g. [49], and the result (3.3.4) is straightforward.

3.3.4 Proof of the flux constraint

Lemma 3.3.9. The limit ρ satisfies the flux constraint (3.2.1c):

f (ρ(t, yi(t)))− ρ(t, yi(t))ẏi(t) ≤ 0, t > 0, ∀ i ∈ I.

Proof. By construction of the WFT approximations, we have that

f (ρN(t, yi,N(t)))− ρN(t, yi,N(t))ẏi,N(t) ≤ 0, t > 0, ∀ i ∈ I,∀ N ∈ N. (3.3.5)

We know that for any N , the function ρN is a weak solution of the approximated problem{
∂tρ+ ∂xfN(ρ) = 0, x ∈ R, t > 0,

ρ(0, x) = ρ0
N(x), x ∈ R.
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Thus we have ∀N, ∀φ ∈ C1
c ([0, T ]× R;R),∫ T

0

∫ ∞
−∞

(ρNφt + f(ρN)φx)dxdt+

∫ ∞
−∞

ρ0
N(x)φ(0, x)dx = 0,

since fN(ρN(t, x)) = f(ρN(t, x)). Now, consider a time-space domain ]0, T [×Ωi, Ωi =
{]yi(t) − a, yi(t) + b[, t ∈ ]0, T [}, where a, b > 0 are sufficiently small, so that Ωi contains
only the i-th moving bottleneck. By uniform convergence, Ωi contains also all yi,N , for
N sufficiently large (up to a subsequence). The idea is to change space variables, center
the solution around the moving bottleneck, and use the Green-Gauss theorem (see e.g. [6,
section 5]). We define

ρ̃i,N(t, x) := ρN(t, x+ yi(t)) for x ∈ ]− a, b[, t ∈ ]0, T [.

Then ρ̃i,N is a weak solution of

∂tρ̃i,N(t, x) + ∂x[f(ρ̃i,N)(t, x)− ẏi,N(t)ρ̃i,N(t, x)] = 0. (3.3.6)

Let ψ ∈ C1
c ([0, T ]) a compact test function of time, and ξ ∈ C1

c (] − a, b[) a compact test
function of space such that ξ(0) = 1. Applying the weak formulation of (3.3.6) and the
Green Gauss theorem, we obtain∫ T

0

∫ 0

−a
ρ̃i,N(t, x)ψ̇(t)ξ(x) + [f(ρ̃i,N)(t, x)− ẏi,N(t)ρ̃i,N(t, x)]ψ(t)ξ′(x) dxdt (3.3.7)

=

∫ T

0

(f(ρ̃i,N)(t, 0−)− ẏi,N(t)ρ̃i,N(t, 0−))ψ(t) dt ≤ 0.

Calling ρ̃i(t, x) = lim
N→+∞

ρ̃i,N(t, x), we can pass to the limit in (3.3.7) and obtain

0 ≥ lim
N→+∞

∫ T

0

∫ 0

−a
ρ̃i,N(t, x)ψ̇(t)ξ(x) + [f(ρ̃i,N)(t, x)− ẏi,N(t)ρ̃i,N(t, x)]ψ(t)ξ′(x) dxdt

=

∫ T

0

∫ 0

−a
ρ̃i(t, x)ψ̇(t)ξ(x) + [f(ρ̃i)(t, x)− ẏi(t)ρ̃i(t, x)]ψ(t)ξ′(x) dxdt

=

∫ T

0

(f(ρ̃i)(t, 0−)− ẏi(t)ρ̃i(t, 0−))ψ(t) dt.

This ensures convergence of the traces along the moving constraint. We can then revert
back to the original coordinates in order to obtain (3.2.1c).
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Chapter 3. Well-posedness of a macroscopic traffic flow model with bounded acceleration

3.4 Numerical simulations of the PDE-ODE model

In this section, we compare numerical simulations of the solutions to the LWR
model (1.2.2) and to our coupled PDE-ODE model (3.2.1) obtained via the wave-front
tracking method. Our numerical code is entirely based on Algorithm 1. The key imple-
mentation aspects are detailed in Appendix.

3.4.1 The Riemann problem

In this first example, we consider a simple Riemann problem (3.2.5). We adopt the
following values

ρ(0, x) =

{
ρL = 180 veh/km if x < y0 = 400 m,
ρR = 80 veh/km if x ≥ y0 = 400 m.

(3.4.1)

This situation corresponds to a near bumper-to-bumper situation on the left of the discon-
tinuity and to a free-flow situation on the right. Since we mainly expect acceleration and
deceleration effects in urban areas, we choose to represent a stretch of road by a segment
[0, L] measuring L = 1000m. The parameter for our density grid is set to N = 10.

In the following numerical illustrations, we consider the speed-density function

v(ρ) = Vmax

(
1− ρ

ρmax

)
, ρ ∈ [0, ρmax].

This leads to a quadratic flow-density fundamental diagram of Greenshields type, with
ρcrit = ρmax

2
. The maximal density corresponds to a bumper-to-bumper situation, so we

select ρmax = 200 veh/km. In addition, we set Vmax = 110 km/h. The acceleration rate is
fixed to A = 2 m/sec2, which is a standard value for average vehicles.

(a) Solution to the LWR model. (b) Solution to our PDE-ODE model.

Figure 3.2 – Comparison of solutions for a Riemann initial datum (3.4.1).
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3.4. Numerical simulations of the PDE-ODE model

The classical solution to the LWR model with such an initial condition consists in a
rarefaction wave (Figure 3.2a). The solution to the LWR model with bounded acceleration
is displayed on Figure 3.2b, while the difference of densities between the classical LWR
model and the bounded acceleration model is shown on Figure 3.3. We can observe on
Figure 3.2b the creation of a vacuum state in front of the first accelerating vehicle during
its acceleration. This vacuum lasts for approximately 15 seconds and covers around 300
meters, which is not negligible from an applicative point of view. Moreover, it is noteworthy
that the differences in terms of density spread over a wider area (Figure 3.3). Indeed, the
bounded acceleration of the first vehicle affects all the following vehicles. From this simple
example, one can see that the bounded acceleration has not just a local effect. We observe
that the traffic is first condensed (green and blue zones) and then it is relaxed (yellow to
pink zones) in comparison to the classical solution with differences up to around 80 veh/km
in some regions.

Figure 3.3 – Density difference between the solution to the LWR model and the solution
to the PDE-ODE model for a Riemann initial datum (3.4.1).

We can also compare the solutions of both models by evaluating the queues generated by
both models. We define a queue length as the distance between extremal points for which
the density is higher or equal to 3

4
ρmax. With our choice of a linear speed-density function,

we know that this density is above the critical density ρcrit = ρmax

2
. The result is given

on Figure 3.4. While the queue length is also non-increasing during the considered time
period for the LWR model, there is an increase for the PDE-ODE model that corresponds
to the very beginning of the bounded acceleration phase. Interestingly, this gap of more
or less 45 meters is conserved for the whole simulated period.
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Chapter 3. Well-posedness of a macroscopic traffic flow model with bounded acceleration

Figure 3.4 – Queue lengths obtained for the LWR model and the PDE-ODE model for a
Riemann initial datum (3.4.1).

3.4.2 A Cauchy problem with several moving bottlenecks

Now that we have detailed the Riemann problem, we want to illustrate the behavior of
our model when the initial density presents several downward jumps. In this section, we
try to highlight the impact of bounded acceleration for a realistic situation of successive
traffic lights turning simultaneously green at time t = 0. We select Vmax = 50 km/h to
simulate an arterial road situation and we consider three traffic signals located respectively
at positions x = 300, 700 and 1000 meters. We assume that initially, queues are present
before each traffic signal with local Riemann problems such that ρL = ρmax and ρR = 0.
The initial datum contains additional Riemann problems upstream of each traffic light,
accounting for the cars that did not reach the initial queues at time t = 0. The parameter
for our density grid is set to N = 10.

(a) Solution to the LWR model. (b) Solution to our PDE-ODE model.

Figure 3.5 – Comparison of solutions for a series of traffic lights.

The solution to our coupled PDE-ODE model is displayed on Figure 3.5b while the
solution to the classical LWR model appears on Figure 3.5a. The reader can note the
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3.4. Numerical simulations of the PDE-ODE model

formation of rarefactions (dissipation of queues) and shockwaves as well as the interactions
between all these waves when vehicles join downstream traffic. The difference of densities
due to the bounded acceleration shown on Figure 3.6 reveals high discrepancies along
interacting shockwaves and rarefaction fans (in pink). We recover the same phenomenon
than in the previous example with condensed (in green) and relaxed (in yellow) traffic due
to the bounded acceleration behavior.

Figure 3.6 – Density difference between the solution to the LWR model and the solution
to the PDE-ODE model for the series of traffic lights.

The study of the cumulative queues carried over on Figure 3.7 with the same threshold
ρ ≥ 3

4
ρmax exhibits a significant difference with and without bounded acceleration. For

instance, the model with bounded acceleration captures up to 50 additional meters of
queues over a 1000 meters long road, which is significant if one thinks to responsive traffic
signals based on an estimation of queue lengths.

Figure 3.7 – Queue lengths obtained for the LWR model and the PDE-ODE model.
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Chapter 3. Well-posedness of a macroscopic traffic flow model with bounded acceleration

3.4.3 A dynamic sequence of traffic lights

In this last section, we investigate the behavior of our model when several traffic signals
are present, which successively alternate colors. We model two traffic lights, respectively
located at x = 300m and x = 700m. The first traffic light is initially red, and changes
color every 15 seconds. When the traffic light is red, we enforce numerically a zero-flux
constraint at its location [48], thus solving a Riemann problem with ρL = ρmax and ρR = 0.
The sequence of traffic lights is designed in order to obtain a “green-wave” with the LWR
model: the second traffic light turns green as soon as the first vehicle, traveling at maximum
speed, reaches it. It also changes color every 15 seconds. The maximal speed is again set
to Vmax = 50km/h. Here, the parameter for our density grid is set to N = 8.

We observe the following results:

(a) Solution to the LWR model. (b) Solution to our PDE-ODE model.

Figure 3.8 – Comparison of solutions for the same sequence of traffic lights.

As illustrated in Figure 3.9, we observe that the flow moving downstream of both traffic
lights is significantly more important with the LWR model than with our PDE-ODE model,
with differences up to 15%. As a consequence, the queues upstream of each traffic light
are longer when simulating solutions to our model. At this step, since we did not compare
models on real traffic data, we cannot assert that our coupled PDE-ODE model is more
realistic than the seminal LWR model. Nonetheless, the simulations reveal that optimizing
traffic light sequences based on the LWR model may lead to a significant drop of capacity
and an increase of congestion, because this model assumes that vehicles have unbounded
acceleration from zero to the maximal speed. This lack of physical realism may have a
significant impact in urban areas, in which traffic encounters multiple flux constraints like
traffic lights and stop signs, thus passing through multiple acceleration phases.
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3.5. Conclusion

Figure 3.9 – Cumulated number of vehicles passing through the first (plain lines) and
second (dashed lines) traffic light with respect to time.

3.5 Conclusion

In this chapter, we have proposed a strongly coupled PDE-ODE model accounting for
the required boundedness of traffic acceleration. Physical representation of this traffic
characteristic is essential for urban applications, like controlling fuel consumption and
vehicle emissions. We have showed the existence of solutions to this PDE-ODE model for
piecewise constant initial data and we have detailed how to construct them via the wave-
front tracking technique. It would be interesting to extend the results to more general
data, and check the stability of the corresponding solutions. We could also investigate
the theoretical stability of the proposed algorithm. From an applicative point of view,
we still need to confront our model to urban traffic data in order to compare our results
to the LWR model. Finally, even though vehicles have lower acceleration abilities than
deceleration ones, we may extend the model to also include bounded braking phases, which
would impact the representation of the shock waves in the solution.
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Appendix

In this appendix, we highlight the key aspects of the software implementation of wave
front tracking. All our simulations were developed on Matlab R2017a and run on a com-
puter containing a 2.9 Ghz processor intel i5 and 16 Go of Ram. The code was fully
programmed in collaboration with Guillaume Costeseque. We will focus on the computa-
tion of approximate solutions to our coupled PDE-ODE model (3.2.1). The computation
of the solutions to the LWR model can be derived with the same principles, and the im-
plementation is actually easier since it does not involve any bottleneck or flux constraint.

While detaling Algorithm 1 is clear and simple with words, a few difficulties arise
when programming the method. The main difficulty lies in solving accurately the wave-
front tracking method, which is pretty different from the classical finite element and finite
volume methods. In this case, we do not compute the solution on given meshes, but we
keep track of the wave fronts, and combine them a posteriori with the initial datum to
reconstruct the solution over the time-space domain. In addition, we underline that the
method requires machine precision error, in order to exactly detect the intersection of waves
and propagate them accurately.

At a given time t, the representation of the density ρ(t, ·), which is piecewise constant,
is numerically represented as two vectors. The first vector, of size l ∈ N, will contain the
successive values of density from the left to the right of the space domain, while the second
vector y, of size l− 1, will store the position of the discontinuities. Let us go through each
step of Algorithm 1, and detail the non-trivial aspects.

[Step 0.] consists in approximating the initial datum ρ0 by a function ρ0
on grid whose

values lie on the grid MN . For each element of ρ0, we choose to approximate it by its
nearest neighbor on the grid.

[Step 1.] consists in solving several Riemann problems at time t (initially, t = 0). For
each discontinuity located at a given position yi (i ∈ {0, . . . , l − 1}), separating ρL = ρi
from ρR = ρi+1, we solve the associated Riemann problem. The input of the solver is a
vector of density values ρ associated to the location of discontinuities y. The output of
such a function must be a set of waves. Each wave is described by a column vector W of
size 5, such that

W = [yi; λ; t; ρL;NonClassical]ᵀ (3.5.1)

where:

• yi corresponds to the initial location of the wave front at time t,

• λ is the speed of the wave,

• t is the time of resolution of the Riemann problem,

• ρL represents the density on the left of the wave front,

76



Appendix

• NonClassical is a boolean value, which is set equal to 1 if the wave corresponds to a
non-classical moving bottleneck, and to 0 otherwise. This boolean value enables to
keep track of every bottleneck during the simulation.

We describe the pseudo-code to solve a given Riemann problem in Algorithm 2. In order
to manipulate the data, we decided to store the wave fronts in a matrix M of size 5×K,
where K is the number of waves, each column vector corresponding to one front. We insist
on the crucial point that this matrix must remain ordered at all times, i.e. at time t the
wave corresponding to column j is spatially located on the left of any following column
j+1, j+2, ... This aspect is a necessary condition in order to identify exactly the interaction
points of wave fronts. In addition, it provides numerical efficiency. If the matrix of size
K was not ordered, we would need to realize O(K2) operations to determine intersection
times between all waves, while in our case we only realize O(K) operations for the same
result.

Algorithm 2 Riemann solver
Input: ρL, ρR, yi, t
Output: M . Matrix containing 5 elements column vectors

λ =
(f(ρL)− f(ρR))

(ρL − ρR)
. compute Rankine Hugoniot speed

if ρl < ρr then
M ← [yi; λ; t; ρL; 0]ᵀ . shock wave

else if ρL − ρR = εN then
M ← [yi; λ; t; ρL; 0]ᵀ . approximate rarefaction wave

else
M ← [yi, v(ρL), t, ρL, 1]ᵀ . moving bottleneck
if ρR > 0 then

M ← [M ; [yi; v(ρR); t; 0; 0]ᵀ] . initial shockwave
end if

end if

Once the matrix M is generated, we need to identify the first time tcollision at which two
wave collides after time t. Since the matrix is ordered from left to right, it is sufficient to
compute the collision time of each pair of consecutive waves, and select the minimum. The
pseudo-code for this procedure is detailed in Algorithm 3. Once the collision time tcollision

is identified, we compare it to the next time instant at which at least one of the moving
bottlenecks i changes its velocity, for instance at time tni , n ∈ N. These times of change
can be computed a priori when a moving bottleneck is generated and stored once and for
all in memory.

If tni < tcollision, we proceed with [Step 2.(i)]. We modify the MatrixM , by changing the
speed of the considered moving bottlenecks, and by inserting the associated approximate
rarefaction waves. We then again compute the next collision time with Algorithm 3, and
restart at the beginning of [Step 2.].
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Algorithm 3 identification of the first collision time tcollision > t

Input: M = [W1; W2; . . . ; WK ], t
Output: tcollision and index j, j + 1
for i = 1 : K − 1 do

Wi = [yi; λi; ti; ρL,i;NonClassicali]ᵀ
Wi+1 = [yi+1; λi+1; ti+1; ρL,i+1;NonClassicali+1]ᵀ

tvector[i]←
yi − λiti − yi+1 + λi+1ti+1

λi+1 − λi
end for
tcollision ← tvector[j] = min{tvector[i] > t} . returns the smallest collision time and index
j, j + 1 of colliding waves

Else, we have tni ≥ tcollision. We then compute the solution ρ and the vector of discon-
tinuities y at time t = tcollision corresponding to matrix M with Algorithm 4. We then
solve a new series of Riemann problem at each discontinuity according to [Step 2.(ii)] with
Algorithm 2 and generate a new Matrix M .

Algorithm 4 computing the density vector ρ from M at time t
Input: M = [W1; W2; . . . ; WK ], t, ρ0

Output: ρ, y
for i = 1 : K do

Wi = [yi,0; λi; ti,0; ρL,i;NonClassicali]ᵀ
ρi ← ρL,i
yi ← yi,0 + (t− ti,0)λi
ρK+1 = ρ0[end]

end for

With this procedure, we can iterate [Step 2.] until t = T . Numerical convergence is
guaranteed since the number of waves remains finite in finite time. In order to represent the
approximate solution ρN(t, x), ∀ t ∈ [0, T ], x ∈ R a posteriori, we note that it is necessary
to store in an appropriate manner the different arrays ρ and M computed iteratively.
The option we chose was to store the solution as polygonal objects, each polygon being
associated to a compact subset of [0, T ]×R and a given constant value of density ρj ∈MN .
These polygons can then be easily used to provide representations of the solution, like the
ones in Section 3.4.
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Chapter 4

A macroscopic traffic flow model with
finite buffers on networks:
Well-posedness by means of
Hamilton-Jacobi equations

Abstract

In this chapter we introduce a model dealing with conservation laws on networks and cou-
pled boundary conditions at the junctions. In particular, we introduce buffers of fixed
arbitrary size and time-dependent split ratios at the junctions, which represent how traffic
is routed through the network, while guaranteeing spill-back phenomena at nodes. The
dynamics are first defined on the level of conservation laws, and then transformed in an
Hamilton-Jacobi formulation. We write boundary datum of incoming and outgoing junc-
tions as functions of the queue sizes and vice-versa. The Hamilton-Jacobi formulation
provides the necessary regularity estimates to derive a fixed-point problem in a proper Ba-
nach space setting, which is used to prove well-posedness of the model. Finally, we detail
how to apply our framework to a non-trivial road network, with several intersections and
finite-length links.

The content of this chapter was submitted under the following references:
N. Laurent-Brouty, A. Keimer, P. Goatin, and A. M. Bayen. A macroscopic traffic flow
model with finite buffers on networks: Well-posedness by means of Hamilton-Jacobi equa-
tions. preprint, May 2019.

81



Chapter 4. A macroscopic traffic flow model with finite buffers on networks

4.1 Introduction

In this chapter, we investigate the modeling of the behavior of traffic at junctions, which
is not mathematically trivial, due to phenomena like traveling congestion on incoming and
outgoing roads and allocation of traffic on outgoing roads. We will consider the LWR
model (1.2.2), whose mathematical properties are now totally detailed in the literature
[20]. Modeling traffic on road networks is essential in order to address the Dynamic Traffic
Assignment (DTA) problem, which consists in optimizing trajectories of vehicles on net-
works in order to reduce travel times and congestion. Mathematically, the difficulty lies in
defining the appropriate boundary conditions at intersections, in order to provide existence
and uniqueness of solutions. To treat this difficulty, different solutions have been proposed
in the literature. Two main approaches can be identified. The first consists in defining
Riemann solvers at the junctions (see Section 1.2.3.a), which are mappings that provide
solutions to Cauchy problems with constant initial data on each link. Once these mappings
are defined, wave-front tracking or finite volume schemes enable one to build solutions to
more general Cauchy problems. The main limitation of this approach is that the solution
does not necessarily depend in a Lipschitz continuous way on the initial datum, as pointed
out in [69, Section 5] and [31]. The other approach is to couple incoming and outgoing links
by a buffer located at the junction (see Section 1.2.3.b). The state of this buffer is then
governed by an ordinary differential equation, taking into account the boundary conditions
at the junction so that conservation of vehicles is guaranteed. This modeling framework
was first introduced for supply-chain networks in [80, 84, 88] and then adapted to traffic
flow on networks in [27, 28, 29, 66, 71, 89]. This approach provides stability estimates
which are crucial from a control point of view, but may lead to a potential loss of informa-
tion at the junctions, depending on how the buffer is modeled and whether one aggregates
commodities at the junction level or not. The mentioned drawbacks of existing models
(missing regularity or loss of information) prevent from implementing control strategies
at the intersection level, mandatory to address the DTA problem. We develop a control
framework by implementing time-varying routing functions at junctions, which assign a
ratio of the incoming flow to the outgoing edges. Depending on the capacity of outgoing
links and the values of these ratios, incoming flows might not be fully assignable to out-
going roads at specific times. We then implement a buffer at the entrance of any outgoing
road, with arbitrary chosen limited capacity, which takes into account the possible exceed
on demand. Once the buffer has reached its limited capacity, the unsatisfied demand im-
pacts the incoming roads, so that back-travelling phenomena are intrinsically treated. To
address well-posedness of the model, we transform the described problem into a fixed-point
problem at the level of Hamilton-Jacobi partial differential equations (H-J PDEs), relying
on the higher regularity of solutions. For the general theory of Hamilton-Jacobi equations
we refer the reader to [1, 51, 94] and to [7, 42, 43, 65] for applications to traffic flow mod-
eling. Our analysis strongly relies on previous contributions in [27, 28, 29], where a similar
fixed-point problem was posed. In these articles, the authors assume that the routing of
each population is predetermined initially, and use transport equations to propagate this
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information and to keep track of different populations having different routes. On the other
hand, we propose an approach which enables real-time routing modifications, by enforcing
time-varying routing functions at junctions. For other approaches to traffic routing in a
macroscopic non-stationary setting, we refer the reader to [53, 68, 136].

In this chapter, we provide a rigorous well-posedness result for every finite buffer size,
when changing involved input data in the proper topology. This enables us to study
optimal control problems in which we control the routing parameters at junctions in an
optimal way assuming a uniform BV bound on the routing, a reasonable assumption as
the change of traffic flow should not be too irregular. We also detail how the prototype
junction model, defined on semi-infinite incoming and outgoing links, can be generalized to
realistic networks. The main idea here is to use the finite propagation speed of information,
so that one can decouple the fixed-point problems at the different junctions for sufficiently
small times.

The chapter is organized as follows. In Section 4.2, we introduce the model, detail
the dynamics governing links and buffers and explain how to derive the Hamilton-Jacobi
formulation of the problem, starting from the conservation law formulation. In Section 4.3,
we propose a rigorous definition of solutions, based on the literature and on the modeling
assumptions. After recalling some fundamental results about Hamilton-Jacobi equations
in Section 4.4.1, we define the Banach fixed-point problem in Section 4.4.2 and study its
properties in Section 4.4.3. In Section 4.4.4, we show the existence and uniqueness of a
fixed-point, and thus the well-posedness of the Hamilton-Jacobi formulation of the problem.
Section 4.5 provides some stability results of solutions with respect to the routing ratios,
initial datum of incoming and outgoing roads and the initial state of the buffers. In
Section 4.6 we show that our framework enables us to write an optimal control problem
with respect to routing, and to prove the existence of a minimizer. In Section 4.7 we detail
how to use the framework on a physical road network, containing several intersections and
finite-length links, providing explicit solutions to the Hamilton-Jacobi formulation. Finally,
Section 4.8 presents the conclusions and suggests additional and future topics for research.

4.2 The model

In this section, we present the dynamical model on the network. We first introduce an
archetype network and then define the link dynamics and the node dynamics. On each
link, we model the traffic dynamics with the LWR model, and at each intersection, we
model the dynamics based on the boundary conditions of the scalar conservation law and
on the state of the buffer. Note that the topology of the considered archetype network is
sufficient to generalize to arbitrary connected and directed graphs.

4.2.1 Network representation

We consider as archetype network a single node v with incoming I and outgoing O
links as illustrated in Figure 4.1. For simplicity, we first assume that each entering link
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v

ρ4

ρ3

ρ2

ρ1

ρ7

ρ6

ρ5

Figure 4.1 – Illustration of the archetype network, a node with incoming I := {1, 2, 3, 4}
and outgoing O := {5, 6, 7} links.

i ∈ I is characterized by the spatial segment (−∞, 0]. Similarly, each exiting link j ∈ O
is characterized by the open segment [0,∞) so that we assume semi-infinite roads. In
Section 4.7 we will discuss how we can generalize the proposed dynamics to general networks
in a straightforward manner.

4.2.2 Link dynamics

We denote by ρi(t, x), i ∈ I, the density of vehicles on the incoming links at space-time
coordinate (t, x) ∈ (0, T )×R<0 and by ρj(t, x) the density on the outgoing links j ∈ O at
space-time coordinate (t, x) ∈ (0, T )× R>0 for a given and fixed time horizon T ∈ R>0.
Remark 4.1. In the following, bold notations will be used to denote vectors and matrices.
For instance, ρi, i ∈ I denotes the i-th component of ρ ∈ R|I|.

On each link of the network, we assume that the density of vehicles satisfies the LWR
model for given specific flux functions so that the dynamics read for i ∈ I and j ∈ O{

∂tρi(t, x) + ∂xfi(ρi(t, x)) = 0, (t, x) ∈ (0, T )× R<0,

ρi(0, x) = ρin
0,i(x), x ∈ R<0,

(4.2.1)

{
∂tρj(t, x) + ∂xfj(ρj(t, x)) = 0, (t, x) ∈ (0, T )× R>0,

ρj(0, x) = ρout
0,j (x), x ∈ R>0.

(4.2.2)

Assumption 4.2.1 (Assumptions on the flux function). We assume that the initial den-
sities are bounded, i.e.

ρin
0,i ∈ [0,ρmax

i ], ρout
0,j ∈ [0,ρmax

j ]

for some ρmax
i ∈ R>0, i ∈ I, ρmax

j ∈ R>0, j ∈ O. Moreover, we assume that the flux
functions fi, fj are smooth and strictly concave:

∀i ∈ I : fi ∈ C2([0,ρmax
i ]), f ′′i (z) < 0 ∀z ∈ [0,ρmax

i ], fi(0) = fi(ρ
max
i ) = 0,

∀j ∈ O : fj ∈ C2([0,ρmax
j ]), f ′′j (z) < 0 ∀z ∈ [0,ρmax

j ], fj(0) = fj(ρ
max
j ) = 0.
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We define the critical densities ρcrit
i ,ρcrit

j such that:

ρcrit
i ∈ [0,ρmax

i ] : f ′i(ρ
crit
i ) = 0, ρcrit

j ∈ [0,ρmax
j ] : f ′j(ρ

crit
j ) = 0.

4.2.3 Node dynamics

The node dynamics are realized by a buffer and the boundary flux of incoming and
outgoing roads. We present three different models for the buffer:

• the Single-Buffer/Multi-Queues in Section 4.2.3.a,

• the Single-Buffer/Single-Queue in Section 4.2.3.b,

• the Independent-Buffers in Section 4.2.3.c.

4.2.3.a Single-Buffer/Multi-Queues

In the Single-Buffer/Multi-Queues scenario, for each j ∈ O and any t ∈ [0, T ] we define
a queue state qj(t) ≥ 0 which describes the number of vehicles queued before entering link
j serving all incoming links i ∈ I. In addition, we assume that the intersection can store
a maximum quantity of vehicles M ∈ R>0, which corresponds to a buffer size. The space
left in the buffer at any time t is then M −

∑
j∈O qj(t).

For each incoming link i ∈ I, we define a time-dependent priority coefficient ci ∈
L∞((0, T );R≥0) which denotes the order of priority given to the entry in the junction.
We then set the boundary incoming flux on any link i ∈ I such that it minimizes the
demand from traffic and the supply of space in the buffer for t ∈ (0, T ):

Γi(t) = min

{{
fi(ρi(t, 0−)) if ρi(t, 0) ≤ ρcrit

i

fmax
i if ρi(t, 0) > ρcrit

i

}
, ci(t)

(
M −

∑
j∈O

qj(t)

)}
.

This formulation takes into account the fact that the available space in the buffer might
be limited and not sufficient to support the demand function. The minimum selects the
inflow as the corresponding demand to the density on the entering link, except if it exceeds
the capacity of the buffer, in which case it allocates for the boundary condition the space
left inside. We will prove later that the buffer never reaches capacity, i.e. the right hand
side of the minimum remains strictly positive over time.
In the same way as we have defined the maximum possible flux entering, we now define
the maximum possible flux exiting , which corresponds to the supply function. Denoting
by

0 ≤ θi,j(t) ≤ 1, t ∈ [0, T ]

the time-dependent fraction of vehicles traveling from road i ∈ I into j ∈ O with∑
j∈O θi,j(t) = 1, we set the exiting boundary condition as the minimum between the

demand of traffic and the supply of space on the exit:
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Γj(t) =



{
fmax
j if ρj(t, 0) ≤ ρcrit

j

fj(ρj(t, 0+)) if ρj(t, 0) > ρcrit
j

}
if qj(t) > 0,

min

{{
fmax
j if ρj(t, 0) ≤ ρcrit

j

fj(ρj(t, 0+)) if ρj(t, 0) > ρcrit
j

}
,
∑
i∈I
θi,j(t)Γi(t)

}
if qj(t) = 0.

For t ∈ [0, T ], if qj(t) > 0 for j ∈ O, vehicles are stored in the buffer and wait to access
the outgoing road. Thus, the boundary condition is determined by the supply on the exit
road. Either the traffic is in free flow, and we can allocate fmax

j , or it is congested, and
we can assign the flux corresponding to the traffic state on the specific road. If qj(t) = 0,
the incoming flow at the intersection can directly exit onto the outgoing road. Thus,
the minimum assigns as a boundary condition the minimum between the supply and the
demand.

Finally, we need to define the dynamics governing the buffer states with an additional
equation ensuring the conservation of vehicles at the junction, taking into account the flow
which enters and leaves the buffer at time t ∈ [0, T ]:

q′j(t) =
∑
i∈I

θi,j(t)Γi(t)− Γj(t), t ∈ [0, T ], j ∈ O. (4.2.3)

4.2.3.b Single-Buffer/Single-Queue

In the Single-Buffer/Single-Queue scenario (see [66]), we do not assign one buffer per
exiting link, but only define one scalar buffer state at the level of the intersection, qs(t) for
t ∈ [0, T ], serving all incoming and outgoing roads. The remaining space in the buffer at
time t is M − qs(t) for M ∈ R>0 and we set

Γi(t) = min

{{
fi(ρi(t, 0−)) if ρi(t, 0) ≤ ρcrit

i

fmax
i if ρi(t, 0) > ρcrit

i

}
, ci(t)

(
M − qs(t)

)}
.

Denoting by 0 ≤ θj(t) ≤ 1 the time-dependent fraction of vehicles traveling to the road
j ∈ O with

∑
j∈O θj(t) = 1 (which is here independent of the incoming links), we set

Γj(t) =



{
fmax
j if ρj(t, 0) ≤ ρcrit

j

fj(ρj(t, 0+)) if ρj(t, 0) > ρcrit
j

}
if qs(t) > 0,

min

{{
fmax
j if ρj(t, 0) ≤ ρcrit

j

fj(ρj(t, 0+)) if ρj(t, 0) > ρcrit
j

}
,θj(t)

∑
i∈I

Γi(t)

}
if qs(t) = 0.

The dynamics for the queue are then

q′s(t) =
∑
i∈I

Γi(t)−
∑
j∈O

Γj(t). (4.2.4)
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4.2.3.c Independent-Buffers

In this case, we allocate one buffer Mj ∈ R>0 and one queue qj(t) to each exit link
j ∈ O. The remaining space in each buffer is then Mj − qj(t), t ∈ [0, T ], and θi,j is the
ratio of flow which is assigned from road i ∈ I to road j ∈ O satisfying conservation of
flow, i.e.

∑
j∈O θi,j(t) = 1, 0 ≤ θi,j ≤ 1 ∀(i, j) ∈ I × O. We then obtain for the incoming

roads the dynamics

Γi(t) = min

{{
fi(ρi(t, 0−)) if ρi(t, 0) ≤ ρcrit

i

fmax
i if ρi(t, 0) > ρcrit

i

}
,min
j∈O

Mj−qj(t)

θi,j(t)

}
, i ∈ I,

and for the outgoing links the boundary terms read for j ∈ O as

Γj(t) =



{
fmax
j if ρj(t, 0) ≤ ρcrit

j

fj(ρj(t, 0+)) if ρj(t, 0) > ρcrit
j

}
if qj(t) > 0,

min

{{
fmax
j if ρj(t, 0) ≤ ρcrit

j

fj(ρj(t, 0+)) if ρj(t, 0) > ρcrit
j

}
,
∑
i∈I
θi,j(t)Γi(t)

}
if qj(t) = 0.

In the case θi,j(t) = 0, we set Mj−qj(t)

θi,j(t)
= +∞. The dynamics for the queues are stated as

q′j(t) =
∑
i∈I

θi,j(t)Γi(t)− Γj(t), t ∈ [0, T ], j ∈ O (4.2.5)

with the bounds on the queues

0 ≤ qj(t) ≤Mj, ∀ t ∈ [0, T ], j ∈ O.

4.2.4 Derivation of the corresponding Hamilton-Jacobi framework

In this section, we will show formally how to derive the proper Hamilton-Jacobi frame-
work for the considered problem class, assuming smooth solutions of the conservation laws.
We will only consider the Single-Buffer/Multi-Queues case, the other two cases can be
derived the same way.

4.2.4.a Number of vehicles exiting an entry link

On any incoming link i ∈ I the initial condition ρin
0,i on the level of conservation laws

can be used to define the initial datum of the Hamilton-Jacobi formulation for x ∈ R<0:

Vin
0 (x) =

∫ x

−∞
ρin

0 (y) dy.

Vin
i is the integrated variable of the density for t ∈ [0, T ]:

∂xV
in
i (t, x) = ρi(t, x),

Vin
i (t, x) =

∫ x

−∞
ρi(t, y) dy.
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The function Vin is in traffic simulation often called Moskowitz function (compare for
instance [34, 85]). We can then write the conservation of vehicles on R<0, with N i(t) =∫ t

0
fi(ρi(s, 0)) ds the total number of vehicles that have left the link i ∈ I at time t ∈ (0, T ):

d
ds

∫ 0

−∞
ρi(s, y) dy = −fi(ρi(s, 0)),∫ t

0

d
ds

∫ 0

−∞
ρi(s, y) dy ds = −

∫ t

0

fi(ρi(s, 0)) ds.

Thus, we obtain for t ∈ (0, T )

N i(t) = Vin
0,i(0)−Vin

i (t, 0).

4.2.4.b Number of vehicles reaching the intersection

N i(t) represents the number of vehicles that reached the intersection during the time
interval [0, t]. Among these vehicles, some want to access a given road j ∈ O. We name
Fj(t) the number of vehicles that have reached the intersection before time t and wish to
turn into a given road j ∈ O. We can then integrate and state for t ∈ [0, T ]:

Fj(t) = qj(0) +
∑
i∈I

∫ t

0

θi,j(s)N
′
i(s)ds

= qj(0) +
∑
i∈I

[
θi,j(s)N i(s)

]t
0

−
∑
i∈I

∫ t

0

θ′i,j(s)N i(s) ds

= qj(0) +
∑
i∈I

θi,j(t)N i(t)−
∑
i∈I

∫ t

0

θ′i,j(s)N i(s) ds

= qj(0) +
∑
i∈I

θi,j(t)(V
in
0,i(0)−Vin

i (t, 0))−
∑
i∈I

∫ t

0

θ′i,j(s)(V
in
0,i(0)−Vin

i (s, 0)) ds.

This formulation of F will be used later to define the proper fixed-point mapping in Sec-
tion 4.4.2.

4.2.4.c Number of vehicles reaching a given exit j ∈ O

Let us now apply the same reasoning for a given exit j ∈ O. The initial condition reads
as follows:

Vout
0 (x) =

∫ x

0

ρout
0 (y) dy, x ∈ (0,∞).
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Vout is the cumulative number of vehicles so that we obtain for (t, x) ∈ (0, T )×R>0, j ∈ O

∂xV
out
j (t, x) = ρj(t, x),

Vout
j (t, x) =

∫ x

0

ρj(t, y) dy + βββ(t),

with βββ a function yet to be determined. Vout
j satisfies the following Hamilton-Jacobi

equation:

∂tV
out
j (t, x) + fj(∂xV

out
j (t, x)) = 0∫ x

0

∂tρj(t, y) dy + βββ′(t) + fj(ρj(t, x)) = 0.

Plugging in x = 0

βββ(t) +

∫ t

0

fj(ρj(s, 0)) ds = 0,

we then obtain

Vout
j (t, x) =

∫ x

0

ρj(t, y) dy −
∫ t

0

fj(ρj(s, 0)) ds.

We can then write the conservation of vehicles on any segment [0, x]:

d
ds

∫ x

0

ρj(s, y) dy = fj(ρj(s, 0))− fj(ρj(s, x))∫ t

0

d
ds

∫ x

0

ρj(s, y) dy ds =

∫ t

0

[
fj(ρj(s, 0))− fj(ρj(s, x))

]
ds∫ x

0

ρj(t, y) dy −
∫ x

0

ρj(0, y) dy =

∫ t

0

[
fj(ρj(s, 0))− fj(ρj(s, x))

]
ds

Vout
j (t, x) +

∫ t

0

fj(ρj(s, 0)) ds−Vout
0,j (x) =

∫ t

0

fj(ρj(s, 0)) ds−
∫ t

0

fj(ρj(s, x)) ds

Vout
0,j (x)−Vout

j (t, x) =

∫ t

0

fj(ρj(s, x)) ds.

Thus the number Vout
0,j (x)−Vout

j (t, x) represents the number of vehicles that have crossed
the location x ∈ R>0 during the interval [0, t]. In particular, if we call Sj the total number
of vehicles that have entered the link j ∈ O at time t ∈ [0, T ],

Sj(t) = −Vout
j (t, 0).
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4.2.4.d Queue length

As a direct consequence of the conservation of mass, the buffer will store the difference
between the number of vehicles that wanted to access j ∈ O and the number of vehicles
that actually entered j ∈ O. Thus, the length of the queue at the entrance of j is given
by:

qj(t) = Fj(t)− Sj(t), t ∈ [0, T ].

Remark. We will prove later in Lemma 4.4.12 that the buffer can never exceed the pre-
scribed capacity M, making the model reasonable. This is due to the dynamics which
cause a natural spill-back when the buffer gets close to capacity so that less vehicles can
actually enter in the buffer, and the associated flow decreases.

4.3 Definition of solutions

As a solution on a given junction in the conservation law framework we define:

Definition 4.3.1 (Solutions of the system of conservation laws and buffers). We consider
a junction with i ∈ I incoming links and j ∈ O outgoing links. We assume in addition
that Assumption 4.2.1 is satisfied and initial data ρ0,i ∈ L1 (R<0) ∩ L∞ (R<0) with 0 ≤
ρ0,i ≤ ρmax

i and ρ0,j ∈ L1 (R>0) ∩ L∞ (R>0) with 0 ≤ ρ0,j ≤ ρmax
j be given. A solution to

the initial boundary value problem with buffers as in Section 4.2 is given iff:
1. ρin,ρout are weak entropy solutions of the conservation laws at the entering and exiting

links and satisfy

ρin
i ∈ C

(
[0, T ]; L1 (R≤0)

)
, i ∈ I, ρout

j ∈ C
(
[0, T ]; L1 (R≥0)

)
, j ∈ O.

2. For the three different types of queues with buffer as stated in Section 4.2.3 we have
• Single-Buffer/Multi-Queues: For a given M ∈ R>0 the queues q are determined

by Equation (4.2.3) for a given split ratio θi,j ∈ BV ((0, T )) satisfying

0 ≤ θi,j(t) ≤ 1,
∑
j∈O

θi,j(t) = 1, ∀t ∈ [0, T ] a.e., ∀(i, j) ∈ I ×O. (4.3.1)

• Single-Buffer/Single-Queue: For a given M ∈ R>0, the queue qs is determined by
Equation (4.2.4) for a given split ratio θj ∈ BV ((0, T )) satisfying

0 ≤ θj(t) ≤ 1,
∑
j∈O

θj(t) = 1, ∀t ∈ [0, T ] a.e., j ∈ O.

• Independent-Buffers: For given M ∈ R|O|>0 the queues q are determined by Equa-
tion (4.2.5) for a given split ratio θi,j ∈ BV ((0, T )) satisfying

0 ≤ θi,j(t) ≤ 1,
∑
j∈O

θi,j(t) = 1, ∀t ∈ [0, T ] a.e., ∀(i, j) ∈ I ×O.
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3. For the three different types of queues with buffer, the boundary conditions on any
incoming link i ∈ I and any outgoing link j ∈ O are respectively given by
• Single-Buffer/Multi-Queues: Section 4.2.3.a,

• Single-Buffer/Single-Queue: Section 4.2.3.b,

• Independent-Buffers: Section 4.2.3.c.
In the stated initial boundary values problems in ρ, the boundary datum is prescribed
in the sense of Bardos-Leroux-Nédélec [13], see [48].

4.4 Existence and uniqueness of solutions to the
Hamilton-Jacobi formulation

In the following, we will provide mathematical results for the Single-Buffer/Multi-
Queues case, the results for the Single-Buffer/Single-Queue and the Independent-Buffers
cases can be derived the same way.

4.4.1 Basic results and properties of Hamilton-Jacobi equations

Definition 4.4.1 (The Legendre-Fenchel transform). Suppose we have a flux function
f ∈ C2([0, ρmax];R≥0), strictly concave with ρmax ∈ R>0 given. Then, we define the
Legendre-Fenchel transform f ∗ of f as

f ∗(x) := inf
u∈[0,ρmax]

{ux− f(u)} , x ∈ Dom(f ∗).

Thereby, the domain for the Legendre transform f ∗ is defined as

Dom(f ∗) :=

{
x∗ ∈ R : inf

x∈[0,ρmax]
{xx∗ − f(x)} <∞

}
= R.

Lemma 4.4.1 (Properties of the Legendre-Fenchel transform). Let the Legendre-Fenchel
transform f ∗ as defined in Definition 4.4.1 be given. Then, the following properties hold:
1. f ∗ is Lipschitz-continuous, i.e. |f ∗(x)− f ∗(y)| ≤ ρmax|x− y| ∀x, y ∈ Dom(f ∗).

2. f ∗ is concave with Dom(f ∗) = R.
3. The infimum in the definition of f ∗ is attained, i.e.

inf
u∈[0,ρmax]

{ux− f(u)} = min
u∈[0,ρmax]

{ux− f(u)} .

4. f ∗ is bounded from above, i.e. max
x∈R

f ∗(x) ≤ −f(0) = 0.

5. The dual of f ∗ is f in the following meaning: for any x ∈ [0, ρmax] the following equality
holds f(x) = inf

u∈R
{ux− f ∗(u)} .
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Proof. 1. Let x, y ∈ Dom(f ∗) and let v∗ ∈ [0, 1] denote the point where the infimum is
reached for the expression f ∗(y). Then, we obtain

f ∗(x)− f ∗(y) = inf
u∈[0,ρmax]

{ux− f(u)} − inf
v∈[0,ρmax]

{vy − f(v)}

≤ v∗x− f(v∗)− v∗y + f(v∗) ≤ v∗(x− y) ≤ v∗|x− y| ≤ ρmax|x− y|.

By reverting the role of x and y, we conclude that f ∗ is Lipschitz-continuous with
Lipschitz-constant ρmax.

5. See [16].

For the following results it becomes mandatory to present a theorem for one-sided
boundary datum and initial value of Hamilton-Jacobi equations. The following theorem
provides an explicit solution formula in terms of a minimization problem and precise the re-
lation of the solution formula to the corresponding conservation law with one-sided bound-
ary datum.

Theorem 4.4.2 (Explicit solutions of Hamilton-Jacobi equations). Consider the following
Hamilton-Jacobi equation:

∂tṽ(t, x) + g(∂xṽ(t, x)) = 0, (t, x) ∈ (0, T )× R>0,

ṽ(0, x) = ṽ0(x), x ∈ R>0,

∂xṽ(t, x = 0) = ρ̄b(t), t ∈ (0, T ),

with g ∈ C2(R;R) being strictly convex, satisfying lim
y→±∞

g(y)
|y| = ∞ and ρb ∈ L∞((0, T ))

given with ρ̄b(t) = max{ρb(t), λ}. λ is implicitly defined as g(λ) = min
u∈R

g(u) and the initial

datum satisfies ρ0 ∈ L∞(R>0) ∩ L1(R>0) with v0(x) ≡
∫ x

0
ρ0(y) dy, x ∈ R>0. Then, the

solution of the Hamilton-Jacobi equation can be stated in terms of a minimization problem
involving boundary and initial terms and reads for (t, x) ∈ [0, T ]× R>0 as

ṽ(t, x) = min

{
min
y∈R≥0

{
tg∗
(
x−y
t

)
+ ṽ0(y)

}
,

min
0≤t2≤t1≤t
y∈R≥0

{
ṽ0(y) + g∗

(−y
t2

)
t2 +

(
t− t1

)
g∗
(

x
t−t1

)
−
∫ t1

t2

g(ρ̄b(θ)) dθ

}}
,

where
g∗(x) := sup

u∈R
{ux− g(u)} .

In addition, ṽ ∈ Lip([0, T ]×R≥0) and the partial derivative of v with respect to the spatial
variable is the weak entropy solution of the corresponding conservation law satisfying the
boundary condition in the sense of Bardos-Leroux-Nédélec [13] :
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
∂tρ(t, x) + ∂xg(ρ(t, x)) = 0, (t, x) ∈ (0, T )× R≥0,

ρ(0, x) = ρ0(x), x ∈ R≥0,

ρ(t, 0) = ρ̄b(t), t ∈ (0, T ).

Proof. The proof can be found in [94].

Lemma 4.4.3 (Solution formula related to (4.2.1),(4.2.2)). Let ρ0 ∈ L1(R<0) ∩ L∞(R<0)
with 0 ≤ ρ0(x) ≤ ρmax, x ∈ R<0 a.e. be given. Assume the flux function f ∈ C2(R;R)

being strictly concave, satisfying lim
y→±∞

f(y)
|y| = −∞. Consider the following conservation

law on the half plane:
∂tρ(t, x) + ∂xf(ρ(t, x)) = 0, (t, x) ∈ (0, T )× R<0,

ρ(0, x) = ρ0(x), x ∈ R<0,

f(ρ(t, 0)) = h(t), t ∈ (0, T ),

with h ∈ L∞((0, T )) and 0 ≤ h(t) ≤ fmax, t ∈ (0, T ) a.e. be given. Then, the solution of
the associated Hamilton-Jacobi equation can be stated in terms of a maximization problem
involving boundary and initial term and reads for (t, x) ∈ [0, T ]× R≥0 as

v(t, x) = max

{
max
y∈R≤0

{
tf ∗
(
x−y
t

)
+ v0(y)

}
,

max
0≤t2≤t1≤t
y∈R≤0

{
v0(y) + f ∗

(−y
t2

)
t2 +

(
t− t1

)
f ∗
(

x
t−t1

)
−
∫ t1

t2

h(θ) dθ

}}
.

Proof. We define ρ̄b(t) as the solution of f(ρ̄b(t)) = h(t) such that ρ̄b(t) ∈ [ρcrit, ρmax].
Consider the strictly convex function g such that g ≡ −f . given x ∈ R, the following
identity holds

f ∗(x) = inf
y∈R
{yx− f(y)} = − sup

y∈R
{−yx+ f(y)} = − sup

y∈R
{−yx− g(y)} = −g∗(−x).

Then we can apply Theorem 4.4.2 to obtain the solution to the following IBVP problem
∂t ṽ(t, x) + g(∂xṽ(t, x)) = 0, (t, x) ∈ (0, T )× R≥0,

ṽ(0, x) = ṽ0(x), x ∈ R≥0,

∂xṽ(t, x = 0), = ρ̄b(t), t ∈ (0, T ),

for (t, x) ∈ [0, T ]× R≥0. We have

ṽ(t, x) = min

{
min
y∈R≥0

{
tg∗
(
x−y
t

)
+ ṽ0(y)

}
,

min
0≤t2≤t1≤t
y∈R≥0

{
ṽ0(y) + g∗

(−y
t2

)
t2 +

(
t− t1

)
g∗
(

x
t−t1

)
−
∫ t1

t2

g(ρ̄b(θ)) dθ

}}
.
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For x ∈ R≤0 define v(t, x) = −ṽ(t,−x). Then v is a solution of
−∂tv(t, x) + g(∂xv(t, x)) = 0, (t, x) ∈ (0, T )× R≤0,

v(0, x) = −ṽ0(−x), x ∈ R≤0,

∂xv(t, x = 0) = ρ̄b(t), t ∈ (0, T ),

which is, by construction, the solution of
∂tv(t, x) + f(∂xv(t, x)) = 0, (t, x) ∈ (0, T )× R≤0,

v(0, x) = −ṽ0(−x) = v0(x), x ∈ R≤0,

∂xv(t, x = 0) = ρ̄b(t), t ∈ (0, T ).

This is detailed in the following manipulations. Let (t, x) ∈ [0, T ]×R≥0 be given, we have

v(t, x) = −ṽ(t,−x)

= −min

{
min
y∈R≥0

{
tg∗
(−x−y

t

)
+ ṽ0(y)

}
,

min
0≤t2≤t1≤t
y∈R≥0

{
ṽ0(y) + g∗

(−y
t2

)
t2 +

(
t− t1

)
g∗
(
−x
t−t1

)
−
∫ t1

t2

g(ρ̄b(θ)) dθ

}}

= max

{
max
y∈R≥0

{
− tg∗

(−x−y
t

)
− ṽ0(y)

}
,

max
0≤t2≤t1≤t
y∈R≥0

{
− ṽ0(y)− g∗

(−y
t2

)
t2 −

(
t− t1

)
g∗
(
−x
t−t1

)
+

∫ t1

t2

g(ρ̄b(θ)) dθ

}}

= max

{
max
y∈R≥0

{
tf ∗
(
x+y
t

)
− ṽ0(y)

}
,

max
0≤t2≤t1≤t
y∈R≥0

{
− ṽ0(y) + f ∗

(
y
t2

)
t2 +

(
t− t1

)
f ∗
(

x
t−t1

)
+

∫ t1

t2

g(ρ̄b(θ)) dθ

}}

= max

{
max
y∈R≤0

{
tf ∗
(
x−y
t

)
+ v0(y)

}
,

max
0≤t2≤t1≤t
y∈R≤0

{
v0(y) + f ∗

(−y
t2

)
t2 +

(
t− t1

)
f ∗
(

x
t−t1

)
−
∫ t1

t2

f(ρ̄b(θ)) dθ

}}

which is indeed the claimed formula.

Remark 4.2. We note that in [94] the supremum in the Legendre-Fenchel transform is
selected on all R and not on a compact subset. In the present case, we restrict ourselves
to [0, ρmax] since the initial density is chosen in [0, ρmax] and then the characteristics in the
conservation law setting can only travel with speeds contained in [f ′(ρmax), f ′(0)].

94



4.4. Existence and uniqueness of solutions to the Hamilton-Jacobi formulation

Lemma 4.4.4 (Semi-group property of the formula presented in Theorem 4.4.2). Given the
formula for v in Theorem 4.4.2, it satisfies the semi-group property, i.e. ∀x ∈ R≥0, ∀t, t̃ ∈
[0, T ], t > t̃

v(t, x) = min

{
min
y∈R≥0

{
(t− t̃)f ∗

(
x−y
t−t̃

)
+ v(t̃, y)

}
,

min
t̃≤t2≤t1≤t
y∈R≥0

{
v(t̃, y) + f ∗

(−y
t2

)
t2 +

(
t− t1

)
f ∗
(

x
t−t1

)
−
∫ t1

t2

f(ρ̄b(θ)) dθ

}}
.

Proof. We refer the reader to [63] for the proof for the Cauchy problem. The extension
with boundary datum can be derived similarly.

Theorem 4.4.5 (Relation between H-J equations and conservation laws). Let F ∈
Lip([0, T ];R≥0) be given and consider for T ∈ R>0 and ρ0 ∈ BV (R≥0) the initial boundary
value problem {

∂tρ(t, x) + ∂xf(ρ(t, x)) = 0, (t, x) ∈ (0, T )× R≥0,

ρ(0, x) = ρ0(x), x ∈ R≥0,

supplemented by the boundary datum at x = 0 for t ∈ (0, T ) as

f(ρ(t, 0)) = b(t),

where b(t) is defined as

b(t) :=



{
fmax if ρ(t, 0) ≤ ρcrit

f(ρ(t, 0)) if ρ(t, 0) > ρcrit
if q(t) > 0,

min

{{
fmax if ρ(t, 0) ≤ ρcrit

f(ρ(t, 0)) if ρ(t, 0) > ρcrit
, F ′(t)

}
if q(t) = 0,

and q ∈W1,∞((0, T );R≥0) be given. Then, the correspondent Hamilton-Jacobi equation in
v reads as

∂tv(t, x) + f(∂xv(t, x)) = 0, (t, x) ∈ (0, T )× R≥0,

v(0, x) =

∫ x

0

ρ0(y) dy = v0(x), x ∈ R≥0,

f(∂xv(t, 0)) = b(t), t ∈ (0, T ),

and admits the explicit solution formula in terms of a minimization for (t, x) ∈ (0, T )×R≥0

v(t, x) = max

{
max
y∈R≥0

{
v0(y) + tf ∗

(
x−y
t

)}
, max

0≤t1≤t

{
−F (t1) + (t− t1)f ∗

(
x

t−t1

)}}
.

Moreover, the solution v is Lipschitz-continuous and its spatial derivative provides the weak
entropy solution of the conservation law with boundary data in the sense of Bardos-Leroux-
Nédélec [13].
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Proof. The proof can be found in [27, Section 8].

Remark 4.3 (Relation between the mapping F and Fj). The function F (t), t ∈ [0, T ],
will correspond in our framework to Fj, j ∈ O, the number of vehicles that reached the
intersection at time t and want to access exit j.

Definition 4.4.2 (Definition of initial data for the Hamilton-Jacobi equations). Given the
initial datum for the conservation laws in Definition 4.3.1, we define the initial datum for
the Hamilton-Jacobi equations as

Vin
0,i(x) :=

∫ x

−∞
ρ0,i(z) dz, x ∈ R≤0, i ∈ I, Vout

0,j (x) :=

∫ x

0

ρ0,j(z) dz, x ∈ R≥0 j ∈ O.

4.4.2 The fixed-point problem

As formally shown in Section 4.2 we can pose the considered problem as a fixed-point
problem on the level of Hamilton-Jacobi PDEs. Thereby, the buffer and queues defined
in Section 4.2.3 are coupled to the boundary datum of the incoming and outgoing fluxes.
In addition, these fluxes are also dependent on the state of the buffer and queues. This all
will be made rigorous in the following section.

Definition 4.4.3 (The decomposition of the fixed-point mapping). We define the following
mappings:

• Let the priority function ci ∈ L∞ ((0, T );R≥0) and fmax
i ∈ R>0 for i ∈ I be given. Then,

we define the mapping

h :

{
Lip

(
[0, T ];R|O|

)
→ Lip

(
[0, T ];R|I|

)
q 7→

(
t 7→ min

{
fmax, c(t) ·

(
M −

∑
j∈O qj(t)

)})
.

(4.4.1)

Thereby, the min is meant component-wise.

• For i ∈ I given initial datum Vin
0 as defined in Definition 4.4.2 and fmax

i ∈ R>0 with
X := Lip([0, T ]) we define

V̄in
i :


X → Lip([0, T ]× R≤0)

hi 7→ (t, x) 7→ max


max
y∈R≤0

{
Vin

0,i(y) + tf∗i
(x−y

t

)}
,

max
y∈R≤0

0≤t2≤t1≤t

{
Vin

0,i(y) + t2f
∗
i

(−y
t2

)
+ (t− t1)f∗i

(
x

t−t1

)
−
∫ t1
t2

hi(s) ds
}


.

(4.4.2)
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4.4. Existence and uniqueness of solutions to the Hamilton-Jacobi formulation

In addition, we define the solution evaluated at x = 0, Vin ≡ V̄in(·, 0) on [0, T ] and
X := Lip([0, T ])

Vin
i :


X → X

hi 7→ (t) 7→ max


max
y∈R≤0

{
Vin

0,i(y) + tf∗i
(−y
t

)}
,

max
y∈R≤0

0≤t2≤t1≤t

{
Vin

0,i(y) + t2f
∗
i

(−y
t2

)
− (t− t1)fmax

i −
∫ t1
t2

hi(s) ds
}


.

(4.4.3)

• Let q0 ∈ R|O|≥0 with ‖q0‖1 ≤M and θ as in Section 4.3 and Item 2, we define

F :

Lip
(
[0, T ];R|I|

)
7→ Lip

(
[0, T ];R|O|

)
Vin 7→

(
t 7→ q0 −

∑
i∈I

∫ t
0

d
ds

Vin
i (s)θi(s) ds

)
.

(4.4.4)

• Let Vout
0 as defined in Definition 4.4.2 be given and j ∈ O we define for X := Lip([0, T ])

V̄out
j :

X → Lip([0, T ]× R≥0)

Fj 7→ (t, x) 7→ max

{
max
y∈R≥0

{
Vout

0,j (y) + tf∗j
(
x−y
t

)}
, max
0≤t1≤t

{
−Fj(t1) + (t− t1)f∗j

(
x

t−t1

)}} .

(4.4.5)

In addition, we define the solution evaluated at x = 0, Vout ≡ V̄out(·, 0) on [0, T ]

Vout
j :

X → X

Fj 7→ (t) 7→ max

{
max
y∈R≥0

{
Vout

0,j (y) + tf∗j
(−y

t

)}
, max
0≤t1≤t

{
−Fj(t1)− (t− t1)fmax

j

}} . (4.4.6)

• Finally, we define

Λ :

{
Lip

(
[0, T ];R|O|

)
× Lip

(
[0, T ];R|O|

)
→ Lip

(
[0, T ];R|O|

)
(F,Vout) 7→

(
t 7→ F(t) + Vout(t)

)
.

(4.4.7)

Remark 4.4 (Mappings defined in Definition 4.4.3). The above mappings are in fact the
rigorous generalization of the physical process described in Section 4.2. To each value of the
queue q we associate h, the corresponding boundary flux at the entry of the intersection.
From this condition, we can obtain V̄in

i , the accumulated number of vehicles on each entry
link i ∈ I and its evaluation Vin

i at x = 0. Then, for each j ∈ O, we can compute Fj which
corresponds to the number of vehicles that reached the intersection and wish to access exit
j. The function V̄out

j corresponds to the accumulated number that actually entered exit
j and Vout

j is its evaluation at x = 0. Finally, Λ is the mapping that updates the queue
length, by adding to the initial queue value the difference between the number of vehicles
that have reached the intersection and the number of vehicles that left the junction.
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Given the introduced mappings we are now in a position to formulate the proposed
dynamics in Definition 4.3.1 in terms of a fixed-point problem.

Lemma 4.4.6 (solution to the Fixed-point problem). There exists a solution of the dy-
namics as proposed in Definition 4.3.1 if the following fixed-point problem admits a unique
solution on [0, T ]:

q ≡ Λ ◦ (F ◦Vin ◦ h ◦ q,Vout ◦ F ◦Vin ◦ h ◦ q), q ∈ C
(
[0, T ];R|O|

)
with the involved operators satisfying Definition 4.4.3.

So far, we have claimed in Definition 4.4.3 that these mappings actually map into the
proper spaces. This will be justified in the next lemmas. The following trivial result on
the maximum and minimum of Lipschitz functions is required to provide the necessary
estimates.

Lemma 4.4.7 (Lipschitz-continuous functions and max,min). Let I ⊆ R be given and
assume a, b ∈ Lip(I;R). Then, the mappings

c :

{
I → R
x 7→ max{a(x), b(x)}

d :

{
I → R
x 7→ min{a(x), b(x)}

(4.4.8)

are also Lipschitz-continuous with Lipschitz-constant max{La, Lb}, where La, Lb ∈ R≥0

denote the Lipschitz constants of the function a, b respectively.

Proof. Following the definition of Lipschitz-continuity we show that for any x, y ∈ I

|c(x)− c(y)| ≤ max{La, Lb}|x− y|.

We need to distinguish the four cases, depending on which sides the maximum gets picked.
Let x, y ∈ I given. First assume |c(x) − c(y)| = |a(x) − a(y)|. Then the inequality
follows directly from the Lipschitz-continuity of a. The same reasoning can be applied if
|c(x)− c(y)| = |b(x)− b(y)|.
Now assume c(x)− c(y) = a(x)− b(y). Then we get

c(x)− c(y) = a(x)− b(y) ≤ a(x)− a(y) ≤ La|x− y|
c(x)− c(y) = a(x)− b(y) ≥ b(x)− b(y) ≥ Lb|x− y|.

The last case can be obtained in the same way.

4.4.3 Estimates for the involved mappings

In order to obtain the required regularity for the fixed-point theory, the previously intro-
duced mappings in Definition 4.4.3 have to be Lipschitz-continuous and satisfy additional
properties. Thus, we will present the named properties in Lemma 4.4.8, Proposition 4.4.9:
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Lemma 4.4.8 (Space-dependent V̄out and V̄in). Let F, F̃ ∈ Lip
(
[0, T ];R|O|

)
and h, h̃ ∈

Lip
(
[0, T ];R|I|

)
.

1. For the spatial dependent V̄out as in Definition 4.4.3 we obtain for j ∈ O:
|V̄out

j [Fj](t, x)− V̄out
j [Fj](t̃, x̃)|

≤ ρmax
j |x− x̃|+ max

{
fmax
j , ‖F′j‖L∞((0,T ))

}
|t− t̃|

∀(t, x), (t̃, x̃) ∈ (0, T )× R≥0,

‖V̄out
j [Fj](·, 0)− V̄out

j [F̃j](·, 0)‖C([0,t]) ≤ ‖Fj − F̃j‖C([0,t]), ∀t ∈ (0, T ].

2. For the spatial dependent V̄in as in Definition 4.4.3 we obtain for i ∈ I:∥∥∥V̄in
i [hi](·, 0)−Vin

i [h̃i](·, 0)
∥∥∥
C([0,t])

≤ ‖hi − h̃i‖L1((0,t)), ∀t ∈ (0, T ].

In addition, ∀(t, x), (t̃, x̃) ∈ [0, T ]× R<0 we have∣∣V̄in
i [hi](t, x)− V̄in

i [hi](t̃, x̃)
∣∣ ≤ ρmax

i |x− x̃|+ max
{
fmax
i , ‖hi‖C([0,t])

}
|t− t̃|,

d
dt

V̄in
i [hi](t, 0) ≤ 0, ∀t ∈ (0, T ) a.e., hi ≥ 0. (4.4.9)

Proof. 1. Let F ∈ Lip([0, T ];R|O|) and j ∈ O be given, the first term in the outer max-
imum of the solution formula presented for V̄out in Definition 4.4.3 is again Lipschitz
continuous by [63, Section 3.3, Lemma 2] and for the second term we assume that for
(t, x) ∈ [0, T ] × (0, L) the maximum is attained for t1 ∈ [0, T ]. Then, we have for
(t̃, x̃) ∈ [0, T ]× [0, L]

V̄out
j [Fj](t, x)− V̄out

j [Fj](t, x̃)

= −Fj(t1) + (t− t1)f∗j
(

x
t−t1

)
− max

0≤t1≤t

{
− Fj(t1) + (t− t1)f∗j

(
x̃

t−t1

)}
≤ (t− t1)

(
f∗j
(

x
t−t1

)
− f∗j

(
x̃

t−t1

))
≤ ρmax

i |x− x̃|

by the Lipschitz-continuity of f∗j as stated in Lemma 4.4.1. The lower bound follows
analogously by exchanging x and x̃. For the Lipschitz-continuity w.r.t. time, we recall
that for the left part of the solution formula which only consists of initial datum the
proof can also be found in [63, Section 3.3, Lemma 2] and one obtains in that case∣∣V̄out

j [Fj](t, x)− V̄out
j [Fj](t̃, x)

∣∣ ≤ fmax
j |t− t̃|.

For the right part involving also the boundary datum assume for now that t̃ ≥ t. Then
we obtain in the case that the maximum is attained at t1 ∈ [0, t]

V̄out
j [Fj](t, x)− V̄out

j [Fj](t̃, x)

= −Fj(t1) + (t− t1)f∗j
(

x
t−t1

)
− max

0≤t̃1≤t̃

{
− Fj(t̃1) + (t̃− t̃1)f∗j

(
x

t̃−t̃1

)}
t̃1=t̃−t+t1
≤ −Fj(t1) + (t− t1)f∗j

(
x

t−t1

)
+ Fj(t̃− t+ t1)− (t− t1)f∗j ( x

t−t1 )

≤ ‖F′j‖L∞((0,T ))|t− t̃|.
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By interchanging the terms where the maximum is attained we can show the same
estimate in case of t̃ ≤ t. The same argumentation can also be used to obtain a lower
bound and will be omitted. Applying Lemma 4.4.7, we obtain the claimed estimate.
For the Lipschitz-continuity w.r.t. Fj, F̃j we recall again that the solution formula for
V̄out in Definition 4.4.3 only depends on Fj, F̃j in the second part of the maximum, so
that we can only consider that part invoking Lemma 4.4.7. It yields then assuming that
the first term takes its maximum at t1 ∈ [0, t]

V̄out
j [Fj](t, 0)− V̄out

j [F̃j](t, 0)

≤ −Fj(t1)− (t− t1)fmax
j − max

0≤t1≤t

{
−F̃j(t1)− (t− t1)fmax

j

}
≤ F̃j(t1)− Fj(t1) ≤ ‖F̃j − Fj‖C([0,t]).

The lower bound can be obtained by exchanging roles and considering the point t̄1 ∈ [0, t]
where the second term takes its maximum.

2. The Lipschitz-estimate w.r.t. h, h̃ follows by standard arguments.
For the Lipschitz-continuity in space and time, first note that the first part of the
maximum is Lipschitz-continuous on (t, x) ∈ (0, T ) × R≤0 as a direct consequence of
[63], since it involves only the initial datum.
For the second part of the maximum, we detail the computations, following [94].
Suppose x, x̃ ∈ R≤0 are given. Assuming that for (t, x) ∈ [0, T ]× R≤0 the maximum in
Vin
i [hi](t, x) is attained for (y, t2, t1) ∈ R≤0 × [0, t]2 with t1 ≥ t2, we obtain

V̄in
i [hi](t, x)− V̄in

i [hi](t, x̃)

= V̄in
0,i(y) + t2f

∗
i

(−y
t2

)
+ (t− t1)f∗i

(
x

t−t1

)
−
∫ t1

t2

hi(s) ds

− max
y∈R≤0

0≤t2≤t1≤t̃

{
Vin

0,i(y) + t2f
∗
i

(−y
t2

)
+ (t− t1)f∗i

(
x̃

t−t1

)
−
∫ t1

t2

hi(s) ds

}
≤ (t− t1)

(
f∗i
(

x
t−t1

)
− f∗i

(
x̃

t−t1

))
≤ (t− t1)ρmax

i
1

t−t1 |x− x̃| = ρmax
i |x− x̃|

by Lemma 4.4.1. The analogue argumentation can be used to obtain a lower bound
with the same Lipschitz-constant by assuming that the second part actually takes its
maximum at a given point (y, t2, t1) and estimating the first term from below.
For Lipschitz-continuity of the second part of the maximum w.r.t. the time variable
suppose t, t̃ ∈ [0, T ] be given. Then, we obtain for t ≥ t̃ and i ∈ I by applying
Lemma 4.4.4 with a concave flux function

V̄in
i [hi](t, x)− V̄in

i [hi](t̃, x)

= max
y∈R≤0

t̃≤t2≤t1≤t

{
Vin
i (t̃, y) + t2f

∗
i

(
−y
t2

)
+ (t− t1)f∗i

(
x

t−t1

)
−
∫ t1

t2

hi(s) ds−Vin
i (t̃, x)

}
,
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using the previous estimate for the spatial Lipschitz-continuity

≤ max
y∈R≤0

t̃≤t2≤t1≤t

{
ρmax
i |y − x|+ t2f

∗
i

(
−y
t2

)
+ (t− t1)f∗i

(
x

t−t1

)
−
∫ t1

t2

hi(s) ds

}

= max
y∈R≤0

t̃≤t2≤t1≤t

{
ρmax
i |y − x|+ (t+ t2 − t1)

(
t2

t+t2−t1 f∗i

(
−y
t2

)
+ t−t1

t+t2−t1 f∗i

(
x

t−t1

))
(4.4.10)

−
∫ t1

t2

hi(s) ds

}
,

using the concavity of f∗i as stated in Lemma 4.4.1

≤ max
y∈R≤0

t̃≤t2≤t1≤t

{
ρmax
i |y − x|+ (t+ t2 − t1)f∗i

(
x−y

t+t2−t1

)
−
∫ t1

t2

hi(s) ds

}
,

substituting z = x−y
t+t2−t1

≤ max
t̃≤t2≤t1≤t

 max
z∈
[

x
t+t2−t1 ,∞

)
{

(t+ t2 − t1) (ρmax
i |z|+ f∗i (z))−

∫ t1

t2

hi(s) ds

} ,

setting z̃ = −z and using the monotonicity of f∗i

≤ max
t̃≤t2≤t1≤t

 max
z̃∈
(
−∞,− x

t+t2−t1

]
{

(t+ t2 − t1) (f∗i (z̃)− ρmax
i z̃)−

∫ t1

t2

hi(s) ds

}
≤ max

w∈[0,ρmax
i ]

 max
z∈R

t̃≤t2≤t1≤t

{
(t+ t2 − t1) (f∗i (z)− wz)−

∫ t1

t2

hi(s) ds

}
= max

w∈[0,ρmax
i ]

− min
z∈R

t̃≤t2≤t1≤t

{
(t+ t2 − t1) (wz − f∗i (z)) +

∫ t1

t2

hi(s) ds

} , (4.4.11)

using Lemma 4.4.1, stating that f∗∗ ≡ f

≤ ‖hi‖C([0,T ]|t− t̃|.

For the lower bound, we recall that x ∈ R≤0 and estimate assuming that for (t̃, x) ∈

101



Chapter 4. A macroscopic traffic flow model with finite buffers on networks

(0, t)× R≤0 the minimum is attained at (ỹ, t̃1, t̃2)

V̄in
i [hi](t̃, x)− V̄in

i [hi](t, x)

= Vin
0,i(ỹ) + t̃2f

∗
i

(
−ỹ
t̃2

)
+ (t̃− t̃1)f∗i

(
x

t̃−t̃1

)
−
∫ t̃1

t̃2

hi(s) ds

− max
y∈R≤0

0≤t2≤t1≤t

{
Vin

0,i(y) + t2f
∗
i

(
−y
t2

)
+ (t− t1)f∗i

(
x

t−t1

)
−
∫ t1

t2

hi(s) ds

}
,

setting y = ỹ, t2 = t̃2, t1 = t− t̃+ t̃1

≤
∫ t−t̃+t̃1

t̃1

hi(s) ds ≤ ‖hi‖C([0,t])|t− t̃|.

Due to the previously deduced Lipschitz-estimate which guarantees the differentiability
of V̄in w.r.t. space and time, it suffices to show Inequality (4.4.9) to prove that t 7→
V̄in(t, 0) is monotonically decreasing. However, this has already been carried out in
Equation (4.4.11) as long as hi is nonnegative (which is always the case for the considered
fixed-point equation). This concludes the proof.

Proposition 4.4.9 (Lipschitz-continuity of the mappings). For the mappings in Defini-
tion 4.4.3 we obtain the following Lipschitz-bounds when measuring in the uniform topology
and also when considering them as operators.
1. For h as in Equation (4.4.1) with q, q̃ ∈ Lip

(
[0, T ];R|O|

)
we obtain for every i ∈ I∣∣hi[q](t)− hi[q](t̃)

∣∣ ≤ ‖ci‖L∞((0,T ))

∑
j∈O

‖q′j‖L∞((0,T ))|t− t̃| ∀t, t̃ ∈ [0, T ], (4.4.12)

|hi[q](t)− hi[q̃](t)| ≤ ‖ci‖L∞((0,t))

∑
j∈O

|qj(t)− q̃j(t)| ∀t ∈ (0, T ]. (4.4.13)

2. For F as in Equation (4.4.4) with V, Ṽ ∈ Lip
(
[0, T ];R|I|

)
we obtain for j ∈ O∣∣Fj[V](t)− Fj[V](t̃)

∣∣ ≤∑
i∈I

∥∥ d
dt

Vi

∥∥
L∞((0,T ))

|t− t̃| ∀t, t̃ ∈ [0, T ], (4.4.14)

‖Fj[V]− Fj[Ṽ]‖C([0,t]) ≤
∑
i∈I

(‖θi,j‖TV ((0,t)) + 1)‖Vi − Ṽi‖C([0,t]) ∀t ∈ (0, T ]. (4.4.15)

3. For Vout as in Equation (4.4.6) let F, F̃ ∈ Lip
(
[0, T ];R|O|

)
. Then, we obtain for j ∈ O∣∣Vout

j [Fj](t)−Vout
j [Fj](t̃)

∣∣ ≤ {‖F′j‖L∞((0,T )), f
max
j

}
|t− t̃| ∀t, t̃ ∈ [0, T ], (4.4.16)∥∥∥Vout

j [Fj]−Vout
j [F̃j]

∥∥∥
C([0,t])

≤
∥∥∥Fj − F̃j

∥∥∥
C([0,t])

∀t ∈ (0, T ]. (4.4.17)
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4. For Λ as in Equation (4.4.7) let (F,Vout), (F̃, Ṽout) ∈ Lip
(
[0, T ];R|O|

)
×

Lip
(
[0, T ];R|O|

)
be given. Then, we have for j ∈ O and ∀t, t̃ ∈ [0, T ]∣∣Λj[F,V

out](t)−Λj[F,V
out](t̃)

∣∣ ≤ (‖F′j‖L∞((0,T )) +
∥∥ d

dt
Vout
j

∥∥
L∞((0,T ))

)
|t− t̃|,

(4.4.18)∥∥∥Λj[F,V
out]−Λj[F̃, Ṽ

out]
∥∥∥
C([0,t])

≤
∥∥∥Fj − F̃j

∥∥∥
C([0,t])

+ ‖Vout
j − Ṽout

j ‖C([0,t]). (4.4.19)

5. For Vin as in Equation (4.4.3) and h, h̃ ∈ Lip
(
[0, T ];RI

)
we obtain∣∣Vin

i [hi](t)−Vin
i [hi](t̃)

∣∣ ≤ max
{
‖hi‖C([0,T ]), f

max
i

}
|t− t̃| ∀t, t̃ ∈ [0, T ], (4.4.20)∥∥∥Vin

i [hi]−Vin
i [h̃i]

∥∥∥
C([0,t])

≤ ‖hi − h̃i‖L1((0,t)) ∀t ∈ (0, T ]. (4.4.21)

Proof. 1. We apply Lemma 4.4.7 and have, since fmax
i is a constant function,∣∣hi[q](t)− hi[q](t̃)

∣∣ ≤ ‖ci‖L∞((0,T ))

∑
j∈O

‖q′j‖L∞((0,T ))|t− t̃|.

For the second inequality, we first assume that fmax
i ≥ ci(t)

(
M −

∑
j∈O q̃j(t)

)
for

t ∈ [0, T ] given. Then, we obtain

hi[q](t)− hi[q̃](t) = min

{
fmax
i , ci(t)

(
M −

∑
j∈O

qj(t)
)}
− ci(t)

(
M −

∑
j∈O

q̃j(t)
)

≤ |ci(t)|
∑
j∈O

|qj(t)− q̃j(t)|.

For fmax
i ≤ ci(t)

(
M −

∑
j∈O q̃j(t)

)
we obtain

hi[q](t)− hi[q̃](t)

= min

{
fmax
i , ci(t)

(
M −

∑
j∈O

qj(t)
)}
− fmax

i ≤ 0 ≤ |ci(t)|
∑
j∈O

|qj(t)− q̃j(t)|.

The lower bound can be obtained by exchanging hi[q] with hi[q̃] and applying the same
reasoning.

2. We estimate directly the formula for F and recall the uniform bound on θ in Equa-
tion (4.3.1)

∣∣Fj[V](t)− Fj[V](t̃)
∣∣ =

∣∣∣∣∣∑
i∈I

∫ t

0

d
ds

Vi(s)θi,j(s) ds−
∫ t̃

0

d
ds

Vi(s)θi,j(s) ds

∣∣∣∣∣
≤
∑
i∈I

∣∣∣∣∣
∫ t̃

t

d
ds

Vi(s)θi,j(s) ds

∣∣∣∣∣ ≤∑
i∈I

|t− t̃|
∥∥ d

ds
Vi

∥∥
C([0,max t,t̃])

.
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For the second estimate we require an integration by parts formula for functions of BV
functions so that we have∣∣∣Fj[V](t)− Fj[Ṽ](t)

∣∣∣
=

∣∣∣∣∣∑
i∈I

∫ t

0

d
ds

(
Vi(s)− Ṽi(s)

)
θi,j(s) ds

∣∣∣∣∣
=
∑
i∈I

∣∣∣∣−∫ t

0

(
Vi(s)− Ṽi(s)

)
dθ′i,j(s) + θi,j(t)

(
Vi(t)− Ṽi(t)

)
− θi,j(0)

(
Vi(0)− Ṽi(0)

)∣∣∣∣
≤
∑
i∈I

(
‖Vi − Ṽi‖C([0,t])‖θi,j‖TV ((0,t)) + ‖Vi − Ṽi‖C([0,t])

)
.

3. See Lemma 4.4.8 as this directly follows when reconsidering V̄out(·, 0) ≡ Vout as stated
in Definition 4.4.3.

4. This follows directly by the linearity of the operator Λ.
5. See Lemma 4.4.8 as this directly follows when reconsidering V̄in(·, 0) ≡ Vin as stated in

Definition 4.4.3.

Corollary 4.4.10 (Well-posedness of the fixed-point mapping Lemma 4.4.6). The mapping

G := Λ ◦ (F ◦Vin ◦ h ◦ ·,Vout ◦ F ◦Vin ◦ h ◦ ·) : Lip
(
[0, T ];R|O|

)
→ Lip

(
[0, T ];R|O|

)
explicitly given in Definition 4.4.3 is well-defined.

Proof. This is a direct consequence of Proposition 4.4.9, particularly Inequalities (4.4.12),
(4.4.14), (4.4.16), (4.4.18) and (4.4.20).

4.4.4 Existence and uniqueness of solutions

Now that we have detailed the necessary estimates on the mappings in Section 4.4.3,
we now detail the fixed-point problem describing the dynamics at the intersections and
prove existence and uniqueness of solutions in the proper topological setup.

Theorem 4.4.11 (Existence and uniqueness of a fixed-point). Let T ∈ R>0 be given, the
fixed-point problem

G[q] = q in ΩT

as defined in Lemma 4.4.6 has a unique solution with

ΩT :=

{
q ∈ Lip

(
[0, T ];R|O|≥0

)
:
∥∥q′j∥∥L∞((0,T ))

≤ 2 max

{∑
i∈I

fmax
i , fmax

j

}
∀j ∈ O

}
.

(4.4.22)

104



4.4. Existence and uniqueness of solutions to the Hamilton-Jacobi formulation

Proof. As mentioned before, we only prove the Single-Buffer/Multi-Queues case in
Definition 4.3.1. Pick T ∗ ∈ [0, T ] and q ∈ ΩT ∗ . We first show that G [ΩT ∗ ] ⊆ ΩT ∗ ,
i.e. G[q] is a self-mapping. By the previous well-posedness of the fixed-point mapping
in Corollary 4.4.10 it is sufficient to show that the weak derivative of G satisfies the
postulated bounds. Recalling the definition of G in Lemma 4.4.6 we thus obtain for j ∈ O
and t ∈ [0, T ∗] a.e.∣∣ d

dt
Gj[q](t)

∣∣ =
∣∣ d

dt
Λj

[
F ◦Vin ◦ h ◦ q,Vout ◦ F ◦Vin ◦ h ◦ q

]
(t)
∣∣ ,

applying Inequality (4.4.18)

≤
(∥∥ d

dt
Fj

[
Vin ◦ h ◦ q

]∥∥
L∞((0,T ))

+
∥∥ d

dt
Vout
j

[
F ◦Vin ◦ h ◦ q

]∥∥
L∞((0,T ))

)
,

applying Inequality (4.4.16)

≤ 2 max
{∥∥ d

dt
Fj

[
Vin ◦ h ◦ q

]∥∥
L∞((0,T ))

, fmax
j

}
,

applying Inequality (4.4.14)

≤ 2 max

{∑
i∈I

∥∥∥ d
dt

Vin
i

[
h ◦ q

]∥∥∥
L∞((0,T ))

, fmax
j

}
,

applying Inequality (4.4.20) and the uniform bound on θ as in Equation (4.3.1)

≤ 2 max

{∑
i∈I

max
{∥∥∥hi[q]∥∥∥

L∞((0,T ))
, fmax
i

}
, fmax
j

}
,

applying the definition of h in Definition 4.4.3

≤ 2 max

{∑
i∈I

max

{
fmax
i ,min

{
fmax
i ,

‖ci‖L∞((0,T ))

∥∥∥M −∑
j∈J

qj

∥∥∥
C([0,T ])

}}
, fmax
j

}

≤ 2 max

{∑
i∈I

fmax
i , fmax

j

}
.

For the positivity, we pick again j ∈ O and t ∈ [0, T ] and estimate for q ∈ ΩT ∗ applying
Definition 4.4.3

Gj[q](t) = Λj

[
F ◦Vin ◦ h ◦ q,Vout ◦ F ◦Vin ◦ h ◦ q

]
(t)

= Fj

[
Vin ◦ h ◦ q

]
(t) + Vout

j

[
F ◦Vin ◦ h ◦ q

]
(t),
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applying Definition 4.4.3

≥ Fj

[
Vin ◦ h ◦ q

]
(t) + max

0≤t1≤t

{
−Fj

[
Vin ◦ h ◦ q

]
(t1)− (t− t1)fmax

j

}
≥ 0

by choosing t1 = t. This is true for any time t ∈ [0, T ] and every j ∈ O so that we obtain
the lower bound.

As a next step we will show that the fixed-point mapping G is a contraction in Ωt as
defined in Equation (4.4.22) for sufficiently small time horizon in the uniform topology.
Thus, let q, q̃ ∈ ΩT ∗ be given as well as t ∈ [0, T ]. Then, we obtain by applying the
fixed-point equation in Lemma 4.4.6 for j ∈ O

|Gj[q](t)−Gj[q̃](t)|

≤
∣∣∣Λj

[
F ◦Vin ◦ h ◦ q,Vout ◦ F ◦Vin ◦ h ◦ q

]
(t)

−Λj

[
F ◦Vin ◦ h ◦ q̃,Vout ◦ Fj ◦Vin ◦ h ◦ q̃

]
(t)
∣∣∣,

applying Definition 4.4.3 and Inequality (4.4.19)

≤
∣∣Fj

[
Vin ◦ h ◦ q

]
(t)− Fj

[
Vin ◦ h ◦ q̃

]
(t)
∣∣

+
∣∣Vout

j

[
F ◦Vin ◦ h ◦ q

]
(t)−Vout

j

[
F ◦Vin ◦ h ◦ q̃

]
(t)
∣∣ ,

applying Definition 4.4.3 and Inequality (4.4.17)

≤
∣∣Fj

[
Vin ◦ h ◦ q

]
(t)− Fj

[
Vin ◦ h ◦ q̃

]
(t)
∣∣+
∥∥Fj

[
Vin ◦ h ◦ q

]
− Fj

[
Vin ◦ h ◦ q̃

]∥∥
C([0,t])

≤ 2
∥∥Fj

[
Vin ◦ h ◦ q

]
− Fj

[
Vin ◦ h ◦ q̃

]∥∥
C([0,t])

,

applying Definition 4.4.3 and Inequality (4.4.15)

≤ 2
∑
i∈I

(
|θi,j|TV ((0,t)) + 1

) ∥∥Vin
i

[
h ◦ q

]
−Vin

i

[
h ◦ q̃

]∥∥
C([0,t])

,

applying Definition 4.4.3 and Inequality (4.4.21)

≤ 2
∑
i∈I

(
|θi,j|TV ((0,t)) + 1

) ∥∥hi[q]− hi
[
q̃
]∥∥

L1((0,t))
,

applying Definition 4.4.3 and Inequality (4.4.13) as well as Hölder’s inequality to estimate
the L1 norm

≤ 2t
∑
i∈I

(
|θi,j|TV ((0,t)) + 1

)
‖ci‖L∞((0,T ))

∑
j∈O

‖qj − q̃j‖C([0,t]).

Since the presented estimate is uniform in t, we can sum over j ∈ O and obtain∑
j∈O

‖Gj[q]−Gj[q̃]‖C([0,t])

≤ 2t‖c‖L∞((0,T );R|I|)

 ∑
(i,j)∈I×O

(
|θi,j|TV ((0,T )) + 1

)∑
j∈O

‖qj − q̃j‖C([0,t]).
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Thus, picking T ∗ ∈ (0, T ] such that

T ∗ := 1

4‖c‖
L∞((0,T );R|I|)(

∑
(i,j)∈I×O(|θi,j |TV ((0,T ))+1))

> 0

it yields ∑
j∈O

‖Gj[q]−Gj[q̃]‖C([0,T ∗]) ≤
1
2

∑
j∈O

‖qj − q̃j‖C([0,T ∗]),

so that G is a self-mapping and a contraction on ΩT ∗ . Since ΩT ∗ is closed in the uniform
topology, we can apply Banach’s fixed-point theorem [145, Theorem 1.A] and obtain a
unique solution of the fixed-point problem stated in Lemma 4.4.6.

The assumption in T ∗ being sufficiently small is not restrictive. Due to the semigroup
property of the dynamical system we can restart the fixed-point problem at time t = T ∗

with new initial queues, and initial and boundary datum on incoming and outgoing edges.
However, as neither the self-mapping property nor the contraction depend on those data,
we can apply the same reasoning as above to extend the solution to the time horizon
[0, 2T ∗]. This can be iterated up to the final time T .

Lemma 4.4.12 (q respecting the size M of the buffer). The unique fixed-point q∗ ∈ ΩT

of the fixed-point mappings stated in Lemma 4.4.6 and Theorem 4.4.11 satisfies for every
t ∈ [0, T ]

0 ≤
∑
j∈O

q∗j(t) ≤M.

Proof. The lower bound has already been shown in the proof of Theorem 4.4.11. Next, we
will provide the upper bound. For that, we use an argument based on Gronwall’s Lemma
and perform it for j ∈ O and t ∈ [0, T ] by recalling that q∗ is the unique solution of the
fixed-point equation in Lemma 4.4.6, guaranteed by Theorem 4.4.11

q∗j(t) = Gj[q
∗](t),

applying Lemma 4.4.6

= Fj

[
Vin ◦ h ◦ q∗

]
(t) + Vout

j

[
Fj ◦Vin ◦ h ◦ q∗

]
(t),

applying Definition 4.4.3

= Fj

[
Vin ◦ h ◦ q∗

]
(t) + max

t1∈[0,t]

{
−Fj

[
Vin ◦ h ◦ q∗

]
(t1)− (t− t1)fmax

j

}
,

applying that Fj ≥ 0 due to Definition 4.4.3 and Inequality (4.4.9)

≤ Fj

[
Vin ◦ h ◦ q∗

]
(t),

applying Definition 4.4.3

≤ q0,j −
∑
i∈I

∫ t

0

d
ds

Vin
i [h ◦ q∗](s)θi,j(s) ds.
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Summarizing w.r.t. j ∈ O we obtain then∑
j∈O

q∗j(t) ≤
∑
j∈O

q0,j −
∑
i∈I

∫ t

0

d
ds

Vin
i [h ◦ q∗](s)

∑
j∈O

θi,j(s) ds,

using Equation (4.3.1)

=
∑
j∈O

q0,j −
∑
i∈I

∫ t

0

d
ds

Vin
i [h ◦ q∗](s) ds

=
∑
j∈O

q0,j −
∑
i∈I

Vin
i [h ◦ q∗](t) +

∑
i∈I

Vin
i [h ◦ q∗](0),

using Definition 4.4.2 and Definition 4.4.3

=
∑
j∈O

q0,j +
∑
i∈I

Vin
i (0)

−
∑
i∈I

max
y∈R≤0

0≤t2≤t1≤t

{
Vin
i (y) + t2f

∗
i ( y

t2
)− (t− t1)fmax

i −
∫ t1

t2

(h ◦ q)i(s) ds

}
≤
∑
j∈O

q0,j +
∑
i∈I

Vin
i (0)

−
∑
i∈I

max
0≤t2≤t1≤t

{
Vin
i (0)− (t+ t2 − t1)fmax

i −
∫ t1

t2

(h ◦ q)i(s) ds

}
,

choosing t2 = 0 and t1 = t

≤
∑
j∈O

q0,j +
∑
i∈I

∫ t

0

hi[q
∗](s) ds,

using Definition 4.4.3

≤
∑
j∈O

q0,j +
∑
i∈I

∫ t

0

min

{
fmax
i , ci(s)

(
M −

∑
j∈O

q∗j(s)
)}

ds

≤
∑
j∈O

q0,j +
∑
i∈I

‖ci‖L∞((0,t))

(
Mt−

∫ t

0

∑
j∈O

q∗j(s) ds

)
.

We assume that there exists t0 such that
∑

j∈O q∗j(t0) > M . Then, due to the continuity
of q∗j there exists a t∗ ∈ [0, t0) such that

∑
j∈O q∗j(t∗) = M and

∑
j∈O q∗j(t) > M for any

t ∈ (t∗, t0). Integrating
∑

j∈O q∗j(·) between t∗ and t0 yields∫ t

t∗

∑
j∈O

q∗j(s) ds > M(t− t∗) ∀t ∈ (t∗, t0).
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Using the previously deduced integral inequality, we obtain for t ∈ [t∗, t0]

∑
j∈O

q∗j(t) ≤
∑
j∈O

q∗j(t∗) +
∑
i∈I

‖ci‖L∞((0,T ))

∫ t

t∗

M −
∑
j∈O

q∗j(s) ds

≤M +
∑
i∈I

‖ci‖L∞((0,T ))

∫ t

t∗

∑
j∈O

q∗j(s)−M ds

which is equivalent to

∑
j∈O

q∗j(t)−M ≤
∑
i∈I

‖ci‖L∞((0,T ))

∫ t

t∗

∑
j∈O

q∗j(s)−M ds, t ∈ [t∗, t0].

Then by Gronwall inequality, we obtain∑
j∈O

q∗j(t)−M ≤ 0 =⇒
∑
j∈O

q∗j(t) ≤M t ∈ [t∗, t0]. (4.4.23)

This contradicts the assumption that there exists t0 ∈ [0, T ] such that
∑

j∈O q∗j(t0) > M
so that we can conclude that

∑
j∈O q∗j(t) ≤M ∀t ∈ [0, T ].

4.5 Stability of the solution

In this section we investigate the stability of the solution when we introduce pertuba-
tions on the initial datum, the initial queues and the routing functions. Obviously, the
stability results depend on the choice of topology. We aim for the most sharp stability
result while still obtaining a uniform convergence of the solution. Since we model traffic,
the queue length is a key criterion. We thus show its uniform convergence when measuring
the input datum in L1-norm. This enables us to obtain also the stability of the solutions
of the PDEs on the incoming and outgoing links.

We provide the following stability estimates for the mappings defined in Definition 4.4.3
with respect to initial datum, initial queue size, and routing ratios.

Lemma 4.5.1 (Lipschitz-continuity w.r.t. initial datum and routing).

1. Let h ∈ Lip
(
[0, T ];R|I|

)
. Recall Definition 4.4.3 and let Vin[h] and Ṽin[h] the functions

computed with the mapping Vin respectively applied to the initial datum of the conserva-
tion law ρ0,i ∈ L1((−∞, 0)) and ρ̃0,i ∈ L1((−∞, 0)) for any i ∈ I and the corresponding
initial datum of the Hamilton-Jacobi equation as in Definition 4.4.2. Then, we have the
following estimate:

‖Vin
i

[
h
]
− Ṽin

i

[
h
]
‖C([0,T ]) ≤ ‖ρ0,i − ρ̃0,i‖L1((−∞,0)).
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2. Let V ∈ Lip
(
[0, T ];R|I|

)
with ‖V′i‖L∞((0,T )) ≤ fmax

i for i ∈ I and F[V] and F̃[V]

respectively correspond to the value obtained when computing F from q0,θ and q̃0, θ̃
with θ, θ̃ ∈ L1

(
((0, T );R|O||I|)

)
. Then, we have the following estimate:

∀j ∈ O :
∥∥∥Fj[V]− F̃j[V]

∥∥∥
C([0,T ])

≤ |q0,j − q̃0,j|+
∑
i∈I

f imax‖θi,j − θ̃i,j‖L1((0,T )).

3. Let F ∈ Lip
(
[0, T ];R|O|

)
and Vout[F] and Ṽout[F] respectively correspond to the value

obtained when computing Vout[F] from initial datum of the conservation law ρ0,j ∈
L1((0,∞)) and ρ̃0,j ∈ L1((0,∞)) for any j ∈ O with initial datum for the Hamilton-
Jacobi equations as in Definition 4.4.2. Then, we have the following estimate:∥∥∥Vout

j

[
F
]
− Ṽout

j

[
F
]
j

∥∥∥
C([0,T ])

≤ ‖ρ0,j − ρ̃0,j‖L1((0,∞)).

Proof. 1. Let t ∈ [0, T ] and i ∈ I and let us first assume that the dominating terms in
the solution formula are in both cases stemming from the initial datum. Let us assume
that the maximum of the first term is attained at y1 ∈ R≤0 and for the second term at
y2 ∈ R≤0. Then, we obtain the two-sided estimate

max
y∈R≤0

{
Vin

0,i(y) + tf∗i
(−y
t

)}
− max

ỹ∈R≤0

{Ṽin
0,i(ỹ) + tf∗i

(−ỹ
t

)
}

≤
{

Vin
0,i(y

1) + tf∗i

(
−y1

t

)}
− max

ỹ∈R≤0

{
Ṽin

0,i(ỹ) + tf∗i
(−ỹ
t

)}
≤ |Vin

0,i(y
1)− Ṽin

0,i(y
1)| ≤

∫ y1

−∞
|ρ0,i(s)− ρ̃0,i(s)| ds ≤ ‖ρ0,i − ρ̃0,i‖L1((−∞,0))

and

max
y∈R≤0

{
Vin

0,i(y) + tf∗i
(−y
t

)}
− max

ỹ∈R≤0

{Ṽin
0,i(ỹ) + tf∗i

(−ỹ
t

)
}

≥ max
y∈R≤0

{
Vin

0,i(y) + tf∗i
(−y
t

)}
−
{

Ṽin
0,i(y

2) + tf∗i

(
−y2

t

)}
≥ −‖ρ0,i − ρ̃0,i‖L1((−∞,0)).

Since the estimates are uniform in t, the claim follows. Concentrating on the case where
the solution is a function of the boundary datum we obtain similarly by picking specific
t1, t2, y ∈ [0, T ]2 × R≤0 and by a similar argumentation as above∣∣∣∣∣ max

y∈R≤0

0≤t2≤t1≤t

{
Vin

0,i(y) + t2f
∗
i

(−y
t2

)
− (t− t1)fmax

i −
∫ t1

t2

hi(s) ds

}

− max
y∈R≤0

0≤t2≤t1≤t

{
Ṽin

0,i(y) + t2f
∗
i

(−y
t2

)
− (t− t1)fmax

i −
∫ t1

t2

hi(s) ds

} ∣∣∣∣∣
≤ ‖ρ0,i − ρ̃0,i‖L1((−∞,0)).

The other two mixed cases can be derived from those two recalling Lemma 4.4.7.
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2. Let t > 0 and j ∈ O, we obtain

Fj[V](t)− F̃j[V](t) = q0,j − q̃0,j −
∑
i∈I

∫ t

0

Vi,s(s)θi,j(s) ds+
∑
i∈I

∫ t

0

Vi,s(s)θ̃i,j(s) ds

= q0,j − q̃0,j +
∑
i∈I

∫ t

0

Vi,s(s)
(
θ̃i,j(s)− θi,j(s)

)
ds,∥∥∥Fj[V]− F̃j[V]

∥∥∥
C([0,T ])

≤ |q0,j − q̃0,j|+
∑
i∈I

f imax‖θi,j − θ̃i,j‖L1((0,T )),

where the last inequality follows by the uniform Lipschitz-bound on V.
3. The proof follows analogously to the argument in Item 1.

The previously stated Lemma 4.5.1 together with Proposition 4.4.9 enables us to obtain
the following stability result in Theorem 4.5.2, which guarantees that, under small changes
of the involved input datum, the solution, here the queue, can only have small limited
variations.

Theorem 4.5.2 (Stability of the queue). Let the framework in Section 4.4 and T > 0 be
given. Assume that q0, q̃0 ∈ R|O|≥0 with ‖q0‖1 ≤M and ‖q̃0‖1 ≤M . Assume that in addition
ρ0,i, ρ̃0,i ∈ L∞((−∞, 0)) ∩ L1((−∞, 0)) with 0 ≤ ρ0,i ≤ ρmax

i , 0 ≤ ρ̃0,i ≤ ρmax
i , i ∈ I and

ρ0,j, ρ̃0,j ∈ L∞((0,∞))∩L1((0,∞)) with 0 ≤ ρ0,j ≤ ρmax
j , 0 ≤ ρ̃0,j ≤ ρmax

j , j ∈ O be given

as well as two routings θ, θ̃ ∈ BV
(

(0, T );R|O|×|I|≥0

)
with

∑
j∈O θi,j(t) = 1 =

∑
j∈O θ̃i,j(t)

for almost every t ∈ [0, T ]. We denote by q, q̃ the corresponding solutions. The following
stability estimate holds:

‖q− q̃‖C([0,T ];R|O|)

≤
(

2|q0 − q̃0|1 + 2
∑

(i,j)∈I×O

f imax‖θi,j − θ̃i,j‖L1((0,t)) + ‖ρ0 − ρ̃0‖L1((0,∞);R|O|))

+ 2
∑

i,j∈I×O

(‖θi,j‖TV ((0,T )) + 1)
(
‖ρ0,i − ρ̃0,i‖L1((−∞,0))

))
· exp

(
2
∑

(i,j)∈I×O

(‖θi,j‖TV ((0,T )) + 1)‖ci‖L∞((0,T ))T
)

Proof. Let us first mention that q, q̃ exist and are unique due to Theorem 4.4.11. Thus,
we can directly concentrate on the fixed-point mapping Lemma 4.4.6 which is satisfied by
q, q̃, and indicate the involved functions dependent on the˜datum by the corresponding˜.
Then, we obtain for t ∈ [0, T ] and j ∈ O

|qj(t)− q̃j(t)| =
∣∣∣Λj

[
F ◦Vin ◦ h ◦ q,Vout ◦ F ◦Vin ◦ h ◦ q

]
(t)

−Λj

[
F̃ ◦ Ṽin ◦ h ◦ q̃, Ṽout ◦ F̃ ◦ Ṽin ◦ h ◦ q̃

]
(t)
∣∣∣,
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plugging in the definition of Λ in Definition 4.4.3

=
∣∣Fj

[
Vin ◦ h ◦ q

]
(t)− F̃j

[
Ṽin ◦ h ◦ q̃

]
(t)

+ Vout
j

[
F ◦Vin ◦ h ◦ q

]
(t)− Ṽout

j

[
F̃ ◦ Ṽin ◦ h ◦ q̃

]
(t)
∣∣

≤
∣∣∣Fj

[
Vin ◦ h ◦ q

]
(t)− F̃j

[
Ṽin ◦ h ◦ q̃

]
(t)
∣∣∣

+
∣∣∣Vout

j

[
F ◦Vin ◦ h ◦ q

]
(t)−Vout

j

[
F̃ ◦ Ṽin ◦ h ◦ q̃

]
(t)
∣∣∣

+
∣∣∣Vout

j

[
F̃ ◦ Ṽin ◦ h ◦ q̃

]
(t)− Ṽout

j

[
F̃ ◦ Ṽin ◦ h ◦ q̃

]
(t)
∣∣∣ ,

applying on the last terms Lemma 4.5.1 and Proposition 4.4.9

≤ 2
∥∥∥Fj

[
Vin ◦ h ◦ q

]
− F̃j

[
Ṽin ◦ h ◦ q̃

]∥∥∥
C([0,t])

+ ‖ρ0,j − ρ̃0,j‖L1((0,∞)).

Concentrating on the first term, we have∥∥∥Fj

[
Vin ◦ h ◦ q

]
− F̃j

[
Ṽin ◦ h ◦ q̃

]∥∥∥
C([0,t])

≤
∥∥∥Fj

[
Vin ◦ h ◦ q

]
− F̃j

[
Vin ◦ h ◦ q

]∥∥∥
C([0,t])

+
∥∥∥F̃j

[
Vin ◦ h ◦ q

]
− F̃j

[
Ṽin ◦ h ◦ q̃

]∥∥∥
C([0,t])

,

using again Lemma 4.5.1 and Proposition 4.4.9 we obtain

≤ |q0,j − q̃0,j|+
∑
i∈I

f imax‖θi,j − θ̃i,j‖L1((0,t))

+
∑
i∈I

(‖θi,j‖TV ((0,T )) + 1)
∥∥∥Vin

i

[
h ◦ q

]
− Ṽin

i

[
h ◦ q̃

]∥∥∥
C([0,t])

.

Finally, it remains to estimate the last term. We obtain for this term again using
Lemma 4.5.1 and Proposition 4.4.9∥∥∥Vin

i

[
h ◦ q

]
− Ṽin

i

[
h ◦ q̃

]∥∥∥
C([0,t])

≤
∥∥∥Vin

i

[
h ◦ q

]
− Ṽin

i

[
h ◦ q

]∥∥∥
C([0,t])

+
∥∥∥Ṽin

i

[
h ◦ q

]
− Ṽin

[
h ◦ q̃

]∥∥∥
C([0,t])

≤ ‖ρ0,i − ρ̃0,i‖L1((−∞,0)) +
∥∥hi[q]− hi

[
q̃
]∥∥

L1((0,t))

≤ ‖ρ0,i − ρ̃0,i‖L1((−∞,0)) + ‖ci‖L∞((0,t))

∑
j∈O

‖qj − q̃j‖L1((0,t)).

Combining all the upper estimates and summarizing, we then have for t ∈ [0, T ]

|qj(t)− q̃j(t)| ≤ 2|q0,j − q̃0,j|+ 2
∑
i∈I

f imax‖θi,j − θ̃i,j‖L1((0,t)) + ‖ρ0,j − ρ̃0,j‖L1((0,∞))

+ 2
∑
i∈I

(
‖θi,j‖TV ((0,T )) + 1

)(
‖ρ0,i − ρ̃0,i‖L1((−∞,0)) + ‖ci‖L∞((0,t))

∑
j∈O

‖qj − q̃j‖L1((0,t))

)
.
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Summing over all j we obtain∑
j∈O

|qj(t)− q̃j(t)| ≤ 2|q0 − q̃0|1 + 2
∑

i,j∈I×O

f imax‖θi,j − θ̃i,j‖L1((0,t))

+ ‖ρ0 − ρ̃0‖L1((0,∞);R|O|)) + 2
∑

(i,j)∈I×O

(
‖θi,j‖TV ((0,T )) + 1

)
·
(
‖ρ0,i − ρ̃0,i‖L1((−∞,0)) + ‖ci‖L∞((0,t))

∑
j∈O

‖qj − q̃j‖L1((0,t))

)
.

We can now apply Gronwall’s inequality in [125, Theorem 1.3.1] to obtain for any t ∈ [0, T ]:∑
j∈O

|qj(t)− q̃j(t)|

≤

(
2|q0 − q̃0|1 + 2

∑
i,j∈I×O

f imax‖θi,j − θ̃i,j‖L1((0,t))

+ ‖ρ0 − ρ̃0‖L1((0,∞);R|O|)) + 2
∑

i,j∈I×O

(
‖θi,j‖TV ((0,T )) + 1

)
·
(
‖ρ0,i − ρ̃0,i‖L1((−∞,0))

))
· exp

(
2
∑

i,j∈I×O

(‖θi,j‖TV ((0,T )) + 1)‖ci‖L∞((0,t))t

)
.

Taking the supremum over all t ∈ [0, T ], we obtain Lipschitz-continuity of the queues w.r.t.
initial datum, initial buffer load and routing ratios.

4.6 Optimal routing

In this section we investigate how to determine the optimal routing θ i.e. the optimal
trajectory of vehicles with respect to a given objective, for instance minimizing congestion.
One way to approach this is to consider a minimization problem in which we minimize
the queue size at a specific node, assuming that the smaller the queue size is the less the
congestion becomes. We can also imagine a case in which we aim to minimize the congestion
under limited variation of the routing ratios to prevent oscillations of the routing control.
For the single destination case we consider in this article we can use the previously stated
Theorem 4.5.2 to obtain existence of a minimizer. This is detailed in

Theorem 4.6.1 (Optimal Routing – multi queue buffer). Let a junction with |I| ∈ N≥1

incoming and |O| ∈ N≥1 outgoing links be given and assume the dynamics hold in the sense
of Definition 4.3.1. Then, for any p ∈ [1,∞] and K ∈ R≥0 the two minimization problems

• min
θ∈ΘK

∑
j∈O

‖qj[θ]‖Lp((0,T )) •min
θ∈Θ

∑
j∈O

‖qj[θ]‖Lp((0,T )) +
∑

(i,j)∈I×O

‖θi,j‖TV ((0,T ))
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subject to the dynamics in Definition 4.3.1 with

Θ :=

θ ∈ BV ((0, T );R|I|×|O|) : 0 ≤ θi,j(t) ≤ 1 ∧
∑
j∈O

θi,j(t) = 1∀t ∈ [0, T ] a.e. ∀(i, j) ∈ I ×O


ΘK :=

{
θ ∈ Θ : ‖θ‖TV ((0,T );R|I|×|O|) ≤ K

}
admit a solution. We denote the dependency of q w.r.t. assumed routing θ by q[θ].

Proof. We start with proving the claim for the first objective function. Due to the fact that
the objective functions are both bounded from below, there exists a sequence (θl)l∈N ⊆ ΘK

so that
lim
l→∞

∑
j∈O

‖qj[θl]‖Lp((0,T )) = inf
θ∈Θ

∑
j∈O

‖qj[θ]‖Lp((0,T )) ≥ 0.

Since BV ((0, T ))
c
↪→ Lp((0, T )), i.e. BV is for space dimension 1 compactly embedded

into Lp((0, T )) ∀p ∈ [1,∞) (see [115, Theorem 13.32 (Rellich Kondrachov), Theorem 13.35
(Compactness)] we can pick a subsequence (θlm)m∈N ⊂ ΘK such that

∃θ∗ ∈ ΘK : lim
m→∞

‖θ∗ − θlm‖L1((0,T );R|I|×|O|) = 0 (4.6.1)

(see also [3, Proposition 3.13, Theorem 3.23]). Due to Theorem 4.5.2 we then know that

lim
m→∞

‖q[θ∗]− q[θlm ]‖C([0,T ];R|O|) = 0

so that in particular due to C([0, T ]) ↪→ Lp((0, T )) the objective function also strongly
converges. This proves the claim for the first minimization problem.

The same argumentation can be made for the second objective noticing that due to the
BV norm in the objective function we have, for any minimizing sequence (θk)k∈N ⊂ Θ,
that there exists C ∈ R>0 so that supk∈N

∑
(i,j)∈I×O ‖ {θi,j}k ‖BV ((0,T )) ≤ C so that we can

follow the same reasoning as for the first objective function.

Remark 4.5 (No uniqueness of the Optimal Control problem and different objective func-
tions). It is not surprising that one does not obtain a uniqueness result for the previously
mentioned optimal control problem for the first objective function. For instance consider
zero initial datum for the incoming and outgoing edges, and assume that q0 = 0. Then,
obviously every routing results in a queuing size of zero as long as the routing respects the
bound K ∈ R≥0. The result also holds if there is significantly small initial datum of the
incoming and outgoing links, so that there is never a buffer needed. A similar argument
holds for the second objective. Even though any change in routing over time is penalized by
the TV semi-norm for sufficiently small initial datum, any constant routing would produce
a queueing size of zero.

One can replace the used objective functions in Theorem 4.6.1 with more general ones.
The only requirement is the boundedness from below and the lower semicontinuity of the
used norm.
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4.7 Practical implementation of the model on road net-
works

This section implements our framework on a realistic road network, which contains
several intersections and finite-length links. The classical argument used in the literature
on conservation laws is that the information has finite propagation speed on road networks.
We explore how this argument is detailed mathematically. The general idea is the following:
consider a link of length L ∈ R>0, connecting intersections v1 and v2. We need to prove
that for sufficiently small time, only a neighborhood of the link around v1 can be affected by
the information exiting this intersection, and the same for v2. After this, we will know that
outside these neighborhoods, the solution of Hamilton-Jacobi equations on this link can be
solved only considering initial datum. This is a classical argument for conservation laws
and we now detail this argument for the considered class of Hamilton-Jacobi equations.
We then need to prove that, for a given finite-time horizon, there exists a distance d, such
that if |x| ≥ d, the solution formula always select information emanating from the initial
datum, thus reducing the IBVP problem to a Cauchy problem. We prove the following
lemma for an incoming link.

Lemma 4.7.1 (Finite propagation speed of information in Hamilton-Jacobi solutions).
For t ∈ [0, T ] let x ≤ 0 such that x ≤ f ′i(ρ

max
i )t. Then

V̄in
i (t, x) = max


max
y∈R≤0

{
Vin

0,i(y) + tf∗i
(
x−y
t

)}
,

max
y∈R≤0

0≤t2≤t1≤t

{
Vin

0,i(y) + t2f
∗
i

(−y
t2

)
+ (t− t1)f∗i

(
x

t−t1

)
−
∫ t1
t2

hi(s) ds
}


= max
y∈R≤0

{
Vin

0,i(y) + tf∗i
(
x−y
t

)}
.

Proof. We know that for any x ∈ R, f ∗(x) := inf
u∈[0,ρmax]

{ux− f(u)} , x ∈ Dom(f ∗). Let

i ∈ I. Assume that x < f ′i(ρ
max
i ). Then for any u ∈ [0,ρmax

i [ we have

x <
fi(u)− fi(ρ

max
i )

u− ρmax
i

ux− fi(u) > ρmax
i x.

In addition we know that by picking as argument u = ρmax
i in the infimum we get f∗i (x) ≤

ρmax
i x. Now let us fix t ∈ [0, T ], hi ∈ Lip([0, T ]) and look at

V̄in
i [hi](t, x) = max


max
y∈R≤0

{
Vin

0,i(y) + tf∗i
(x−y

t

)}
,

max
y∈R≤0

0≤t2≤t1≤t

{
Vin

0,i(y) + t2f
∗
i

(−y
t2

)
+ (t− t1)f∗i

(
x

t−t1

)
−
∫ t1
t2

hi(s) ds
}
 .
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For t ∈ [0, T ], let x ≤ 0 such that x
t
≤ f ′i(ρ

max
i ). Then for any 0 < t1 < t, we have

x
t−t1 ≤

x
t
≤ f ′i(ρ

max
i ). In addition, for any t1 ≤ t we have (t− t1)f∗i

(
x

t−t1

)
≤ xρmax

i . Thus

max
y∈R≤0

0≤t2≤t1≤t

{
Vin

0,i(y) + t2f
∗
i

(−y
t2

)
+ (t− t1)f∗i

(
x

t−t1

)
−
∫ t1

t2

hi(s) ds
}

≤ xρmax
i + max

y∈R≤0

0≤t2≤t

{
Vin

0,i(y) + t2f
∗
i

(−y
t2

)}
,

assuming that hi ≥ 0. We need to prove now that

xρmax
i + max

y∈R≤0

0≤t2≤t

{
Vin

0,i(y) + t2f
∗
i

(−y
t2

)}
≤ max

y∈R≤0

{
Vin

0,i(y) + tf∗i
(
x−y
t

)}
.

Picking ȳ and t̄2 optimal in the left maximum, we need to look at t̄2f∗i
(−ȳ
t̄2

)
− tf∗i

(
x−y
t

)
and

show ≤ 0:

xρmax
i + max

y∈R≤0

0≤t2≤t

{
Vin

0,i(y) + t2f
∗
i

(−y
t2

)}
− max

y∈R≤0

{
Vin

0,i(y) + tf∗i
(
x−y
t

)}
≤ xρmax

i︸ ︷︷ ︸
≤0

+ t̄2f
∗
i

(−ȳ
t̄2

)︸ ︷︷ ︸
≤0

−tf∗i
(
x−ȳ
t

)︸ ︷︷ ︸
≥0

.

• First, assume f ′i(ρ
max
i ) ≤ x−ȳ

t
≤ f ′i(0). Then f∗i

(
x−ȳ
t

)
= u∗ x−ȳ

t
−fi(u

∗) where f ′i(u
∗) = x−ȳ

t
.

By concavity of fi, the function g : [0,ρmax
i ], u 7→ uf ′i(u)− u is decreasing, and can thus

be lower bounded by g(ρmax
i ). Then f∗i

(
x−ȳ
t

)
≥ ρmax

i f ′i(ρ
max
i ) and

xρmax
i + t̄2f

∗
i

(−ȳ
t̄2

)
− tf∗i

(
x−ȳ
t

)
≤ (x− tf ′i(ρmax

i ))ρmax
i ≤ 0.

• Now assume x−ȳ
t

> f ′i(0) or x−ȳ
t

< f ′(ρmax
i ). Then, if x−ȳ

t
− 1 ≥ 0, the function u 7→

ux−ȳ
t
− u is increasing on [0,ρmax

i ], and thus f∗i
(
x−ȳ
t

)
= 0 which provides the requested

bound. Else, if x−ȳ
t
− 1 < 0, then the function u 7→ ux−ȳ

t
− u is decreasing, and

f∗i
(
x−ȳ
t

)
= ρmax

i
x−ȳ
t
. Then

xρmax
i + t̄2f

∗
i

(−ȳ
t̄2

)
− tf∗i

(
x−ȳ
t

)
= xρmax

i + t̄2f
∗
i

(−ȳ
t̄2

)
− tρmax

i
x−ȳ
t

= ȳρmax
i + t̄2f

∗
i

(−ȳ
t̄2

)
≤ 0.

In all cases, we thus have that if x− f ′i(ρ
max
i )t ≤ 0,

xρmax
i + max

y∈R≤0

0≤t2≤t

{
Vin

0,i(y) + t2f
∗
i

(−y
t2

)}
≤ max

y∈R≤0

{
Vin

0,i(y) + tf∗i
(
x−y
t

)}
.
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This proves the “finite propagation speed argument”, which claims that, if we are far
enough from an intersection, the solution to the initial boundary-value problem is in fact the
solution of the initial-value problem, because the information could not travel the distance
and reach the location. This key argument allows the implementation of our framework to
any physical road network. The same argument can be proved if one considers an outgoing
link. In this case, the initial-boundary value problem can be reduced to an initial-value
problem if x− f ′j(0)t ≥ 0, j ∈ O.
We consider a road network represented by a directed graph G = (N ,L) containing n
nodes and l finite-length links. For each link l ∈ L, we denote its length by Ll > 0. We
then want to solve the following Cauchy problem on each link l ∈ L.{

ρl,t(t, x) + fl(ρl(t, x))x = 0, (t, x) ∈ (0, T )× (0, Ll),

ρl(0, x) = ρ0,l(x), x ∈ (0, Ll).
(4.7.1)

The main idea of resolution is the following: For a small-enough time horizon, we
can solve a fixed-point problem locally around each intersection, determining the solution
locally on the incoming and outgoing links. The finite propagation speed of information
ensures that the intersection will not be attained in this time-interval by information
emanating from another junction. Outside of those neighborhood, i.e. far away from
intersection, we solve on the same-time interval an initial value problem. Finally we treat
the solution as an initial datum, restart the process and iterate. For each node n ∈ N
Theorem 4.4.11 guarantees for each intersection existence of a finite time-horizon Tn on
which the fixed point problem is well defined. We can then define TN := min

n∈N
Tn. In

addition, we need to precise how we extend the initial value on semi-infinite links. Let us
consider a given intersection v and two links (i, j) ∈ Iv×Ov. For the exiting link j we can
simply extend the initial datum ρ0,j(x), x ∈ (0, Lj) by ρ̄0,j(x), x ≥ 0 such that

ρ̄0,j(x) =

{
ρ0,j(x) if x ∈ (0, Lj),

0 else,

Vout
0,j (x) =

∫ x

0

ρ̄0,j(y) dy, x ∈ (0,∞).

For the incoming link i we need to define a space variable x̄ ∈ (−∞, 0). For x ∈ (0, Li)
consider the change of variable x̄ defined by x̄ = x− Li. We then define

ρ̄0,i(x̄) =

{
ρ0,i(x̄+ Li) if x̄ ∈ (−Li, 0),

0 else,

Vin
0,i(x̄) =

∫ x̄

−∞
ρ̄0,i(y) dy x̄ ∈ (−∞, 0).

For each intersection we can then solve the fixed point problem on [0, TN ] and obtain for
all n ∈ N , j ∈ Ov, t ∈ [0, TN ] the solution t 7→ qnj (t).
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Now that we have this solution, we explain how to obtain the solution to the inital
Cauchy problem (4.7.1) on each link l ∈ L. Let us focus on one link l connecting v1 to
v2 whose space-coordinates can be indexed on [0, Ll]. By definition of TN and applica-
tion of Theorem 4.4.11, the fixed-point problem is well posed for each intersection v on
[0, TN ]. We now consider a new time-horizon T, defined as T = min

{
TN ,

Ll
f ′l (0)−f ′l (ρ

max
l )

}
,

where Ll
f ′l (0)−f ′l (ρ

max
l )

represents the first instant at which information emanating from both
intersections may interact. Then, for any x ∈ [0, Ll], where x denotes the distance from in-
tersection v1 and −x+Ll denotes the distance to intersection v2, we can define the solution
in the following way:
• if x < f ′i(0)T , the point is in the neighborhood of the first intersection v1 and the solution

depends on the initial datum and the boundary condition imposed by v1. The Hamilton
Jacobi solution to the problem is V̄out

l (t, x) obtained from solving the fixed-point problem
around v1. This corresponds to zone A in Figure 4.2.

• if |x−Ll| < −f ′i(ρ
max
i )T, i ∈ I, the point is in the neighborhood of the second intersection

v2. Then the Hamilton Jacobi solution to the problem is V̄in
l (t, x − Ll) obtained from

solving the fixed-point problem around v2. This corresponds to zone C in Figure 4.2.

• else, the point is outside both neighborhoods, and can only be reached by information
originating from the initial datum. This corresponds to zone B in Figure 4.2. The
solution V̄l(t, x) is defined as the solution of the initial value problem

vl,t(t, x) + fl(vx(t, x)) = 0 (t, x) ∈ (0, T )× R≥0,

v(0, x) = v0,l(x) =

∫ x

0

ρ0,l(y)dy x ∈ R≥0,

i.e. V̄l(t, x) = max
y∈R≥0

{
v0,l(y) + tf∗i

(
x−y
t

)}
. In any case, the formulation of V̄in

l (t, x) and

V̄out
l (t, x) includes information emanating from the initial datum.
Since the solution V̄l(t, x) is Lipschitz-continuous, its spatial derivative can be be com-

puted thanks to Rademacher’s theorem (see for instance [115, Theorem 11.49]) or directly
recalling the results in Theorems 4.4.2 and 4.4.5, thus obtaining the weak entropy solution
to Cauchy problems (4.2.1), (4.2.2).

118



4.8. Further work and conclusion

v1 v2

A B C

x
−x+ Ll

t tt = x
f ′l (0)

t = x−Ll
f ′l (ρ

max
l )

Ll
f ′l (0)−f ′l (ρ

max
l )
Tl

Figure 4.2 – Illustration of the finite speed propagation argument on one link.

4.8 Further work and conclusion

In this chapter we have rigorously built a framework able to provide weak solutions to
the scalar conservation law on a network, obtaining regularity estimates on the Hamilton-
Jacobi solutions. Nonetheless, from a traffic modeling point of view, this framework allows
multiple origins but only a single destination. Adding multiple destinations for vehicles re-
quires to add dynamics, keeping track of the different flows w.r.t. the different destinations,
so called multi-commodity models. In addition to this extension, simulating the problem
numerically seems appropriate to visualize the impact of the dynamics of buffers and rout-
ing functions on the solution. The developed Hamilton-Jacobi framework can thereby be
used to implement a numerical scheme based on the considered fixed-point problem. Fi-
nally, the work detailed in Section 4.6 opens the door for Dynamic Traffic Assignment, i.e.
optimizing the routing function with respect to the solution in real time or based on past
information.

119



120



Conclusion and perspectives

In this thesis, we have explored the application of hyperbolic partial differential equa-
tions to urban traffic flow modeling. As discussed in the introduction, the existing models
in the literature present several limitations in order to be implemented on urban road
networks, and to be used to reduce the negative externalities of traffic.

In Chapter 2 we proved existence and uniqueness of weak entropy solutions for the
Aw–Rascle–Zhang model with relaxation. To this end, we constructed wave-front tracking
approximations of the solutions with a splitting technique in a Lagrangian setting. We
showed theoretically than the relaxation term forces the solution to converge towards a
weak solution of the LWR model, when the relaxation parameter is sent to zero. Nonethe-
less, uniqueness of this weak solution remains an open problem. Exploring this question,
potentially following the recent methodology described in [55], may be pursued in the
future.

Following the drawbacks of existing models presented in the introduction, we have
proposed a new mathematical model accounting for the boundedness of traffic acceleration
at a macroscopic scale in Chapter 3. Representing accurately traffic acceleration is essential
for urban applications, such as estimation and control of vehicle emissions. We proposed
a wave-front tracking algorithm to construct approximate solutions of the model, with
general flux functions. We showed existence of solutions to the Cauchy problem. In
addition, we proposed numerical illustrations simulating the model in urban situations,
including sequences of traffic lights, and confronted the results to numerical simulations of
the LWRmodel. Nonetheless, we cannot assert at this stage that our model is more realistic
than the LWR model. In order to do so, we need to confront our model to real traffic data.
The used dataset should be detailed enough to capture precisely the acceleration of traffic
in real time. This cannot be achieved using loop detectors, but dense Floating Car Data
represent an opportunity to investigate the question. In addition, our model does not
extend yet to general initial data, since the existence result is restricted at the moment to
a finite number of moving bottlenecks, and then a finite number of downward jumps in
the initial density. Finally, this model could be adapted to model bounded deceleration
phases, for the sake of realism.

In Chapter 4, we introduced a macroscopic traffic flow model on networks taking into
account coupled boundary conditions at the junctions. Our model features buffers of
finite size, time-dependent routing functions at the junctions and enables spill-back of
congestion at the intersections. We proved the well-posedness of the model using a fixed-
point argument and obtained stability of the solution with respect to the routing ratios,
initial datum on incoming and outgoing roads and the initial state of the buffers. This
stability is then used to write an optimal control problem with respect to the routing
functions, and we showed existence of a global optimum. This control problem represents a
formulation of the Dynamic Traffic Assignment problem. Finally, we detailed how to apply
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Conclusion and perspectives

our framework to a realistic road network, with several intersections and finite-length links,
taking advantage of the finite propagation speed of information in the model. At this stage,
our model allows multiple origins but only a single destination for the vehicles, which is
a limitation to the implementation in traffic management systems. Further work might
investigate the insertion of this multi-commodity aspect in the framework. In addition,
we are currently investigating the numerical resolution of the model, in order to generate
simulations and illustrate the behavior of the solution with respect to the buffers.
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