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Abstract

This PhD document is devoted to the analyses of large stochastic networks used to
study mathematical models in communication networks and in biology.

The first part consists of the analysis of three models used to evaluate the efficiency
of duplication and placement algorithms in large distributed systems. These models are
represented by large stochastic networks under different scaling regimes assumptions.
In Chapter 2, the dynamic of the system can be described with the empirical measure
associated to a multi-dimensional transient Markov process. We provide a detailed
study of these processes on several fast time scales. Stochastic averaging principles
with multiple time scales are investigated in particular. In Chapter 3 and Chapter 4,
the interactions have unbounded jump sizes and occur within a limited random set
of nodes. We develop a convenient mean field analysis in despite that the associated
empirical measures do not have autonomous evolution equations. We also study the
long time behavior of the corresponding limiting nonlinear jump diffusions.

The second part analyzes two models used to study the variability in the polyme-
rization phenomena occurring in a biological context. In Chapter 5, we investigate the
polymerization and fragmentation processes with an assumption of critical nucleus size.
A scaling analysis of these stochastic models show that the sharp phase transition and,
especially the large variance, observed in the experiments can be explained by these
models. In Chapter 6, we provide a functional central limit theorem in the classical
(infinite dimensional) stochastic Becker-Döring model.

Keywords :

Stochastic Averaging Principle ; Multi-dimensional Transient Process ; Interacting
Particle System ; Propagation of Chaos ; Marked Jump Process ; Measure-valued Process ;
Infinite-dimensional Fluctuations ; Coagulation and Fragmentation Processes ; Becker-
Döring Model.
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Résumé

Ce document de thèse est consacré aux analyses de grands réseaux stochastiques
utilisés pour étudier des réseaux de communication et ainsi que certains phénomènes
biologiques.

La première partie se compose de trois modèles pour évaluer l’efficacité des
algorithmes de duplication et de placement dans les grands systèmes distribués. Ces
modèles sont étudiés sous différents régimes d’échelle. Au chapitre 2, la dynamique
du système est décrite l’aide de la mesure empirique associée à un processus de
Markov transient multidimensionnel. Une étude détaillée de ces processus est effectuée
sur plusieurs échelles de temps rapides. Des principes de moyenne stochastique
avec plusieurs échelles de temps sont étudiées. Aux chapitres 3 et 4, les interactions
considérées peuvent avoir des tailles de saut illimitées et se produire dans un ensemble
aléatoire fini de nœuds. Le processus de la mesure empirique associé n’ayant pas
d’équations d’évolution simples, nous développons une analyse de champ moyen
spécifique pour étudier ces systèmes. Le comportement en temps long des processus
de diffusions non linéaires correspondants est aussi analysé.

La deuxième partie présente deux modèles pour étudier la variabilité dans les
modèles de polymérisation se produisant dans un contexte biologique. Dans le chapitre
5, nous étudions les processus de polymérisation et de fragmentation avec l’hypothèse
d’un noyau critique pour la taille des polymères. Notre résultat principal montre que
ces modèles semblent donner une explication raisonnable de la transition de phase
courte du phénomène de polymérisation, et surtout de la grande variabilité de l’instant
de transition, qui ont été observés dans de nombreuses expériences de biologie. Au
chapitre 6, nous proposons un théorème de limite centrale fonctionnelle dans le modèle
stochastique classique en dimension infinie de Becker-Döring.

Mots-clefs :

Principe de la Moyenne Stochastique ; Processus Transitoire Multidimensionnel ;
Système de Particules en Interaction ; Propagation du Chaos ; Processus de Saut Marqué ;
Processus à Valeur de Mesure ; Fluctuations Infinies ; Processus de Coagulation et de
Fragmentation ; Modèle de Becker-Döring.
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Chapter 1

Introduction

1.1 A General Overview

This PhD thesis consists of two independent parts. The first part is composed of
three stochastic models in order to analyze the efficiency of duplication and placement
algorithms in large communication networks. The results are based on four papers:

[154] Analysis of large unreliable stochastic networks. Annals of Applied Probability
26, 5 (2016). Joint work with M. Feuillet and P. Robert.

[1] A large scale analysis of unreliable stochastic networks. Annals of Applied
Probability 28, 2 (2018). Joint work with M. Aghajani and P. Robert.

[156] Analysis of a stochastic model of replication in large distributed storage
systems: A mean-field approach. ACM-Sigmetrics 2017. Joint work with V. Simon,
S. Monnet, P. Robert and P. Sens.

[155] Analysis of Large Urn Models with Local Mean-Field Interactions. Preprint.
Joint work with P. Robert.

The second part investigates stochastic models associated to biological polymerization
processes, it corresponds to two papers

[139] On the asymptotic distribution of nucleation times of polymerization pro-
cesses. Preprint. Joint work with P. Robert.

[153] A functional central limit theorem for the Becker-Döring model. Journal of
Statistical Physics 171, 1 (2018).

In the following, we will describe briefly the mathematical context of this thesis, present
our main contributions and give the outline of the two parts: describe the motivations,
explain the models, present the mathematical results and compare our results with the
real experiments.

1.2 Mathematical Background

From a mathematical point of view, this thesis presents the studies of five large
stochastic networks that are used to study important phenomena occurring in com-
munication networks or in a biological context. These phenomena of interest can be
described through the asymptotic dynamics of the empirical measures associated with

1



1.2. MATHEMATICAL BACKGROUND

these networks. In Chapter 3 and Chapter 4, mean-field approaches are developed
in a quite different setting for the reason that our empirical measures do not have
self-contained descriptions of evolutions. In Chapter 2 and Chapter 5, the interesting
phenomena only happen on large time scales, i.e., t 7→Nkt, for some integer k≥1. In
this context, stochastic averaging principles have to be established in order to analyze
the dynamics of empirical measure processes on large time scales. In Chapter 6, a
functional central limit theorem around the re-scaled empirical measure is proved in the
classical Becker-Döring model.

In this section, we will introduce the classical mathematical background of this thesis,
the basic scaling methods: stochastic averaging principle and mean field theory.

1.2.1 Scaling Methods: Time Scales and Space Scales

Scaling methods have been widely used in Probability Theory. A basic example is
the Brownian motion which can be roughly seen as random walks with very small size
of steps (space scale) in very long time (time scale). The scaling techniques can provide
useful approximations for large systems. For example, the estimations of first-order
(functional law of large numbers), second order (functional central limits) and also the
descriptions of long-time behaviors, etc. of a given system.

Here, we begin with the basic idea of the scaling methods. Let (XN(t)) be a random
process, given any sequence (φN(t)) and (ΨN), one can define the re-scaled process

(XN
(t)) :=

(
XN(φN(t))

ΨN

)
.

By careful choice of scaling parameters φN(t) and ΨN , one may expect that there exists
a process (or function) x(t), such that, in probability,

lim
N→∞

(XN
(t)) = (x(t)).

We should remark that:
1. The choices of scalings are different case by case. Usually, it depends on the

properties of the process (XN(t)). For example, in Chapter 2, we consider the
scaling limits when φN(t)=Nkt and ΨN=N or

√
N.

2. The processes (XN(t)) are not necessarily to be Markovian. In Chapter 3, we study
a case when (XN(t)) is a non-Markovian counting measure process.

In the following, we present some classical examples by using scaling limits.

Example: Donsker’s Theorem

Let (ξn)n≥1 be a sequence of i.i.d. random variables with mean 0 and variance 1. Let

(X(t)) =

(
btc

∑
i=1

ξi

)
.

The law of large numbers implies the re-scaled process (X(Nt)/N) converges to 0
almost surely. For the case time scale φN(t)=Nt, and space scale ΨN=

√
N, one has

the Donsker’s Theorem as follows.

2



CHAPTER 1. INTRODUCTION

Theorem 1.1. For the convergence in distribution of continuous processes, one has

lim
N→∞

(
X(Nt)√

N

)
= (B(t)),

where (B(t)) is a standard Brownian motion on R.

See the Section 2.8 in Billingsley [19] for example.

Example: M/M/1 queue

Let (LN(t)) be the M/M/1 queue with arrival rate λ, departure rate µ and initial state
LN(0) = bxNc, where x ∈ R+. This process can also be seen as a reflected continuous
time random walk in N. It has the same distribution with the solution of the following
stochastic differential equation,

LN(t) = bxNc+
∫ t

0
Nλ(ds)−

∫ t

0
I{LN(s−)>0}Nµ(ds),

where Nη(ds) denotes a Poisson point process on R with intensity η, for η = λ, µ. The
two Poisson point processes are assumed to be independent.

By using scaling methods, one will see that (in the next Theorem), on the long
time interval [0, Nt], for any t<x/(µ− λ)+, the M/M/1 queue behaves like a diffusion
around a linear function:

LN(Nt) ∼ N (x + (λ− µ)t)+ +
√

N
(√

λ + µB(t)
)

.

It is actually a functional law of large numbers and a functional central limit theorem of
the re-scaled process (LN(Nt)/N).

Theorem 1.2. For the convergence of process associated with the uniform norm on compact sets,
in probability, one has

lim
N→∞

(
LN(Nt)

N

)
= (x + (λ− µ)t)+ .

Moreover, with the convention that 0/0 = 0, on the time interval [0, x/(µ− λ)+), one has

lim
N→∞

(
LN(Nt)− N (x + (λ− µ)t)+√

N

)
=
(√

λ + µB(t)
)

.

We refer to Section 5.7 of Robert [138] for more scaling limits of queues.

Scaling limits in this thesis

In this thesis, various scaling problems have been investigated:

— in Chapter 2 and 5, we study the scaling limits with multiple time scales for
two sequences of multi-dimensional transient Markov processes. They give quite
precise descriptions of the long time behavior of these systems.

— In Chapter 3, 4 and 6, we study the scaling limits for counting measure processes,
to obtain the first order and second order estimations.

3



1.2. MATHEMATICAL BACKGROUND

1.2.2 Stochastic Averaging Principle

The averaging principle first appeared in the perturbation problems in celestial
mechanics. Roughly speaking, it has provided an approximation of the dynamics of
a coupled system with two kinds of motions: one evolving much faster than the other.
The faster motion has effect on the slow motion, which can be seen as perturbations.
The simplest example would be the Earth’s rotation and revolution around the sun. The
rotation is evolving faster than the revolution and has effects on the orbit. The main
idea of the averaging principle is to use an averaged motion to replace the fast motion
and make a prediction of the effects on the slow motion. See Chapter 5 in Arnold [12]
for more details.

In the following, we start with two basic results of averaging principle in a
deterministic dynamic system and in a stochastic dynamic system. The statements are
taken from Chapter 7 of Freidlin and Wentzell [63]. For more references in this topic,
we refer to Khasminskii [94], Papanicolaou, Stroock and Varadhan [124], Kurtz [98]. In
the subsection 1.3.1, we will discuss our stochastic averaging problems associated with
some transient multi-dimensional jump processes.

Averaging principle in an ODE system

Let (XN(t), YN(t)) be the solution of the following ODEs in Rr⊗R`,{
dXN(t) = b(XN(t), YN(t))dt, XN(0) = x,
dYN(t) = NB(XN(t), YN(t))dt, YN(0) = y,

where x∈Rr, y∈R` and b, B are bounded, continuously differentiable functions from
Rr⊗R` to Rr and R` respectively.

Due to the boundedness condition, one could roughly say that the velocity of the
function (XN(t)) is of the order of O(1) and the velocity of the function (YN(t)) is of
the order of N. For N sufficiently large, the function YN moves much faster than XN .
Hence, if at time t, (XN(t), YN(t)) = (x, y), on the small time interval [t, t + ∆t/N], the
function XN(·) is approximately x while

YN(t +
∆t
N
) ∼ y +

∫ ∆t

0
B(x, YN(t +

s
N
))ds.

This gives us the idea of introduce an auxiliary function Yxy(t), which is the solution of
the following ODE in R`,

dYxy(t) = B(x, Yxy(t))dt, Yxy(0) = y.

The averaging principle states that if the function (Yxy(t)) satisfies the following
condition, the solution of original ODE system can be approximated by the solution of
an averaged system.

Assumptions 1.1. We assume that there exist a function b: Rr→Rr, such that for any x∈Rr

and y∈R`,

lim
T→∞

1
T

∫ T

0
b(x, Yxy(s))ds = b(x).

4



CHAPTER 1. INTRODUCTION

For any t > 0, let (tn) be a partition of [0, t] and ∆i=ti−ti−1, if the norm of the
partition is small enough, then under the Assumption 1.1,

XN(t)∼x+ ∑
(tn)

∫ ti

ti−1

b(XN(ti−1), YN(s))ds

∼x+ ∑
(tn)

∆i

N

N

∑
k=1

b(XN(ti−1), YN(ti−1+
k
N
))

∼x +
∫ t

0
b(XN(s))ds.

Theorem 1.3. Let X(t) be the solution of the ordinary differential equation

dX(t) = b(X(t))dt, X(0) = x.

If Assumption 1.1 holds, then for any T>0, δ>0, x∈Rr and y∈R`, one has

lim
N→∞

sup
0≤t≤T

∣∣∣XN(t)− X(t)
∣∣∣ = 0.

Averaging principle in a SDE system

Let’s consider a stochastic system driven by a standard Wiener process (B(t)) in Rn.
For any N∈N, let process (XN(t), YN(t)) be the solution of the following SDE,{

dXN(t) = b(XN(t), YN(t))dt + σ(XN(t))dB(t), XN(0) = x,
dYN(t) = NB(XN(t), YN(t))dt +

√
NC(XN(t), YN(t))dB(t), YN(0) = y,

where b(·, ·) is a bounded and Lipschitz mapping from Rr⊗R` to Rr, B(·, ·) is a bounded
and Lipschitz mapping from Rr⊗R` to R`, and for any x∈Rr and y∈R`, σ(x) is a r×n
matrix and C(x, y) is a `×n matrix. Moreover, all the entries of these matrices are
assumed to be bounded and Lipschitz with respect to (x, y).

Analogously, we introduce an auxiliary process: for any x∈Rr and y∈R`, let Yxy(t)
be the solution of the stochastic differential equation

dYxy(t) = B(x, Yxy(t))dt + C(x, Yxy(t))dB(t), Yxy(0) = y.

The stochastic averaging principle states that if this auxiliary process satisfies the
following condition, then there would be an averaged system whose solution could
be a good approximation of the solution of the original system for N large.

Assumptions 1.2. There exists a function b from Rr to Rr, such that for any t≥0 and x∈Rr,
y∈R`, one has

lim
T→∞

E

∣∣∣∣ 1
T

∫ T

0
b(x, Yxy(s))ds− b(x)

∣∣∣∣ = 0.

Theorem 1.4. Let X(t) be the solution of the stochastic differential equation

dX(t) = b(X(t))dt + σ(X(t))dB(t), X(0) = x.

If Assumption 1.2 holds, then for any T>0, δ>0, x∈Rr and y∈R`, one has

lim
N→∞

P

(
sup

0≤t≤T

∣∣∣XN(t)− X(t)
∣∣∣ > δ

)
= 0.

5



1.2. MATHEMATICAL BACKGROUND

We should remark that Assumption 1.2 is valid when (Yxy(t)) is an ergodic process.
For some specific cases, one can identify the limit function b.

An Example: Large Loss network

Here we give an example of the application of stochastic averaging principle and
scaling methods in large loss network (c.f. Kelly [93]). The results are based on the
paper Hunt and Kurtz [77].

Definition 1.1. (Loss Network) It is a network with J links and R kinds of calls, labeled by
j=1, . . . , J and r=1, . . . , R. The link j has Cj circuits. The arrival of the calls of type r can be
described by a Poisson process with rate κr. Upon the arrival moment, the call will hold Ajr
circuits from all j=1, . . . , J links. After an exponential holding time with rate µr, it will release
all these circuits simultaneously and leave the system. If some link doesn’t have enough circuits
at the arrival moment, the call will be rejected.

The scaling methods (Kelly’s scaling [93]) are used in order to analyze the behavior
of the loss network when the arrival rates are large. Of course in this case, the capacity
of the system should be large as well. Hence, one could introduce the scaling parameter
N and it is assumed that the arrival rates κN

r and capacities CN
j are in the order of N.

The state descriptor of such a system is XN(t)=(XN
1 (t), . . . , XN

R (t)) where XN
r (t)

denotes the number of calls of type r at time t. In order to analyze the dynamic, one
should keep track the free circuits in each link, i.e., for each link j=1, . . . , J, let

YN
j (t) = CN

j −
R

∑
r=1

AjrXN
r (t).

In the paper Hunt and Kurtz [77], it is proved that, in some cases, the fluid limit of the
scaled process (XN

(t)):=(XN(t)/N) can be obtained by a stochastic averaging principle
for the coupled system consists of slow process (XN

(t)) and fast process (YN(t)). The
transition rate of the slow process (XN

(t)) can be approximated by the equilibrium of
the fast process when N is large. That gives the motivation to study the occupation
measure of the fast process (YN(t)), i.e.

νN((0, t)× ·) :=
∫ t

0
I{YN(u)∈·} du.

By studying the associated martingale problem, one can have the convergence and then
identify the limit of coupled system (XN

(t), νN(t)).
We remark that the convergence of occupation measure of fast process (YN(t)) is a

analog of the Assumption 1.2 in the classical stochastic averging system. For more about
averaging in martingale problems, see Kurtz [98].

In this thesis

In Chapter 2 and Chapter 5, we have investigated two stochastic averaging principles
associated with multiple time scales in the analyses of the transition behaviors of multi-
dimensional Markov processes. See Section 1.3.1 for a detailed introduction of our
stochastic averaging problems.
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CHAPTER 1. INTRODUCTION

1.2.3 Mean-Field Theory

Mean field theory has a long history in physics. It has been first derived by Van der
Waals in the 1870s to understand the gas-liquid phase transition. In 1907, Pierre Curie
and Pierre Weiss developed a mean field theory of ferromagnetism. The mathematically
formulated study started from Kac [85] on stochastic model for the Vlasov equation
of plasma and then by McKean [109]. After that, a wide variety of systems have
been studied through mean field theory. For example, Sznitman [159] gave a full
proof of propagation of chaos in Boltzmann equation; Vvedenskaya, Dobrushin and
Karpelevich [165] introduced the mean field analysis in queuing theory and worked
on the interacting jump diffusions and also the Ising model, the Kuramoto model,
Ginzburg-Landau model, etc. In short, mean field models describe the dynamic of the
system with a large number of particles where the force acting on a single particle can be
approximated by an averaged interactions over all the other particles. A general survey
of these methods is presented in the book Sznitman [158].

In the following, we will take a simple version of McKean-Vlasov model as example
to explain briefly the classical mean field theory.

The McKean-Vlasov N-particle system

It is a N-body system with pair interactions. Namely, there are N particles, labeled
by integers 1, . . . , N. The evolution of state of the particle i is described by a stochastic
process XN

i (t) taking values in the state space E. The interaction between particle i
and particle j leads to a force acting on particle i, which is captured by some function
b(XN

i , XN
j ). It is assumed that the total force on the particle i is approximated by the

averaged force over all the particles in the system, i.e.

1
N

N

∑
j=1

b(XN
i , XN

j ).

We assume that the fluctuations on each particle are independent standard Brownian
motions. Hence, the evolution equation of the system can be described by the following
SDEs: for all integer i=1, . . . , N,{

dXN
i (t) = dBi(t) + 1

N ∑N
j=1 b(XN

i (t), XN
j (t))dt,

dXN
i (0) = xi.

(1.1)

For any fixed N, the process (XN(t))=(XN
1 (t), . . . , XN

N (t)) lives in the high dimensional
space E⊗N . It is difficult to analyze such a process when N is large. Mean field theory
allows us to reduce the N-body problem to a one-body problem by introducing the
process of empirical measure.

Empirical measure and One-body system

The empirical measure of the system is denoted by (ΛN(·)):

ΛN(t) :=
1
N

N

∑
i=1

δXN
i (t),

7



1.2. MATHEMATICAL BACKGROUND

where (δ·) is the Dirac measure. Due to the randomness of the McKean-Vlasov
system (1.1), (ΛN(·)) is a stochastic process taking values in the space of probabilities
on E, noted by M1(E). Then by using Ito’s lemma, for any reasonable test function φ on
E, one could obtain the one-body problem

〈φ, ΛN(t)〉 = 〈φ, ΛN(0)〉+
∫ t

0
〈L[Λ(s)]φ, ΛN(s)〉ds +MN

φ (t) (1.2)

where L[·] is the nonlinear operator: for any σ ∈ M1(E),

L[σ]φ(x) =
1
2

∆φ(x) +∇φ(x)
∫

E
b(x, y)σ(dy)

and (MN
φ (t)) is a continuous martingale with quadratic variation

〈
MN

φ

〉
(t) =

1
N

∫ t

0

〈
(∇φ)2, ΛN(s)

〉
ds.

One should notice that if the function ∇φ is bounded, then by using Doob’s inequality,
the martingale (MN

φ (t)) is vanishing in probability as N getting large.
Let (Λ(·)) be a function taking values in M1(E), and for any reasonable test function

φ, it satisfies an analog equation of (1.2) as follows:

〈φ, Λ(t)〉 = 〈φ, Λ(0)〉+
∫ t

0
〈L[Λ(s)]φ, Λ(s)〉ds. (1.3)

Thus, when N is essentially large, providing the convergence of the initial state, one
may expect that the function (Λ(t)) (if it exists) is an approximation of the empirical
measure (ΛN(·)).

The McKean-Vlasov process

In the probability point of view, the solution of (1.3) is the distribution of a nonlinear
process taking values in E, so called McKean-Vlasov process.

Definition 1.2. The McKean-Vlasov processes are the stochastic processes that can be described
by the following form of SDEs,

dX(t) =
∫

E
a(X(t), y)Λ(t)(dy)dB(t) +

∫
E

b(X(t), y)Λ(t)(dy)dt, (1.4)

where (Λ(·)) is the distribution of the process (X(·)). These processes are also called non-linear
diffusions.

When a≡1, the distribution of the McKean-Vlasov process (1.4) with initial dis-
tribution Λ(0) satisfies the equation (1.3). For the existence and uniqueness for the
process (1.4) when function b is bounded and Lipschitz and a≡1, we refer to Theorem 1.1
in Sznitman [158].

8



CHAPTER 1. INTRODUCTION

Weak compactness of the sequence of processes of random measures

Clearly, for any finite time T>0, the sequence of processes (ΛN(t), t≤T) and
(Λ(t), t≤T) live in the space CT :=C([0, T]; M1(E)), which is the continuous functional
space on time interval [0, T] and taking values in M1(E). If E is a Polish space, then so
is the space CT. See Billingsley [19] for details. In order to show the convergence

lim
N→∞

(ΛN(t), t ≤ T) = (Λ(t), t ≤ T),

one need to provide tightness arguments of the sequence of processes of random
measures (ΛN(t)) in CT first. We refer to the Theorem 3.7.1 of Dawson [42] for the
sufficient and necessary condition for the weak convergence of the measure-valued
processes.

Propagation of chaos

In the particle system (1.1), if all the diffusion (XN
i (t)) starts from an i.i.d.

distribution, then for any i, j, it is easy to see that

(XN
i (t), t ≤ T) law

= (XN
j (t), t ≤ T).

However, on the time interval [0, T], the processes (XN
i (t)) and (XN

j (t)) are not
independent for any fixed N. It is natural to ask, in the large system, how to
describe the dependency among the particles? Or more precisely, could the particles
be asymptotically i.i.d. after time 0? The concept of “Propagation of chaos” has been
proposed by Kac [85] to derive the homogeneous Boltzmann equation from a random
walk on the energy sphere. In the McKean-Vlasov particle system (1.1), it means that
under certain conditions, for any finite subset of particles, they are asymptotically (i.e.
N→∞) i.i.d. distributed on any finite time interval.

For a finite time T, the joint distribution of (XN
i (t), t≤T)N

i=1 is denoted by PN , which
is a probability on C([0, T], E)⊗N . Thus, we first introduce the notion of the property
“chaotic” for the sequence of probabilities.

Definition 1.3. (u-chaotic)
Let (uN) be a sequence of exchangeable probabilities on S⊗N , where S is a separable metric space.
We say that uN is u-chaotic, for a u∈M1(S), if for any k∈N∗, φ1, . . . , φk∈Cb(S),

lim
N→∞

〈
uN , φ1 ⊗ · · · ⊗ φk⊗1 · · · ⊗ 1︸ ︷︷ ︸

N−k

〉
=

k

∏
i=1
〈u, φi〉 .

By using the notion of “chaotic”, the “propagation of chaos” means that if the
sequence of initial states (XN

i (0))N
i=1 are i.i.d. random variables with distribution

Λ0∈M1(E), then PN is Λ-chaotic, where Λ is the solution of (1.3) on the time [0, T]
with initial condition Λ0.

To prove this, one need the following theorem, which depicts the relation between
PN∈M1(C([0, T], E)⊗N), the joint distribution of all particles, and ΛN∈M1(C([0, T], E)),
the empirical distribution.

9
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Theorem 1.5. (Proposition 2.2 in Sznitman [158])
Assume that (XN

i (0)) are i.i.d. random variables with distribution Λ0, then, (PN) is Λ-chaotic
is equivalent to the sequence of empirical measures (ΛN) converges in law to Λ, where Λ is the
solution of (1.3) with initial condition Λ0.

In conclusion, in the McKean-Vlasov system (1.1), if all particles starts independently
from the same distribution, then the empirical distribution of the system converges to
the distribution of a non-linear process. It implies that asymptotically, any finite subset
of test particles behave like i.i.d. processes.

Central limit theorem

The mean field limit can be interpreted as a law of large numbers in probability, it
is natural to study the fluctuations along this limit. The first result on the central limit
theorem for the Vlasov limit seems to have been given by Braun and Hepp [24] in 1977.
They investigated the fluctuations around the trajectory of a test particle. The CLT for
the general McKean-Vlasov model when the initial measures of the system are products
of N i.i.d. measures is proved by Sznitman [160] in 1984. He proved that, the process

YN
f :=

√
N
(〈

f , ΛN(t)
〉
− 〈 f , Λ(t)〉

)
converges in the finite distribution sense towards a centered Gaussian field Yf , for any
reasonable test function f .

After these, many people have worked in the central limit problems around the
hydrodynamic limits. For instance, the classical work of Shiga and Tanaka [146];
Zhu [173], Chang and Yau [33] proved the CLT in the Ginzburg-Landau model;
Graham [71] gave the CLT in a large queuing system with power of choices policy.

In this thesis

In Chapter 3 and 4, two symmetrically interacting particles systems have been
studied. Unlike the classical mean field models, the interactions among particles in our
cases can not be interpreted explicitly by the empirical measures, which are the main
difficulties in our studies. In Chapter 6, we present a study of the fluctuation problem
around the re-scaled empirical measure in the classical stochastic Becker-Döring model.
For an exhaustive introduction of our work related to mean field theory, see Section 1.3.2.

1.3 Main Contributions

1.3.1 Stochastic Averaging Principle and Multiple Time Scales

In Chapter 2 and Chapter 5, we have investigated two large interacting particle
systems with an absorbing state. We could apply the classic mean field method to
translate the problem with large number of particles into an one-body problem for the
empirical measure. However, in our cases, the scaling limits of the empirical measures
(XN(t)/N) do not capture the absorption phenomenon. It indicates that the absorption
could only happen after “a very long time”. Thus, in order to have an estimation of

10



CHAPTER 1. INTRODUCTION

the instant of absorption, instead of studying the fluid limit of the normal time scale of
the empirical measures (XN(t)/N), we study the asymptotic behavior of the process on
larger time scales: i.e., for a k≥1, the scaling limit of the process in the form(

XN
(t)
)

:=
(

XN(Nkt)
N

)
.

The tightness of the sequence of processes (XN
(t)) is difficult to obtain mainly due to

the large fluctuations occurring when k>1. Naturally, by using Doob’s inequality, the
martingale part of process (XN(Nkt)) should be of the order Nk/2 as N gets large which
is not obviously vanishing when scaled by N. Recall that the coordinates of (XN(t)) are
counting measures and then upper bounded by the total number of the particles which
is of the order of N.

To control the fluctuations, we make a careful analysis of the transition of the process
(XN(Nkt)) and find that the coordinates processes (XN

i (t)) evolves on multiple different
scales in our systems. For this reason, there are stochastic averaging phenomena arising
in the dynamic of the empirical measure processes. We should remark that the multiple
scales of evolving speeds make the stochastic averaging principles much more difficult
to study than the dynamic with only “fast” and “slow” processes.

In the following, we will describe briefly the main problems in Chapter 2 and
Chapter 5 and give the sketch of the proofs. Roughly speaking, the empirical measure
processes in these two systems share some common properties:

1. they have absorbing states;

2. they live in multi-dimensional spaces;

3. asymptotically, the process moves much faster away from than towards the
absorbing state.

To be more specific on the speed of absorbing, the speed of moving away and the
consequences on the multiple time scales, we will take the processes in Chapter 2 for
instance.

The Transient Process v.s. The normal time Fluid Limit

In Chapter 2, a large system with FN = bβNc particles has been investigated. In this
system, each particle has d+1 types of states, labeled by 0, 1, . . . , d. For a particle at state
k, where d≥k≥1, it will jump to the state k− 1 at rate kµ. Once it reaches state 0, it is
dead. There is a strong force that favors the upwards jumps: it is assumed that at rate
λN, one of the particle at the lowest state (≥1) will have a upward jump.

The empirical measure of this system can seen as a d+1-dimensional transient
process (XN(t)/FN), where (XN(t)) = (XN

0 (t), XN
1 (t), . . . , XN

d (t)) is a process taking
values in Nd+1, satisfies the conservation law

d

∑
i=0

XN
i (t) ≡ FN ,

where FN = bβNc. For all i=0, . . ., d, XN
i (t) represents the number of particles of type i

at time t. Clearly, this process has an absorbing state (FN , 0, . . . , 0).

11
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In Section 2.3, we have proved the tightness and convergence of the empirical
measure (XN(t)/FN) and obtained the limit through a generalized Skorohod problem. 1

Moreover, for the case 2µβ < λ, one has

lim
N→∞

(
XN

0 (t)
FN

)
≡ (0).

This means that the fluid limit of the normal time scaled empirical measures is not
adequate to describe the absorption.

The Fast Process v.s. The Slow Process

In this model, the transition matrix (qN(·, ·)) is given by follows{
qN(x, x− ep + ep−1) = µpxp ∀ p = 1, . . . , d,
qN(x, x + ep − ep−1) = λNI{x1=···=xp−2=0,xp−1>0} ∀ p = 2, . . . , d.

where (ep, 0 ≤ p ≤ d) is the standard orthonormal basis of Nd+1. Intuitively, one can
observe from this matrix, for the case λN>µpFN , if N is large enough, the upward rates
are much larger than the downward rates. It means that the particles are more likely
staying above the critical level p. In Proposition 2.7, we have proved this observation by
using an auxiliary process

ZN
p−1(t) := (p− 1)XN

1 (t) + (p− 2)XN
2 (t) + · · ·+ XN

p−1(t)

and showing that it is upper bounded by an ergodic process with transition rates in the
order of N. That gives us the idea to decouple the process by{

YN(t) := (XN
1 (t), . . . , XN

p−1(t)), the fast part,

SN
(t) := 1

N (XN
p (t), . . . , XN

d (t)), the slow part.

If we follow the classical procedures described in Section 1.2.2, we need to prove the
convergence and then identify the limit of the occupation measures,

νN
p ((0, t)× ·) :=

∫ t

0
I{

(XN
1 (s),...,XN

p−1(s))∈·
} ds,

which are random measures in multi-dimensional space R+×Np−1. The local times
in the transition and the multi-dimensionality make the stochastic averaging problem
complicated.

The Multiple Time Scale and Scaling limit

In order to investigate the fast process, we have analyzed the marginal distributions
of these occupation measures. In Proposition 2.3 and Proposition 2.7, we find the critical

1. For more about Skorohod problems, see the appendix in Chapter 2.
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time scale t :→ Np−1t and prove the local times of these marginal processes on [0, Np−1t]
are of different scale: i.e. for any 1≤k≤p− 1 and any γ>0∫ Np−1t

0
I{XN

k (s)>0} ds ≤
∫ Np−1t

0
XN

k (s)ds ∼ o
(

Nk+γ
)

.

It means that the process (XN
p−1(·)) is the dominating component in the fast process.

More precisely, we can give a sequence of identical relations for the scaled processes

λ

µ

(
1

Nk

∫ Np−1t

0
XN

k (s)ds

)
∼
(

1
Nk+1

∫ Np−1t

0
XN

k+1(s)ds

)
, ∀ k = 1, . . . , p− 2,

in Proposition 2.4 and Proposition 2.7. It indicates that one should study the scaled
marginal occupation measure

ωN
p−1((0, t)× ·) :=

1
Np−1

∫ Np−1t

0
I{

XN
p−1(s)>0

} ds.

Then by studying the stochastic averaging principle in the coupled system:

(SN
(Np−1), ωN

p−1),

the slow dynamic and the occupation measure based on the dominating component of
the fast process, we give the limit in Theorem 2.2 and Theorem 2.4,

lim
N→∞

(
XN(Np−1t)

N

)
= (Φ(t))

where (Φ(t)) is a non-trivial function. It means that under condition µpβ<λ<µ(p+1)β,
the absorbing moment is in the order of Np−1. The explicit expression of the estimation
of the absorbing moment is stated in Corollary 2.2. In addition, we also provide the
central limit results along this convergence (c.f. Theorem 2.3).

1.3.2 Mean-Field limits

This scaling regime has been used only in the communication network framework
when the number of nodes of the network goes to infinity. In a classical mean-
field context, the evolution equations of the empirical distribution of the states of the
particles can be expressed through a set of stochastic differential equations which can
be amenable to an asymptotic analysis. Our two studies in this domain, Chapter 3 and 4

respectively, have differed from this context in two ways.

1. In Chapter 3, we have studied a system where, in a Markovian context, the natural
state space of a particle is a space of dimension N, and therefore not really suitable
for a classical mean-field analysis. The approach we have used has consisted in
taking a reduced (non-Markovian) representation of the state of a node so that
the dimension of the state space is fixed. In this setting, we have proved through
various estimates that a mean-field result holds. In the limit, this non-Markovian
representation is converging to a Markovian McKean-Vlasov process which can be
analyzed.
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2. In Chapter 4, a Markovian system with local interactions has been investigated.
For these systems, a node does not interact with all the other nodes in the
system as in a classical mean-field context, but only with a subset nodes, called
“neighborhood” whose size hN is converging to infinity as N gets large. Intuitively,
the associated asymptotic McKean-Vlasov process should not depend on hN
provided that hN grows to infinity sufficiently fast. It turns out that this result
is not easy to prove. One of the main difficulties is that the evolution equation
of the empirical distribution of all nodes highly depends on the structure of
the “neighborhoods” and therefore cannot be expressed in a set of autonomous
equations. Another difficulty is that the interactions (1) are unbounded and follow
distributions depending on the current state; (2) occur among random sets of
nodes.
The (quite technical) method we have used here is to (1) for a given node, introduce
the local empirical measures associated to the nodes in neighborhood of this node
and study the global empirical measure of these local empirical measures. An
autonomous evolution equation holds for the corresponding process; (2) prove the
convergence for this process with values in a measure space on another measure
space. With this method, a mean-field result has been proved for all growth rates
of (hN), the size of neighborhood, that tends to infinity.

1.3.3 Functional Central Limit Theorem

Outside these two main scaling regimes described above, in Chapter 6, we have
proved a functional central limit theorem for the Becker-Döring model, which is a
classical model in coagulation-fragmentation theory. In this model, the state space of
a Markovian description is an infinite dimensional space. The main difficulty here is
of controlling the fluctuations of the first coordinate since it has interactions with all
the other coordinates. To handle this problem, we have proposed a convenient Hilbert
space such that: (1) the potential limiting SDE is well-defined; (2) tightness and weak
convergence of the fluctuations can be proved in this space.

We are now going to describe more precisely the stochastic models analyzed in this
document. Section 1.4 presents the stochastic models of the communication networks
context and Section 1.5 the analogous section for the polymerization processes.

1.4 Summary of Part I: Large stochastic networks with failures

In the first part, we propose three stochastic models to analyze the long time
performance of algorithms in large unreliable stochastic networks. Here, we will begin
with the introduction of the framework of large network with failures, duplication
algorithms and allocation algorithms. Then we will explain the stochastic models to
discribe the dynamic of these algorithms. We will state our main results and outline the
plan of Chapter 2, 3, 4 briefly in advance.

A large unreliable network is a system in charge of managing a large number of files
in a network of servers in the Internet. Files have copies stored on the servers. Each
server may have a failure and, in this case, all copies on it are lost. If all copies of a given
file are lost then the file is lost for good. Despite the fact that failures of servers rarely
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occur, in a system with a large number of servers, having failures is not a negligible
phenomenon. For example, in a data center with 200,000 servers, in average five servers
fail every day. See the extensive study Pinheiro et al. [130] in this domain at Google.

In order to prevent file losses, it is necessary to have copies of files on different
servers. Consequently, each server should devote a part of its processing capacity
to duplicate files on other servers. Duplication mechanism has thus a cost on the
processing capacities of the server to achieve other tasks. One hand, maintaining too
many copies of the same file is a waste of processing capacity, bandwidth and storage
of servers, on the other hand having too few of them may lead to the loss of all copies
of a file if the servers having its copies fail before any recovery procedure can happen.

Another requirement of these systems is load balancing. If a heavily loaded server,
i.e. having many copies, fails then it will trigger a lot of activity (processing and
network) because recovery mechanisms have to be launched for all copies lost on it.
If, because of congestion, the procedure is too long, it may end-up in losing files if
other servers fail in the meantime. Therefore, a good allocation policy should avoid
unbalanced loads on servers and, at the same time, keep as many files as the capacity of
the system permits.

See the following figure for example. The circles represent servers in the network.
There is an edge between different servers if there exists at least one file that has copies
on these two servers. Servers can make copies on other servers. When the red server
failed, copies on it are lost. For any lost copy, the servers that have a copy of the same file
(green servers) may help to recover the data on the failed server. If there is no another
copy available, the copy could not be retrieved and the file would be lost for good.

...
...

Failure

Duplication

Copies stored among servers

(backup)

...
...

Recovery

In general, duplication algorithms is defined by the rate at which a copy is done and
by the allocation algorithm that determines the location of the new copy. Concerning
the duplication rate, we will study two situations.

Global duplication The capacity of all servers is assumed to be available to copy any
file in the system on a given server. The policy is to duplicate files with the least number
of copies in the system. For example, in a system of N servers, each server devotes
capacity λ for duplication, then the system has capacity λN to duplicate one file at any
moment. It is the optimistic duplication policy for the whole system since the most
vulnerable files are taken care of.

Local duplication The duplication capacities are assumed to be local in the sense that
each server is making copies of files that it has stored.
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Allocation Algorithms When a server generates a new copy, a server is chosen to
receive this copy. Computer scientists have done experiments and have shown that
allocation policies may lead to different distributions of loads on servers. The unbalance
loads on servers may speed up the losses of files and is thought to be a waste of
capacity. Heavily loaded servers may lose most of their files before making copies.
At the opposite, the bandwidth and storage of an almost empty server are wasted.
We introduce three allocation policies: Random, Least loaded and Power of Choices.
These policies can be applied among all servers, or in a subset of servers, called
“neighborhood”.

— Random Policy Under Random Policy, a server generates a new copy on a server
chosen with uniform probability on all the other nodes.

— Least Loaded Policy The Least Loaded Policy is the most effective way that can
prevent heavily loaded servers. In this case, the new copy will be sent to the
server with least number of copies in the system. This policy manages to keep
the loads on servers almost constant. However, it also requires the knowledge
of all the loads of all nodes of the network which is expensive in terms of
communication.

— Power of choices For this policy when a new copy is generated, the server will
randomly choose m servers and send the new copy to the least loaded one.
This policy is a compromise between communication costs (m messages) and the
choice of a node with a minimal load. It can lower the load by just checking some
finite subset of servers instead of all of them. In the context of static allocation
schemes of balls into bins in computer science, this policy has been first studied
by Mitzenmacher and others, see [112] for a survey.

— Allocation in neighborhood Each server is connected with a subset of servers,
called “neighborhood”. When a new copy is generated from a given server, it
will be placed in a server chosen from this neighborhood, following some Choice
Policy.

The problem of reliability of such large systems has been studied mainly in theoretical
computer science. For example, Rhea et al. [137] and Rowstron and Druschel [144]
studied duplication policies by simulations for the design the large scale distributed
system. Simple mathematical models using birth and death processes have been
proposed by Chun et al. [36], Picconi et al. [128] and Ramabhadran and Pasquale [134].
In Feuillet and Robert [61], a stochastic model of the case when each file has at most two
copies has been analyzed in a simplified setting.

The efficiency of a duplication mechanism can be expressed as a trade off between
the number of files a system can maintain and the lifetime of these files. If there are
many files with few copies, then very likely consecutive failures of servers will lead quite
quickly to losses of files. On the other hand, if there are few files but with many copies,
their durability will be preserved with high probability at the expense of a reduced
capacity of the system.

1.4.1 The Global Duplication Model

The performance of the global duplication is investigated in Chapter 2. We briefly
describe the associated stochastic model. This is a closed system with N servers and FN
files, there is no external file arriving in this system.
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1. The total capacity of N servers is λN. For this model, a new copy of a file occurs
at rate λN and only for a file with the lowest number of copies in the system.

2. Each copy has a lifetime which exponentially distributed with parameter µ.

3. The maximum number of copies for a file is d.

4. Initially, all files have d copies in the system.

5. Scaling assumption for β>0,

lim
N→∞

FN

N
= β.

Recall that a file that has no copy is lost for good. For this model, we do not need
to keep track of the locations of copies in particular the impact of allocation policy is
meaningless in this context. Note that this model provides, in some way, an upper
bound on the efficiency of these mechanisms since the most vulnerable files (the files
with the least number of copies) are duplicated in priority.

The evolution of the system can be expressed by a d + 1-dimensional Markov jump
process (XN

i (t), i = 0, . . . , d). For i = 0, 1, . . . , d, XN
i (t) denotes the number of files

with i copies at time t. See Figure 1.1 for the possible jumps of the coordinates of
this process. It is assumed that the initial state is optimal, all files have the maximum
number of copies, i.e. XN

d (0) = FN and XN
i (0) = 0 for 0≤i<d. It is transient with a

unique absorbing state (FN , 0, . . . , 0) for which all files are eventually lost.

x0 x1 xi−1

µ(i−1)xi−1 µixiµx1 µ(d−1)xd−1 µdxd

xi xd−1 xd

λN if x1=x2=···=xi−2=0,xi−1>0

Figure 1.1 – Jump Rates between the coordinates of the Markov Process (XN(t))

We are interested in the decay rate of the system, the duration of time after which a
fraction of files is lost. For any δ ∈ (0, 1), let TN(δ) be the first time that a fraction δ of
the FN∼βN initial files are lost:

TN(δ) = inf
{

t ≥ 0 : XN
0 (t)/N ≥ δβ

}
.

We study the transient Markovian process (XN(t)) and obtain the following results.
— Under the condition λ > dµβ, we have shown that the system is stable in the

following way, for the convergence in distribution of processes,

lim
N→+∞

(
XN

d (t)
N

)
= (β),

at the first order none of the files have been lost and all of them have the maximal
number of copies d.

17



1.4. SUMMARY OF PART I

— Under the condition λ < dµβ, i.e. pµβ < λ < (p + 1)µβ for some 2 ≤ p ≤ d− 1,
then we have proved that

lim
N→+∞

(
XN

p (t)
N

,
XN

p+1(t)

N
, t>0

)
=

(
(p + 1)β− λ

µ
,

λ

µ
− pβ, t>0

)
,

all files have immediately either p or p + 1 copies.
Hence if λ > dµβ holds the decay of the network does not happen on the “normal”
time scale. The main result of this work shows that the variable TN(δ) is of the order of
Nd−1. It leads us to study the asymptotic behavior of a scaled process on the time scale
t 7→ Nd−1t and prove the following convergence result for the number of lost files,

lim
N→+∞

(
XN

0 (Nd−1t)
N

)
= (Φ(t)), (1.5)

where (Φ(t)) is non-trivial deterministic function such that Φ(0) = 0 and

lim
t→+∞

Φ(t) = β,

all files are eventually lost on this time scale. This is done by using the associated
stochastic differential equations (SDEs) satisfied by XN(t)) and a series of technical
arguments which I describe briefly.

— Relation (1.5) gives a convergence to a deterministic process, in particular the
stochastic fluctuations vanish at infinity. Because of the very rapid time scale,
this phenomenon is not easy to establish, a direct use of the SDEs gives that the
martingale terms are of the order of Nd−1/N2 and, consequently, does not vanish
when d ≥ 3. The problem is taken care of in several steps.
A first argument consists in establishing a stochastic uniform upper bounded
for the processes (XN

i (t), i = 1, . . . , d − 1), it is obtained by a coupling with an
ergodic Markov processes. Then, by using a series of quadratic equations, we
prove a key (highly) technical result that shows a kind of balance of flows between
the components of the state variable, for all 1 ≤ i ≤ d− 2,

lim
N→∞

(
1

Ni+1

∫ Nd−1t

0

[
(i + 1)µXN

i+1(u)− λNXN
i (u)

]
du

)
= 0. (1.6)

Finally these results give an asymptotic relation between the scaled processes
(XN

0 (Nd−1t)/N) and (XN
d−1(Nd−1t)).

— To establish (1.5) one has then to remark that (XN
d−1(Nd−1t)) is a “fast” process

interacting with a “slow” process, (XN
0 (Nd−1t)/N). The evolution between the

fast process and the slow process generates a stochastic average problem which
we solve. By combining all these arguments, Convergence (1.5) is established.

— A central limit theorem associated to (1.5), due to the stochastic averaging context
it is not straightforward. A refined version of the convergence (1.6) is derived to
get the corresponding result.
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1.4.2 The Local Duplication Model

In Chapter 3, we have studied the long time performance of the local duplication
algorithm in a closed system with N servers, FN files. The maximum number of copies
that a file can have is denoted by d.

1. The duplication processes are assumed to be local. Each server generates a new
copy of one of its files after any exponential distributed amount of time with
parameter λ. The copy is done on another server following the Random Choice
Policy.

2. On each server, the duplication capacity is used only on the files with the least
number of copies.

3. Each server fails after any independent exponentially distributed amount of time
with rate µ. A failed server is immediately replaced by a new, empty, server.
Upon this failure time, it loses all the copies on it and is replaced by a new server
immediately.

4. Scaling assumption,

lim
N→∞

FN

N
= β.

In this model, the locations of different copies of a given file play an important role.
However, keeping track of the locations of all copies may lead to large state space which
is very complex to study. For example, for d = 2, let XN

i,j(t) be the number of files that
have copies on server i and server j. The process (XN

i,j(t))i=1,...,N;i≤j≤N is a N(N + 1)/2
dimensional Markov process. In general case, the dimension of the state space is in the
order of Nd and a huge number of equations are required.

To avoid the large dimension space, we introduce a reduced representation of the
system for the case d = 2.

1. Let RN
i,1(t) be the number of files that only have 1 copy on server i,

RN
i,1(t) = XN

i,0(t).

2. Let RN
i,2(t) be the number of files that have 1 copy on server i and have 1 copy on

another server at time t,
RN

i,2(t) = ∑
j 6=i

XN
i,j(t).

3. Instead of studying the N(N + 1)/2 dimensional Markov process (XN
i,j(t)), we

focus on the 2N−dimensional non-Markovian process

RN(t) := (RN
i,1(t), RN

i,2(t))
N
i=1.

The loss of the Markov property is the price for the dimension reduction. However,
through the process RN(t), we can obtain an estimate of the decay rate of files in the
model. A possible approach to study RN(t) is of using mean-field convergence results
by considering the evolution of the empirical distribution

ΛN
t (·) :=

1
N

N

∑
i=1

δ(RN
i,1(t),R

N
i,2(t))

(·).
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1.4. SUMMARY OF PART I

The main results are the following. We prove that this non-Markovian description
of the network is asymptotically a nonlinear Markov jump process, by the following
steps. First, we show the existence and uniqueness of a possible asymptotic nonlinear
Markov jump process. In this case, a fixed point problem in the probability space of the
Skorohod space is studied. A technical result is then proved : on any finite time interval
[0, T], for a given server, with high probability, the load on it is bounded and all other
servers have almost surely one file in common with it, i.e. there exists a constant C(T),
such that for any given i,

P

(
sup

j 6=i,0≤t≤T
XN

i,j(t) ≥ 2

)
≤ C(T)

N
.

This technical result makes it possible to handle the evolution equations related to the
reduced process (RN(t)) without using the transitions of the complete vector (XN

i,j(t)).
Finally, it is shown that the sequence of empirical distributions of reduced process
(RN(t)) is converging to the distribution of the possible asymptotic nonlinear Markov
jump process. With these results, we can obtain a lower bound for the asymptotic
exponential decay rate of the total number of files.

For d > 2, we introduce a related simplified model based on the reduced processes
and apply a mean-field method. In this case, we show that asymptotically, the evolution
of total number of files is upper bounded by a function K0e−µκ+d (λ/µ)t, where K0, κ+d (λ/µ)
are positive constants and κ+d (·) < 1. The value of −κ+d (λ/µ) is the largest eigenvalue
of the matrix associated with the limiting nonlinear Markov process. Although there is
no explicit expression of κ+d (λ/µ), We obtain a good estimate for it. Moreover, we prove
that κ+d (λ/µ) is also the lower bound on the exponential decay of the number of files in
the non simplified system.

1.4.3 Allocation algorithms

In Chapter 4, we investigate the long time performances of several allocation policies
in neighborhoods in a large stochastic network with failures. As before it is a closed
system with N servers, labeled by 1, . . . , N. Initially, there are FN files and the scaling
condition

lim
N→∞

FN

N
= β

is assumed for some β>0. The life time of each server is exponentially distributed with
parameter 1, a failed server is immediately replaced by an empty new server at the same
time. For i = 1, . . . , N, the “neighborhood” of server i is given by

HN
i :=

{
j
∣∣server i and server j are connected

}
,

the cardinality of HN
· is denoted by hN , it is assumed the (hN) is converging to infinity.

To evaluate the allocation algorithms, the following assumption is done, once a server
has a failure, the files that were on it are immediately assigned to the servers in its
neighborhood according to the allocation policy; the failed server is replaced by a new
empty server immediately, inheriting the same neighborhood.
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CHAPTER 1. INTRODUCTION

A measure-valued Markovian description Intuitively, the simplest description of the
system is the Markov processes LN(t) = (LN

1 (t), . . . , LN
N(t)), where LN

i (t) is the load on
server i at time t. By the assumption, at rate 1, a server i will have a failure and the files
on server i are re-placed on the servers of HN

i . Therefore, the transition matrix (qN(·, ·))
at state l can be given by

qN(l, l − liei + zj
iej) = pN(z = (zj

i), l,HN
i ),

where pN(·) is a probability function depends on the neighborhood HN
i . Since the the

interactions in neighborhoods (HN
i , i = 1, . . . , N) cannot be expressed only in terms of

the empirical measure of the process LN(·), the classical mean-field approach cannot be
used in this case. After careful estimations on the probability function pN(z, l,HN

i ), we
show that this expression can be approximated by a simple function of z, l, and of the
local empirical measure

ΛN
i (t) :=

1
hN

∑
j∈HN

i

I{
LN

j (t)
}.

This fact suggests the study of the measure-valued interacting system

ΛN(t) = (ΛN
1 (t), . . . , ΛN

N(t))

and the evolution equation of the global empirical measure of ΛN(t), i.e.,

PN(t) :=
1
N

N

∑
i=1

δΛN
i (t).

We may then expect that the limit of (PN) is a Dirac measure at the distribution
of a McKean-Vlasov process (L(t)). Moreover, note that the empirical measure of
LN(t) is actually the arithmetic average of processes (ΛN

i (t)), therefore, this mean field
convergence of (ΛN(t)) may give the desired mean-field convergence of the system
(LN(t)) whose limit is the process (L(t)).

The main results are the following.

1. For all hN , which tend to infinity along with N, under certain conditions, the local
empirical measure processes converge in distribution to the distribution of a non-
linear jump process.

2. The mean field limit and propagation of chaos hold for the whole system
(LN

i (t), 1≤i≤N).

3. When hN is linear with N, we have the convergence of the stationary distributions
of the N servers system to the stationary distribution of the limit system.

4. For some allocation algorithms, the stationary distributions of the limit non-linear
jump processes have nice properties in a heavy load regime.

We present some details of the proofs of the results for the power of d Choices.
For Random policy, the approach is similar. One of the most important quantity in an
assignment policy is the probability that a given server being chosen. We give quite
precise estimates of this quantity for N large. At any failure moment, the increments
of the number of files at the servers follows a multinomial distribution. We show that
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1.5. SUMMARY OF PART II

with a high probability, these increments have the value 0 or 1. This property allows us
to approach the increments by Poisson random measures. We then give the definition
and prove the existence and uniqueness for the possible limiting process (L(t)), the
McKean-Vlasov process,

dL(t) =
∫ ∞

0
I{

0≤r≤β
Λt− [L(t−),∞)d−Λt− [L(t−)+1,∞)d

Λt−{L(t−)}

}N (dr, dt)− L(t−)N (dt),

where Λt(·) = P(L(t)∈·). We show a mean field convergence holds for (ΛN(t)) (and
therefore of (LN(t))). We prove that the processes LN(t) and the limit McKean-Vlasov
process L(t) are ergodic and that the empirical distribution of the stationary distribution
of LN(·) converges to the stationary distribution of the limit McKean-Vlasov process
when hN is linear with N. The main striking result is the following convergence result
for the stationary distribution of the McKean-Vlasov process. If Xβ be the random
variable on N whose distribution is the stationary distribution of the limit McKean-
Vlasov process, then, for the convergence in distribution,

lim
β→∞

Xβ

β

law
=

d
d− 1

(1−Ud−1),

where U is a uniform random variable on [0, 1]. This result implies in particular that,
the load of an arbitrary node of the Mc-Kean Vlasov model has an asymptotic finite
support of the order of βd/(d−1) when β is large.

1.5 Summary of Part II: Variations in coagulation and fragmen-
tation models

In the second part of this thesis, we investigate two stochastic models to understand
the variability observed in experimental data of biological polymerization processes.

These polymerization phenomena arise in a large variety of domains, like in aerosol
science, atmospheric physics, polymer science and also biology. The purpose of
coagulation and fragmentation models is the description of the reactions involving
growth and degradation of polymers. To be accurate, a complete model for such
reactions should involve the size, position and velocity of each particle, which is too
complicated for analysis. As a simplification, we consider models where a monomer
is a molecule of size 1 and a polymer is a macro-molecule, composed by monomers.
Furthermore the dynamic of the system depends only on numbers of polymers of a
given size. The growth mechanism can be seen as polymers and monomers assembling
to form a larger polymer, for example, n polymers/monomers of size xk, k=1, . . . , n may
form a a polymer of size x=x1+x2+ · · ·+xn,

(x1) + (x2) + · · ·+ (xn)−→ (x) .

The fragmentation mechanism occurs when an unstable polymer breaks into smaller
pieces, for example, a polymer of size x may break into polymers/monomers of sizes
xk, k=1, . . . , n,

(x)−→(x1) + (x2) + · · ·+ (xn),
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if x=x1+x2+ · · ·+xn. In a deterministic setting, these reactions can be described by a set
of differential equations. The literature of these dynamical systems is very rich, mainly
concerning the well-posedness, long-time behavior, metastability. See [15] for example.
These ODEs can be seen as the thermodynamic limit of the time evolution of polymers
when the initial number of monomers is large, yet the thermal fluctuations are not
represented by these deterministic dynamical systems. These aspects are important, for
instance, it is known from experiments that the lag time, i.e. the first time a fraction of
monomers is polymerized, exhibits a large variance. See Szavits-Nossan et al. [157] and
Xue et al. [168] for example. Related phenomena also occur in different contexts, such
as the lag time of nucleation of ice in supercooled small water droplets, see Heneghan
et al. [74]. See Aldous [5] for a general survey on the coalescence models.

In the following, we first introduce two classical models, the Smoluchowski Model
and the Becker-Döring Model, for both a deterministic and a stochastic descriptions.
We will bring up some useful properties and literatures of these two models. Then we
present our contribution concerning the fluctuations in coagulation and fragmentation
models.

The Smoluchowski Model

Only binary interactions are considered in the classical Smoluchowski model
(1917) [163]. This model focus on the case when coagulation occurs between only two
particles and the unstable polymers can only break into two particles. The quantity
K(i, j) denotes the chemical rate at which a polymer of size i reacts with a polymer of
size j and the quantity F(i, j) is the chemical rate at which a polymer of size (i+ j) breaks
into two polymers of size i and size j. The chemical reactions thus can be represented
as

(i) + (j)
K(i,j)−−−⇀↽−−−
F(i,j)

(i + j).

The kernel K(·, ·) and F(·, ·) are (clearly) symmetrical, i.e., K(i, j)=K(j, i) and F(i, j)=F(j, i).
The deterministic description of this system is an infinite set of non-linear ordinary
differential equations given by

dcj

dt
(t) =

1
2

j−1

∑
k=1

(
K(j− k, k)cj−k(t)ck(t)− F(j− k, k)cj(t)

)
−

∞

∑
k=1

(
K(j, k)cj(t)ck(t)− F(j, k)cj+k(t)

)
,

where c(t) = (cj(t), j ∈ N+) is the expected number of cluster of size j per volume at
time t.

If initially there are only N monomers, N is in particular the total mass of the system,
a corresponding stochastic model is an N-dimensional Markov process (XN(t)) =
(XN

k (t)) where XN
k (t) is the number of polymer of size k at time t. The associated

transition matrix qN
s (·, ·) is given by{

qN
s (x, x− ei − ej + ei+j) = K(i, j)xixj/N,

qN
s (x, x + ei + ej − ei+j) = F(i, j)xi+j,
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1.5. SUMMARY OF PART II

where (ek, k ∈N+) is the standard orthonormal basis of NN+
.

It has been proved by Jeon (1998) [83] that, that under condition
(a) limi+j→∞ K(i, j)/(ij) = 0,
(b) there exists G(i + j) such that F(i, j) ≤ G(i + j) and limi+j→∞ G(i + j) = 0,

the scaled process (XN(t)/N) converges to the solution of the Smoluchowski equation
(thermodynamic limit) in the L2-norm. The gelation phenomenon corresponding to an
asymptotic loss of mass after finite time is also investigated in this reference.

The Becker-Döring Model

The Becker-Döring model (1935) [16] can be seen as a simplified version of the
Smoluchowski model. It describes the system where only additions (coagulation) or
removals (fragmentation) of one monomer from a particle are possible, i.e.,

(1) + (k)
ak−−⇀↽−−

bk+1

(k + 1),

where ak=K(k, 1) and bk+1 = F(k, 1) are the chemical rates.
The ODEs associated to this model is a (classical) infinite system of ordinary

differential equations of c(t)=(ck(t), k ∈N+), given by
dc1

dt
(t) = −2J1(c(t))−∑

k≥2
Jk(c(t)),

dck

dt
(t) = Jk−1(c(t))−Jk(c(t)), k>1,

(BD)

with Jk(c)=akc1ck−bk+1ck+1 if c=(ck)∈RN+

+ . For k≥1, ck(t) represents the concentration
of clusters of size k at time t. The conditions on existence/uniqueness of solutions
for the Becker-Döring equations (BD) have been extensively investigated. See Ball et
al. [15], Niethammer [118] and Penrose [125, 126]. Moreover, under certain assumption
the equilibrium point c̃ of the Becker-Döring equation (BD) has an explicit form.

The stochastic description of this model can be represented by a N-dimensional
Markov jump process (XN(t))=(XN

k (t), 1≤k≤N) where, as before, XN
k (t) is the total

number of polymers of size k at time t and N is the initial mass of monomers. The
transition matrix QN

BD = (qN
BD(·, ·)) is given by{

qN
BD(x, x− e1 − ek + ek+1) = akx1xk/N,

qN
BD(x, x + e1 + ek − ek+1) = bk+1xk+1,

where (ek, k∈N+) is the standard orthonormal basis of NN+
. As a special case, the

first order convergence for this model is given by Jeon’s result. In Chapter 6, we study
the second-order of this thermodynamic limit by providing a functional central limit
theorem.

1.5.1 The large variability of the lag time for nucleation

In Chapter 5, we investigate the nucleation phenomenon in a model where the
coagulation mechanism occurs only through the successive additions of monomers
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while the fragmentation mechanism has a generalized form, i.e.,(1)+(k)
κk

on−→ (k + 1),

(k)
κk,a

off−→ (a1)+(a2)+ · · ·+(ap), p≥2, a1+ · · ·+ap=k,

where κk
on and κk,a

off are the corresponding reaction rates. Let κk
off be the degradation rate

of a polymer of size k, i.e. the sum of all κk,a
off over all possible fragmentation vectors a.

The key assumption for nucleation is that there exists a critical size nc, called nucleus
size such that, for a polymer of size less than nc, the aggregation on an additional
monomer is thermodynamically unfavorable while its degradation into smaller pieces
is more likely due the random fluctuations of the environment. When the size is larger
than nc, the polymer is more stable even if it can still be broken at a relatively smaller
rate. This mechanism with a nucleus assumption is also called nucleation process in
the literature in physics, see Kashchiev [89]. This assumption will be translated in a
mathematical model as follows,{

κk
off � κk

on for k < nc,
κk

off ∼ κk
on for k ≥ nc.

(NU)

Assuming that there are initially only monomers, the main quantity of interest is the
duration of time after which a significant amount of stable polymers are generated in
this system. This quantity is referred to as the lag time of the nucleation. Experiments
show that there is a sharp phase transition, the polymerized mass starts and stays at 0
until it reaches quickly its final value after the lag time. Moreover, the measured lag
time exhibits a significant variability in experiments. Our stochastic analysis gives a
qualitative and quantitative explanation of these experimental observations.

We represent the evolution of this system by an infinite dimensional Markov jump
process (UN(t)) = (UN

k (t), k ∈ N+) where UN
k (t) denotes the number of polymers of

size k at time t and N is the number of monomers at time 0, i.e., UN(0) = (N, 0, . . . ).
The transition matrix qN(·, ·) is given by{

qN(u, u− e1 − ek + ek+1) = κk
onu1uk/N,

qN(u, u− ek + ∑p eap) = κk,a
offuk,

where (ek, k∈N+) is the standard orthonormal basis of NN+
. The lag time can be

expressed as, for any δ ∈ (0, 1),

LN
δ = inf

{
t ≥ 0 : ∑

k≥nc

UN
k (t) ≥ δN

}
.

We denote λk=κk
on and the assumption on the nucleation is translated in the scaling

representation

κk
off=

{
Nµk if k<nc,
µk if k≥nc.

Our main result is the following convergence in distribution

lim
N→+∞

LN
δ

Nnc−3 = Eρ,
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where Eρ is an exponential random variable with parameter

ρ = λ1

nc−1

∏
k=2

λk

µk
.

In particular, because of the exponential distribution, the standard deviation of the lag
time is of the same order as its expected value. Note that the limit does not depend
on δ which shows the quick transition for the polymerized mass. To the best of our
knowledge this is the first rigorous result of such a phenomenon. The proof relies on
coupling techniques, careful stochastic calculus with Poisson processes, and the use of
several results on branching processes.

1.5.2 Fluctuations in the Becker-Döring model

In Chapter 6, we prove a functional central limit theorem for the Becker-Döring
model. As we state above, the Becker-Döring equation (BD) is the thermodynamic limit
of the Markov process with transition matrix QN

BD when the total mass tends to infinity.
We are interested in the second order approximation of this limit, i.e., the asymptotic
behavior of the RN-valued process

WN(t) =
(

1√
N

(
XN(t)− Nc(t)

))
.

We prove that, under appropriate conditions, this fluctuation process (WN(t)) converges
for the Skorohod topology to a infinite dimensional process W(t), which is the strong
solution of the following SDE

dW(t) = τ

(
∇s(c(t)) ·W(t)

)
dt + τ

(
Diag

(√
s(c(t))

)
· dβ(t)

)
, (BD-fluc)

where

1. s is a mapping from RN+

+ → RN+

+ : for any k ∈N+ and c ∈ RN+

+

s2k−1(c) = akc1ck and s2k(c) = bk+1ck+1;

2. and τ is a linear mapping from RN+

+ → RN+

+ : for any z ∈ RN+

+ and k ≥ 2,τ1(z) = −∑
i≥1

(1 + I{i=1})z2i−1 + ∑
i≥2

(1 + I{i=2})z2i−2,

τk(z) = z2k−3 − z2k−2 − z2k−1 + z2k.

3. ∇s(c) is the Jacobian matrix

∇s(c) =
(

∂si

∂cj
(c)
)

, c ∈ RN+

+

4. β(t) = (βk(t), k∈N+) is a sequence of independent standard Brownian motions
in R;
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5. Diag(v) is a diagonal matrix whose diagonal entries are the coordinates of the
vector v ∈ RN+

.

With these notations, the (BD) equations can be expressed in a more compact form as

dc
dt

(t) = τ

(
s
(
c(t)

))
.

It should be noted that the drift part of the SDE (BD-fluc) is actually the gradient of the
Becker-Döring equation. At the thermal equilibrium, it can be seen as the fluctuation-
dissipation relation in physics.

We first investigate the existence and uniqueness of the corresponding infinite
dimensional stochastic differential equation (BD-fluc). For this a weighted L2 space
L2(w), see Section 6.2), has to be introduced. We also prove that, at equilibrium point of
the first order equations (BD), the solution of this SDE is a Gaussian process. The proofs
consists in proving Lipschitz conditions for several functionals and that the martingale
part of the evolution equation is a well defined stochastic integral in the space L2(w).

To prove the tightness of the sequence of process (WN(t)) one of the main difficulties
is the fact that the first coordinate (WN

1 (t)) is interacting with all the other coordinates
(because monomers are required to increase the size of polymers). For this reason,
there are several infinite series of stochastic fluctuations in the evolution equation of
(WN(t)) which have to be controlled. This aspect had implications in the choice of
the Hilbert space L2(w) to formulate the SDE (BD-fluc). Another difficulty is that the
fluctuations of (WN(t)) are driven by a set of independent Poisson processes whose
intensities are state dependent. For this reason, the tightness argument highly relies on
the boundedness properties of both Becker-Döring equation and processes. With the
help of quite technical estimations of scaled processes and martingales in the Hilbert
space L2(w), we are able to obtain the desired tightness and convergence results.

1.6 Notations

Here we introduce some notations, used repeatedly in the rest of the thesis.

R (resp. R+) the set of (resp. non-negative) real numbers,
Z, N, N+ the set of integers, non-negative integers, positive integers,

i.i.d. independent and identically distributed,
a.s. almost surely,

M1(·) the space of the probability on a space,
‖ · ‖TV total variation norm,

a ∧ b (resp. a ∨ b) min(a, b) (resp. max(a, b)),
Card(·) the cardinality of a set,

I{·} Indicator function.

With a slight abuse of notation, to make the document more readable, when a
subsequence of some sequence (XN) is converging, we do not use an index (XNp)
to indicate the converging subsequence but keep the notation (XN). We use the
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term “convergence in distribution” even in the cases where the convergence proved
is stronger, when the convergence in probability holds for example.

28



Part I

Large Stochastic Networks
with failures





Chapter 2
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Abstract In this chapter a stochastic model of a large distributed system where
users’ files are duplicated on unreliable data servers is investigated. Due to a server
breakdown, a copy of a file can be lost, it can be retrieved if another copy of the same
file is stored on other servers. In the case where no other copy of a given file is present
in the network, it is definitively lost. In order to have multiple copies of a given file, it
is assumed that each server can devote a fraction of its processing capacity to duplicate
files on other servers to enhance the durability of the system.

A simplified stochastic model of this network is analyzed. It is assumed that a copy
of a given file is lost at some fixed rate and that the initial state is optimal: each file has
the maximum number d of copies located on the servers of the network. The capacity of
duplication policy is used by the files with the lowest number of copies. Due to random
losses, the state of the network is transient and all files will be eventually lost. As a
consequence, a transient d-dimensional Markov process (X(t)) with a unique absorbing
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state describes the evolution this network. By taking a scaling parameter N related to
the number of nodes of the network, a scaling analysis of this process is developed.
The asymptotic behavior of (X(t)) is analyzed on time scales of the type t 7→ Npt for
0 ≤ p ≤ d−1. The chapter derives asymptotic results on the decay of the network:
Under a stability assumption, the main results state that the critical time scale for the
decay of the system is given by t 7→ Nd−1t. In particular the duration of time after which
a fixed fraction of files are lost is of the order of Nd−1. When the stability condition is
not satisfied, i.e. when it is initially overloaded, it is shown that the state of the network
converges to an interesting local equilibrium which is investigated. As a consequence
it sheds some light on the role of the key parameters λ, the duplication rate and d, the
maximal number of copies, in the design of these systems. The techniques used involve
careful stochastic calculus for Poisson processes, technical estimates and the proof of a
stochastic averaging principle.

2.1 Introduction

2.1.1 Large Distributed Systems

In this chapter the problem of reliability of large distributed system is analyzed via
mathematical models. A typical framework is a cloud computing environment where
users’ files are duplicated on several data servers. When a server breaks down, all copies
of files stored on this server are lost but they can be retrieved if copies of the same files
are stored on other servers. In the case where no other copy of a given file is present in
the network, it is definitively lost. Failures of disks occur naturally in this context, these
events are quite rare but, given the large number of nodes of these large systems, this is
not a negligible phenomenon at all at network scale. For example, in a data center with
200 000 servers, in average five disks fail every day. See the extensive study Pinheiro
et al. [130] in this domain at Google. A natural consequence of these failures is the
potential loss of some files if several servers holding copies of these files fail during a
small time interval. For this reason this is a critical issue for companies deploying these
large data centers.

Duplication Policies. In order to maintain copies on distant servers, a fraction λ of
the bandwidth of each server has to be devoted to the duplication mechanism of its
files to other servers. If, for a short period of time, several of the servers break down, it
may happen that files will be lost for good just because all the available copies were on
these servers and because a recovery procedure was not completed before the last copy
disappeared. A second parameter of importance is d the maximal number of copies of
a given file in different servers. The general problem can then be presented as follows:
On the one hand, d should be sufficiently large, so that any file has a copy available on
at least one server at any time. On the other hand, the maximum number of copies for a
given should not be too large, otherwise the necessary fraction of the server capacity for
maintaining the number of copies would be very large and could impact other functions
of the server.
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2.1.2 Mathematical Models

The natural critical parameters of such a distributed system with N servers are the
failure rate µ of servers, the bandwidth λ allocated to duplication and the total number
of files FN . To design such a system, it is therefore desirable to have a duplication policy
which maximizes the average number of files β = FN/N per server and the first instant
TN(δ) when a fraction δ ∈ (0, 1) of files is lost. The main goal of this chapter is to give
some insight on the role of these parameters through a simplified stochastic model.

A lot of work has been done in computer science concerning the implementation
of duplication algorithms. These systems are known as distributed hash tables (DHT).
They play an important role in the development of some large scale distributed systems,
see Rhea et al. [137] and Rowstron and Druschel [144] for example.

Curiously, except extensive simulations, little has been done to evaluate the
performances of these algorithms. Simplified models using birth and death processes
have been used. See Chun et al. [36], Picconi et al. [128] and Ramabhadran and
Pasquale [134]. In Feuillet and Robert [61], a mathematical model of the case of d=2
copies has been investigated. In [61], the main stochastic process of interest lives
in dimension 1 which simplifies somewhat the analysis. As it will be seen, in our
case, one has to investigate the more challenging problem of estimating some transient
characteristics of a d−1-dimensional Markov process.

To the best of our knowledge, there has not been any mathematical study investigat-
ing the dependence of the decay of the network, represented by the variable TN(δ), with
respect to the maximal number of copies d and β the average number of files per server.
As it will be seen, even with a simplified model of this chapter, the problem is already
quite challenging. One has to derive estimates of transient characteristics of a transient
d-dimensional Markov process on Nd with a reflection mechanism on the boundary of
the state space.

A Possible Mathematical Model. Without simplifying assumptions, a mathematical
model could use a state descriptor (Yj(t), 1 ≤ j ≤ FN), where Yj(t) is the subset of
{1, . . . , N} of servers having a copy of file j at time t. Note that the cardinality of Yi(t) is
at most d and that file i is lost if Yi(t) = ∅. The transitions can be described as follows.

1. Loss: If, for 1 ≤ i ≤ N, node i breaks down in state (Yj) then the value of Yj does
not change if i 6∈ Yj and, otherwise, Yj 7→ Yj\{i}.

2. Duplication: if 1 ≤ i1 6= i2 ≤ N and 1 ≤ j ≤ FN are such that |Yj| < d, i1 ∈ Yj
and i2 6∈ Yj, if the duplication policy at node i1 does a copy of j at i2, then Yj 7→
Yj ∪ {i2} and the other coordinates are not affected by this change. Depending on
the duplication policy at node i1, the choice of the node i2 and of file j to copy may
depend in a complicated way of the current state (Yj).

As it can be seen the state space is quite complicated and, moreover, its dimension is
growing with N which is a difficulty to investigate the asymptotics for N large. It does
not seem to lead to a tractable mathematical model to study for example the first instant
when a fraction δ ∈ (0, 1) of files are lost,

inf

{
t ≥ 0 :

FN

∑
1

I{Yj(t)=∅} ≥ δFN

}
.

33



2.1. INTRODUCTION

Simplifying Assumptions. We present the mathematical model to be studied. The
model has been chosen so that the role of the parameter d on the decay of the network
can be investigated. To keep mathematics tractable, simplifications for some of the other
aspects of these systems have been done. We review the main features of our model and
the assumptions we have done.

1. Capacity for duplication.
If there are N servers and each of them has an available bandwidth λ to duplicate
files, then the maximal capacity for duplication is λN. One will assume that the
duplication capacity can be used globally, i.e. the rate at which copies are created
is λN.

2. Duplication Policy.
Moreover, the duplication capacity is used on the files with the lowest number of
copies. The duplication capacity is in fact used at best, on the files that, potentially,
are the most likely to be lost.

3. Failures.
Any copy of a given file is lost at rate µ. With this assumption, failures are more
frequent but only a copy is lost at each event. In a more realistic setting, when a
server breaks down, copies of several different files are lost at the same time.

4. Topological Aspects.
In practice, in DHT, servers are located on a logical ring and, in order to limit the
communication overhead, the location of copies of a file owned by a given server
i are done at random on a fixed subset Ai of nodes, the leaf set of i. In our model,
we assume that Ai is the whole set of servers.

5. Statistical Assumptions.
For mathematical convenience, the random variables used for the duration
between two breakdowns of a server or of a duplication of a file are assumed
to be exponentially distributed.

For this simplified model, the use of the total capacity of duplication is optimal, see
items (1) and (2) below. Our results gives therefore an upper bound on the efficiency of
duplication mechanisms in a general context.

The Corresponding Markovian Model. With our assumptions, the state space can be
embedded in a fixed state space of dimension d + 1. If, for 0 ≤ i ≤ d and t ≥ 0, XN

i (t)
is the number of files with i copies, then the vector XN(t) = (XN

0 (t), XN
1 (t), . . . , XN

d (t))
is a Markov process on Nd+1.

Transitions. The model starts initially with FN files, each of them having a maximal
number of copies d, i.e. XN(0) = (0, 0, . . . , 0, FN). If XN(t) is in state x=(xi) ∈ Nd+1

and, for 0 ≤ i ≤ d, ei is the ith unit vector, there are two types of transitions for the
Markov process. See Figure 2.1.

1. Loss: for 1 ≤ i ≤ d, x → x + ei−1 − ei.
A copy of a file with i copies is lost at rate ixiµ.

2. Duplication: for 1 ≤ i < d, x → x− ei + ei+1, 1 ≤ i < d.
It occurs at rate λN under the condition x1 = x2 = · · · = xi−1 = 0, which means
that there are no files with between 1 and i copies.
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x0 x1 xi−1

µ(i−1)xi−1 µixiµx1 µ(d−1)xd−1 µdxd

xi xd−1 xd

λN if x1=x2=···=xi−2=0,xi−1>0

Figure 2.1 – Jump Rates for transfers of one unit between the coordinates of the Markov
Process (XN(t)) in state (x0, x1, . . . , xd)

Clearly enough, this system is transient, due to the random losses, all files are eventually
lost, the state ∅ = (FN , 0, . . . , 0) is an absorbing state. The aim of this chapter is to
describe the decay of the network, i.e. how the number XN

0 (t) of lost files is increasing
with respect to time.

For fixed FN and N, this problem is related to the analysis of the transient behavior of
a multi-dimensional Markov process. In our case, because of reflection on boundaries of
Nd+1 due to the duplication mechanism, the distribution of the evolution of the Markov
process (Xk(t)) is not easy to study. For this reason, a scaling approach is used, with N
converging to infinity and FN being kept proportional to N.

It will be assumed that the average number of files per server FN/N converges to
some β > 0. For δ > 0, the decay of the system can be represented by the random
variable

TN(δ) = inf
{

t ≥ 0 :
XN

0 (t)
N

≥ δβ

}
the time it take to have a fraction δ of the files lost.

2.1.3 Related Mathematical Models

Ehrenfest Urn Models. The Markov process (X(t)) can be seen as a particle system
with d + 1 boxes and any particle in box 1 ≤ i ≤ d moves to box i− 1 at rate µ. Box with
index 0 is a cemetery for particles. A “pushing” process moves the particle the further
on the left (box 0 excluded) to the next box on its right at a high rate λN. The model can
be seen as a variation of the classical Ehrenfest urn model, see Karlin and McGregor [86]
and Diaconis et al. [48] for example.

Polymerization Processes in Biology. It turns out that this model has some
similarities with stochastic processes representing polymerization processes of some
biological models. The simplest model starts with a set of monomers (some proteins)
that can aggregate to form polymers. Due to random fluctuations within the cell, a
polymer of size i and a monomer can produce a polymer of size i + 1 at some fixed rate.
In this context, as long as the size i of the polymer is below some constant i0, the polymer
is not stable, it will lose monomers very quickly, at a high rate, it breaks into a polymer
of size i−1 and a monomer. When the size is greater or equal to i0 (nucleation phase)
the polymer is much more stable, it is assumed that it remains in this state. Again due
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to the random fluctuations, all particles will end up in polymers of sizer greater than
i0. These “large” polymers correspond to our box 0 for the duplication process and the
monomers are the equivalent of files with d copies. The lag time is the first instant when
a positive fraction (half say) of the monomers have been consumed into stable polymers.
Note that it is analogous to our TN(1/2). In this framework, the fluctuations of the lag
time have important consequences on biological processes. See Prigent et al. [132], Xue
et al. [168] and Szavits-Nossan et al. [157] for example.

2.1.4 Presentation of the Results

The model starts with FN ∼ βN files, all of them with the maximum number of
copies d. The loss rate of a copy is µ and the duplication rate is λN but only for the files
with the minimum number of copies. For 0 ≤ i ≤ d, XN

i (t) denotes the number of files
with i copies.

It is first shown in Theorem 2.1 that, as N gets large, for the convergence of stochastic
process

lim
N→+∞

(
XN

k (t)
N

, 0 ≤ k ≤ d

)
= (xk(t), 0 ≤ k ≤ d). (2.1)

The limit (xk(t), 0 ≤ k ≤ d) can be expressed as the solution of a deterministic
generalized Skorohod problem. See Section 2.3 for the definition.

Stable Case: λ > dµβ.
With the resolution of the generalized Skorohod problem, Proposition 2.1 of Section 2.3,
one proves that if λ > dµβ then the network is stable in the sense that the limiting
process (xk(t), 0 ≤ k ≤ d) is constant and equal to (0, . . . , 0, β). In other words, on the
normal time scale, the fraction of lost files is zero and, at the fluid level, all files have the
maximal number of copies d.

The key results of the stable case are Theorem 2.2 of Section 2.4 and Theorem 2.3
of Section 2.5 . These quite technical and delicate results rely on stochastic calculus
and various technical estimates related to the flows between coordinates of the process
(XN

k (t)). They are proved in several propositions of Section 2.4, the important
Proposition 2.4 in particular. A stochastic averaging result completes the proof of these
convergence results.

Theorem 2.2 shows that the network is in fact beginning to lose files only on the time
scale t 7→ Nd−1t, i.e. that the convergence in distribution

lim
N→+∞

(
XN

0 (Nd−1t)
N

)
= (Φ(t)) (2.2)

where Φ(t) is the unique solution y ∈ [0, β] of the equation(
1− y

β

)ρ/d

ey = exp
(
−λ

(d−1)!
ρd−1 t

)
,

where ρ = λ/µ. On this time scale, the fluid state of the network evolves from
(0, . . . , 0, β) to the absorbing state: Φ(0) = 0 and Φ(t) converges to β as t goes to
infinity.
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The second order fluctuations are described by the convergence in distribution

lim
N→+∞

(
XN

0 (Nd−1t)− NΦ(t)√
N

)
= (W(t)),

where Φ(t) is the solution of Equation (2.31) and the process (W(t)) is the solution of a
stochastic differential equation, Relation (2.34).

Overloaded Case: pµβ < λ < (p + 1)µβ for some 2 ≤ p ≤ d− 1.
In this case, the limiting process (xk(t), 0 ≤ k ≤ d) of Relation (2.1) is not trivial,
i.e. different from its initial state (0, 0, . . . , 0, β). Its explicit expression is given in
Proposition 2.1. Moreover, it is shown that

lim
t→+∞

(xp(t), xp+1(t)) =
(
(p + 1)β− λ

µ
,

λ

µ
− pβ

)
.

This can be interpreted as follows: In the limit, on the normal time scale, at the fluid
level all files have either p or p + 1 copies. The network exhibits therefore an interesting
property of local equilibrium.

If one starts from this local equilibrium, it is shown that the system begins to lose
files only the time scale t 7→ Np−1t. A result analogous to Relation (2.2) is proved by
Theorem 2.4, for the convergence in distribution,

lim
N→+∞

(
XN

0 (Np−1t)
N

,
XN

p (Np−1t)
N

,
XN

p+1(Np−1t)

N

)
=
(
Φ0(t), Φp(t), Φp+1(t)

)
holds, where (Φ0(t), Φp(t), Φp+1(t)) is deterministic, with the property that

lim
t→+∞

(
Φ0(t), Φp(t), Φp+1(t)

)
=

(
β− ρ

p + 1
, 0,

ρ

p + 1

)
,

i.e. asymptotically all files are either lost or have p + 1 copies.
These results give the main phenomena concerning the evolution of a stable network

towards the absorbing state. It should be noted that we do not consider the special cases
when the parameters satisfy the relation λ=dµβ for the following reason. When λ<dµβ,
the analysis involves a stochastic averaging principle with an underlying ergodic
Markov process. See Section 2.4.2 below. With equality λ=dµβ, the corresponding
Markov process is in fact null recurrent and proving a stochastic averaging principle in
this context turns out to be more delicate. There are few examples in this domain to the
best of our knowledge. See Khasminskii and Krylov [95] in the case of diffusions. The
same remark applies to similar identities, like λ = pµβ for 1 ≤ p ≤ d.

Choice of Parameters. As a consequence, the parameters β and d should be chosen so
that λ/(βµ) > 2 and d = bλ/(βµ)c to maximize the time of decay of the network and at
the same time to preserve the stability of the network. For δ ∈ (0, 1) the variable TN(δ),
the first instant when a fraction δ of files is lost, is then of the order of Nd−1.

Outline of the Chapter. Section 2.2 introduces the main notations and the stochastic
evolution equations of the network. Section 2.3 shows that the Markov process
can be expressed as the solution of a generalized Skorohod problem, presented in
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Appendix 2.A. A convergence result on the evolution of the network on the normal
time scale is established and an explicit expression for the limiting process is provided.
Section 2.4 investigates the decay of the network on the time scale t 7→ Nd−1t in the
stable case. A central limit theorem on this time scale is established in Section 2.5.
The overloaded case is analyzed in Section 2.6, the asymptotic evolution of the local
equilibrium is studied on several time scales.

2.2 The Stochastic Model

In this section we introduce the notations used throughout this chapter as well as the
statistical assumptions. The stochastic differential equations describing the evolution of
the network are introduced. It is shown that, via a change of coordinates, the state
descriptor of the process can be expressed as the solution of a generalized Skorohod
problem. See Section 2.A. The convergence results at the normal time scale t 7→ t
proved in the next section use this key property.

A given file has a maximum of d copies and each of them vanishes after an
independent exponential time with rate rate µ. A file with 0 copy is lost for good.
The recovery policy works as follows. The total capacity λN of the network is allocated
to the files with the minimum number of copies. Consequently, if at a given time all
non-lost files present have at least k ≥ 1 copies and there are xk files with k copies,
then each of these is duplicated after an independent exponential time with rate λN/xk.
Initially it is assumed that there are FN files and that the network starts from the optimal
state where each file has d copies.

For 0 ≤ k ≤ d, XN
k (t) denotes the number of files with k copies at time t. The quantity

XN
0 (t) is the number of lost files at time t, the function t 7→ XN

0 (t) is in particular non-
decreasing.

The conservation relation XN
0 (t)+XN

1 (t)+ · · ·+XN
d (t)=FN gives that the stochastic

process (XN
0 (t), XN

1 (t), . . . , XN
d−1(t)) on Nd has the Markov property. Its Q-matrix QN =

(qN(·, ·)) is given by
qN(x, x− ek + ek−1) = µkxk, 1 ≤ k ≤ d− 1,
qN(x, x + ed−1) = µd (FN − x0 − x1 − · · · − xd−1) ,
qN(x, x + ek − ek−1) = λNI{xk−1>0,xi=0,1≤i<k−1}, 2 ≤ k ≤ d− 1,
qN(x, x− ed−1) = λNI{xd−1>0,xi=0,1≤i<d−1},

(2.3)

where ek is the kth unit vector of Nd. The first two relations come from the independence
of losses of various copies of files, note that FN − x0 − x1 − · · · − xd−1 is the number of
files with d copies. The last two equations are a consequence of the fact that the capacity
is devoted to the smallest index k ≥ 1 such that xk 6= 0. The coordinate XN

d (t) is of
course given by

XN
d (t) = FN − XN

0 (t)− XN
1 (t)− · · · − XN

d−1(t),

XN
d (t) is the number of files with the maximal number d of copies at time t. The initial

condition is such that XN
k (0) = 0 for 0 ≤ k ≤ d− 1 and XN

d (0) = FN ∈N.
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Scaling Condition

It is assumed that there exist some β > 0 and γ ≥ 0 such that

lim
N→∞

FN − Nβ√
N

= γ. (2.4)

Equations of Evolution

To analyze the asymptotic behavior of the process (XN(t)), it is convenient to in-
troduce the processes (SN(t))=((SN

k (t), 1≤k≤d−1)) and (RN(t))=((RN
k (t), 1≤k≤d−1)).

For 1 ≤ k ≤ d− 1 and t ≥ 0, SN
k (t) is the number of files with no more than k copies at

time t and RN
k (t) is the local time at 0 of the process (SN

k (t)),

SN
k (t) =

k

∑
i=1

XN
i (t) and RN

k (t) =
∫ t

0
I{SN

k (u)=0} du.

For any function h ∈ D(R+, R+), i.e. h is continuous on the right and has left limits on
R+, one denotes by Nh denotes a point process on R+ defined as follows

Nh([0, t]) =
∫ t

0
P([0, h(u−)]× du) (2.5)

where h(u−) is the left limit of h at u and P is a Poisson process in R2
+ whose intensity

is the Lebesgue measure on R2
+. In particular if h is deterministic, then Nh is a Poisson

process with intensity (h(t−)). When several such processes Nh are used as below in
the evolution equations, then the corresponding Poisson processes P used are assumed
to be independent. The equations of evolution can then be written as,

dSN
d−1(t) = Ndµ(FN−SN

d−1−XN
0 )(dt)−NµSN

1
(dt)

−I{SN
d−2(t−)=0,SN

d−1(t−)>0}NλN(dt),

dSN
k (t) = N(k+1)µXN

k+1
(dt)−NµSN

1
(dt)−I{SN

k−1(t−)=0,SN
k (t−)>0}NλN(dt),

for 1 ≤ k ≤ d− 2, with the convention that (SN
0 (t)) ≡ 0 is the null process and also that

(R0(t)) = (t). By integrating and compensating these equations, one gets that

SN
k (t) = ZN

k (t)− λN(RN
k−1(t)− RN

k (t)), 1 ≤ k ≤ d− 1, (2.6)

and the first coordinates (XN
0 (t)) satisfies the relation

XN
0 (t) = µ

∫ t

0
SN

1 (u) du + UN
0 (t), (2.7)

with

ZN
d−1(t) = dµ

∫ t

0

[
FN − SN

d−1(u)− XN
0 (u)

]
du− µ

∫ t

0
SN

1 (u) du + UN
d−1(t)

ZN
k (t) = (k + 1)µ

∫ t

0
(SN

k+1(u)− SN
k (u)) du− µ

∫ t

0
SN

1 (u) du + UN
k (t),
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for 1 ≤ k ≤ d − 2, where the (UN(t)) = (UN
k (t), 1 ≤ k ≤ d − 1) are the martingales

associated to the jumps of these processes, for 1 ≤ k ≤ d− 2,

UN
k (t) =

∫ t

0

[
Nµ(k+1)XN

k+1
(du)− µ(k + 1)XN

k+1(u) du
]

−
∫ t

0

[
NµXN

1
(du)−µXN

1 (u)du
]
−
∫ t

0
I{SN

k−1(u−)=0,SN
k (u−)>0} [NλN(du)−λN du] ,

and its increasing process is given by

〈
UN

k

〉
(t) = µ(k + 1)

∫ t

0
XN

k+1(u) du + µ
∫ t

0
XN

1 (u) du

+ λN
∫ t

0
I{SN

k−1(u)=0,SN
k (u)>0} du. (2.8)

The martingales (UN
0 (t)) and (UN

d−1(t)) have similar expressions,

UN
d−1(t) =

∫ t

0

[
Ndµ(FN−SN

d−1−XN
0 )(du)− dµ(FN−SN

d−1(u)−XN
0 (u))du

]
−
∫ t

0

[
NµXN

1
(du)−µXN

1 (u)du
]
−
∫ t

0
I{SN

d−2(u−)=0,SN
d−1(u−)>0} [NλN(du)−λN du] ,

with〈
UN

d−1

〉
(t) = dµ

∫ t

0

(
FN−SN

d−1(u)−XN
0 (u)

)
du

+
∫ t

0
µXN

1 (u)du+λN
∫ t

0
I{SN

d−2(u−)=0,SN
d−1(u−)>0} du,

and

UN
0 (t) =

∫ t

0

[
NµSN

1
(du)− µSN

1 (u)
]

du, with
〈

UN
0

〉
(t) = µ

∫ t

0
SN

1 (u) du.

A Generalized Skorohod Problem Representation

For h = (hi) an element of D(R+, Rd−1), η > 0 and F ∈N, denote
G1(h, F, η)(t) = µ

∫ t

0
(2h2(u)− 3h1(u)) du− ηt,

Gk(h, F, η)(t) = µ
∫ t

0
((k + 1)hk+1−(k + 1)hk(u)−h1(u))du, 1<k<d−1,

Gd−1(h, F, η)(t) = dµ
∫ t

0

[
F−hd−1(u)−µ

∫ u

0
h1(v)dv

]
du−µ

∫ t

0
h1(u)du,

(2.9)

and G(h, F, η) = (Gk(h, F, η), 1 ≤ k ≤ d− 1). Equations (2.6) and (2.7) give the relations

SN(t) = G
(

SN , FN , λN
)
(t) + UN(t)

− dµ
∫ t

0
UN

0 (u) du · ed−1 + λN(I − P)RN(t), (2.10)
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where P is the matrix P = (Pij, 1 ≤ i, j ≤ d − 1) whose non zero coefficients are the
Pi,i−1 = 1 for 2 ≤ i ≤ d− 1.

In other words, for a fixed N, the couple (SN , λNRN) is the solution of the
generalized Skorohod problem associated to the matrix P and the functional

G : h→ G (h, FN , λN) + UN − dµ
∫ ·

0
UN

0 (u) du · ed−1. (2.11)

See the appendix for the definition and a result of existence and uniqueness.

2.3 First Order Asymptotic Behavior

In this section, the asymptotic behavior of the sequence of processes (XN
k (t)/N) at

the “normal” time scale is investigated. As a consequence, it is shown that if λ > βdµ
then the network is stable at the fluid level, i.e. the fraction of lost files is 0 at any time.
Otherwise, a positive fraction of files is lost, an explicit expression for this quantity is
provided.

More precisely the convergence of the sequence of stochastic processes(
XN

k (t)
N

, 0 ≤ k ≤ d

)
,

is investigated. One first shows that this sequence is tight and the limit is identified as
the solution of a deterministic generalized Skorohod problem. An explicit computation
of this limit concludes the section.

Tightness

Due to Assumption (2.4), there exists some constant C0 such that the relation FN ≤
C0N holds for all N. Since 0 ≤ XN

k (t) ≤ FN for any 0 ≤ k ≤ d− 1 and t ≥ 0, Relation (2.8)
gives the existence of a constant C1 such that

E
(

UN
k (t)2

)
= E

(〈
UN

k

〉
(t)
)
≤ C1Nt, ∀1 ≤ k < d− 1 and t ≥ 0. (2.12)

with Doob’s Inequality one gets that, for 1 ≤ k ≤ d− 1 and ε > 0,

P

(
sup

0≤s≤t

UN
k (s)
N

≥ ε

)
≤ 1

(εN)2 E(UN
k (t)2) ≤ C1t

ε2N
,

which shows that, for 0 ≤ k ≤ d− 1, the martingale (UN
k (t)/N) converges in distribution

to 0 uniformly on compact sets.
For T > 0, δ > 0 and for Z a function in the space D(R+, R) of càdlàg functions,

i.e. right continuous functions on R+ with left limits at every point, define wZ(δ) as the
modulus of continuity of the process (Z(t)) on the interval [0, T],

wZ(δ) = sup
0≤s≤t≤T, |t−s|≤δ

|Z(t)− Z(s)|. (2.13)
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2.3. FIRST ORDER ASYMPTOTIC BEHAVIOR

By using again the relation XN
k (t) ≤ C0N for all N ∈ N, 1 ≤ k ≤ d− 1 and t ≥ 0, the

above equations and the convergence of the martingales to 0 give that, for any ε > 0 and
η > 0, there exists δ > 0 such that

P(wSN
k /N(δ) ≥ η) ≤ ε, P(wXN

0 /N(δ) ≥ η) ≤ ε, ∀N and 1 ≤ k ≤ d− 1.

This implies that the sequence of stochastic processes(
XN

0 (t)
N

,
SN(t)

N

)
=

(
XN

0 (t)
N

,
SN

k (t)
N

, 1 ≤ k ≤ d− 1

)

is tight and that any of its limiting points is almost surely a continuous processes. See
Billingsley [19] for example.

Convergence

Let (x0(t), (sk(t), 1 ≤ k ≤ d− 1)) denote a limiting point of the sequence

(XNp
0 (t)/Np, SNp(t)/Np)

associated to some non-decreasing subsequence (Np). By choosing an appropriate
probability space, it can be assumed that the convergence holds almost surely. By
Equation (2.7), one gets that

x0(t) = µ
∫ t

0
s1(u) du,

From Definition (2.11) of the functional G and by convergence of the sequence of
processes (XNp

0 (t)/Np, SNp(t)/Np) and of the martingale (UNp /Np) to 0, one gets that
the convergence

lim
p→+∞

1
Np

G
(

SNp , FNp , λNp

)
= G (S, β, λ)

holds uniformly on compact sets, where G is defined by Relation (2.9). As it has been
seen in the previous section, Equation (2.10), the couple (SN/N, RN/N) is the solution
of a classical Skorohod problem associated to the matrix P introduced in Equation (2.10)
and the free process (G(SNp , FNp , λNp)/Np. By continuity of the solutions of a classical
Skorohod problem, see Proposition 5.11 of Robert [138] for example, one concludes that
(SN/N, RN) converges to the solution (S, R) of the Skorohod problem associated to P
and h 7→ G(h, β, λ). Hence (S, R) is the unique solution of the generalized Skorohod
problem for the matrix P and the functional h → G(h, β, λ). The convergence of the
sequence (SN/N, XN

0 /N) has been therefore established.

Theorem 2.1. If S(t) = (sk(t), 1 ≤ k ≤ d − 1) is the unique solution of the generalized
Skorohod problem associated to the matrix P = (I{(i,j)=(i,i−1)}, 1 ≤ i, j ≤ d − 1) and the
functional h 7→ G(h, β, λ) defined by Equation (2.9), then the sequence of processes(

XN
k (t)
N

, 0 ≤ k ≤ d

)
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converges in distribution uniformly on compact sets to (xk(t)) defined by

x0(t) = µ
∫ t

0
s1(u) du, x1(t) = s1(t),

xk(t) = sk(t)− sk−1(t), 2 ≤ k ≤ d− 1,
xd(t) = β− sd−1(t)− x0(t).

If the limiting processes is uniquely determined as the solution of a Skorohod
problem, it is not always easy to have an explicit representation of the solution of
a Skorohod problem. The classical example of Jackson networks, see Chen and
Mandelbaum [35], shows that this is not always easy to have an explicit expression
for the solutions of these problems in dimension greater than 2. The linear topology of
the network simplifies this question as the following proposition shows.

Proposition 2.1 (Characterization of fluid limits).

1. 2µβ < λ < dµβ.
Let p = bρ/βc with ρ = λ/µ. the fluid limits (s(t)) = (s1(t), . . . , sd(t)) of Theorem 2.1
are defined as follows. There exist a sequence (tk),

0 = td < td−1 < · · · < tp+1 < tp = ∞,

such that, for all l = d− 1, . . . , p and for tl+1 ≤ t ≤ tl ,
sk(t) = 0, 1 ≤ k ≤ l−1,
sl(t) = (l + 1)β− ρ + ξl,1e−µt + ∑d

i=l+2 ξl,ie−µit,

sk(t) = β
(

1−∑d
i=k+1 αk,ie−iµt

)
, l + 1 ≤ k ≤ d,

where αd,d = 1 and, for j > l+1

αl,j =
l+1

l+1−j
αl+1,j, αl,l+1 = e(l+1)µtl

(
1− ρ

lβ
−

d

∑
k=l+2

αl,ke−kµtl

)
,

ξl,j =
β(l + 1)

j− 1
αl+1,j, ξl,1 = −

(
(l + 1)β− ρ +

d

∑
j=l+2

ξl,je−µ(j−1)tl+1

)
,

with αl,l = 0 and tl is the unique solution of sl(t) = λ/(lµ).

2. λ > dµβ.
For all t ≥ 0, (x1(t), . . . , xd(t)) = (0, . . . , 0, β).

Proof. The vector (sk(t)) is solution of the following equation:

sk(t) = µ(k + 1)
∫ t

0
(sk+1(u)− sk(u))du− µ

∫ t

0
s1(u)du− λ(rk−1(t)− rk(t)),

sd(t) = β−
∫ t

0
µs1(u)du,
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2.3. FIRST ORDER ASYMPTOTIC BEHAVIOR

where the (rk(t)) are the reflection processes such that∫ t

0
sk(u)drk(u) = 0.

By uniqueness of the solution of a generalized Skorohod problem given by
Proposition 2.8 of the Appendix, it is enough to exhibit a solution to the above equations.

We assume the conditions of the case (1) of the proposition. We will prove in fact that
there exists td = 0 < td−1 < td−2 < · · · < tp < tp−1 = +∞ such that, for all p ≤ l ≤ d− 1
and tl+1 < t < tl , the sk and the tk have the following equations:

sk(t) = 0, rk(t) = t, 1 ≤ k ≤ l − 2,
sl−1(t) = 0, ṙl−1(t) = 1− lµ/λsl(t),
ṡl(t) = µ(l + 1)sl+1(t)− µsl(t)− λ, ṙl(t),= 0
ṡk(t) = µ(k + 1)(sk+1(t)− sk(t)), ṙk(t) = 0, l + 1 ≤ k ≤ d− 1,
sd(t) = β, rd(t) = 0.

(2.14)

The tk are defined such that sk(tk) = λ/(µk).
We start with the case d − 1. It is easy to check that ((sk), (rk)) defined by the

following equations is the solution of the generalized Skorohod problem,
sk(t) = 0, rk(t) = t, for 1 ≤ k ≤ d− 3,

sd−2 = 0, rd−2(t) = t− (d− 1)µ
λ

∫ t

0
sd−1(u)du,

sd−1(t) = (dβ− λ/µ) (1− e−µt), rd−1(t) = 0.

This is valid for all 0 ≤ t < td−1 with

td−1 =
1
µ

log
(

dβ− ρ

dβ− dρ/(d− 1)

)
.

Now, we proceed by using a recursion. Assume that there exists l > p such that the
system of equation (2.14) is verified until tl . Moreover, we assume that, for all k ≥ l and
tk ≤ t ≤ tk−1,

sk(t) = β

(
1−

d

∑
i=k+1

αk,ie−µit

)
;

and

sk−1(t) = kβ− ρ + ξk−1,1e−µt +
d

∑
i=k+1

ξk−1,ie−µit;

and tk−1 is the only solution of

sk−1(tk−1) =
λ

(k− 1)µ
.

We define

αl,i =
l + 1

l + 1− i
αl+1,i, for d ≥ i > l + 1,
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αl,l+1 = e(l+1)µtl

(
1− ρ

lβ
−

d

∑
k=l+2

αl,ke−kµtl

)
,

ξl−1,i =
βl

i− 1
αl,i, for d ≥ i > l + 1,

and

ξl−1,1 = −
(

lβ− ρ +
d

∑
i=l+1

ξl−1,ie−µ(i−1)tl

)
.

It is easy to check that sl is then solution of the equation

ṡl = µ(l + 1)(sl+1(t)− sl(t))

when t ≥ tl and sl−1 is the solution of the equation

ṡl−1(t) = µlsl(t)− µsl−1(t)− λ,

when tl−1 ≥ t ≥ tl , tl−1 is the solution of the equation

sl−1(tl−1) =
λ

(l − 1)µ
.

The recursion is proved and therefore the assertion of case (1) of the proposition.
Concerning the case (2), one has only to check that the couple{

(x1(t), . . . , xd(t))
def.
= (0, . . . , 0, β)

(r1(t), . . . , rd−2(t), rd−1(t), rd(t))
def.
= (t, . . . , t, (1− dµβ/λ) t, 0)

is indeed the solution of the generalized Skorohod problem.

The following corollary shows that in the overloaded cases, asymptotically, there is
an equilibrium where most of files will have either p or p+ 1 copies for some convenient
p. This situation is investigated in Section 2.6.

Corollary 2.1 (Stable Fluid State of the Overloaded System). In the case (1) of Proposi-
tion 2.1, then

lim
t→+∞

(xp(t), xp+1(t)) = ((p + 1)β− ρ, ρ− pβ),

and xk(t)→ 0 as t→ +∞ for all 1 ≤ k ≤ d, k 6∈ {p, p + 1}.
Example

To illustrate the results of Proposition 2.1, one considers the case d = 4 and with the
condition 2βµ < λ < 3βµ. One easily gets that

t3 =
1
µ

log
(

3
4
· 4β− ρ

3β− ρ

)
and

s3(t) =


(4β− ρ)(1− e−µt) if t ≤ t3,

β− 27
256

(4β− ρ)4

(3β− ρ)3 e−4µt if t ≥ t3,
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Figure 2.2 – Fluid Limits of an Overloaded Network, 2βµ<λ<3βµ with d = 4, µ = 0.1,
λ = 0.22, β = 1. In this case t3 = 5.23.

and for t < t3, s2(t) = 0 and if t > t3,

s2(t) = (3β− ρ)− (4β− ρ)e−µt − 27
256

(ρ− 4β)4

(ρ− 3β)3 e−4µt.

Finally s1(t) = x0(t) = 0, for all t ≥ 0. Figure 2.2 presents a case with d = 4 and where,
asymptotically, a local equilibrium holds: files have either 2 or 3 copies as t goes to
infinity.

2.4 Evolution of Stable Network

In this section, the asymptotic properties of the sequence of processes

(XN(t)) = (XN
0 (t), XN

1 (t), . . . , XN
d−1(t))

are investigated under the condition ρ = λ/µ > dβ and with the initial state XN(0) =
(0, . . . , 0, FN). Section 2.3 has shown that, in this case, the system is stable at the first
order, i.e. that the fraction of lost files is 0. This does not change the fact that the system
is transient with one absorbing state (FN , 0, . . . , 0). The purpose of this section is of
showing that the decay of this networks occurs on the time scale t 7→ Nd−1t.

The section is organized as follows, preliminary results, Lemma 2.2 and Proposi-
tion 2.1 partially based on couplings show that the coordinates in the middle, i.e. with
index between 1 and d − 1, cannot be very large on any time scale. In a second step,
Proposition 2.3 and Proposition 2.4 show that the flows between the coordinates of the
Markov process are “small”. Proposition 2.4 is the crucial technical result of this section.
Finally, the asymptotic study of a random measure on N×R+ gives the last element to
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establish the main result, Theorem 2.2, on the evolution of the network on the time scale
t 7→ Nd−1t.

Stochastic Differential Equations
The SDE satisfied by the process (XN

k (t)) are recalled. As before, if 1 ≤ k ≤ d, SN
k (t) =

XN
1 (t) + · · ·+ XN

k (t) and the convention that SN
0 ≡ 0 and SN

−1 ≡ −1, then

XN
0 (t) = µ

∫ t

0
XN

1 (u) du + MN
0 (t), (2.15)

XN
k (t) = µ(k+1)

∫ t

0
XN

k+1(u) du− µk
∫ t

0
XN

k (u) du (2.16)

+ λN
∫ t

0
I{SN

k−2(u)=0,XN
k−1(u)>0} du− λN

∫ t

0
I{SN

k−1(u)=0,XN
k (u)>0} du

+ MN
k (t), for 1 ≤ k ≤ d− 1,

where, for 0 ≤ k ≤ d− 1, (MN
k (t)) is a square integrable martingale whose previsible

increasing process is given by〈
MN

0

〉
(t) = µ

∫ t

0
XN

1 (u) du, (2.17)〈
MN

k

〉
(t) = µ(k+1)

∫ t

0
XN

k+1(u) du + µk
∫ t

0
XN

k (u) du (2.18)

+ λN
∫ t

0
I{SN

k−2(u)=0,XN
k−1(u)>0} du + λN

∫ t

0
I{SN

k−1(u)=0,XN
k (u)>0} du

2.4.1 Some Technical Results

We start with two preliminary results on a coupling of the network.

Lemma 2.1. If (L(t)) is the process of the number of customer of an M/M/1 queue with
arrival rate α and service rate γ > α and with initial condition L(0) = x0 ∈ N then, for the
convergence in distribution of continuous processes,

lim
N→+∞

(
1
N

∫ Nt

0
L(u) du

)
=

(
α

γ− α
t
)

.

Proof. The proof is standard, see the end of Proof of Proposition 9.14 page 272 of
Robert [138] for example.

The next proposition presents an important property of the network. Roughly
speaking it states that the FN files have either 0 or d copies on the time scale t 7→ Nd−1t.
Coordinates with index between 1 and d− 1 of the vector (XN(t)) remain small.

Proposition 2.2. Let the condition dβµ<λ hold and the initial state is XN(0) = (0, . . . , 0, FN).
(I) (Coupling). One can find a probability space so that the relation

(d− 1)XN
1 (t) + (d− 2)XN

2 (t) + · · ·+ XN
d−1(t) ≤ L0(Nt), ∀t > 0,

holds, where the vector (XN
k (t), 1 ≤ k ≤ d−1) has the same distribution as the state of

our network and (L0(t)) is the process of the number of customers of an M/M/1 queue
with arrival rate dµβ0 and service rate λ and with the initial condition L0(0) = 0 for
some β0 satisfying dµβ0 < λ.
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(II) (Convergence). For all i = 1, 2, . . . , d−1 and α > 0 then, for the convergence in
distribution of continuous processes, the relation

lim
N→∞

(
XN

i (Nd−1t)
Nα

)
= 0 (2.19)

holds.

Proof. The existence of N0 and β0 such that dµβ0 < λ and FN ≤ β0N for N ≥ N0 is clear.
Define

ZN(t) = (d− 1)XN
1 (t) + (d− 2)XN

2 (t) + · · ·+ XN
d−1(t),

then the possible jumps of (ZN(t)) are either 1, −1 or −(d−1). If XN(t) = (xk), jumps of
size 1 occur at rate µ[2x2 + · · ·+ (d− 1)xd−1 + dxd] ≤ µdFN ≤ µdβ0N. Similarly jumps
of size −1 occurs at rate λN provided that ZN(t) 6= 0. A simple coupling gives therefore
that (ZN(t)) is upper bounded by an M/M/1 queue with service rate λN and arrival
rate µdβ0N. The first part of the proposition is proved.

By ergodicity of the M/M/1 process (L0(t)), one has, for the convergence in
distribution on compact sets,

lim
N→+∞

(
L0(Nκt)

Nα

)
= 0 (2.20)

for all κ > 0 and α > 0. Indeed, if

TK = inf{s ≥ 0 : L0(s) ≥ K},

then, if δ = dµβ0/λ, the random variable δKTK is converging in distribution to an
exponential random variable as K goes to infinity. See Proposition 5.11 page 119 of
Robert [138] for example.

For T > 0 and ε > 0, one has

P

(
sup

0≤s≤T

L0(Nκt)
Nα

≥ ε

)
= P

(
TdεNαe ≤ NκT

)
and since δ < 1, this last term is converging to 0 as N goes to infinity. Conver-
gence (2.20) has therefore been proved. One concludes that the sequence of processes
(ZN(Nd−1t)/Nα) converges in distribution to 0. The proposition is proved.

Proposition 2.3. Under the condition dβµ < λ and if XN(0) = (0, . . . , 0, FN), then, for
1 ≤ k ≤ d− 1 and any γ > 0. one has

lim
N→∞

(
1

Nk+γ

∫ Nd−1t

0
XN

k (u) du

)
= 0. (2.21)

for the convergence in distribution of continuous processes, and, for any t ≥ 0,

lim
N→∞

1
Nk+γ

∫ Nd−1t

0
E
(

XN
k (u)

)
du = 0. (2.22)
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Proof. One proceeds by induction on 1 ≤ k ≤ d− 1. Let k = 1, if t ≥ 0, Equation (2.15)
gives the relation

µ
1

N1+γ

∫ Nd−1t

0
XN

1 (u) du =
XN

0 (Nd−1t)
N1+γ

− MN
0 (Nd−1t)
N1+γ

, (2.23)

by Doob’s Inequality and Equation (2.17), for ε > 0,

P

(
sup

0≤u≤t

|MN
0 (Nd−1u)|

N1+γ
≥ ε

)

≤ 1
ε2 µ

1
N2+2γ

E

(∫ Nd−1t

0
XN

1 (Nd−1u) du

)
=

1
ε2 E

(
XN

0 (Nd−1t)
N2+2γ

)

by using again Equation (2.23). The variable XN
0 being upper bounded by FN ,

relation (2.23) shows that Convergence (2.22) holds in this case. Additionally one gets
that the martingale term of Equation (2.23) vanishes at infinity. The convergence (2.21)
is therefore proved. Induction assumption is thus true for k = 1.

Assume by that induction assumption holds up to index k<d−1. Equation (2.16)
gives

µ(k+1)
Nk+1+γ

∫ Nd−1t

0
XN

k+1(u) du =
XN

k (Nd−1t)
Nk+1+γ

+
µk

Nk+1+γ

∫ Nd−1t

0
XN

k (u) du

− λ

Nk+γ

∫ Nd−1t

0
I{SN

k−2(u)=0,XN
k−1(u)>0} du

+
λ

Nk+γ

∫ Nd−1t

0
I{SN

k−1(u)=0,XN
k (u)>0} du−

MN
k (Nd−1t)
Nk+1+γ

. (2.24)

Note that, for i = k− 1, k,

λ

Nk+γ

∫ Nd−1t

0
I{SN

i−1(u)=0,XN
i (u)>0} du ≤ λ

Nk+γ

∫ Nd−1t

0
XN

i (u) du.

By integrating Equation (2.24) and using the induction assumption, one obtains that
Convergence (2.22) holds for k + 1. Back to Equation (2.24), by induction again, the first
four terms of the right hand side of Equation (2.24) converges to 0 and the martingale
term vanishes since the expected value of its previsible increasing process is converging
to 0 by Relation (2.18) and Convergence (2.22) which has been established.

Proposition 2.4. Under the condition dβµ < λ and if XN(0) = (0, . . . , 0, FN), then the
relations, for 1 ≤ k ≤ d−2,

lim
N→∞

(
1

Nk+1/2

∫ Nd−1t

0

[
(k + 1)µXN

k+1(u)− λNXN
k (u)

]
du

)
= 0 (2.25)

holds for the convergence in distribution of continuous processes.
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Proof. One proves Convergence (2.25) for 1 ≤ k ≤ d − 2. With the evolution
equation (2.16) and the same notation (2.5) as in Section 2.2 for the Poisson processes,
for any function f : N→ R+, one has

f
(

XN
k (t)

)
= f
(

XN
k (0)

)
+
∫ t

0

[
f
(

XN
k (u−)+1

)
− f
(

XN
k (u−)

)]
Nµ(k+1)XN

k+1
(du)∫ t

0

[
f
(

XN
k (u−)−1

)
− f
(

XN
k (u−)

)]
NµkXN

k
(du)

+
∫ t

0

[
f
(

XN
k (u−)+1

)
− f
(

XN
k (u−)

)]
I{SN

k−2(u−)=0,XN
k−1(u−)>0} NλN(du)

+
∫ t

0

[
f
(

XN
k (u−)−1

)
− f
(

XN
k (u−)

)]
I{SN

k−1(u−)=0,XN
k (u−)>0} NλN(du).

By taking f (x)=x2 and by compensating the Poisson processes, one gets the relation

XN
k (Nd−1t)2 = µ(k+1)

∫ Nd−1t

0
(2XN

k (u) + 1)XN
k+1(u) du

+ µk
∫ Nd−1t

0
(−2XN

k (u) + 1)XN
k (u) du

+ λN
∫ Nd−1t

0
(2XN

k (u) + 1)I{SN
k−2(u)=0,XN

k−1(u)>0} du

+ λN
∫ Nd−1t

0
(−2XN

k (u) + 1)I{SN
k−1(u)=0,XN

k (u)>0} du + MN
k,2(t). (2.26)

The process (MN
k,2(t)) is a martingale with a previsible increasing process given by

〈
MN

k,2

〉
(t) = µ(k+1)

∫ Nd−1t

0
(2XN

k (u) + 1)2XN
k+1(u) du

+ µk
∫ Nd−1t

0
(−2XN

k+1(u) + 1)2XN
k (u) du

+ λN
∫ Nd−1t

0
(2XN

k (u) + 1)2I{SN
k−2(u)=0,XN

k−1(u)>0} du

+ λN
∫ Nd−1t

0
(−2XN

k (u) + 1)2I{SN
k−1(u)=0,XN

k (u)>0} du. (2.27)

By adding up Equations (2.16) and (2.26), after some straightforward calculations, one
gets

XN
k (Nd−1t)+XN

k (Nd−1t)2 = 2
∫ Nd−1t

0

[
µ(k+1)XN

k+1(u)−λNXN
k (u)

]
du

+ 2µ(k+1)
∫ Nd−1t

0
XN

k (u)XN
k+1(u) du− 2µk

∫ Nd−1t

0
XN

k (u)2 du

+ 2λN
∫ Nd−1t

0
(XN

k (u) + 1)I{SN
k−2(u)=0,XN

k−1(u)>0} du

+ 2λN
∫ Nd−1t

0
XN

k (u)I{SN
k−1(u)>0,XN

k (u)>0} du + MN
k (t) + MN

k,2(t). (2.28)
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It will be shown that, when this relation is scaled by the factor Nk+1/2, except the first
integral in the right hand side, all terms of this identity vanish as N gets large. The
proposition will be then proved.

For the terms of the left hand side this is clear. For 1≤k≤d−2 and j∈{k, k+1}, the
relation

1
Nk+1/2

∫ Nd−1t

0
XN

k (u)XN
j (u) du ≤ sup

0≤u≤t

(
XN

j (Nd−1u)

N1/4

)
1

Nk+1/4

∫ Nd−1t

0
XN

k (u) du,

and Propositions 2.2 and 2.3 show that the second term of the right hand side of
Equation (2.28) scaled by Nk+1/2 vanishes for the convergence of processes when N
gets large. By using the inequalities

∫ Nd−1t

0
XN

k (u)I{SN
k−2(u)=0,XN

k−1(u)>0} du ≤
∫ Nd−1t

0
XN

k (u)XN
k−1(u) du,

and

∫ Nd−1t

0
XN

k (u)I{SN
k−1(u)>0,XN

k (u)>0} du ≤
k−1

∑
i=1

∫ Nd−1t

0
XN

i (u)XN
k (u) du,

the same property can be established in a similar way for the third, fourth and fifth
terms.

By using Equations (2.18) and (2.27) and similar methods one gets that for any t ≥ 0,
for the convergence in distribution,

lim
N→+∞

(〈
MN

k

〉
(Nd−1t)

N2k+1

)
= 0, lim

N→+∞


〈

MN
k,2

〉
(Nd−1t)

N2k+1

 = 0.

From Relation (3.31) of Lemma I.3.30 of Jacod and Shiryaev [81], these convergences of
previsible increasing processes show that the martingale terms of Relation (2.28) scaled
by Nk+1/2 vanish for the convergence of processes when N gets large. The proposition
is proved.

Proposition 2.5. Under the condition dβµ < λ and if XN(0) = (0, . . . , 0, FN) then, for the
convergence in distribution of continuous processes, the relations

lim
N→+∞

(
√

N

(
µ

N

∫ Nd−1t

0
XN

1 (u) du− λ
(d−1)!

ρd−1

∫ t

0
XN

d−1(Nd−1u) du

))
= 0 (2.29)

and

lim
N→+∞

(
XN

0 (Nd−1t)
N

− λ
(d−1)!

ρd−1

∫ t

0
XN

d−1(Nd−1u) du

)
= 0 (2.30)

hold.
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Proof. By Relation (2.25), one gets that, for the convergence in distribution of continuous
processes,

lim
N→+∞

(
√

N

(∫ Nd−1t

0

[
µ(k + 1)

XN
k+1(u)
Nk+1 − λ

XN
k (u)
Nk

]
du

))
= 0,

holds for 1 ≤ k ≤ d− 2, and therefore that

lim
N→+∞

(
√

N

(∫ Nd−1t

0

[
(k+1)!

ρk+1

XN
k+1(u)
Nk+1 − k!

ρk

XN
k (u)
Nk

]
du

))
= 0.

By summing up these relations, one finally gets that

lim
N→+∞

(
√

N

(
(d−1)!

ρd−1
1

Nd−1

∫ Nd−1t

0
XN

d−1(u) du− µ

λ

∫ Nd−1t

0

XN
1 (u)
N

du

))
= 0.

Relation (2.29) is proved.
SDE (2.15) for (XN

0 (t)) gives the relation

XN
0 (Nd−1t)

N
=

MN
0 (Nd−1t)

N
+

µ

N

∫ Nd−1t

0
XN

1 (u) du,

where (MN
0 (Nd−1t)/N) is a martingale whose previsible increasing process is given by(〈

MN
0

N

〉
(Nd−1t)

)
=

(
µ

1
N2

∫ Nd−1t

0
XN

1 (u) du

)
,

it is converging in distribution to 0 by Proposition 2.3, one concludes that the martingale
is also converging to 0. The proposition is thus proved.

We now turn to the proof of an averaging principle. It relies on the martingale
characterization of Markov processes as used in Papanicolau et al. [124] in a Brownian
setting, see also Kurtz [98].

2.4.2 Convergence of Occupation Measures

For x ∈N and N ≥ 1, the random measure ΛN
x on R+ is defined as, for a measurable

function g : R+ → R+, 〈
ΛN

x , g
〉
=
∫

R+

g(t)I{XN
d−1(Nd−1t)=x} dt.

Clearly ΛN
x is the random Radon measure associated with the local time of (XN

d−1(Nd−1t))
at x. For a given x, the sequence (ΛN

x ) of random Radon measures on R+ is tight. See
Dawson [42, Lemma 3.28, page 44] for example. Note that the null measure can be a
possible limit of this sequence. By using a diagonal argument, one can fix (Nk) such
that, for any x ∈N, (ΛNk

x ) is a converging subsequence whose limit is νx.
Since, for N ≥ 1, ΛN

x is absolutely continuous with respect to the Lebesgue measure
on R+, the same property holds for a possible limiting measure νx. Let (x, t) → πt(x)
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denote its (random) density. It should be remarked that, one can choose a version of
πt(x) such that the map (ω, x, t) → πt(x)(ω) on the product of the probability space
and N×R+ is measurable by taking πt(x) as a limit of measurable maps,

πt(x) = lim sup
s→0

1
s

νx([t, t + s]).

See Chapter 8 of Rudin [145] for example. See also Lemma 1.4 of Kurtz [98]. One
denotes by πt the measure on N defined by the sequence (πt(x), x ∈N).

Proposition 2.6. For any function f : N → R+ such that the sequence ( f (x)/x) is bounded
then, with the subsequence (Nk) defined above, for the convergence in distribution of continuous
processes,

lim
k→+∞

(
1

Nd−1
k

∫ Nd−1
k t

0
f
(

XNk
d−1(u)

)
du

)
=

(∫ t

0
〈πu, f 〉 du

)
,

In particular, almost surely, for all t ≥ 0,

∑
x≥0

∫ t

0
πu(x) du =

∫ t

0
πu(N) du = t.

Proof. Denote K = sup{ f (x)/x : x ≥ 1} and

ΨN
f (t) =

1
Nd−1

∫ Nd−1t

0
f
(

XN
d−1(u)

)
du,

the stochastic domination results of Proposition 2.2 gives that, for any 0 ≤ s ≤ t,

ΨN
f (t)−ΨN

f (s) ≤ K
1

Nd

∫ Ndt

Nds
L0(u) du,

where (L0(t)) is the process of the number of customers of an M/M/1 queue with
arrival rate dµβ0 and service rate λ for some convenient β0 such that dµβ0 < λ and with
the initial condition L0(0) = 0. The convergence result of Lemma 2.1 implies then that
the sequence of processes (ΨN

f (t)) is tight by the criteria of the modulus of continuity.
For C ≥ 1 and t > 0

1
Nd−1

∫ Nd−1t

0
f (XN

d−1(u))I{XN
d−1(u)≥C} du ≤ K

Nd−1

∫ Nd−1t

0
XN

d−1(u)I{XN
d−1(u)≥C} du

≤ K
Nd

∫ Ndt

0
L0(u)I{L0(u)≥C} du.

The last term is converging in distribution to KtE(L̄0)I{L̄0≥C}), where L̄0 is a random
variable with geometric distribution with parameter dµβ0/λ, the invariant distribution
of the process (L0(t)). In particular for T > 0, if C is sufficiently large, this term can be
made arbitrarily small uniformly for t ≤ T.

By using the fact that, for x ∈N,

1
Nd−1

∫ Nd−1t

0
f (XN

d−1(u))I{XN
d−1(u)=x} du = f (x)

〈
ΛN

x , I{[0,t]}

〉
,

one gets the desired convergence in distribution.
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2.4.3 The Decay of the Network occurs on the Time Scale t 7→ Nd−1t

We have all the necessary technical results to prove the main result concerning the
behavior of the system on the time scale t 7→ Nd−1t.

Theorem 2.2 (Rate of Decay of the Network). Under the condition dβµ < λ and if XN(0) =
(0, . . . , 0, FN), then the sequence of processes (XN

0 (Nd−1t)/N) converges in distribution to
(Φ(t)) where, for t ≥ 0, Φ(t) is the unique solution y ∈ [0, β] of the equation(

1− y
β

)ρ/d

ey = exp
(
−λ

(d−1)!
ρd−1 t

)
. (2.31)

Proof. Let f be a function on N with finite support then, the SDE (2.16) associated to the
evolution equations give

f (XN
d−1(Nd−1t))− f (0)−MN

f (Nd−1t)

Nd =∫ t

0
∆+( f )(XN

d−1(Nd−1u))

(
dµ

XN
d (Nd−1u)

N
+ λI{SN

d−3=0,XN
d−2(Nd−1u)>0}

)
du

+
∫ t

0
∆−( f )(XN

d−1(Nd−1u))

(
(d−1)µ

XN
d−1(Nd−1u)

N
+λI{SN

d−2=0,XN
d−1(Nd−1u)>0}

)
du,

where ∆+( f )(x) = f (x + 1)− f (x) and ∆−( f )(x) = f (x− 1)− f (x). The convergence
of the various components of this identity are now examined.

Clearly enough, f being bounded, the process ([ f (XN
d−1(Nd−1t)) − f (0)]/Nd) is

converging in distribution to 0 as N gets large. By calculating the previsible increasing
process of the martingale (MN

f (Nd−1t)/Nd), it is not difficult to show that this process
vanishes at infinity.

Note that∣∣∣∣∫ t

0
∆+( f )(XN

d−1(Nd−1u))I{SN
d−3=0,XN

d−2(Nd−1u)>0} du
∣∣∣∣

≤ 2‖ f ‖∞

∫ t

0
XN

d−2(Nd−1u) du = 2‖ f ‖∞
1

Nd−1

∫ Nd−1t

0
XN

d−2(u) du,

the process associated to the last term is converging in distribution to 0 by Proposi-
tion 2.3. Similarly,

∣∣∣∣∫ t

0
∆−( f )(XN

d−1(Nd−1u))I{SN
d−2>0,XN

d−1(Nd−1u)>0} du
∣∣∣∣ ≤ 2‖ f ‖∞

d−2

∑
k=1

∫ t

0
Xk(Nd−1u) du

and the last term is also converging to 0 in distribution. In the same way∣∣∣∣∣
∫ t

0
∆−( f )(XN

d−1(Nd−1u))
XN

d−1(Nd−1u)
N

du

∣∣∣∣∣ ≤ 2‖ f ‖∞

∫ t

0

XN
d−1(Nd−1u)

N
du

which converges to 0 by the last assertion of Proposition 2.2.

54



CHAPTER 2. THE GLOBAL DUPLICATION MODEL

To summarize, we have proved that the following convergence in distribution

lim
N→+∞

(∫ t

0
∆+( f )(XN

d−1(Nd−1u))dµ
XN

d (Nd−1u)
N

du

+
∫ t

0
∆−( f )(XN

d−1(Nd−1u))λI{XN
d−1(Nd−1u)>0} du

)
= 0. (2.32)

By using again Propositions 2.5 and 2.6, one gets that the convergence of the
sequence of processes is converging to a continuous process (Φ(t)) such that

(Φ(t)) def.
= lim

N→+∞

(
XNk

0 (Nd−1
k t)

Nk

)
=

(
λ
(d−1)!

ρd−1

∫ t

0
〈πu, I〉 du

)
,

where I(x) = x for x ≥ 0. By the Skorohod representation theorem, one can take
a convenient probability space such that, for all x ∈ N, this convergence also holds
almost surely as well as the convergence of the processes (

〈
ΛNk

x , I{[0,t]}

〉
). The identity

XN
d (Nd−1t)

N
=

FN

N
− X0(Nd−1t)

N
−

d−1

∑
k=1

XN
k (Nd−1t)

N
,

and Equation (2.32) give that the relation∫ t

0
∑

x∈N

πu(x)
[

dµ(β−Φ(u))∆+( f )(x) + λI{x>0}∆
−( f )(x)

]
du = 0

holds almost surely for all t ≥ 0 and all functions f = fk, k ≥ 0 with fk(x) = I{k}(x) for
x ∈ N. One concludes from this relation and Proposition 2.6, for u ∈ R+ outside a set
S negligible for the Lebesgue measure, one has for all k ≥ 0

∑
x∈N

πu(x)
[

dµ(β−Φ(u))∆+( fk)(x) + λI{x>0}∆
−( fk)(x)

]
= 0

and πu(N) = 1. Hence, if u ∈ S , (πu(x)) is a geometric distribution, the invariant
distribution of an M/M/1 queue with arrival rate dµ(β−Φ(u)) and service rate λ. The
definition of Φ(t) gives therefore the fixed point equation, for all t ≥ 0,

Φ(t) = λ
(d−1)!

ρd−1

∫ t

0

dµ (β−Φ(u))
λ− dµ (β−Φ(u))

du, (2.33)

one gets the relation (
1− Φ(t)

β

)ρ/d

eΦ(t) = exp
(
−λ

(d−1)!
ρd−1 t

)
.

The theorem is proved.

One concludes this section with the asymptotic of the first instant when the network
has lost a fraction δ ∈ (0, 1) of its file. It generalizes Corollary 1 of Feuillet and
Robert [61]. This is a direct consequence of the above theorem.
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Corollary 2.2. If, for δ ∈ (0, 1),

TN(δ) = inf
{

t ≥ 0 :
XN

0 (t)
N

≥ δβ

}
then, under the condition λ > dβµ, the relation

lim
N→+∞

TN(δ)

Nd−1 =
ρd−1

λ(d− 1)!

(
−ρ

d
log(1− δ)− βδ

)
holds for the convergence in distribution.

2.5 Second Order Asymptotics in the Stable Case

This section is devoted to the study of the second order fluctuations associated to
the law of large numbers proved in Theorem 2.2. As it will be seen the proof relies on
careful stochastic calculus, technical estimates and Proposition 2.4 proved in Section 2.4.

Notations
— If (YN(t)) and (ZN(t)) are sequences of stochastic process, with a slight abuse of

notation, we will write ZN(t) = YN(t) +Od(1) when the sequence (ZN(t)−YN(t))
converges in distribution to 0 when N goes to infinity.

Lemma 2.2. Let

YN
d−1(t)

def.
=

1√
N

∫ t

0

[
(XN

d−1(Nd−1u) + 1)dµXN
d (Nd−1u)− λNXN

d−1(Nd−1u)
]

du

then (YN
d−1(t)) converges in distribution to 0 as N goes to infinity.

Proof. By using the SDE satisfied by the process (XN
d−1(t)), as in the proof in Proposition

2.4, one gets

XN
d−1(Nd−1t)

Nd−1/2 +
XN

d−1(Nd−1t)2

Nd−1/2 =
MN

d−1(t)
Nd−1/2 +

MN
d−1,2(t)

Nd−1/2

+
2

Nd−1/2

∫ Nd−1t

0

[
(XN

d−1(u) + 1)λNI{SN
d−3(u)=0,XN

d−2(u)>0}

−XN
d−1(u)((d− 1)XN

d−1(u)− λNI{SN
d−2(u)>0})

]
du

+
2

Nd−1/2

∫ Nd−1t

0
[(XN

d−1(u) + 1)dµXN
d (u)− λNXN

d−1(u)]du

where (MN
d−1(t)) and (MN

d−1,2(t)) are the associated local martingales. The processes
of left hand side of this relation vanishes as N gets large due to Proposition 2.2. With
similar arguments as in the proof of Proposition 2.4, one obtains that the martingale
terms and the first integral of the right hand side vanish too. This is again a consequence
of Propositions 2.2 and 2.3.

Therefore, the last term(
1

Nd−1/2

∫ Nd−1t

0

[
(XN

d−1(u) + 1)dµXN
d (u)− λNXN

d−1(u)
]

du

)
converges to 0 in distribution when N gets large. The lemma is proved.
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Theorem 2.3 (Central Limit Theorem). If dβµ<λ and if Condition (2.4) holds and the initial
state is XN(0) = (0, . . . , 0, FN), then the following convergence in distribution holds

lim
N→+∞

(
XN

0 (Nd−1t)− NΦ(t)√
N

)
= (W(t)),

where Φ(t) is the solution of Equation (2.31) and the process (W(t)) is the solution of the
stochastic differential equation

dW(t) =
√

Φ′(t)dB(t)− λ2µd!
ρd−1

W(t)− γ

(λ− dµ(β−Φ(t)))2 dt, (2.34)

with W0(0) = 0, where (B(t)) is a standard Brownian motion and Φ(t) is the unique solution
of Equation (2.31).

Proof. We denote by

WN
0 (t) =

XN
0 (Nd−1t)− NΦ(t)√

N
and WN

d (t) =
XN

d (Nd−1t)− N(β−Φ(t))√
N

.

The strategy of the proof consists in starting from the convergence proved in the above
lemma to write an integral equation for the process (WN

0 (t)), this is Equation (2.37)
below. Technical results of Section 2.4 are used repeatedly in the proof of this identity.
The last part of the proof consists in proving the tightness and identifying the possible
limits of this sequence.

The total sum of the coordinates of (XN
k (t)) being FN , scaling Condition (2.4) and

Relation (2.19) of Proposition 2.2 give the identity

WN
d (t) =

XN
d (Nd−1u)− N(β−Φ(t))√

N
=

FN − Nβ√
N

−
d−1

∑
k=1

XN
k (Nd−1u)√

N

− XN
0 (Nd−1u)− NΦ(t)√

N
= −WN

0 (t) + γ +Od(1). (2.35)

The SDE (2.15) gives the relation

XN
0 (Nd−1t) = µ

∫ t

0
XN

1 (Nd−1u)Nd−1 du + MN
0 (Nd−1t).

The previsible increasing process of the martingale (MN
0 (Nd−1t)/

√
N) is given by(〈

MN
0√
N

〉
(Nd−1t)

)
=

(
µ

1
N

∫ Nd−1t

0
XN

1 (u) du

)
,

and it is converging in distribution to (Φ(t)), see the proof of Proposition 2.5.
Consequently, by using Theorem 1.4 page 339 of Ethier and Kurtz [57] for example,
for the convergence in distribution of processes, one has

lim
N→+∞

(
MN

0√
N

)
=

(∫ t

0

√
Φ′(u) dB(u)

)
dist.
= (B(Φ(t))),
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where (B(t)) is a standard Brownian motion on R.
Let

HN(t) =
∫ t

0
XN

d−1(Nd−1u) du,

Relation (2.29) of Proposition 2.5 shows that

λ(d−1)!
ρd−1

√
NHN(t) =

√
Nµ

∫ Nd−1t

0

XN
1 (u)
N

du +Od(1)

holds and SDE (2.15) gives

µ
∫ Nd−1t

0
XN

1 (u) du = XN
0 (Nd−1t)−MN

0 (Nd−1t)

= NΦ(t) +
√

NWN
0 (t)−MN

0 (Nd−1t).

One obtains therefore the following expansion for (
√

NHN(t)),

√
N
(

λ(d−1)!
ρd−1 HN(t)−Φ(t)

)
= WN

0 (t)− MN
0 (Nd−1t)√

N
+Od(1). (2.36)

Lemma 2.2 gives the relation

1√
N

∫ t

0

[
(XN

d−1(Nd−1u) + 1)dµXN
d (Nd−1u)− λNXN

d−1(Nd−1u)
]

du = Od(1),

which can be rewritten as

dµ
√

N
∫ t

0
XN

d−1(Nd−1u)

(
XN

d (Nd−1u)
N

− (β−Φ(u)))

)
du

+
√

N
∫ t

0
XN

d−1(Nd−1u) (dµ(β−Φ(u))− λ)du

+ dµ
√

N
∫ t

0
(β−Φ(u))du + dµ

1√
N

∫ t

0
(XN

d (Nd−1u)− N(β−Φ(u))du = Od(1).

If one plugs the integration by part

∫ t

0
XN

d−1(Nd−1u) [λ− dµ(β−Φ(u))]du

= HN(t) [λ− dµ(β−Φ(t))]− dµ
∫ t

0
HN(u)Φ′(u)du,

into this identity, this gives the relation

dµ
∫ t

0
XN

d−1(Nd−1u)WN
d (u)du

−
√

NHN(t) [λ− dµ(β−Φ(t))] + dµ
∫ t

0

√
NHN(u)Φ′(u)du

+ dµ
√

N
∫ t

0
(β−Φ(u))du + dµ

∫ t

0
WN

d (u)du = Od(1).
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The expansion (2.36) for (
√

NHN(t)) yields

dµ
∫ t

0
XN

d−1(Nd−1u)WN
d (u)du +

√
N∆N(t)

− ρd−1

λ(d−1)!

(
WN

0 (t)− MN
0 (Nd−1t)√

N

)
[λ− dµ(β−Φ(t))]

+ dµ
ρd−1

λ(d−1)!

∫ t

0

(
WN

0 (u)− MN
0 (Nd−1u)√

N

)
Φ′(u)du

+ dµ
∫ t

0
WN

d (u)du = Od(1)

with

∆N(t) =
ρd−1

λ(d−1)!

(
−Φ(t) [λ− dµ(β−Φ(t))] + dµ

∫ t

0
Φ(u)Φ′(u)du

)
+ dµ

∫ t

0
(β−Φ(u))du

= − ρd−1

λ(d−1)!

∫ t

0
[λ− dµ(β−Φ(u))]Φ′(u) du + dµ

∫ t

0
(β−Φ(u))du

= 0,

by Relation (2.33). By using Equation (2.35), one gets finally the relation

− dµ
∫ t

0
XN

d−1(Nd−1u)WN
0 (u)du + dµγ

∫ t

0
XN

d−1(Nd−1u) du

− ρd−1

λ(d−1)!

(
WN

0 (t)− MN
0 (Nd−1t)√

N

)
[λ− dµ(β−Φ(t))]

+ dµ
ρd−1

λ(d−1)!

∫ t

0

(
WN

0 (u)− MN
0 (Nd−1u)√

N

)
Φ′(u)du

− dµ
∫ t

0
WN

0 (u)du + dµγt = Od(1). (2.37)

Starting from the above equation, one can now complete the proof of the theorem in
four steps.

1. Local boundedness.
By using the convergence in distribution of (MN

0 (Nd−1u)/
√

N) and Gronwall’s
Inequality, one gets that, for ε > 0 and T > 0, there exists some K > 0 and N0 such
that if N ≥ N0, then

P

(
sup

0≤s≤T
|WN

0 (s)| ≥ K

)
≤ ε. (2.38)

2. Tightness.
One first note that the two sequences of processes(∫ t

0
XN

d−1(Nd−1u)du
)

and
(∫ t

0
XN

d−1(Nd−1u)WN
0 (u)du

)
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satisfy the criterion of the modulus of continuity: for the first sequence this is a
consequence of Proposition 2.5 and Theorem 2.2. Relation (2.38) and the fact that,
for 0 ≤ s ≤ t ≤ T,∣∣∣∣∫ t

s
XN

d−1(Nd−1u)WN
0 (u)du

∣∣∣∣ ≤
(

sup
0≤u≤T

|WN
0 (u)|

) ∫ t

s
XN

d−1(Nd−1u)du,

give this property for the second sequence. As it has been seen this is also the case
for (MN

0 (Nd−1u)/
√

N). Relation (2.37) can thus be rewritten as

WN
0 (t) +

∫ t

0
WN

0 (u)F(u)du = HN(t), (2.39)

where (F(t)) is a deterministic continuous function and (HN(t)) is a sequence of
processes which satisfies the criterion of the modulus of continuity. As before, See
relation (2.13), denote wZ as the modulus of continuity of the process (Z(t)) on
[0, T], Relation (2.39) gives the inequality,

wWN
0
≤ wHN + δ‖F‖∞ sup

0≤s≤T
|WN

0 (s)|

with ‖F‖∞ = sup(|F(s)|, 0≤s≤T). One deduces the tightness of (WN
0 (t)) by

the criterion of the modulus of continuity. In particular any limiting point is a
continuous process.

3. Convergence of the first term of Equation (2.37).
Let (W(t)) be a limit of some subsequence (WNk

0 (t)). By Skorohod’s representation
theorem, on can assume that the convergence

lim
k→+∞

(∫ t

0
XNk

d−1(Nd−1
k u)du, WNk

0 (t)
)
=

(
ρd−1

λ(d−1)!
Φ(t), W(t)

)
holds almost surely for the uniform norm on compact sets of R+. If f is a C1(R+)
function, by integration par parts, one has the convergence

lim
k→+∞

(∫ t

0
XNk

d−1(Nd−1
k u) f (u)du

)
=

(
ρd−1

λ(d−1)!

∫ t

0
Φ′(u) f (u) du

)
,

which can be extended to any arbitrary continuous function f by a regularization
procedure. Since

lim
k→+∞

(∫ t

0
XNk

d−1(Nd−1
k u)(WNk

0 (u)−W(u)) du
)
= 0,

one finally gets the convergence

lim
k→+∞

(∫ t

0
XNk

d−1(Nd−1
k u)WNk

0 (u) du
)
=

(
ρd−1

λ(d−1)!

∫ t

0
Φ′(u)W(u) du

)
,
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X0 X1 Xp−1 Xp

[(p+1)β− λ
µ ]N

Xp+1

[ λ
µ−pβ]N

Xp+2 Xd−1 Xd

Figure 2.3 – Stable Asymptotic Fluid State in an Overloaded Network with pβµ < λ <
(p + 1)βµ for some 1 < p < d

4. Identification of the limit.
A possible limit (W(t)) satisfies therefore the integral equation

− dµ
∫ t

0

(
ρd−1

λ(d−1)!
Φ′(u) + 1

)
W(u)du + dγ

ρd−2

(d−1)!
Φ(t)

− ρd−1

λ(d−1)!
(W(t)− B(Φ(t))) [λ− dµ(β−Φ(t))]

+ dµ
ρd−1

λ(d−1)!

∫ t

0
(W(u)− B(Φ(u)))Φ′(u)du + dµγt = 0,

and, with Relation (2.33), it can be rewritten as

− λdµ
∫ t

0

W(u)
λ− (β−Φ(u))

du + dγ
ρd−2

(d−1)!
Φ(t) + dµγt

− ρd−1

λ(d−1)!

∫ t

0
[λ− dµ(β−Φ(u))]

(
dW(u)−

√
Φ′(u)dB(u)

)
= 0.

The theorem is proved.

2.6 A Local Equilibrium in the Overloaded Case

We have seen in Corollary 2.1 that if for some 2 ≤ p < d, one has pβ ≤ ρ <
(p + 1)β and if the initial state is XN(0) = (0, . . . , 0, FN) then one has the convergence in
distribution

lim
N→+∞

1
N
(XN

p (t), XN
p+1(t)) = (xp(t), xp+1(t))

and
lim

t→+∞
(xp(t), xp+1(t)) = ((p + 1)β− ρ, ρ− pβ).

The system started with ∼βN files with d copies and it ends up, on the normal time
scale, in a state where there are still βN files but with either p or p + 1 copies.

In this section we start from this “equilibrium”, Proposition 2.7 shows that this fluid
state does not change on the time scale t 7→ Np−2t. Theorem 2.4 proves that, on the time
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scale t 7→ Np−1t, a positive fraction of files are lost. It is also shown that the number
of files with p copies decreases to end up in a state where, for the fluid state, there are
only files with p + 1 copies.

One starts with an elementary result concerning the M/M/∞ queue.

Lemma 2.3. If (LN(t)) is the Markov process associated to an M/M/∞ queue with arrival
rate λN and service rate µ, and initial condition such that

lim
N→+∞

LN(0)
N

=
λ

µ
,

then, for any ` ∈N, the convergence in distribution

lim
N→+∞

(
LN(N`t)

N

)
=

λ

µ

holds.

Proof. For ε > 0, by bounding the rate of jumps −1 of the process, a coupling can be
constructed such that

LN(t) ≤ (ρ + ε)N + L̄N(Nt)

holds for all t ≥ 0, where (L̄N(t)) is an M/M/1 queue with input rate λ and service
rate λ + µε, with initial condition L̄N(0) = 0. If τN = inf{t ≥ 0 : L̄N(t) ≥ εN} then,
Proposition 5.11 page 119 of Robert [138], gives that for any ` ≥ 1 and x > 0,

lim
N→+∞

P(τN ≤ N`x) = 0.

This proves that, for any T > 0,

lim
N→+∞

P

(
sup

0≤t≤T

LN(N`t)
N

≤ ρ + 2ε

)
= 1.

With a similar argument for a lower bound one gets finally the convergence in
distribution, for any ` ≥ 0,

lim
N→+∞

LN(N`t)
N

= ρ.

The lemma is proved.

One shows in the next proposition that the fluid state of the network does not change
on the time scale t 7→ Np−2t.

Proposition 2.7 (Stability of Local Equilibrium on the time scale t 7→ Np−2t). If for some
2 ≤ p < d, one has pβ < ρ < (p + 1)β, and the initial state XN(0) is such that XN

i (0) = 0
for 1 ≤ i ≤ d, i 6∈ {p, p + 1} and

lim
N→+∞

(
XN

p (0)
N

,
XN

p+1(0)

N

)
= ((p + 1)β− ρ, ρ− pβ)

then for any q ≤ p− 2, for the convergence in distribution,

lim
N→+∞

(
XN

p (Nqt)
N

,
XN

p+1(Nqt)

N

)
= ((p + 1)β− ρ, ρ− pβ)
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Proof. Clearly it is enough to show the proposition for q = p− 2. Let

ZN(t) =
p−1

∑
k=1

(p− k)XN
k (t),

then, if ZN(t) = z, there is a jump of size +1 for ZN at rate

µ
p

∑
k=2

kXN
k (t) ≤ pµβN,

and of size −1 at rate λN if z > 0. In the same way as in in the proof of Proposition 2.2,
one can construct a coupling, for which

ZN(t) ≤ L0(Nt),

where (L0(t)) is a stable M/M/1 queue with input rate pµβ and output rate λ. In
particular, the convergence in distribution

lim
N→+∞

(
XN

i (Np−2t)
N

)
= 0, 1 ≤ i ≤ p− 1, (2.40)

holds.
Because of Relation pµβ < λ, one can extend the results of Propositions 2.3 and 2.5

to get that, for 1 ≤ k ≤ p− 2,

lim
N→∞

(∫ Np−2t

0

[
(k + 1)!

ρk+1

XN
k+1(u)
Nk+1 − k!

ρk

XN
k (u)
Nk

]
du

)
= 0

holds for the convergence in distribution. By summing up all these relations for 1 ≤ k ≤
p− 2, one gets

lim
N→+∞

(
(p− 1)!

ρp−1
1

Np−1

∫ Np−2t

0
XN

p−1(u) du− µ

λ

∫ Np−2t

0

XN
1 (u)
N

du

)
= 0.

Relation (2.40) gives the convergence in distribution

lim
N→+∞

(∫ Np−2t

0

XN
1 (u)
N

du

)
= 0,

consequently

lim
N→+∞

(
XN

0 (Np−2t)
N

)
= 0,

by using the SDE associated to (XN
0 (t)) as in the proof of Proposition 2.5.

One concludes that

lim
N→+∞

(
1
N

d

∑
k=p

XN
k (Np−2t)

)
= β (2.41)
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Let

YN(t) =
d

∑
k=1

kXN
k (t),

then, if YN(t) = y, there is a jump of size −1 for YN at rate µy, and of size +1
at rate λN if XN

1 (t) + · · · + (d − 1)XN
d−1(t) > 0. Hence, in the same way as in the

proof of Proposition 2.2, a coupling can be constructed such that the process (YN(t))
is dominated by the process (LN(t)) of the number of customers in an M/M/∞ queue
with arrival rate λN and service rate λ, and with initial condition such that

lim
N→+∞

LN(0)
N

= p((p + 1)β− ρ) + (p + 1)(ρ− pβ) = ρ.

By using the relation

p−1

∑
k=1

kXN
k (t) + pXN

p (t) + (p + 1)

(
d

∑
k=p

XN
k (t)− XN

p (t)

)
≤ YN(t) ≤ LN(t),

Equations (2.40) (2.41) and the above lemma, one gets that, for any ε > 0 and T > 0,

lim
N→+∞

P

(
inf

0≤t≤T

XN
p (Np−2t)

N
≥ (p + 1)β− ρ− ε

)
= 1.

Relation λ < (p + 1)βµ, gives that (XN
p (Np−2t)) is strictly positive on any finite interval

with high probability. Consequently,

lim
N→+∞

P

(
inf

0≤t≤T
XN

1 (Np−2t) + · · ·+ (d− 1)XN
d−1(Np−2t) > 1

)
= 1

this implies that the two processes (YN(Np−2t)) and (LN(Np−2t)) are identical with
probability close to 1 when N is large. Secondly, since the duplication capacity cannot
be used at any node with index greater than p + 1, for any p + 2 ≤ k ≤ d, for the
convergence in distribution, the relation

lim
N→+∞

(
XN

k (Np−2t)
N

)
= 0

holds. One deduces therefore the convergence in distribution

lim
N→+∞

(
pXN

p (Np−2t) + (p + 1)XN
p+1(Np−2t)

N

)
= ρ

lim
N→+∞

(
XN

p (Np−2t) + XN
p+1(Np−2t)

N

)
= β.

The proposition is proved.

We can now state the main result of this section.
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Theorem 2.4 (Evolution of the Local Equilibrium). If for some 2 ≤ p < d, one has pβ <
ρ < (p + 1)β, and the initial state XN(0) is such that XN

i (0) = 0 for 1 ≤ i ≤ d, i 6∈ {p, p + 1}
and

lim
N→+∞

(
XN

p (0)
N

,
XN

p+1(0)

N

)
= ((p + 1)β− ρ, ρ− pβ)

then, for the convergence in distribution,

lim
N→+∞

(
XN

0 (Np−1t)
N

,
XN

p (Np−1t)
N

,
XN

p+1(Np−1t)

N

)
=
(
Φ0(t), Φp(t), Φp+1(t)

)
where, for t ≥ 0,

Φp(t) = (p + 1)(β−Φ0(t))− ρ and Φp+1(t) = ρ− p(β−Φ0(t))

and Φ0(t) is the unique solution y of the fixed point equation(
1− y

β− ρ/(p + 1)

)ρ/(p(p+1))

ey = exp
(
−λ

(p−1)!
ρp−1 t

)
. (2.42)

In particular,

lim
t→+∞

(
Φ0(t), Φp(t), Φp+1(t)

)
=

(
β− ρ

p + 1
, 0,

ρ

p + 1

)
. (2.43)

Remark. Relation (2.43) shows that a fraction β−ρ/(p+1) of the files is lost asymp-
totically on the time scale t 7→ Np−1t. The corresponding asymptotic state consists
then of files which are either lost and, at the first order in N, ρ/(p+1) · N files
with p+1 copies. This suggests that β is changed to β′=ρ/(p+1) and p replaced by
p′=p+1. Unfortunately, this is the case of equality β′=p′ρ which is not covered by our
theorem. This suggests nevertheless the following evolution on the time scale t 7→ Nqt,
p−1≤q≤d−2, for t going to infinity, there remain ρ/(q+2)N files alive with q+2 copies.
Some of the files are therefore lost and the number of copies of the remaining files is
increasing, until the maximum number of copies is reached which is the framework of
Section 2.4.

Proof. The proofs use the same arguments as in the proof of Theorem 2.2 and of the
above proposition. We give a quick overview of it. By using again the results of
Propositions 2.3 and 2.5 and Relation (2.25), one gets that, for 1 ≤ k ≤ p− 2,

lim
N→∞

(∫ Np−1t

0

[
(k + 1)!

ρk+1

XN
k+1(u)
Nk+1 − k!

ρk

XN
k (u)
Nk

]
du

)
= 0

holds for the convergence in distribution. By summing up all these relations for 1 ≤ k ≤
p− 2, one gets

lim
N→+∞

(
(p− 1)!

ρp−1
1

Np−1

∫ Np−1t

0
XN

p−1(u) du− µ

λ

∫ Np−1t

0

XN
1 (u)
N

du

)
= 0.

65



2.A. APPENDIX: GENERALIZED SKOROHOD PROBLEMS

From there one gets that

lim
N→+∞

(
XN

0 (u)
N

− (p− 1)!
ρp−1

λ

Np−1

∫ Np−1t

0
XN

p−1(u) du

)
= 0.

As in the proof of Proposition 2.6, one can define a similar (ΨN
f (t)) and prove the same

stochastic averaging property associated to the coordinate (XN
p (t)). The rest of the proof

is then similar to the proof of the last proposition with β replaced by β − φ(t) where
(φ(t)) is the limit of some converging subsequence of (XN

0 (Np−1t)/N). The convergence
follows from the uniqueness of the fixed point equation satisfied by (φ(t)).

2.A Appendix: Generalized Skorohod Problems

For the sake of self-containedness, this section presents quickly the more or less
classical material necessary to state and prove the convergence results used in this
chapter. The general theme concerns the rigorous definition of a solution of a
stochastic differential equation constrained to stay in some domain and also the proof
of the existence and uniqueness and regularity properties of such a solution. See
Skorohod [149], Anderson and Orey [9], Chaleyat-Maurel and El Karoui [55] and, in
a multi-dimensional context, Harrison and Reiman [73] and Taylor and Williams [161]
and, in a more general context, Ramanan [135]. See Appendix D of Robert [138] for a
brief account.

We first recall the classical definition of Skorohod problem in dimension K. If z =
(zk) ∈ RK, one denotes ‖z‖ = |z1|+ |z2|+ · · ·+ |zk|. If (Z(t)) = (Zk(t)) is some function
of the set D(R+, RK) of càdlàg functions defined on R+ and P is a K× K non-negative
matrix, the couple of functions [(X(t)), (R(t))] = [((Xk(t))), ((Rk(t)))] is said to be a
solution of the Skorohod problem associated to (Z(t)) and P whenever

1. X(t) = Z(t) + (I − P) · R(t), for all t ≥ 0,

2. Xk(t) ≥ 0, for all t ≥ 0 and 1 ≤ k ≤ d,

3. For 1 ≤ k ≤ K, t→ Rk(t) is non-decreasing, Rk(0) = 0 and∫
R+

Xk(t)dRk(t) = 0.

In the important case of dimension 1, Conditions (1) and (3) are

1. X(t) = Z(t) + R(t), for all t ≥ 0,

3. t→ R(t) is non-decreasing, R(0) = 0 and∫
R+

X(t)dR(t) = 0.

The generalization used in this chapter corresponds to the case when (Z(t)) depends
on (X(t)).

Definition 2.1 (Generalized Skorohod Problem).
If G : D(R+, RK) → D(R+, RK) is a Borelian function and P a non-negative K × K matrix,
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((X(t)), (R(t))) is a solution of the generalized Skorohod Problem (GSP) associated to G and
P if ((X(t)), (R(t))) is the solution of the Skorohod Problem associated to G(X) and P, in
particular, for all t ≥ 0,

X(t) = G(X)(t) + (I − P) · R(t),

and ∫
R+

Xk(t)dRk(t) = 0, 1 ≤ k ≤ K.

The classical Skorohod problem described above corresponds to the case when the
functional G is constant and equal to (Z(t)). In dimension one, if one takes

G(x)(t) =
∫ t

0
σ(x(u)) dB(u) +

∫ t

0
m(x(u)) du,

where (B(t)) is a standard Brownian motion and σ and m are Lipschitz functions on
R. The first coordinate (X(t)) of a possible solution to the corresponding GSP can be
described as the solution of the SDE

dX(t) = σ(X(t)) dB(t) + m(X(t)) dt

reflected at 0.

Proposition 2.8. If G : D(R+, RK) → D(R+, RK) is such that, for any T > 0, there exists a
constant CT such that, for all (x(t)) ∈ D(R+, RK) and 0 ≤ t ≤ T,

sup
0≤s≤t

‖G(x)(s)− G(y)(s)‖ ≤ CT

∫ t

0
‖x(u)− y(u)‖ du (2.44)

and if the matrix P is nilpotent, then there exists a unique solution to the generalized Skorohod
problem associated to the functional G and the matrix P.

Proof. Define the sequence (XN(t)) by induction (X0(t), R0(t)) = 0 and, for N ≥ 1,
(XN+1, RN+1) is the solution of the Skorohod problem (SP) associated to G(XN), in
particular,

XN+1(t) = G
(

XN
)
(t) + (I − P) · RN+1(t) and

∫
R+

XN+1(u)dRN+1(u) = 0.

The existence of such a solution is a consequence of a result of Harrison and Reiman [73].
Fix T > 0. The Lipschitz property of the solutions of a classical Skorohod problem, see
Proposition D.4 of Robert [138], gives the existence of some constant KT such that, for
all N ≥ 1 and 0 ≤ t ≤ T,∥∥∥XN+1 − XN

∥∥∥
∞,t
≤ KT

∥∥∥G
(

XN
)
− G

(
XN−1

)∥∥∥
∞,t

,

where ‖h‖∞,T = sup{‖h(s)‖ : 0 ≤ s ≤ T}. From Relation (2.44), this implies that∥∥∥XN+1 − XN
∥∥∥

∞,t
≤ α

∫ t

0

∥∥∥XN − XN−1
∥∥∥

∞,u
du,
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with α = KTCT. The iteration of the last relation yields the inequality∥∥∥XN+1 − XN
∥∥∥

∞,t
≤ (αt)N

N!

∫ t

0

∥∥∥X1
∥∥∥

∞,u
du, 0 ≤ t ≤ T.

One concludes that the sequence (XN(t)) is converging uniformly on compact sets and
consequently the same is true for the sequence (RN(t)). Let (X(t)) and (R(t)) be the
limit of these sequences. By continuity of the SP, the couple ((X(t)), (R(t))) is the
solution of the SP associated to G(X), and hence a solution of the GSP associated to G.

Uniqueness. If (Y(t)) is another solution of the GSF associated to G. In the same
way as before, one gets by induction, for 0 ≤ t ≤ T,

‖X−Y‖∞,t ≤
(αt)N

N!

∫ t

0
‖X−Y‖∞,u du,

and by letting N go to infinity, one concludes that X = Y. The proposition is proved.

68



Chapter 3

Large Unreliable Stochastic
Network: Local Duplication
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Abstract The problem of reliability of a large distributed system is analyzed via a new
mathematical model. A typical framework is a system where a set of files are duplicated
on several data servers. When one of these servers breaks down, all copies of files stored
on it are lost. In this way, repeated failures may lead to losses of files. The efficiency
of such a network is directly related to the performances of the mechanism used to
duplicate files on servers. In this chapter we study the evolution of the network using a
natural duplication policy giving priority to the files with the least number of copies.

We investigate the asymptotic behavior of the network when the number N of servers
is large. The analysis is complicated by the large dimension of the state space of the
empirical distribution of the state of the network. A stochastic model of the evolution
of the network which has values in state space whose dimension does not depend on
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N is introduced. Despite this description does not have the Markov property, it turns
out that it is converging in distribution, when the number of nodes goes to infinity,
to a nonlinear Markov process. The rate of decay of the network, which is the key
characteristic of interest of these systems, can be expressed in terms of this asymptotic
process. The corresponding mean-field convergence results are established. A lower
bound on the exponential decay, with respect to time, of the fraction of the number of
initial files with at least one copy is obtained.

3.1 Introduction

The problem of reliability of a large distributed system is analyzed in the present
chapter via a new mathematical model. A typical framework is a system where files
are duplicated on several data servers. When a server breaks down, all copies of files
stored on this server are lost but they can be retrieved if copies of the same files are
stored on other servers. In the case when no other copy of a given file is present in the
network, it is definitively lost. Failures of disks occur naturally in this context, these
events are quite rare but, given the large number of nodes of these large systems, this is
not a negligible phenomenon at all at network scale. See the measurements at Google
in Pinheiro et al. [130] for example.

In order to maintain copies on distant servers, a fraction of the bandwidth of each
server has to be devoted to the duplication mechanism of its files to other servers. If,
for a short period of time, several of the servers break down, it may happen that files
will be lost for good just because all available copies were on these servers and that the
recovery procedure was not completed before the last copy disappeared. The natural
critical parameters of such a distributed system with N servers are the failure rate µ of
servers, the bandwidth λ allocated to duplication of a given server, and the total number
of initial files FN . The quantity λ represents the amount of capacity that a server allocates
to make duplication to enhance the durability of the network. If there are initially too
many files in the system, the duplication capacity at each node may not be able to cope
with the losses due to successive failures of servers and, therefore, a significant fraction
of files will be lost very quickly. An efficient storage system should be able to maximize
both the average number of files β = FN/N per server and the durability, i.e. the first
instant TN(δ) when a fraction δ ∈ (0, 1) of files which are definitely lost.

3.1.1 Models with Independent Losses of Copies and Global Duplication
Capacity

A large body of work in computer science has been devoted to the design and the
implementation of duplication algorithms. These systems are known as distributed
hash tables (DHT). They play an important role in the development of some large scale
distributed systems and are quite popular right now like in cloud computing, see Rhea
et al. [137] and Rowstron and Druschel [144] for example. Except extensive simulations,
little has been done to evaluate the performances of these algorithms.

Several approaches have been used to investigate the corresponding mathematical
models. Simplified models using birth and death processes have been used often, see
Chun et al. [36], Picconi et al. [128] and Ramabhadran and Pasquale [134]. In Feuillet
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and Robert [61] and Sun et al. [154], the authors studied how the durability T(δ) scales
with the number of servers N and the maximum number of copies d of each file, under
simplifying assumptions on file losses and the duplication mechanism. Firstly, in their
model, each file copy is assumed to be lost at a certain fixed rate, independent of other
copies. Secondly, they assumed that the duplication capacity can be used globally. This
means that when each of N servers has an available bandwidth λ to duplicate files, the
total capacity for duplication, λN, can be used to create a copy of any file from any server
in the system to another. With these assumptions, the mathematical representation of the
network is significantly simplified because it is not necessary to know the locations of
copies of files to derive the dynamics of the system. In particular, in [154], a Markovian
model with a fixed state space of dimension d+1 has been investigated: if for 0 ≤
i ≤ d and t ≥ 0, XN

i (t) is the number of files with i copies, then the vector XN(t) =
(XN

0 (t), XN
1 (t), . . . , XN

d (t)) is a Markov process on Nd+1 under the hypothesis that the
global capacity λN is devoted to a file with the least number of copies. They have shown
that the durability TN(δ) is of the order Nd−1 for a large N under certain conditions.
Limit theorems were established for the rescaled process (XN(Nd−1t)) using various
technical estimations. In Sun et al. [156] the impact of placement policies, i.e. policies
determining the location of the node to make a copy of a given file, is investigated.

3.1.2 Stochastic Models with Local Duplication Features

In this chapter, we consider a more realistic stochastic model for these systems,
dropping the two main simplifying assumptions of previous works on copy losses and
duplication capacity.

i. Simultaneous losses due to server failure. Each server can fail with a constant rate µ,
and independent of other servers. When a server fails, all copies on that server are
lost simultaneously, and therefore, the copy losses are not independent anymore.
This dependency and bursty losses of file copies has a crucial effect on system
performance.

ii. Local duplication capacity. The duplication capacity is assumed to be local, that is,
each server has a capacity λ to duplicate the copies of files present on that server.
In particular, this capacity cannot be used to copy files of other servers, as it is case
for models with a global duplication capacity.

iii. Duplication Policy: Priority to files with smallest number of copies. The capacity of
a server is allocated to duplicating one of its own files which has the smallest
number of copies alive in the network. It is copied, uniformly at random, onto one
of the servers which does not have such a copy.

Without a duplication mechanism, it is not difficult to see that the probability that a
given file with d initial copies has still at least one copy at time t is O(d exp(−µt)) for
a large t, when µ is the failure rate of servers. If, initially, there are bβNc files, all with
d≥2 copies scattered randomly in the network, the average fraction of files with at least
a copy at time t is thus O(βd exp(−µt)). The central question is how much a duplication
mechanism can improve these (poor) performances.

One cannot expect, intuitively, that the average lifetime of a file will grow
significantly with N as in the case of a global duplication capacity, see Sun et al. [154]
where the decay occurs only on the “fast” time scale t 7→ Nd−1t. In contrast, as it will
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be seen, the decay of our system occurs in fact on the “normal” time scale t 7→ t. The
main aim of this chapter is of investigating the exponential decay rate of the fraction of
the number of files alive at time t with bounds of the form

Ce−µκt.

Of course duplication is of interest only if κ<1 and in fact is as close to 0 as possible.
The goal of this chapter is to investigate the decay of the system described above via a
mean-field approach. This is the key problem of these systems in our view.

With these assumptions, our mathematical model turns out to have stark differences
compared to previous stochastic models. For a system of fixed size N, the exact
dynamics of the system under above duplication mechanism is quite intricate, and
hence, obtaining mathematical quantitative results to estimate the coefficient κ is quite
challenging. A natural approach is of studying the performance of the system when the
number of servers N goes to infinity.

To illustrate in a simpler setting the difficulties of these models, we first consider the
case where there are at most two copies of each file stored on the system (d=2). In this
case, a Markovian representation of the state of the system can be given by

(XN(t)) = (XN
i,j(t), i, j = 0, 1, ..., N), (3.1)

where for 1≤i 6= j≤N, XN
ij (t) is the number of files which have copies on server i and j at

time t, and XN
i0 (t)=XN

0i (t) is the number of files having only one copy located on server
i. The state space of the state of a given node is therefore of dimension of the order of
N which does not seem to be not amenable to analysis since the dimension of the basic
state space is growing with N.

To overcome this difficulty, we introduce a reduced state representation in which
each node i is described by only two variables: the number of files whose unique copy
is on server i and the number of files with two copies and one of the copies is on i. The
empirical distribution associated with such a representation has values in a state space
of probability distributions on N2, two integer valued variables give the state of the
node. Instead of a state of dimension N. This dimension reduction comes at a price, the
loss of the Markov property. We prove nevertheless that this non-Markovian description
of the network is converging in distribution, as N goes to infinity, to a nonlinear Markov
process, (R(t)=(R1(t), R2(t))∈N2 satisfying the following Fokker-Planck Equations

d
dt

E
(

f (R1(t), R2(t))
)
= λE

((
f (R(t)+e2−e1)− f (R(t))

)
I{R1(t)>0}

)
+ λP(R1(t) > 0)E

(
f (R(t)+e2)− f (R(t))

)
+ µE

(
f (0, 0)− f (R(t))

)
+ µE

((
f (R(t)+e1−e2)− f (R(t))

)
R2(t)

)
, (3.2)

with e1 = (1, 0) and e2 = (0, 1), and f is a function with finite support on N2. In
this setting the asymptotic fraction of the number of files alive at time t is given by
E(R1(t)) + E(R2(t))/2.

The asymptotic process (R(t) = (R1(t), R2(t)) is a jump process with a type of jump,
x 7→ x+e2 having time-dependent and distribution-dependent rate given by λP(R1(t) >
0) which is the nonlinear term of this evolution equation.
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3.1.3 Rate of Convergence to Equilibrium

It will be shown that the non-homogeneous Markov process defined by Relation (3.2)
is converging to the unique distribution π=δ(0,0), the Dirac measure at (0, 0), corre-
sponding to a system with all files lost. The decay of the network is then closely related
to the convergence rate to equilibrium of this Markov process.

In our case, as we have seen before, the problem is of finding a constant κ>0 for
which the asymptotic fraction of the number of files alive at time t has an exponential
decay with parameter µκ, i.e.

E
(

R1(t)
)
+

1
2

E
(

R2(t)
)
≤
(

R1(0) +
1
2

R2(0)
)

e−µκt, ∀t ≥ 0. (3.3)

The convergence rate can be defined in terms of the Wasserstein distance between the
distribution Pt of the distribution at time t and the equilibrium distribution π,

W1(Pt, π)
def.
= inf

{
E(d(X, Y)) : Xdist.

= Pt, Ydist.
= π

}
,

where d(·, ·) is some distance on the state space. One has to find the best possible
constant α such that the relation

W1(Pt, π) ≤ W1(P0, π)e−αt (3.4)

holds for all t≥0.
For homogeneous, i.e. “standard”, Markov processes, this is already a difficult

problem. For finite state spaces, tight estimates are known for some random walks,
see Aldous and Diaconis [4] for example. When the state space is countable, results are
more scarce. Lyapunov functions techniques to prove the existence of finite exponential
moments of hitting times of finite sets can give a lower bound on the exponential decay
α. This is, in general, a quite rough estimate for α, furthermore it does not give an
estimate of the form (3.4). See Section 6.5 of Nummelin [120], see also Chapter 15 of
Meyn and Tweedie [111].

In the continuous case, i.e. with Brownian motions instead of Poisson processes,
some functional inequalities have been successfully used to obtain Relations of the
form (3.4), see Markowich and Villani [108] and Desvillettes and Villani [46] for surveys
on this topic. This approach for the case of the discrete state space turns out to be
more difficult to use. Some generalizations have been proposed by Caputo et al. [30],
Joulin [84] and Ollivier [121] for some jump processes. They can be used with some
success, see Alfonsi et al. [6] and Thai [162] for example. For classical birth and death
processes on N, the assumptions for these results lead to some quite specific (and strong)
conditions on the birth and death rates in order to have a positive exponential decay α.

For non-linear Markov processes, which is our case, the situation is, of course,
much more complicated. Recall that, in this context, there may be several invariant
distributions, so that convergence to equilibrium is more delicate notion. Note that this
is not our case however. Ideas using the functional inequalities mentioned before have
been also used but for specific stochastic models. See Carrillo et al. [31] and Cattiaux et
al. [32] for a class of diffusions and Thai [162] for a class of birth and death processes.
They do not seem of any help for the class of models we consider. To the best of
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our knowledge, the results of optimality concerning the exponential decay α are quite
scarce. Only lower bounds are provided generally. For the non-linear Markov processes
associated to the mean-field results in this chapter, our approach will mainly use some
monotonicity properties to derive lower bounds on the exponential decay.

In a first step, the present chapter develops a mathematical framework to get a
convenient asymptotic description of our network (Equations (3.2)), and, secondly, to
obtain explicit lower bounds on its exponential decay. This program is completed in the
case d=2. In particular it is shown that Equation (3.3) holds some a constant κ=κ+2 . Note
that, however, as it can be expected in such a complicated context, we are not able to
show that the constant κ+2 is optimal. As it will be seen, the case d>2 is more awkward
in terms of an asymptotic picture but results on the exponential decay of the network
can be nevertheless obtained by studying a non-linear Markov process dominating, in
some sense, the original Markov process.

Outline of the Chapter

Section 3.2 introduces the main evolution equations of the state of the network.
Section 3.3 investigates the existence and uniqueness properties of a nonlinear Markov
process, the main result is Theorem 3.1. This process turns out to be the limit of a
reduced description of the network. Section 3.4 shows the mean-field convergence of
the reduced description of the network to this asymptotic process, this is Theorem 3.2.
Section 3.5 studies the asymptotic behavior of the nonlinear Markov process. A lower
bound on the exponential decay, with respect to time, of the fraction of the number of
initial files still alive at time t is derived. These results are obtained in the case when
the maximal number of copies for a given file is 2. Section 3.6 investigates the case of
a general d. By using a simpler stochastic model, for which a mean-field limit result
also holds, a multi-dimensional analogue of the set of equations (3.2) is introduced and
analyzed. It gives a lower bound on the exponential decay of the number of files present
in the network. It is expressed as the maximal eigenvalue of a d×d matrix. The proofs
of the main results rely essentially on several ingredients: careful stochastic calculus
with marked Poisson processes, several technical estimates, Lemmas 3.1 and 3.2, and
mean-field techniques.

3.2 The Stochastic Model

In this section, we describe the dynamics of our system. Recall that the system has
N servers, and until Section 3.6, it is assumed that each file has at most two copies in
the system. Recall the Markovian representation (XN(t)) defined in (3.1), that is,

XN(t) = (XN
i,j(t), 1 ≤ i, j ≤ N),

where, for 1≤i≤N, XN
i,0(t) is the number of files whose unique copy is located in server i

at time t, and XN
i,j(t) is the number of files with a copy on server i and on server j,

1≤j≤N, j 6=i. Note the symmetry XN
i,j(t)=XN

j,i(t), and by convention, XN
i,i(·)≡0. We

assume that all files have initially two copies and are randomly scattered on the network,
as described below.
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Assumptions 3.1. (Initial State) For 1≤i≤N, there are Ai files on server i and each file
`=1,. . . ,Ai has another copy on server Vi,`, where

— Ai,i=1,. . . ,N, are i.i.d. square integrable random variables on N,
— For each i, VN

i,` , `≥1, are i.i.d. random variables with uniform distribution over
{1, . . . , N}\{i}.

Hence, XN
i,0(0)=0 and

XN
i,j(0) =

Ai

∑
`=1

I{VN
i,`=j} +

Aj

∑
`=1

I{
VN

j,`=i
}.

The total number of initial files is therefore FN
def.
= A1+A2+ · · ·+AN , and the initial

average load of the system is

β
def.
= lim

N→+∞

FN

N
= E (A1) .

The initial mean number of copies of files per server is therefore 2β.
The initial state described in Assumption 3.1 have two main properties. First, it is

exchangeable, in the sense that the distribution of XN(0) is invariant under permutations
of server indices, and second, the two copies of each file are uniformly distributed over
all servers. Alternatively, one can also assume that the total number of files FN is a fixed
number, without changing the results of this chapter.

Transitions of the State Representation

The transitions of the Markov process (XN(t)) is governed by server failures and file
duplications, as described below. Throughout this chapter, f (t−) denotes the left limit
of a function f at time t.

— Server failure. Each server i breaks down after an exponential time with
parameter µ. At each breakdown, all copies on server i are lost, and the server
restarts immediately but empty. It is in fact replaced by a new one. If a
breakdown happens at time t,

XN
i,j(t) = 0, for all j = 1, .., N,

XN
i,0(t) = 0,

XN
j,0(t) = XN

j,0(t−)+XN
i,j(t−), for all j 6= i.

— Duplication. If there are files on server i with only one copy (i.e. XN
i,0(t)>0), one

of such files is copied at a rate λ onto another server j ∈ {1, . . . , N}\{i} chosen
uniformly at random. If the duplication is completed at time t,XN

i,0(t) = XN
i,0(t−)−1,

XN
i,j(t) = XN

i,j(t−)+1.

Note that (XN(t)) is a transient Markov process converging to the state with all
coordinates being 0 (all copies are lost).
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Stochastic Evolution Equations

We can describe the dynamics of (XN(t)) using stochastic integrals with respect to
Poisson processes. Throughout the chapter, we use the following notations for Poisson
processes.

— Nξ is a Poisson point process on R+ with parameter ξ > 0 and (Nξ ,i) is an i.i.d.
sequence of such processes.

— N ξ is a Poisson point process on R2
+ with intensity ξ dt dh and (N ξ,i) is an i.i.d.

sequence of such processes.
— For 1≤j≤N, the random variable NU,N

λ,j =(tj
n, U j

n) is a marked Poisson process,

(tj
n) is a Poisson process on R+ with rate λ and (U j

n) is an i.i.d. random variables
with uniform distribution over {1, . . . , N}\{j}. In particular, for 1≤i≤N,
(NU,N

λ,j (·, {i})) is an i.i.d. sequence of Poisson processes with rate λ/(N−1).

With a slight abuse of notation, we denoteNλ,j
def.
=NU,N

λ,j (·, N), which is a Poisson process
with rate λ. See Kingman [96] and [25] for an introduction on ordinary and marked
Poisson processes. All Poisson processes used are assumed to be independent.

For every j=1, ..., N, failure times of server j are given by the epoch times of a Poisson
process Nµ,j. A marked Poisson process NU,N

λ,j captures duplications of files from server

j as follows: for n≥1, at the nth event time tj
n of NU,N

λ,j , if XN
j,0(t

j
n−)>0, a file on server j

is copied onto the server whose index is given by the mark U j
n.

The process (XN(t)) can then be characterized as the solution of the following system
of stochastic differential equations (SDEs): for 1≤i, j≤N, j 6=i and t≥0,

dXN
i,j(t) = −XN

i,j(t−)
[
Nµ,i(dt) +Nµ,j(dt)

]
+ I{

XN
j,0(t−)>0

}NU,N
λ,j (dt, {i}) + I{XN

i,0(t−)>0}N
U,N
λ,i (dt, {j}), (3.5)

and

dXN
i,0(t) = −XN

i,0(t−)Nµ,i(dt)− I{XN
i,0(t−)>0}Nλ,i(dt) +

N

∑
j=1

XN
i,j(t−)Nµ,j(dt). (3.6)

Classical results on Poisson processes show that the process(∫ t

0
I{XN

i,0(s−)>0}N
U,N
λ,i (ds, {j})− λ

N − 1

∫ t

0
I{XN

i,0(s)>0} ds
)

is a martingale whose previsible increasing process is(
λ

N − 1

∫ t

0
I{XN

i,0(s)>0} ds
)

.

See, for example, Section 4 of Chapter IV of Rogers and Williams [142]. Therefore, for
1≤i 6=j≤N,

XN
i,j(t) = XN

i,j(0)− 2µ
∫ t

0
XN

i,j(s) ds

+
λ

N−1

∫ t

0

(
I{XN

i,0(s)>0} + I{
XN

j,0(s)>0
}) ds +MN

i,j(t), (3.7)
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and

XN
i,0(t) = XN

i,0(0)− µ
∫ t

0
XN

i,0(s) ds− λ
∫ t

0
I{XN

i,0(s)>0} ds

+ µ
N

∑
j=1

∫ t

0
XN

i,j(s) ds +MN
i,0(t), (3.8)

where (MN
i,0(t)), 1≤i≤N, and (MN

i,j(t)), 1≤i<j≤N, are local martingales with the
respective previsible increasing processes:〈
MN

i,j

〉
(t) = 2µ

∫ t

0

(
XN

i,j(s)
)2

ds+
λ

N−1

∫ t

0
I{XN

i,0(s)>0} ds+
λ

N−1

∫ t

0
I{

XN
j,0(s)>0

} ds,

and〈
MN

i,0

〉
(t) = µ

∫ t

0

(
XN

i,0(s)
)2

ds +
λ

N−1

∫ t

0
I{XN

i,0(s)>0} ds + µ
∫ t

0

N

∑
j=1

(
XN

i,j(s)
)2

ds.

3.3 An Asymptotic Process

As mentioned in the introduction, for 1≤i≤N, the state of each server i at time t can
alternatively be described by the pair

RN
i (t) = (RN

i,1(t), RN
i,2(t)), (3.9)

where RN
i,1(t) (resp. RN

i,2(t)) is the number of files with one copy (resp. two copies) at node
i. This reduced representation can be obtained from the full Markovian representation
(XN(t)) via

RN
i,1(t) = XN

i,0(t) and RN
i,2(t) =

N

∑
j=1

XN
i,j(t).

Therefore, the evolution equations of (RN
i (t)) can be deduced from the SDEs (3.5)

and (3.6):

dRN
i,1(t)= − RN

i,1(t−)Nµ,i(dt) − I{RN
i,1(t−)>0}Nλ,i(dt) + ∑

j 6=i
XN

i,j(t−)Nµ,j(dt) (3.10)

dRN
i,2(t) = −RN

i,2(t−)Nµ,i(dt) + I{RN
i,1(t−)>0}Nλ,i(dt)

−∑
j 6=i

XN
i,j(t−)Nµ,j(dt) + ∑

j 6=i
I{

RN
j,1(t−)>0

}NU,N
λ,j (dt, {i}). (3.11)

The process (RN(t))=(RN
i (t), 1≤i≤N) lives on a state space of dimension 2N instead of

N2. The process (RN(t)) still captures the information on the decay of the system since,
for example, the total number of files which are still available in the network at time t
can be expressed as

N

∑
i=1

RN
i,1(t) +

1
2

RN
i,2(t).
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This dimension reduction comes at the price of the loss of the Markov property.
The evolution equations of (RN

i (t)) are not autonomous, they depend on the process
(XN(t)), and, consequently, the process (RN(t)) does not have the Markov property.
However, as it will be seen, the limit in distribution of (RN

i,1(t), RN
i,2(t)) turns out

to be a nonlinear Markov process, or a so-called McKean-Vlasov process. See e.g.
Sznitman [158]. In this section we characterize this limiting process, while the proof
of convergence as N goes to infinity is given in the next section.

An Intuitive Introduction of the Asymptotic Process

The purpose of this section is only of motivating the asymptotic process; rigorous
arguments to establish the convergence results are given later. Fix some 1≤i≤N and
assume for the moment that (RN

i,1(t), RN
i,2(t)) is converging in distribution to a process

(R1(t), R2(t)). Define the positive random measure

PN
i ([0, t]) def.

=
∫ t

0
∑
j 6=i

XN
i,j(s−)Nµ,j(ds).

It will be shown later in Lemma 3.1 that for a fixed 1≤i≤N, with high probability when
N is large, all the variables (XN

i,j(t), 1≤j≤N) are either 0 or 1 on a fixed time interval.
In particular, PN

i is asymptotically a counting process, i.e. an increasing process with
jumps of size 1, with compensator given by

µ
∫ t

0
∑
j 6=i

XN
i,j(s) ds = µ

∫ t

0
RN

i,2(s) ds.

See Jacod [80] or Kasahara and Watanabe [88] for example. The convergence in
distribution of the process (RN

i,2(s)) to (R2(s)) and standard results on convergence of
point processes give that PN

i converges to P∞, an inhomogeneous Poisson process with
intensity (R2(t)) which can be represented as

P∞(dt) =
∫

R+

I{0≤h≤R2(t−)}N µ(dt, dh).

See e.g. Kasahara and Watanabe [88] and Brown [26]. Recall thatN µ is a Poisson process
on R2

+ with intensity µ dt dh (see Section 3.2). By formally taking the limit on both sides
of Equation (3.10) as N gets large, this yields that the process (R1(t), R2(t)) satisfies the
relation

dR1(t) = −R1(t−)Nµ(dt)− I{R1(t−)>0}Nλ(dt)+
∫

R+

I{0≤h≤R2(t−)}N µ(dt, dh). (3.12)

A similar work can be done with Equation (3.11). Consider the counting measure

QN
i ([0, t]) def.

=
∫ t

0
∑
j 6=i

I{
RN

j,1(s−)>0
}NU,N

λ,j (ds, {i}),

which has the compensator, see Jacod [80],

λ
∫ t

0

1
N − 1 ∑

j 6=i
I{

RN
j,1(s)>0

} ds.

78



CHAPTER 3. THE LOCAL DUPLICATION MODEL

Again formally, it follows from the asymptotic independence of different servers and
the law of large numbers limit for the processes (RN

j,1(t)) that

lim
N→+∞

(
1

N − 1 ∑
j 6=i

I{
RN

j,1(t)>0
}
)

=
(
P
(

R1(t) > 0
))

,

and therefore, QN
i converges in distribution to an inhomogeneous Poisson process with

intensity (P(R1(s)>0)). Therefore, taking limit from both sides of Equation (3.11) as N
gets large, one obtains that the process (R2(t)) satisfies

dR2(t) = −R2(t−)Nµ(dt) + I{R1(t−)>0}Nλ(dt)

−
∫

R+

I{0≤h≤R2(t−)}N µ(dt, dh) +
∫

R+

I{0≤h≤P(R1(t)>0)}N λ(dt, dh). (3.13)

The first result establishes the existence and uniqueness of a stochastic process satisfying

the SDEs (3.12) and (3.13). For T > 0, let DT
def.
= D([0, T], N2) be the set of

càdlàg functions from [0, T] to N2 and dT(·, ·) denotes the distance associated with the
Skorohod topology on DT and under which DT is complete; see Page 125, Section 12

Chapter 3 of Billingsley [19].

Theorem 3.1. (McKean-Vlasov Process) For every (x, y) ∈N2, the equations

R1(t)=x−
∫ t

0
R1(s−)Nµ(ds)−

∫ t

0
I{R1(s−)>0}Nλ(ds)

+
∫∫

[0,t]×R+

I{0≤h≤R2(s−)}N µ(ds, dh),

R2(t)=y−
∫ t

0
R2(s−)Nµ(ds)−

∫∫
[0,t]×R+

I{0≤h≤R2(s−)}N µ(ds, dh)

+
∫ t

0
I{R1(s−)>0}Nλ(ds)+

∫∫
[0,t]×R+

I{0≤h≤P(R1(s)>0)}N λ(ds, dh).

(3.14)

have a unique solution (R1(t), R2(t)) in DT.

The set of probability distributions on DT is denoted as P(DT). Theorem 3.1 states

that there exists a unique π
dist.
= (R1(t), R2(t)) in P(DT) which satisfies Equation (3.14).

See Rogers and Williams [142] for definitions of existence and uniqueness of a solution.
Note that the solution to Equation (3.14) solves the Fokker-Planck Equation (3.2) of the
introduction.

Proof. Define the uniform norm ‖ · ‖∞,T on DT, if f = ( f1, f2) ∈ DT,

‖ f ‖∞,T = sup{‖ f (t)‖ : 0 ≤ t ≤ T} = sup{| f1(t)|+ | f2(t)| : 0 ≤ t ≤ T}.

One can introduce the Wasserstein metrics on P(DT) as follows, for π1, π2 ∈ P(DT)

WT(π1, π2) = inf
π∈CT(π1 ,π2)

∫
ω=(ω1,ω2)∈D2

T

[dT(ω1, ω2) ∧ 1] dπ(ω), (3.15)

ρT(π1, π2) = inf
π∈CT(π1 ,π2)

∫
ω=(ω1,ω2)∈D2

T

[‖ω1 −ω2‖∞,T ∧ 1] dπ(ω), (3.16)
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where a ∧ b = min{a, b} for a, b ∈ R and CT(π1, π2) is the subset of couplings of
π1 and π2, i.e. the subset of P(DT×DT) whose first (resp. second) marginal is π1
(resp. π2). Since (DT , dT) is separable and complete, the space (P(DT), WT) is complete,
which gives the topology of convergence in distribution on P(DT). Clearly, for any
π1, π2 ∈ P(DT), one has the relation WT(π1, π2) ≤ ρT(π1, π2).

Let Ψ : (P(DT), WT)→(P(DT), WT) be the mapping that takes π to the distribution
Ψ(π) of Rπ, where (Rπ(t))=(Rπ,1(t), Rπ,2(t)) is the unique solution to the SDEs

Rπ,1(t)=x−
∫ t

0
Rπ,1(s−)Nµ(ds)−

∫ t

0
I{Rπ,1(s−)>0}Nλ(ds)

+
∫∫

[0,t]×R+

I{0≤h≤Rπ,2(s−)}N µ(ds, dh),

Rπ,2(t)=y−
∫ t

0
Rπ,2(s−)Nµ(ds)−

∫∫
[0,t]×R+

I{0≤h≤Rπ,2(s−)}N µ(ds, dh)

+
∫ t

0
I{Rπ,1(s−)>0}Nλ(ds)+

∫∫
[0,t]×R+

I{0≤h≤π(r1(s)>0)}N λ(ds, dh),

with initial condition (Rπ,1(0), Rπ,2(0))=(x, y). Note that

π(r1(t) > 0) =
∫

ω=(r1,r2)∈DT

I{r1(t)>0} dπ(ω).

The existence and uniqueness of a solution to Equations (3.14) is equivalent to the
existence and uniqueness of a fixed point π=Ψ(π).

For any πa, πb ∈ P(DT) then, let Rπa and Rπb both be solutions to the equations of
the display above driven by same Poisson processes. Therefore, the distribution of the
pair (Rπa(t), Rπb(t)) is a coupling of Ψ(πa) and Ψ(πb), and hence,

ρt(Ψ(πa), Ψ(πb)) ≤ E (‖Rπa − Rπb‖∞,t) . (3.17)

For t≤T, using the definition of Rπa and Rπb ,

‖Rπa − Rπb‖∞,t= sup
s≤t

(|Rπa ,1(s)− Rπb ,1(s)|+ |Rπa ,2(s)− Rπb ,2(s)|)

≤
∫ t

0
(|Rπa ,1(s−)−Rπb ,1(s−)|+ |Rπa ,2(s−)−Rπb ,2(s−)|)Nµ(ds)

+2
∫ t

0

∣∣∣I{Rπa ,1(s−)>0} − I{Rπb ,1(s−)>0}
∣∣∣Nλ(ds)

+2
∫ t

0

∫ ∞

0
I{Rπa ,2(s−)∧Rπb ,2(s−)≤h≤Rπa ,2(s−)∨Rπb ,2(s−)}N µ(ds, dh)

+
∫ t

0

∫ ∞

0
I{πa(r1(s)>0)∧πb(r1(s)>0)≤h≤πa(r1(s)>0)∨πb(r1(s)>0)}N λ(ds, dh). (3.18)

We bound the expected value of each of the terms of the right-hand side above. First,
for `=1, 2,

E

(∫ t

0

∣∣Rπa ,`(s−)−Rπb ,`(s−)
∣∣Nµ(ds)

)
= µE

(∫ t

0

∣∣Rπa ,`(s)−Rπb ,`(s)
∣∣ ds

)
(a)

≤ µ
∫ t

0
E
(
‖Rπa − Rπb‖∞,s

)
ds.
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For the second term on the right-hand side of (3.18), since Rπa ,1(s) and Rπb ,1(s) are
integer valued, ∣∣∣I{Rπa ,1(s)>0} − I{Rπb ,1(s)>0}

∣∣∣ ≤ |Rπa ,1(s)− Rπb ,1(s)|,

and hence, using (a), we have the bound

E

(∫ t

0

∣∣∣I{Rπa ,1(s−)>0} − I{Rπb ,1(s−)>0}
∣∣∣Nλ(ds)

)
≤ µ

∫ t

0
E
(
‖Rπa − Rπb‖∞,s

)
ds. (b)

Similarly, for the third term on the right-hand side of (3.18), we have

E

(∫ t

0

∫ ∞

0
I{Rπa ,2(s−)∧Rπb ,2(s−)≤h≤Rπa ,2(s−)∨Rπb ,2(s−)}N µ(ds, dh)

)
= µ

∫ t

0
E (|Rπa ,2(s)−Rπb ,2(s)|) ds ≤ µ

∫ t

0
E
(
‖Rπa−Rπb‖∞,s

)
ds. (c)

Finally, for the last term on the right-hand side of (3.18),

E

(∫ t

0

∫ ∞

0
I{πa(r1(s)>0)∧πb(r1(s)>0)≤h≤πa(r1(s)>0)∨πb(r1(s)>0)}N λ(ds, dh)

)
= λ

∫ t

0
|πa(r1(s)>0)−πb(r1(s)>0)| ds. (d)

Note that for every coupling π∈CT(πa, πb) of πa and πb,∫ t

0
|πa(r1(s)>0)− πb(r1(s)>0) ds

=
∫ t

0

∣∣∣π ((ra, rb) : ra
1(s)>0

)
−π

(
(ra, rb) : rb

1(s)>0
)∣∣∣ds

≤
∫ t

0

∫
ω=(ra ,rb)∈D2

T

|I{ra
1(s)>0}−I{rb

1(s)>0}|π(dω)ds

≤
∫ t

0

∫
ω=(ra ,rb)∈D2

T

|ra
1(s)−rb

1(s)| ∧ 1 π(dω)ds.

By taking the infimum among all the couplings of πa and πb, we have∫ t

0
|πa(r1(s)>0)− πb(r1(s)>0)| ds ≤

∫ t

0
ρs(πa, πb)ds. (e)

Now, by combining the estimates (a), (b), (c), (d), (e), we conclude

E
(
(‖Rπa − Rπb‖∞,t

)
≤ (2λ + 3µ)

∫ t

0
E
(
‖Rπa − Rπb‖∞,s

)
ds + λ

∫ t

0
ρs(πa, πb)ds,

Grönwall’s inequality then gives

E
(
(‖Rπa − Rπb‖∞,t

)
≤ CT

∫ t

0
ρs(πa, πb)ds, ∀t ∈ [0, T],
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with CT=λ exp(2λ+3µ)T. Hence using (3.17), we have

ρt(Ψ(πa), Ψ(πb)) ≤ CT

∫ t

0
ρs(πa, πb)ds, ∀t ∈ [0, T]. (3.19)

Uniqueness of the fixed point for the equation Ψ(π)=π follows immediately from
(3.19). Also, a typical iterative argument proves the existence: pick any π0∈P(DT), and
define the sequence (πn) inductively by πn+1=Ψ(πn). It follows from Relation (3.19)
that

WT(πn+1, πn) ≤ ρT(πn+1, πn) ≤
(TCT)

n

n!

∫ T

0
ρs(π1, π0)ds.

The metric space (P(DT), WT) is complete, and therefore the sequence (πn) converges.
Since Ψ is continuous with respect to the Skorohod topology, its limit is necessarily a
fixed point of Ψ. This completes the proof.

3.4 Mean-Field Limit

The empirical distribution ΛN(t) of (RN
i (t), 1≤i≤N) is defined by, for f a function

on N2,

ΛN(t)( f ) =
1
N

N

∑
i=1

f (RN
i (t)) =

1
N

N

∑
i=1

f
(
(RN

i,1(t), RN
i,2(t))

)
.

As it has already been remarked, at the beginning of Section 3.3, the process (ΛN(t))
does not have the Markov property. The goal of this section is to prove that the
stochastic process (ΛN(t)) is converging in distribution as N goes to infinity, that is,
for any function f with finite support, the sequence of stochastic processes (ΛN(t)( f ))
converges in distribution. See Billingsley [19] and Dawson [42].

The main result of this section is the following theorem.

Theorem 3.2. (Mean-Field Convergence Theorem) Suppose the process (XN(t)) is initialized
according to Assumption 3.1. The sequence of empirical distribution process (ΛN(t)) converges
in distribution to a process (Λ(t))∈D(R+,P(N2)) which is defined as follows: for f with finite
support on N2,

Λ(t)( f )
def.
= E

(
f
(

R1(t), R2(t)
))

,

where (R1(t), R2(t)) is the unique solution of Equations (3.14).
Moreover, for any p≥1, the sequence of finite marginals (RN

i,1(t), RN
i,2(t), 1≤i≤p) converges

in distribution to ((Ri,1(t), Ri,2(t)), 1≤i≤p), where (Ri,1(t), Ri,2(t)) are i.i.d. processes with
the same distribution as (R1(t), R2(t)).

The last statement is the “propagation of chaos” property.

3.4.1 Uniform Bound for (RN
i (t))

We start with a technical result which will be used to establish mean-field
convergence. It states that, uniformly on a compact time interval, the number of files
with a copy at a given server i is stochastically bounded and that, with a high probability,
all other servers have at most one file in common with server i. This is a key ingredient
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to prove that the non-Markovian process (RN
i,1(t), (RN

i,2(t)) is converging in distribution
to the nonlinear Markov process described in Theorem 3.1.

Lemma 3.1. If the initial state of the process (XN(t)) is given by Assumption 3.1, for 1≤i≤N
and T>0 then, for i∈N,

sup
N≥1

E

(
sup

0≤t≤T

(
RN

i,1(t) + RN
i,2(t)

)2
)

< +∞ (3.20)

and if

Ei
N(T)

def.
=

{
sup

0≤t≤T,1≤j≤N
XN

i,j(t) ≥ 2

}
,

then there exists a constant C(T) independent of i such that P
(
Ei

N(T)
)
≤C(T)/N.

Proof. For i=1, ..., N, the total number of files DN
i,0 initially on server i satisfies

DN
i,0

def.
= RN

i,1(0)+RN
i,2(0) = XN

i,0(0) +
N

∑
j 6=i

XN
i,j(0) = Ai+

N

∑
j 6=i

Aj

∑
`=1

I{
VN

j,`=i
}, (3.21)

and hence, E
(

DN
i,0

)
=2E (A1) and var(DN

i,0)=2var(A1)+E (A1) N/(N−1). Also, the

total number of files DN
i,1(t) copied on server i from all other servers during the interval

[0, t] verifies

DN
i,1(t)

def.
=

N

∑
j 6=i

∫ t

0
I{

RN
j,0(s)>0

}NU,N
λ,j (ds, {i}) ≤

N

∑
j 6=i
NU,N

λ,j (t, {i}). (3.22)

Therefore, for every t≤T, E
(

DN
i,1(t)

)
≤λT and E

(
DN

i,1(t)
2
)
≤2λT. The bound (3.20)

then follows from the inequality

sup
0≤t≤T

(
RN

i,1(t) + RN
i,2(t)

)
≤ DN

i,0(T) + DN
i,1(T)

For the next part, note that on Ei
N(T), there exists 1≤j≤N such that either server i or j

makes two copies on the other one or both i and j make one copy on the other during
the time interval [0, T]. Recall again that server i initially copies Ai files on other servers,
and that the total number of files copied from server i onto server j during (0, T] is
upper bounded by NU,N

λ,i (T, {j}). Define the sequence (ZN
i,`, 1≤i≤N, `≥1) as follows:

ZN
i,`=VN

i,` when 1≤`≤Ai, and ZN
i,`=Ui

`−Ai
when `>Ai. For the first Ai indices `, ZN

i,`s
are therefore the indices of servers which received an initial copy of a file of server i,
while the subsequent ZN

i,`s are the server indices on which (potential) duplications from
server i can take place. (ZN

i,`) is therefore a sequence of i.i.d. random variables uniformly
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distributed on {1, . . . , N}\{i}. Therefore, P
(
EN

i (T)
)
≤P

(
BN

i
)
, where

BN
i

def.
=

N⋃
j=1,j 6=i

 ⋃
1≤`≤Ai+Li(T)
1≤`′≤Aj+Lj(T)

{ZN
i,`=j, ZN

j,`′=i}

⋃
1≤` 6=`′≤Ai+Li(T)

{ZN
i,`=j, ZN

i,`′ = j}
⋃

1≤` 6=`′≤Aj+Lj(T)

{
VN

j,`=i, VN
j,`′=i

} ,

with Li(T)=Nλ,i([0, T])+Ai. Since the probability of each of the elementary events
of the right hand side of this relation is 1/(N−1)2, Zk,`s are independent of Lk′(T) for
all k, k′, and E (Li(T)) =λT+E (A1). It is then easy to conclude.

3.4.2 Evolution Equations for the Empirical Distribution

Denote e1=(1, 0) and e2=(0, 1), and define the operators

∆±( f )(x)= f (x+e1−e2)− f (x), ∆∓( f )(x)= f (x−e1+e2)− f (x),
∆+

2 ( f )(x)= f (x+e2)− f (x),

for x∈N2 and f :N2→R+. For every function f :N2→R+ with finite support, it follows
from Equations (3.10) and (3.11) and using martingale decomposition for the Poisson
processes, we have

d f (RN
i (t)) = dMN

f ,i(t) + ∆∓( f )(RN
i (t))I{RN

i,1(t)>0}λ dt

+∆+
2 ( f )(RN

i (t))
λ

N−1 ∑
j 6=i

I{
RN

j,1(t)>0
} dt +

[
f (0, 0)− f (RN

i (t))
]

µ dt

+ ∑
j 6=i

[
f (RN

i (t) + XN
i,j(t)(e1 − e2))− f (RN

i (t))
]

µ dt, (3.23)

where MN
f ,i is a martingale. The jth term of the last sum on the right-hand side above

corresponds to the event when server j breaks down and therefore the copies of XN
i,j(t)

files at node j are lost, and the remaining copies are only located at node i. Using the
notation of Lemma 3.1 then, outside the event EN

i (T), XN
i,j(t) is either 0 or 1, and hence,

t∈[0, T],

∑
j 6=i

[
f (RN

i (t) + XN
i,j(t)(e1 − e2))− f (RN

i (t))
]
= RN

2,i(t)∆
±( f )(RN

i (t)).

84



CHAPTER 3. THE LOCAL DUPLICATION MODEL

By summing up both sides of Relation (3.23) over i and denoting N∗=N\{0}, we have

ΛN(t)( f )=ΛN(0)( f )+MN
f (t)+λ

∫ t

0

∫
N2

∆∓( f )(x, y)I{x>0}Λ
N(s)(dx, dy)ds

+
λN

N−1

∫ t

0
ΛN(s)(N∗×N)

∫
N2

∆+
2 ( f )(x, y)ΛN(s)(dx, dy)ds− HN

1 (t)

+ µ
∫ t

0

∫
N2

( f (0, 0)− f (x, y))ΛN(s)(dx, dy)ds

+ µ
∫ t

0

∫
N2

y∆±( f )(x, y)ΛN(s)(dx, dy)ds + HN
2 (t), (3.24)

where

MN
f (t) =

1
N

(
MN

f ,1(t) +MN
f ,2(t) + · · ·+MN

f ,N(t)
)

,

HN
1 (t) =

λ

N−1

∫ t

0

∫
N2

∆+
2 ( f )(x, y)I{x>0}Λ

N(s)(dx, dy)ds,

HN
2 (t) = µ

1
N

N

∑
i=1

∫ t

0
hN

2,i(s) ds,

with

hN
2,i(t) = ∑

j 6=i

(
f (RN

i (t) + XN
ij (t)(e1 − e2))− f (RN

i (t))
)
−
∫

N2
y∆±( f )(x, y)ΛN(t)(dx, dy).

Now, we investigate the asymptotic properties of the terms of the right hand side of
Equation (3.24).

3.4.3 The negligible terms

We first prove that the two processes (HN
1 (t)) and (HN

2 (t)) converge to zero in
distribution as N goes to infinity. For the former, the result follows immediately from
the simple bound

‖HN
1 ‖∞,T ≤

2λT
N
‖ f ‖∞.

For (HN
2 (t)), first note that, for 0≤t≤T and 1≤i≤N, hN

2,i(t) is non-zero only on the
event EN

i (T), and hence,∥∥∥∥∥ 1
N

N

∑
i=1

hN
2,i(s)

∥∥∥∥∥
∞,T

≤ sup
0≤s≤T

1
N

N

∑
i=1

∣∣∣∣∣∑j 6=i

[
f (RN

i (s)+XN
ij (s)(e1−e2))− f (RN

i (s))
]

−RN
2,i(s)∆

±( f )(RN
i (s))

∣∣∣∣ ≤ 4µ‖ f ‖∞
1
N

N

∑
i=1
|RN

2,i(s)|∞,TI{EN
i (T)}.

By an application of Cauchy-Schwartz inequality and using Lemma 3.1, there exists a
constant C1(T) such that

1
N

N

∑
i=1

E
(
|RN

2,i|∞,TI{EN
i (T)}

)
≤ 1

N

N

∑
i=1

√
E
(
|RN

2,i|2∞,T

)√
P
(
EN

i (T)
)
≤C1(T)√

N
.
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Consequently,

lim
N→+∞

E

(
sup

0≤t≤T

∣∣∣∣∣ 1
N

N

∑
i=1

∫ t

0
hN

2,i(s) ds

∣∣∣∣∣
)

= 0,

which implies that the process (HN
2 (t)) is also vanishing in distribution.

3.4.4 The Martingale

Careful calculations show that the previsible increasing process of (MN
f (t)) is given

by (〈
MN

f

〉
(t)
)
=

(
λ

N2 GN
1 (t) +

µ

N2 GN
2 (t)

)
,

with

GN
1 (t) =

N

∑
i=1

∫ t

0

(
∆∓( f )(RN

i (s))+
N

N−1
ΛN(s)(∆+

2 ( f ))

− N
N−1

∆+
2 ( f )(RN

i (t))
)2

I{RN
i,1(s−)>0} ds,

and

GN
2 (t) =

N

∑
i=1

∫ t

0

(
f (0, 0)− f (RN

i (s))

+∑
j 6=i

[ f (RN
j (s)+XN

i,j(s)(e1−e2))− f (RN
j (s))]I{XN

ij (s)>0
}
)2

ds.

From the simple bounds ‖GN
1 ‖∞,T≤16 · NT‖ f ‖2

∞ and

‖GN
2 ‖∞,T ≤ 8NT‖ f ‖2

∞

(
1+‖RN

i,2‖2
∞,T

)
,

and, by using Relation (3.20) of Lemma 3.1, we get

lim
N→+∞

E
(〈
MN

f

〉
(T)
)
= 0.

Therefore, by Doob’s inequality, the martingale (MN
f (t)) converges to zero in distribu-

tion as N goes to infinity.

Proposition 3.1. (Tightness of the Empirical Distribution Process) The sequence (ΛN(t)) is
tight with respect to the convergence in distribution in D(R+,P(N2)). Any limiting point
(Λ(t)) is a continuous process which satisfies

Λ(t)( f )=Λ(0)( f )+λ
∫ t

0

∫
N2

∆∓( f )(x, y)I{x>0}Λ(s)(dx, dy)ds

+λ
∫ t

0
Λ(s)(N∗×N)

∫
N2

∆+
2 ( f )(x, y)Λ(s)(dx, dy)ds

+ µ
∫ t

0

∫
N2

( f (0, 0)− f (x, y))Λ(s)(dx, dy)ds

+ µ
∫ t

0

∫
N2

y∆±( f )(x, y)Λ(s)(dx, dy)ds (3.25)
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for every function f with finite support on N2.

Note that the Fokker-Planck Equation (3.2) of the introduction is the functional form
of the stochastic Equation (3.25).

Proof. Theorem 3.7.1 of Dawson [42] states that it is enough to prove that, for any
function f on N2 with finite support, the sequence of processes (ΛN(·)( f )) is tight
with respect to the topology of the uniform norm on compact sets. Using the criterion
of the modulus of continuity (see e.g. Theorem 7.2, page 81 of Billingsley [19]), we need
to show that for every ε>0 and η>0, there exists a δ0>0 such that if δ<δ0 then,

P

 sup
0≤s≤t≤T
|t−s|≤δ

|ΛN(t)( f )−ΛN(s)( f )| ≥ η

 ≤ ε (3.26)

holds for all N∈N. Fix 0≤s, t≤T with |t−s|≤δ, and remember the equality (3.24) for the
process (ΛN(t)( f )). We have already shown that the processes (HN

1 (t)), (HN
2 (t)), and

(MN
f (t)) vanish as N goes to infinity. For the remaining terms on the right-hand side

of (3.24), note that there exists a finite constant C0 such that∣∣∣∣∫ t

s

∫
N2

∆∓( f )(x, y)I{x>0}Λ
N(u)(dx, dy)du

∣∣∣∣ ≤ C0δ‖ f ‖∞,

∣∣∣∣∫ t

s
ΛN(u)(N∗×N)

∫
N2

∆+
2 ( f )(x, y)ΛN(u)(dx, dy)du

∣∣∣∣ ≤ C0δ‖ f ‖∞,

and ∣∣∣∣∫ t

s

∫
N2

( f (0, 0)− f (x, y))ΛN(u)(dx, dy)du
∣∣∣∣ ≤ C0δ‖ f ‖∞.

Also, by Relation (3.20) of Lemma 3.1 shows that there exists C1<∞ independent of N
such that

E

(∣∣∣∣∫ t

s

∫
N2

y∆±( f )(x, y)ΛN(u)(dx, dy)du
∣∣∣∣)

≤ 2‖ f ‖∞δ
1
N

N

∑
i=1

E

(
sup

0≤u≤T
RN

i,2(u)

)
≤ C1δ‖ f ‖∞.

If follows from the Chebishev’s inequality that the sequence (ΛN(·)( f )) satisfies
Relation (3.26), and hence it is tight.

Moreover, if Λ is a limiting point, from Relation (3.24) and the fact that the processes
HN

1 , HN
2 , andMN

f vanish as N gets large, one obtains that Relation (3.25) holds, Finally,
it is straightforward to show that all the terms on the right-hand side of (3.25) are
continuous in t.

We now show that Equation (3.25) that characterized the limits of (ΛN(t)) has a
unique solution.
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Lemma 3.2. Let (Λ(t)) be a solution to equation (3.25) with an initial condition Λ(0), a
probability on N2 with bounded support. Then, for any T>0, there exists a constant CT such
that for all K≥2 log(2),

sup
0≤t≤T

∫ t

0

∫
N2

yI{y≥K}Λ(s)(dx, dy)ds ≤ CTe−K/2. (3.27)

Proof. For all t ≤ T, since y ≤ exp(y/2) if y ≥ 2 log(2), then for K ≥ 2 log(2),∫
N2

yI{y≥K}Λ(t)(dx, dy) ≤ e−K/2
∫

N2
eyΛ(t)(dx, dy). (3.28)

For every K1 ≥ 0, using equation (3.25) for Λ with f replaced by

f̃ (x, y) = ex+yI{x+y≤K1},

and since ∆∓( f̃ ) = ∆±( f̃ ) = 0, we have∫
N2

ex+yI{x+y≤K1}Λ(t)(dx, dy)≤
∫

N2
ex+yΛ(0)(dx, dy)

+λ(e− 1)
∫ t

0

∫
N2

ex+yI{x+y≤K1}Λ(s)(dx, dy)ds

+µ
∫ t

0

(
1−

∫
N2

ex+yI{x+y≤K1}Λ(s)(dx, dy)
)

ds.

By an application of Grönwall’s inequality, there exists a constant cT independent of K1
such that

sup
0≤t≤T

∫
N2

eyI{x+y≤K1}Λ(t)(dx, dy) ≤ cT.

The bound (3.27) can be obtained by letting K1 go to infinity in the above inequality,
and substituting it in Relation (3.28).

Proposition 3.2 (Uniqueness). For every Λ0 a probability on N2 with finite support,
Equation (3.25) has at most one solution (Λ(t)) in D(R+,P(N2)), with initial condition Λ0.

Proof. Let (Λ1(t)) and (Λ2(t))∈D(R+,P(N2)) be solutions of (3.25) with initial
condition Λ0. Let f be a bounded function on N2 and t≥0, we have

Λ1(t)( f )−Λ2(t)( f )=λ
∫ t

0

∫
N2

∆∓( f )(x, y)I{x>0}

(
Λ1(s)−Λ2(s)

)
(dx, dy)ds

+λ
∫ t

0
Λ1(s)(N∗×N)

∫
N2

∆+
2 ( f )(x, y)

(
Λ1(s)−Λ2(s)

)
(dx, dy)ds

+λ
∫ t

0

(
Λ1(s)−Λ2(s)

)
(N∗×N)

∫
N2

∆+
2 ( f )(x, y)Λ2(s)(dx, dy)ds

+µ
∫ t

0

∫
N2

( f (0, 0)− f (x, y))
(

Λ1(s)−Λ2(s)
)
(dx, dy)ds

+µ
∫ t

0

∫
N2

y∆±( f )(x, y)
(

Λ1(s)−Λ2(s)
)
(dx, dy)ds.
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For any signed measure m on N2, denote

‖m‖TV = sup
{∫

N2
f (x, y)m(dx, dy), f : N2 → R with ‖ f ‖∞ ≤ 1

}
.

Therefore, for every f on N2 with ‖ f ‖∞≤1 and every K>0, we have

∣∣∣Λ1(t)( f )−Λ2(t)( f )
∣∣∣≤(6λ+2µ+2µK)

∫ t

0
‖Λ1(s)−Λ2(s)‖TV ds

+2µ
∫ t

0

∫
N2

yI{y≥K}Λ
1(s)(dx, dy)ds+2µ

∫ t

0

∫
N2

yI{y≥K}Λ
2(s)(dx, dy)ds.

Now using (3.27) of Lemma 3.2, and taking the supremum over all functions f on N2

with ‖ f ‖∞ ≤ 1, we have

‖Λ1(t)−Λ2(t)‖TV ≤ 4µCte−K/2 + (6λ + 2µ + 2µK)
∫ t

0
‖Λ1(s)−Λ2(s)‖TV ds.

Therefore, by another application of Grönwall’s inequality,

‖Λ1(t)−Λ2(t)‖TV ≤ 4µCTe−K/2e(6λ+2µ+2µK)t.

For t<1/(4µ), by letting K go to infinity in the above relation, one gets that Λ1(t)=Λ2(t).
By repeating the same argument on successive time intervals of width less than 1/(4µ),
one obtains the uniqueness result.

Now we can conclude the proof of Theorem 3.2.

Proof of Theorem 3.2. Let (x, y)∈N2 and Λ0=δ(x,y), then if (R1(t), R2(t)) is the unique
solution of Equation (3.14) and the measure valued process (Λ1(t)) is defined by, if f is
a function with finite support on N2,

Λ1(t)( f ) def.
= E

(
f (R1(t), R2(t))

)
,

it is straightforward to check that this is a solution of Equation (3.25). The convergence of
(ΛN(t)) follows from Propositions 3.1 and 3.2. The last assertion is a simple consequence
of Proposition 2.2 in Sznitman [158].

3.5 An Asymptotic Bound on the Decay of the Network

The asymptotic process (R(t))=(R1(t), R2(t)) of Theorem 3.1 is an inhomogeneous
Markov process with the following transitions: if (R(t)) is in state r=(r1, r2) at time t,
the next possible state and the corresponding rates are given by

r 7→
{
(0, 0) with rate µ

r+e2 with rate λp(t)
and r 7→

{
r−e1+e2 with rate λI{r1>0}
r+e1−e2 with rate µr2,

(3.29)

where p(t)=P
(

R1(t)>0
)

is the non-linear part of the dynamic. A simple feature of
this process is that it resets to the state (0, 0) at the epoch times of a Poisson process
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with rate µ, and between two consecutive epoch times, the sum of its coordinates grows
according to an inhomogeneous Poisson process with rate p(·). With this observation,
the following proposition gives a representation of the distribution of the total number
of copies with the function (p(t)).

Proposition 3.3. If the initial state of (R1(t), R2(t)) is (0, r2) with r2∈N then, for u∈[0, 1]
and t≥0,

E
(

uR1(t)+R2(t)
)
= e−µtur2 exp

(
−λ(1−u)

∫ t

0
p(z) dz

)
+
∫ t

0
exp

(
−λ(1−u)

∫ s

0
p(t−z) dz

)
µe−µs ds.

Proof. From Relation (3.29), one obtains that the transition rates of the process (R1(t)+R2(t))
are given by

r 7→ r+1, at rate λp(t) and r 7→ 0, at rate µ.

The Fokker-Planck equation associated to this process yields the relation

d
dt

E
(

uR1(t)+R2(t)
)
= µ + (λp(t)(u−1)−µ)E

(
uR1(t)+R2(t)

)
.

It is then easy to conclude.

The problem with the above formula is that the function t 7→ p(t) is unknown. In
the following, we obtain a lower bound on the asymptotic rate of decay of the network,
i.e. the exponential rate of convergence of the process (R1(t), R2(t)) to (0, 0).

Recall that RN
i,1(t) and RN

i,2(t) are the number of files on server i with one and two
copies, respectively. Therefore, the quantity

LN(t) =
N

∑
i=1

RN
i,1(t) +

1
2

N

∑
i=1

RN
i,2(t)

is the total number of distinct files in the system at time t. By Theorem 3.2,
Equation (3.20) of Lemma 3.1, and an application of the dominated convergence
theorem, we have

(L(t)) def.
= lim

N→∞

(
LN(t)

N

)
=

(
E
(

R1(t)
)
+

1
2

E
(

R2(t)
))

.

The following proposition gives therefore a lower bound on the exponential rate of decay
(L(t)).

Proposition 3.4. If (R(t))=(R1(t), R2(t)) is the solution of Equation (3.14), then

E

(
R1(t) +

1
2

R2(t)
)
≤ E

(
R1(0) +

1
2

R2(0)
)

e−κ+2 (ρ)µt, (3.30)

where

κ+2 (x) =
(3+x)−

√
(3+x)2−8

2
, x ∈ R,

and ρ=λ/µ.
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The quantity κ+2 (ρ)µ is thus a lower bound for the exponential rate of decay. When
there is no duplication capacity, i.e. λ=0, κ+2 (ρ)=1 and the lower bound becomes µ, the
failure rate of servers, as expected. On the other hand, when the duplication capacity
goes to infinity, the lower bound goes to 0.

Proof of Proposition 3.4. Let m1(t)=E
(

R1(t)
)

and m2(t)=E
(

R2(t)
)
. Taking expectation

from both sides of Equations (3.14), we conclude that the pair (m1, m2) satisfy the
following set of Ordinary Differential Equations (ODEs):{

ṁ1(t) = −λp(t) + µ(m2(t)−m1(t)),
ṁ2(t) = 2λp(t)− 2µm2(t).

(3.31)

Defining g(t)=m1(t)−p(t), then clearly 0≤g(t)≤m1(t). The ODEs (3.31) can be
rewritten as

d
dt

(
m1(t)
m2(t)

)
= A

(
m1(t)
m2(t)

)
+ λ

(
g(t)
−2g(t)

)
, (3.32)

where A is the matrix

A =

(
−(λ+µ) µ

2λ −2µ

)
.

It has two negative eigenvalues, −µκ+2 (ρ) and −µκ−2 (ρ) with

κ+2 (ρ) =
(3+ρ)−

√
(3+ρ)2 − 8

2
, κ−2 (ρ) =

(3+ρ) +
√
(3+ρ)2−8

2
.

Defining the constants y1=(−µκ+2 (ρ)+λ+µ)/µ, y2=(−µκ−2 (ρ)+λ+µ)/µ,

h1 =
1

y1−y2
(−y2m1(0)+m2(0)), and h2 =

1
y1−y2

(y1m1(0)−m2(0)),

the standard formula for explicit solution of the linear ODE (3.32), with g regarded as
an external force, gives

m1(t) = h1e−µκ+2 (ρ)t + h2e−µκ−2 (ρ)t (3.33)

− λ

y1−y2

∫ t

0
g(s)

[
(y2+2)e−µκ+2 (ρ)(t−s)−(y1+2)e−µκ−2 (ρ)(t−s)

]
ds,

m2(t) = y1h1e−µκ+2 (ρ)t + y2h2e−µκ−2 (ρ)t (3.34)

− λ

y1−y2

∫ t

0
g(s)

[
(y2+2)y1e−µκ+2 (ρ)(t−s)−(y1+2)y2e−µκ−2 (ρ)(t−s)

]
ds.

Therefore, using the fact g(s)≥0 in the first inequality, and the relations y1>y2≥−2 and
κ+2 (ρ)<κ−2 (ρ) in the second inequality below, we conclude

m1(t) +
1
2

m2(t) =
(

1 +
y1

2

)
h1e−µκ+2 (ρ)t +

(
1 +

y2

2

)
h2e−µκ−2 (ρ)t

− λ

y1−y2

1
2
(y1+2)(y2+2)

∫ t

0
g(s)

(
e−µκ+2 (ρ)(t−s)−e−µκ−2 (ρ)(t−s)

)
ds

≤
(

1 +
y1

2

)
h1e−µκ+2 (ρ)t +

(
1 +

y2

2

)
h2e−µκ−2 (ρ)t

≤
(

m1(0) +
1
2

m2(0)
)

e−µκ+2 (ρ)t,

91



3.6. THE CASE OF MULTIPLE COPIES

This completes the proof.

3.6 The Case of Multiple Copies

In this section, we consider the general case where each file has a maximum number
of d copies in the system. We now describe the algorithm without too much formalism
for sake of simplicity. The duplication capacity of a given node is used for one of its
copies corresponding to a file with the least number of copies in the network. Provided
that this number is strictly less than d, a new copy is done at rate λ at random on a node.
See Section 3 of Sun at al. [156] for a quick description of how this kind of mechanism
can be implemented in practice. The node receives copies from other nodes from this
duplication mechanism. As before, at rate µ all copies of the node are removed.

As it will be seen in the next section, the model does not seem to be mathematically
tractable. To understand the effect of the maximum number of copies d on the
performance of the file system, we study the asymptotic behavior of a stochastic model
which is dominating (in some sense) our network. We study the decay rate of this new
model.

The initial condition of our system are given by the following assumption.

Assumptions 3.2. (Initial State) There is a set FN of FN initial files, and for f∈FN , a subset
of d nodes of {1, . . . , N} is taken at random and on each of them a copy of f is done.

It should be noted that, with the duplication mechanism described above, a copy
can be made on a node which has already a copy of the same file. But, with a similar
approach as in the proof of Lemma 3.1, it can be shown that on any finite time interval,
with probability 1, there is only a finite number of files which have at least two copies
on a server. In particular, this assumption has no influence on the asymptotic results
obtained in this section since they are concerning asymptotic growth in N of the number
of files alive at time t.

With these assumptions, if f is a file, f∈FN , one denotes by AN
f (t)⊂{1, . . . , N} the

subset of nodes which have a copy of f at time t. The cardinality of the set AN
f (t) is

denoted as cN
f (t), it is at most d. The process

(AN(t))def.
= (AN

f (t), f∈FN)

gives a (Markovian) representation of the time evolution of the state of the network.

3.6.1 The Additional Complexity of the Model

A analogous Markovian description as for the case d=2 can be done in the following
way. If S is the set of non-empty subsets of {1, . . . , N} whose cardinality is less or equal
to d and, for A ∈ S , if XN

A (t) is the number of files with a copy only in the nodes whose
index is in A,

XN
A (t) = ∑

f∈FN

I{AN
f (t)=A

}
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then it is not difficult to show that (XN(t))=(XN
A (t), A ∈ S) is a Markov process, even

if its transitions are not so easy to write formally. Following the analysis done for the
case d=2, it is natural to introduce, for 1≤i≤N, and 1≤k≤d, the quantity

RN
i,k(t) = ∑

A∈S ,i∈A
card(A)=k

XN
A (t) = ∑

f∈FN

I{
i∈AN

f (t),c
N
f (t)=k

}

is the number of files having k copies in the whole network, with a copy on server i. It
is the equivalent of the variables RN

1 (t) and RN
2 (t) of the case d=2.

The vector RN
i (t) = (RN

i,k(t), 1 ≤ k ≤ d) gives also a reduced representation of the
state of the node i at time t. It turns out that the evolution equations of this model are
much more involved. To observe why our method cannot be worked out for general
d>2, let us try, as in Section 3.3, to heuristically obtain the transition rates of a possible
asymptotic limit process for this model. Fix 1≤k<d and 1≤i≤N, ek is the kth unit vector
of Nd, and r=(rj)=(RN

i (t−)), then the process (RN
i (t) jumps from r to r−ek+ek+1 at

time t according with two types of events:

a. due to the duplication capacity at node i, at rate λ, if r1=r2= · · ·=rk−1=0 and
rk>0. Recall that only files with the least number of copies are duplicated.

b. If a file present at i in k copies is duplicated on one of the other k−1 servers having
a copy of this file, conditionally on the past before t, it occurs at rate

λ ∑
j 6=i

I{
RN

j,`(t−)=0,1≤`<k,RN
j,k(t−)>0

} 1
RN

j,k(t−)
∑

A∈S :i,j∈A
card(A)=k

XN
A (t−).

The first event is similar as in the case d=2, the jump rate can be expressed in terms
of the vector r. This is not the case for the second event. The last sum of the above
expression does not seem to have an expression in terms of the components of the
vector r. It requires a much more detailed description. The information provided by
r is not enough, even in the limit when N goes to infinity as it is the case when d=2.
Consequently, it does not seem that one can derive autonomous equations describing
the asymptotic dynamics of (RN(t)).

3.6.2 Introduction of a Dominating Process

We now consider the following related Markov process. We first describe it
without too much formalism for sake of simplicity in terms of a duplication system.
Note however that this is not an alternative algorithm but merely a way of having
a mathematically tractable stochastic process that will give us a lower bound of the
exponential decay rate of the initial system. For convenience, we will use nevertheless
the terminology of “files”, “copies”, “duplication” and “servers” to describe this new
process.

The initial condition is also given by Assumption 3.2. If f is one of the files of the
network, as long as the total number of copies of f is strictly less that d, each of the
nodes having one of these copies generates a new copy of f at rate λ at random on a
node. The case of multiple copies on the same server is taken care of as for the process
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(AN(t)). The failures of a given node occur according to a Poisson process with rate µ
and, as for our algorithm, all copies are lost.

The system works the same as the original model, except that each file on a server
i with strictly less than d copies in the network, has a dedicated duplication rate λ,
regardless of any other copy on that server. Consequently, if, for 1≤k≤d, a node has rk
files, each of them with a total of k copies, at a given time, the “duplication capacity” of
this node for (YN(t)) is given

λ (r1+r2+ · · ·+rd−1)

instead of λ in our algorithm. Remember nevertheless that such system is not possible
in practice, it is used only to estimate the performances of the algorithm introduced at
the beginning of this section.

For f∈FN , one denotes by BN
f (t) the finite subset of {1, . . . , N} of nodes having a

copy of f at time t and its cardinality is denoted by dN
f (t). We define

(BN(t))def.
= (BN

f (t), f∈FN).

In this model, for k∈{1, . . . , d} and 1≤i≤N, we will denote by TN
i,k(t) the number of files

of type k and with one copy on node i at time t≥0, this is the analogue of the variable
RN

i,k(t) defined above,
TN

i,k(t) = ∑
f∈FN

I{
i∈BN

f (t),d
N
f (t)=k

}.

For a given node i, if (TN
i,k(t−), 1≤k≤d)=r=(rk), provided that there are no multiple

copies on the same server just before time t, the transition rates of this process at time t
are given by

r 7→
{

r−ek+ek+1, at rate λkrk, 1≤k<d,
r+ek−1−ek, µ(k−1)rk, 1<k≤d.

and

r 7→


(0, 0), at rate µ,

r+ek, λ
1

N−k+1 ∑
f∈FN

(k−1)I{
i 6∈BN

f (t),d
N
f (t−)=k−1

}.

Note that the last sum is the sum of the terms TN
j,k−1(t−), j=1, . . . , N minus some term

which is less that (k − 1)TN
i,k−1(t−). The term TN

i,k−1(t−), with appropriate estimates
as in Section 3.4, will vanish in the limit when divided by N−k+1. Consequently,
asymptotically, the transitions of the vector (TN

i,k(t)) can be expressed as a functional of
its coordinates. With the same methods as for the original model for d=2 in Section 3.4,
it is not difficult to show that an analogue of Theorem 3.2 holds.

Theorem 3.3. (Mean-Field Convergence Theorem) Suppose the process (AN(t)) is initialized
according to Assumption 3.2. The process of the empirical distribution

(ΛN(t)) =

(
1
N

N

∑
i=1

δ(TN
i,k(t),1≤k≤d)

)
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converges in distribution to a process (Λ(t) ∈ D(R+,P(N2)) such that : for f with finite
support on Nd,

Λ(t)( f )
def.
= E

(
f
(
Tk(t)

))
,

where (T(t))=(Tk(t)) is a nonlinear Markov process with the following transition rates: if
(T(t)) is in state r=(rk) just before time t, the next possible state and the corresponding rates
are given by

r 7→
{
(0, 0), µ

r+ek, λE
(
Tk−1(t)

)
, 1 ≤ k ≤ d

and

{
r−ek+ek+1, λkrk, 1 ≤ k < d
r+ek−1−ek, µ(k−1)rk, 1 < k ≤ d.

An argument similar to that in the proof of Theorem 3.1 shows the existence and
uniqueness of the Markov process (T(t)). Note that the nonlinear component is now
given by the vector of the mean values E(Tk(t)), k=1, . . . , d.

The limiting Markov process (T(t))=(Tk(t)) can also be seen as the solution of the
following SDEs, for t ≥ 0

dT1(t) = −T1(t−)Nµ(dt)−
∫

R+

I{0≤h≤T1(t−)}N λ(dt, dh)

+
∫

R+

I{0≤h≤T2(t−)}N µ(dt, dh), (3.35)

for 1<k<d,

dTk(t) = −Tk(t−)Nµ(dt)

−
∫

R+

I{0≤h≤Tk(t−)}N kλ(dt, dh) +
∫

R+

I{0≤h≤Tk−1(t−)}N (k−1)λ(dt, dh)

−
∫

R+

I{0≤h≤Tk(t−)}N (k−1)µ(dt, dh)+
∫

R+

I{0≤h≤Tk+1(t−)}N kµ(dt, dh)

+
∫

R+

I{0≤h≤E(Tk−1(t))}N λ,k−1(dt, dh), (3.36)

dTd(t) = −Td(t−)Nµ(dt) +
∫

R+

I{0≤h≤E(Td−1(t))}N λ,d−1(dt, dh)

+
∫

R+

I{0≤h≤Td−1(t−)}N (d−1)λ(dt, dh)−
∫

R+

I{0≤h≤Td(t−)}N (d−1)µ(dt, dh). (3.37)

The interesting property of these SDEs is that the vector of expected values can be
expressed as the solution of a classical ODE, as the next proposition states.

Proposition 3.5. For t≥0, the function V(t)=E[Tk(t/µ)] satisfies

d
dt

V(t) = Mρ ·V(t), (3.38)

with

Mρ =



−(ρ+1) 1 0 0
2ρ −2(ρ+1) 2 0 0
0 3ρ −3(ρ+1) 3 0 0

. . . . . . . . . . . . . . . . . .
0 0 kρ −k(ρ+1) k 0

. . . . . . . . . . . . . . . . . .
0 0 dρ −d
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and ρ=λ/µ. Moreover, the matrix Mρ has d distinct negative eigenvalues and the largest of
them, −κ+d (ρ), satisfies

0 < κ+d (ρ) ≤ κd(ρ)
def.
=

(
d

∑
k=1

ρk−1

k

)−1

< 1. (3.39)

Finally, there exists a positive constant K0 such that, for all 1 ≤ k ≤ d and t ≥ 0,

E
(
Tk(t)

)
≤ K0e−µκ+d (ρ)t. (3.40)

Proof. Equation (3.38) can be obtained by taking the expected value of both sides of the
integral version of Equations (3.35), (3.36) and (3.37). For the next claim, since the matrix
Mρ is a tridiagonal matrix, it has d distinct real eigenvalues (see e.g. Chapter 1 of Fallat
and Johnson [60]). If D is the d×d diagonal matrix whose kth diagonal component is
1/
√

kρk−1, then

DMρD−1=



−(ρ+1)
√

2ρ 0 0√
2ρ −2(ρ+1)

√
6ρ 0 0

0
√

6ρ −3(ρ+1)
√

12ρ 0 0
. . . . . . . . . . . . . . . . . .
0 0

√
k(k−1)ρ −k(ρ+1)

√
k(k+1)ρ 0

. . . . . . . . . . . . . . . . . .
0 0

√
d(d−1)ρ −d


is a symmetric matrix with the same eigenvalues as Mρ. A straightforward calculation
shows that its associated quadratic form is given by

q(x1, ..., xd)
def.
= −

d−1

∑
i=1

(√
kρxk −

√
(k+1)xk+1

)2

− x2
1, (x1, ..., xd) ∈ Rd,

which implies that all eigenvalues of Mρ are negative. The maximal eigenvalue of the
symmetric matrix can be expressed as

sup
(

q(y) : y = (y1, ..., yd) ∈ Rd, ‖y‖ = 1
)

,

with ‖y‖2=y2
1+ · · ·+y2

d, see e.g. page 176 of Horn and Johnson [76]. Taking the vector
x=(x1, ..., xd) such that

xk=xk−1

√
k−1

k
ρ, 1 < k ≤ d,

and x1 is chosen so that ‖x‖=1, one gets the upper bound (3.39).
Finally, Equation (3.38) shows that the components of V(·) can be expressed as a

linear combination of the functions (exp(λkµt)), 1≤k≤d. Since all eigenvalues of Mρ are
negative, −κ+d is the largest eigenvalue, Relation (3.40) follows.

Remarks
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1. We have not been able to get a closed form expression for the actual exponential
decay rate κ+d (ρ) associated to the process (Tk(t)). However, the upper bound
κd(ρ) defined in Equation (3.39) gives a lower bound for the decay rate. In
Figure 3.1, we plot the ration κ̄d(ρ)/κ+d (ρ) for different values of ρ and d.

2. Note that if the duplication rate λ is larger than µ, i.e. ρ>1, then

lim
d→+∞

κ+d (ρ) = 0.

 1
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Figure 3.1 – Accuracy of the upper bound of Relation (3.39): The ratio κd(ρ)/κ+d (ρ) for
various values of ρ and d.

Finally, for the case d=2, we can compare our result on the decay rate of file system
with the decay rate of the process (E(Tk(t))).

Corollary 3.1. For d=2, if (T1(0), T2(0))=(0, r2), we have

E
(
T1(t)

)
=

r2

κ+2 (ρ)− κ−2 (ρ)

(
e−µκ+2 (ρ)t − e−µκ−2 (ρ)t

)
E
(
T2(t)

)
=

r2

κ+2 (ρ)− κ−2 (ρ)

(
y+e−µκ+2 (ρ)t − y−e−µκ−2 (ρ)t

)
,

where

κ±2 (ρ)
def.
=

(3+ρ)±
√
(3+ρ)2−8

2

and y±
def.
=−κ±2 +ρ+1.

The definitions with ± just indicate that the identities are taken for + and −
separately. Note that the definition of κ+2 (ρ) is consistent with the definition of
Proposition 3.5.
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Proof of Corollary 3.1. The above proposition can be used but the work has already been
done to prove Proposition 3.4. It is not difficult to show that

(m1(t), m2(t)) =
(
E
(
T1(t)

)
, E
(
T2(t)

))
satisfies Relation (3.31) with p(t)=m1(t), i.e. so that g(t)=0 with the notations of the
proof of Proposition 3.4. One concludes by using Relations (3.33) and (3.34).

A Bound on the Exponential Decay Rate of the Algorithm

Since the duplication mechanism associated to the process (BN
f (t)) is more active

than for our algorithm, intuitively the decay rate of our system should be faster that
the decay rate of the process (BN

f (t)). The following lemma will be used to establish
rigorously this relation.

Lemma 3.3. There exists a coupling of the processes (AN(t)) and (BN(t)) such that, almost
surely, for all f∈FN and t≥0, AN

f (t)⊂BN
f (t).

Proof. This is done by induction on the number of jumps of the process (BN(t)). By
assumption one can take AN(0)=BN(0). If the relation AN

f (t)⊂BN
f (t), at the instant

t = τn of the nth jump of (AN(t)) and (BN(t)). We review the different scenarios for
the next jump after time τn, at time τn+1,

1. if some node i0∈{1, . . . , N} fails, then, for f∈FN ,

AN
f (τn+1)=AN

f (τn)\{i0} if i0∈AN
f (τn), AN

f (τn+1)=AN
f (τn) otherwise,

and a similar relation holds for BN
f (τn+1). The relation AN

f (t)⊂BN
f (t) still holds

for t=τn+1 since it is true at time τn.

2. If a duplication occurs for the process (AN(t)) at time τn+1 at some node
i0∈{1, . . . , N} and for file a f∈FN , In particular i0∈AN

f (τn) and therefore, by
induction hypothesis, i0∈BN

f (τn), so that we can couple both the duplication
process for both processes (AN(t)) and (BN(t)) as follows
— If card(BN

f (τn))<d. A copy is made on the same node for both processes
(AN(t)) and (BN(t)).

— If card(BN
f (τn))=d. There exists some node i0 such that i0 6∈AN

f (τn) and
i0∈BN

f (τn). We can then set AN
f (τn+1) = AN

f (τn)∪{i0}, remember that for the
process (BN(t)) the servers where to make a copy are also chosen at random.

In both cases the relation AN
f (τn+1)⊂BN

f (τn+1) will hold.

3. If a duplication occurs for the process (BN(t)) at time τn+1 but not for the process
(AN(t)) then, clearly, the desired relation will then also hold at time τn+1.

The following proposition gives an estimation of the rate of decay of the network.
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Proposition 3.6. If LN(t) is the number of files alive at time t,

LN(t) = ∑
f∈FN

I{AN
f (t) 6=∅

},

then there exists a constant K1 > 0 such that, for all t ≥ 0,

lim sup
N→+∞

E

(
LN(t)

N

)
≤ K1e−µκ+d (ρ)t,

where κ+d (ρ) is the constant defined in Proposition 3.5.

Proof. By using the coupling of the last proposition, one gets

E
(

LN(t)
)
≤ ∑

f∈FN

P
(
BN

f (t) 6= ∅
)

≤ ∑
f∈FN

E
(
BN

f (t)
)
=

N

∑
i=1

d

∑
k=1

1
k

E
(

TN
i,k(t)

)
= N

d

∑
k=1

1
k

E
(

TN
1,k(t)

)
.

Theorem 3.3 gives the convergence of the sequence of processes (TN
1,k(t)) to the solution

of the EDS (3.35), (3.37) and (3.37). It is not difficult to obtain an analogue of Lemma 3.1
which guarantee the boundedness of the second moments of the variables TN

1,k(t), k =
1,. . . ,d, which gives the convergence of the first moments. One has obtained the relation,

lim sup
N→+∞

E

(
LN(t)

N

)
≤

d

∑
k=1

1
k

E
(
Tk(t)

)
,

one concludes with Inequality (3.40). The proposition is proved.
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This chapter consists of two sections.
The fist section is devoted to the analysis of the efficiency of allocation algorithms

in a large storage distributed system. Three allocation algorithms are tested against
simulations in the context of a real implementation of a DHT network: Random, Least
Loaded and Power of Choice. A mathematical model is presented to explain the
phenomenon observed in the simulations.

In the second section, we have developed a large urn model with local mean-field
interactions to study general local allocation algorithms on a abstract symmetrical graph.
We present a thorough study on the large scale, long time and heavy load behaviors of
this model. Results in the first section can be seen as an application of results in the
second section.
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4.1 Motivations: allocation in large storage distributed system

Abstract Distributed storage systems such as Hadoop File System or Google File
System (GFS) ensure data availability and durability using replication. Persistence
is achieved by replicating the same data block on several nodes, and ensuring that
a minimum number of copies are available on the system at any time. Whenever
the contents of a node are lost, for instance due to a hard disk crash, the system
regenerates the data blocks stored before the failure by transferring them from the
remaining replicas. This section is focused on the analysis of the efficiency of replication
mechanism that determines the location of the copies of a given file at some server. The
variability of the loads of the nodes of the network is investigated for several policies.
Three replication mechanisms are tested against simulations in the context of a real
implementation of a DHT network: Random, Least Loaded and Power of Choice.

The simulations show that some of these policies may lead to quite unbalanced
situations: if β is the average number of copies per node it turns out that, at equilibrium,
the load of the nodes may exhibit a high variability. It is shown in this section that a
simple variant of a power of choice type algorithm has a striking effect on the loads of
the nodes: at equilibrium, almost 100% of the nodes are less than 2β. Furthermore, the
load of a given node has in fact a uniform distribution between 0 and 2β. In particular
the load of a random node of the network for this algorithm is bounded by 2β which is
an interesting property for the design of the storage space of these systems.

A mathematical model is presented to explain this unusual, quite surprising,
phenomenon. The analysis of these systems turns out to be quite complicated mainly
because of the large dimensionality of the state spaces involved. Our study relies on
probabilistic methods to analyze the asymptotic behavior of an arbitrary node of the
network when the total number of nodes gets large. An additional ingredient is the
use of stochastic calculus with marked Poisson point processes to establish some of our
results.

4.1.1 Introduction

For scalability, performance or for fault-tolerance concerns in distributed storage
systems, the pieces of data are spread among many distributed nodes. Most famous
distributed data stores include Google File System (GFS) [66], Hadoop Distributed
File System (HDFS) [21], Cassandra [101], Dynamo [43], Bigtable [34], PAST [144] or
DHASH [40].

Distributed data storage permits to enhance access performance by spreading the
load among many nodes and by placing conveniently pieces of data. It can also
improve fault tolerance by maintaining multiple copies of each piece of data. However,
while implementing a distributed data store, many problems have to be tackled. For
instance, it is necessary to efficiently locate a given piece of data: to balance the storage
load evenly among nodes, to maintain consistency and the fault-tolerance level. While
consistency and fault-tolerance in replicated data stores are widely studied, the storage
load balance has received little importance despite of its importance.

The distribution of the storage load among the storing nodes is a critical issue. On a
daily basis, new pieces of data have to be stored and while a failure occurs, maintenance
mechanisms are supposed to create and store new copies to replace the lost ones. A key
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feature of these systems is that the storage infrastructure itself is dynamic: nodes may
crash and new nodes may be added. If the placement policy used does not balance the
storage load evenly among nodes, the imbalance will become harmful. The overloaded
nodes may have to serve much more requests than the others, and in case of failure, the
recovery procedure will take more time, increasing the probability to lose data.

To circumvent this issue most systems rely on data redistribution. They use a hash
function in the case for distributed hash tables (DHTs) [144, 40]. However, as shown in
previous studies, these systems imply many data movements and may lose data under
churn [104]. Rodrigues and Blake have shown that classical DHTs storing large amounts
are usable only if the node lifetime is of the order of several days [140].

In this section we study data placement policies avoiding data redistribution: once a
piece of data is assigned to a node, it will remain on it until the node crashes. We focus
specifically on the evaluation of the impact of several placement strategies on the storage
load balance on a long term. To the best of our knowledge, there are few papers devoted
to the analysis of the evolution of the storage load of the nodes of a DHT system on such
a long term period. Our investigation has been done in two complementary steps.

1. A simulation environment of a real system to simulate several years of evolution of
this system for three placement policies which are defined below: Random, Least
Loaded and Power of Choice. See Figures 4.1 and 4.2.

2. Simplified mathematical models to explain some of the surprising results obtained
through simulations for the Random and Power of Choice Policies. We show that
for a large network, if β is the average load per node and XR

β , [resp. XP
β ] is the

load of a node at equilibrium for the random policy [resp. power of choice policy]
then, for x ≥ 0,

lim
β→+∞

P

XR
β

β
≥ x

=e−x

lim
β→+∞

P

XP
β

β
≥ x

=

{
1−x/2 if x < 2
0 if x ≥ 2.

(4.1)

See Theorems 4.2 and 4.3 below. The striking feature is that, for the power of choice
policy, the load of a node has, in the limit, a finite support [0, 2β] for a large average
load per node β. This is an important and desirable property for the design of
such systems, to dimension the storage of the nodes in particular. Note that this
is not the case for the random policy. The simulations of a real system exhibit this
surprising phenomenon, even for moderately large loads, see Figure 4.2.
It should be noted that, usually, power of choice policies used in computer
science and communication networks are associated with log log N loads instead
of log N loads, see Mitzenmacher [112], or with double exponential decay for tail
distributions of the load instead of simple exponential decay, see Vvedenskaya et
AI. [165]. Here the phenomenon is the asymptotic finite support instead of an
exponential decay.
A mathematical model is presented to explain this unusual, quite surprising,
phenomenon. The analysis of these systems turns out to be quite complicated
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mainly because of the large dimensionality of the state spaces involved. Our study
relies on probabilistic methods to analyze the asymptotic behavior of an arbitrary
node of the network when the total number of nodes gets large. An additional
ingredient is the use of stochastic calculus with marked Poisson point processes to
establish some of our results.

The section is organized as follows. The main placement policies are introduced
in Section 4.1.2. Section 4.1.3 describes the simulation model and presents the results
obtained with the simulator. Concerning mathematical models, the Random policy
is analyzed in Section 4.1.4 and Power of Choice policy in Section 4.1.4. All (quite)
technical details of the proofs of the results for the random policy are included. This
is not the case for the power of choice policy, for sake of simplicity and due to the
much more complex framework of general mean-field results, convergence results of
the sample paths (Proposition 4.4) and of the invariant distributions (Proposition 4.6)
are stated without proof. A reference is provided. The complete proof of the important
convergence (4.1) is provided in both cases nevertheless.

4.1.2 Placement policies

To each data block is associated a root node, a node having a copy of the block in
charge of its duplication if necessary. During the recovery process to replace a lost copy,
the root node has to choose a new storage node within a dedicated set of nodes, the
selection range of the node. Any node of this subset that does not already store a copy of
the same data block may be chosen. Three policies of placement are investigated.

Least Loaded Policy

For this algorithm the root node of the data block selects the least loaded node,
in terms of storage load, of its selection range not already storing a copy of the same
data block. This strategy clearly aims at reducing the variation of storage loads among
nodes. As it has been seen in earlier studies, this policy has a bad impact on the systems
reliability,see [147]. Indeed, a node having a small storage load will be chosen by all
its neighbors in the ring. Furthermore, this policy implies for a root node to monitor
the load of all the nodes of its selection range, which may be costly. It is nevertheless
in terms of placement an optimal policy. It is used in this section as a reference for
comparison with the other policies.

Random Policy

The node chooses uniformly at random a new storage node within its selection range
among nodes not already hosting a copy of the same data block.

Power of Choice Policy

For this algorithm, the root node chooses, uniformly at random, two nodes of its
selection range not storing a copy of the data block. It selects the least loaded among
the two.
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It is inspired of algorithms studied by Mitzenmacher and others in the context of
static allocation schemes of balls into bins in computer science, see [112] for a survey. In
queueing theory, a similar algorithm has been investigated by the seminal Vvedenskaya
et al. [165] in 1996. There is a huge literature on these algorithms in this context.
Our framework is quite different, the placement is dynamic, data blocks have to move
because of crashes, and the number of requests is constant in the system contrary to the
queueing models. The idea is nevertheless the same: reducing the load by just checking
some finite subset instead of all possibilities.

4.1.3 Simulations

Our simulator is based on PeerSim [82], see also [114]. It simulates a real distributed
storage system. Every node, every piece of data, and every transfer is represented. Each
piece of data is replicated and each copy is assigned to a different storage node.

System model We have simulated N nodes, storing F∗N data blocks with a fixed size s
and replicated k times. The nodes and the data blocks are assigned unique identifiers
(id). The nodes are organized according to their identifiers, forming a virtual ring, as it
is usual in distributed hash tables (DHTs) [144, 40]. To each data block is associated a
root node, a node having a copy of the block in charge of its duplication if necessary. See
below.

Failure model Failures in the systems occur according to a Poisson process with a
fixed mean of seven days. The failures are crashes: a node acts correctly until it fails.
After a crash it stops and never comes back again (fail-stop model). All the copies stored
become unavailable at that time. To maintain the number of nodes constant equal to N,
each time a node fails, an empty node with a new id joins the system at the same position
in the ring of nodes.

Simulation parameters In the simulations, based on PeerSim, the parameters have
been fixed as follows:

— The number of nodes N=200,
— the number of data blocks F∗N=10000,
— the block size s=10MB,
— the replication degree of data blocks k=3,
— the mean time between failures (MTBF) is 7 days.

The network latency is fixed to 0.1s and the bandwidth is 5.5Mbps.
At the beginning of each simulation, the N nodes are empty and the F∗N blocks

are placed using the corresponding policy and the system is simulated for a period of
2 years. We have studied the storage load distribution and its time evolution. With
these parameters, the average load is β=k×F∗N/N=150 blocks per node. The optimal
placement from the point of view of load balancing would consist of having 150 blocks
at every node. We will investigate the deviation from this scenario for the three policies.
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Network simulation The impact of policies on bandwidth management has been
carefully monitored. In case of failure, many data blocks have to be transferred among
a subset of nodes to repair the system. Taking into account bandwidth limitation and
network contention is crucial since a delayed recovery may lead to the loss of additional
blocks because of additional crashes in the meantime.

Recovery mechanism Concerning the data blocks it is root for, a node is responsible:

— to regularly check the presence of all copies;
— In case of failure of a node having a copy of a data block, it has to select a node.

This node has to transfer the data block from one of the remaining copies in the
system.

Note that in case of failure of a node, lost data blocks will involve, in general,
different root nodes. Each root node is only responsible for the recovery of the data
blocks it is root for. The mechanism in charge of the failure of root nodes (each node is
both root for many data blocks and stores copies for many data blocks) is beyond the
scope of this section, see, for example, the work on RelaxDHT [104]. What is important
here is that, each time a node fails it is eventually detected, and for each data block it
stores, a new node is chosen to store a new copy replacing the lost one. See Section 4.1.4
for a discussion of this assumption from the point of view of the mathematical model.

We have also observed that the wider the selection range, the faster the recovery
process is. Intuitively, this can be easily explained as follows: if the number of sources
available for transfers is large then the local traffic at each of the nodes will be reduced
thereby reducing congestion and therefore delays and, potentially additional losses. We
now focus on the placement policies within the selection range.

Simulation results

Figure 4.1 shows the evolution of the average load of a node with respect to the
duration of its lifetime within the network. One can conclude that:

— For the Least Loaded strategy, the load remains almost constant and equal to the
optimal value 150 . By systematically choosing the least loaded node within the
selection range to store a data block copy, the storage load tends to be constant
among nodes.
As observed in simulations, this policy has however two main drawbacks. First,
it requires that nodes maintain an up-to-date knowledge of the load of all the
nodes within their selection range. Second, it is more likely to generate network
contention for the following reason: If one of the nodes is really underloaded, it
will receives most of the transfer requests of its neighborhood. See [147].

— For the Random strategy, the load increases linearly until the failure of the
node.This is an undesired feature since it implies that the failure of “old” nodes
will imply in this case a lot of transfers to recover the large number of blocks lost.

— The growth of the Power of Choice policy is slow as it can be seen from the
figure. It should be noted that, contrary to the Least Loaded Policy, the required
information to allocate data blocks is limited. Furthermore, the random choices
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of nodes for allocation spread the load from the point of view of the network
contention.

Figure 4.1 – Evolution of the Average Load of a Node with Respect to its Age in the
System.

The distribution function of the storage loads after two simulated years is presented
in Figure 4.2 . For clarity, the figure has been truncated. Each point of each policy has
been obtained with 210 runs. At the beginning, the data block copies are placed using
the corresponding strategy. After two years of failures and reparations, one gets that:

— The Random strategy presents a highly non-uniform distribution profile, note that
more 10% of the nodes have a loaded greater than 350. This is consistent with
our previous remark on the fact that old nodes are overloaded.

— For the Least Loaded strategy, as expected, the load is highly concentrated around
150.

— The striking feature concerning the Power of Choice policy is that the load of a
node seems to follow a uniform distribution between 0 and 300. In particular
almost all nodes have a load bounded by 300 which is absolutely remarkable.

Table 4.1 gives the maximum loads that have been observed for each strategy over
132 090 samples: starting from day 100, the maximal load has been measured and
recorded every day, this for the 210 runs. We can see that the mean maximum load of
the random strategy is already high (more than five times the average), and furthermore,
the load varies a lot, the maximum measured load being 2188 data blocks. This implies
that, with the random strategy, the storage devices for each node has to be over-sized,
recall that the average load is 150 data blocks.

As a conclusion, the simulations show that, with a limited cost in terms of
complexity, the power of choice policy has remarkable properties. The load of each
node is bounded by 300. It may be remarked that each possible load between 0 and
300 is represented by the same amount of nodes in average. Figure 4.2 shows that there
is approximately the same number of nodes having 0 data blocks, than nodes having
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Figure 4.2 – Distribution function of load distribution of a random node after 729 days.

Strategy Mean of Max Min Max
Least Loaded 153 150 165

Random 864 465 2188

Power of Choice 300 269 328

Table 4.1 – Statistics of Extremal Loads

150 data block or nodes having 300 data blocks. Note that this is a stationary state.
Additionally, the variation is low, we can observe in Table 4.1 that upon the 132,090
samples, the most loaded node was never above 328. From a practical point of view, it
means that, at the cost of a slightly oversized storage device at each node, a bit more
than twice the average, is enough to guarantee the durability of the system.

In the following sections we investigate simplified mathematical models of two
placement policies: Random and Power of Choice. The goal is of explaining these
striking qualitative properties of these policies.

4.1.4 Mathematical Models

The main goal of the section is of investigating the performances of duplication
algorithms in terms of the overhead for the loads of the nodes of the network. For
simplicity we will assume that the replication rate is 2, each data block has at most two
copies. Without loss of generality, we will assume that the breakdown of each server
occurs according to a Poisson process with rate 1. After a breakdown, a server restarts
empty (in fact a new server replaces it). A complete Markovian description of such a
system is quite complex. Indeed, if there are N servers and F∗N initial data blocks, for
1 ≤ i ≤ F∗N , the locations of the ith data block are either the index of two distinct servers
if there are two copies, or the index of one server if only one copy is present, or 0 if
the data block has been lost for good. A simple calculation shows that the size of the
state space of the Markov process is at least of the order of (N2/2)F∗N which is huge if
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it is remembered that F∗N is of the order of N. For this reason, we shall simplify the
mathematical model.

Assumption on Duplication Rate In order to focus specifically on the efficiency of
the replacement strategy from the point of view of the distribution of the load of an
arbitrary node, we will study the system with the assumption that it does not loose
files. We will only track the location of the node of each copy of a data block with
a simplifying assumption: just before when a node fails, all the copies it contains are
allocated to the other nodes with respect to the algorithm of placement investigated. In
this way, every data block has always two copies in the system.

Note that this system is like the original one by assuming that the time to make a
new copy is instantaneous. Once a server has failed, a copy of each of the data blocks
it contains is produced immediately with the remaining copy in the network. With this
model, a copy could be done on the same node as the other copy, but this occurs with
probability 1/(N−1), it can be shown that this has a negligible effect at the level of the
network, in the same way as in Proposition 4.1 below. This approximation is intuitively
reasonable to describe the original evolution of the system when few data blocks are
lost. As we will see, qualitatively, its behavior is close to the observed simulations of the
real system, few files were lost after two years.

Now FN = 2F∗N denotes the total number of copies of files, it is assumed that, for
some β > 0,

lim
N→+∞

FN/N = β.

β is therefore the average load per server. For 1 ≤ i ≤ N, LN
i (0) is the initial number of

copies on server i. Throughout the section, it is assumed that that the distribution of the
variables (LN

i (0)) of the initial state are invariant by any permutation of indices, i.e. it
is an exchangeable vector, and that

sup
N≥1

E
(

LN
1 (0)

2)
N

< +∞. (4.2)

Note that this condition is satisfied if we start with an optimal exchangeable allocation,
i.e. for which, for all 1≤i≤N, LN

i (0)∈{kN−1, kN} with kN=dFN/Ne.

The Random Allocation

For 1 ≤ i ≤ N, we denote by N i = (ti
n, Ui

n) the marked Poisson point process
defined as follows:

— (ti
n) is a Poisson process on R+ with rate 1;

— Ui
n=(Ui,n

p ) is an i.i.d. sequence of uniform random variables on the subset
{1, . . . , N}\{i}.

For 1 ≤ i ≤ N and n ≥ 1, ti
n is the instant of the nth breakdown of server i. For p ≥ 1,

Ui,n
p is the server where the pth copy present on node i is allocated after this breakdown.

The random variables N i, 1≤i≤N are assumed to be independent. Concerning marked
Poisson point processes, see Page 130 in next subsection.
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One will use an integral representation for these processes, ifMU={1, . . . , N}N and
f : R+×MU → R+,

∑
n≥1

f (ti
n, (Ui,n

p )) =
∫ +∞

t=0

∫
u=(up)∈MU

f (t, u)N i(dt, du).

Equations of Evolution For 1≤i≤N and t≥0, LN
i (t) is the number of copies on server

i at time t. The dynamics of the random allocation algorithm is represented by the
following stochastic differential equation, for 1≤i≤N,

dLN
i (t)

def.
= LN

i (t)−LN
i (t−) = −LN

i (t−)N i(dt,MU)

+
N

∑
m=2

zi(LN
m(t−), u)N m(dt, du) (4.3)

where zi : N×MU 7→N is the function

zi(`, u) = I{u1=i} + I{u2=i} + · · ·+ I{u`=i}. (4.4)

The first term of the right hand side of Relation (4.3) corresponds to a breakdown of
node i, all files are removed from the node. The second concerns the files added to node
i when other servers break down and send copies to node i. Note that the ith term of
the sum is always 0.

Denote LN(t)=(LN
i (t), 1 ≤ i ≤ N) ∈ S=NN , then clearly (LN(t)) is a Markov

process. Not that because of the symmetry of the initial state and of the dynamics of
the system, the variables LN

i (t) have the same distribution and since the sum of these
variables is FN , one has in particular E(LN

i (t))=FN/N for all N, i and t ≥ 0. In the
following, we will only consider the process (LN

1 (t)) due to this property of symmetry.
The integrand in the second term of the right hand side of Equation (4.3) has a

binomial distribution with parameter LN
m(t) and 1/(N−1) and the sum of these terms is

FN/(N−1) which is converging to β. Hence, this suggests that this second term could
be a Poisson process with rate β. The process (LN

1 (t)) should be in the limit, a jump
process with a Poissonnian input and return to 0 at rate 1. This is what we are going to
prove now.

By integrating Equation (4.3) on gets the relation

LN
1 (t) = LN

1 (0)−
∫ t

0
LN

1 (s) ds +
1

N−1

N

∑
m=2

∫ t

0
LN

m(s) ds + MN
1 (t), (4.5)

where (MN
1 (t)) is the martingale

MN
1 (t) = −

∫ t

0
LN

1 (s−)
[
N 1(dt,MU)− ds

]
+

N

∑
m=2

∫ t

0

[
z1

(
LN

m(s−), u
)
N m(ds, du)− LN

m(s)
N−1

ds
]

.

The following proposition shows that the process (LN
1 (t)) does not have jumps of

size ≥ 2 on a finite time interval with high probability.
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Proposition 4.1. For T > 0 then

lim
N→+∞

P

(
sup

t∈[0,T]
dLN

1 (t) ≥ 2

)
= 0.

Proof. For 0<ε<1, from Equation (4.15) in the Appendix, there exists K>0 such that
P(EN,K)≥1−ε holds for all N≥2, if

EN,K =
{

sup(LN
1 (t) : 0 ≤ t ≤ T) ≤ K

}
.

On the event EN,K the probability that a failure of some node will send more than 2 new
copies on node 1 is upper bounded by (K/N)2. Since the total number of failures on the
time interval [0, T] affecting node 1 has a Poisson distribution with parameter N−1, one
obtains that the probability that (LN

1 (t)) has a jump of size at least 2 on [0, T] is bounded
by K2/N hence goes to 0 as N gets large. The proposition is proved.

Convergence to a Simple Jump Process Define

PN [0, t] =
∫ t

0

N

∑
m=2

zi

(
LN

m(s−), u
)
N m(ds, du),

this is a counting process with jumps of size 1. Define

CN
P (t) =

1
N − 1

N

∑
m=2

∫ t

0
LN

m(s) ds

then (CN
P (t)) is the compensator of (PN [0, t]) in the sense that it is a previsible process

and that (PN [0, t]−CN
P (t)) is a martingale. The proof is analogous to the proof of

Proposition 4.7 in the Appendix.

Proposition 4.2. If the initial distribution of (LN
i (t)) satisfies Condition (4.2) then, for the

convergence in distribution of processes,

lim
N→+∞

(CN
P (t)) = (βt).

Proof. We first prove that the sequence (CN
P (t)) is tight for the convergence in

distribution with the topology of the uniform norm. By using that the sum of the
Lm’s is less than FN , for 0 ≤ s ≤ t ≤ T,

|CN
P (t)− CN

P (s)| ≤ 1
N − 1

∫ t

s

N

∑
m=2

LN
m(u) du ≤ FN

N − 1
(t− s).

Hence for any η>0 and ε>0, there exists some δ > 0 such that, for all N ≥ 1,

P

 sup
0≤s,t≤T
|t−s|≤δ

∣∣∣CN
P (t)− CN

P (s)
∣∣∣ ≥ η

 ≤ ε.
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The sequence (CN
P (t)) satisfies the criterion of the modulus of continuity, see Theorem

7.2 page 81 of Billingsley [19]. The property of tightness has been proved.
The symmetry of the variables (Lm(t)) and the fact that their sum is FN give that

E(CN
P (t)) =

∫ t

0
E
(

LN
1 (s)

)
ds =

FN

N
t.

Hence, the sequence (E(CN
P (t))) is converging to βt.

By using again the same arguments, one has

E
(

CN
P (t)2

)
=E

(∫
[0,t]2

[
1

N − 1 ∑
1≤m≤N

LN
m(s)

] [
1

N − 1 ∑
1≤m≤N

LN
m(s

′)

]
ds ds′

)

− 2E

(∫
[0,t]2

LN
1 (s)

N − 1

[
1

N − 1 ∑
1≤m≤N

LN
m(s

′)

]
ds ds′

)
+ E

(∫
[0,t]

LN
1 (s)

N − 1
ds
)2

=

(
FN

N − 1
t
)2

−2
∫ t

0

E(LN
1 (s))FNt

(N − 1)2 ds + E

(∫
[0,t]

LN
1 (s)

N − 1
ds
)2

. (4.6)

With Lemma 4.1 of Appendix and Cauchy-Shwartz’s Inequality, one obtains therefore
that the second moment of CN

P (t) is converging to (βt)2, hence

lim
N→+∞

E

((
CN

P (t)2 − βt
)2
)
= 0.

One concludes that finite marginals of the process (CN
P (t)) converge to the correspond-

ing marginals of (βt). Consequently, (βt) is the only limiting point of the sequence
(CN

P (t)) for the convergence in distribution. The tightness property gives therefore the
desired convergence. The proposition is proved.

Theorem 4.1. If the initial distribution of (LN
i (t)) satisfies Condition (4.2) and converges to

some distribution π0, then, for the convergence in distribution,

lim
N→+∞

(LN
1 (t)) = (XR

β (t)),

where (XR
β (t)) is a jump process on N with initial distribution π0 whose Q-matrix Q=(q(x, y))

is given by, for x∈N, q(x, x + 1) = β and q(x, 0) = 1.

See also Proposition 4.14 below.

Proof. By using Proposition 4.1, Proposition 4.2 of the Appendix and Theorem 5.1
of [88], one concludes that the sequence of point processes (PN [0, t]) is converging in
distribution to a Poisson process Nβ with rate β.

Recall that N 1(dt,MU) = (t1
n), from SDE (4.3), one has

dLN
i (t) = −LN

i (t−)N i(dt,MU) + PN(dt),

thus, for t>0,
LN

1 (t) = PN(t1
n, t] if t1

n ≤ t < t1
n+1.
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The convergence we have obtained shows that (LN
1 (t)) is converging in distribution to

(L1(t)) where
L1(t) = Nβ(t1

n, t] if t1
n ≤ t < t1

n+1.

This is the desired result.

Proposition 4.3. The equilibrium distribution of (LN
1 (t)) is converging in distribution to XR

β ,
a geometrically distributed random variable with parameter β/(1 + β).

Proof. Denote by πN
β the invariant distribution of the process (LN

1 (t)). By symmetry, we
know that

EπN
β

(
LN

1 (0)
)
=

FN

N
,

hence the sequence of probability distributions (πN
β ) is tight. Let π be some limiting

point of this sequence for some subsequence (Nk). If f is some function on N with finite
support, then the cycle formula for the invariant distribution of the ergodic Markov
process (LN

1 (t)) gives

EπN
β
( f (L1)) = Eπ̂N

β

(∫ t1
1

0
f (LN

1 (s)) ds

)
,

where π̂N
β is the distribution of (LN

i (t)) at the instants of jumps of breakdowns of node 1.
In particular,

π̂N
β

(
`=(`i)∈NN , `1=0

)
= 1.

By Proposition 4.8 of Appendix, Theorem 4.1 is also true when the initial distribution
is π̂N

β hence, for the convergence in distribution,

lim
N→+∞

(∫ t1
1

0
f (LN

1 (s)) ds

)
=

(∫ t1
1

0
f (XR

β (s)) ds

)
when the process (XR

β (t)) has initial point 0. Consequently, by Lebesgue’s Theorem,

Eπ( f ) = lim
N→+∞

EπN
β
( f (L1)) = E0

(∫ t1
1

0
f (XR

β (s)) ds

)
.

The last term of this equation is precisely the invariant distribution of (XR
β (t)), again

with the cycle formula for ergodic Markov processes. The probability π is necessarily
the invariant distribution of (XR

β (t)), hence the sequence (πN
β ) is converging to π. It is

easily checked that π is a geometric distribution with parameter β/(1+β).

By using the fact that P(XR
β≥n)=(β/(1+β))n, it is then easy to get the following

result.

Theorem 4.2 (Equilibrium at High Load). The convergence in distribution

lim
β→+∞

XR
β

β
= E1,

holds, with E1 an exponential random variable with parameter 1.
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In particular the probability that, at equilibrium, the load of a given node has more
than twice the average load is

lim
β→+∞

P
(

XR
β≥2β

)
= exp(−2) ∼ 0.135,

which is consistent with the simulations, see Figure 4.2.

The Power of Choice Algorithm

Similarly as before, for 1 ≤ i ≤ N, N i = (ti
n, (Vi

n)) denotes the marked Poisson point
process defined as follows:

— (ti
n) is a Poisson process on R+ with rate 1;

— Vi
n=(Vi,n

p )=((Vi,n
0,p , Vi,n

1,p , Bi,n
p )) where (Vi,n

0,p , Vi,n
1,p) is an i.i.d. sequence with com-

mon distribution (V0, V1) is uniform on the set of pairs of distinct elements of
{1, . . . , N}\{i}. Finally, (Bi,n

p ) is i.i.d. Bernoulli sequence of random variables
with parameter 1/2.

The set of marksMV is defined as

MV=
{

v=(vp)=(v0,p, v1,p, bp)∈{1, . . . , N}2×{0, 1} : v0,p 6=v1,p
}

For 1≤i≤N and n≥1, ti
n is the instant of the nth breakdown of server i. For p ≥ 1, Vi,n

0,p

and Vi,n
1,p are the servers where the pth copy present on node i may be allocated after this

breakdown, depending on their respective loads of course. If the two loads are equal,
the Bernoulli random variable Bi,n

p is then used.

Equations of Evolution For 1≤i≤N and t≥0, QN
i (t) is the number of copies on server

i at time t for this policy and (QN(t))=(QN
i (t)) The dynamics of the power of choice

algorithm is represented by the following stochastic differential equation, for 1≤i≤N,

dQN
i (t) = −QN

i (t−)N i(dt,MV) +
N

∑
m=1,m 6=i

RN
mi(Q

N(t−), v)N m(dt, dv) (4.7)

where RN
mi : NN×MV 7→N is the function, for ` = (`k) and v=(v0,p, v1,p, bp)∈MV

RN
mi(`, v)=

`m

∑
k=1

I{i∈{v0,k ,v1,k}} ×
(

I{
`i<`v0,k∨`v1,k

}+I{
`v0,k=`v1,k ,i=vbk ,k

}) .

As it can be seen, when node m breaks down while the network is in state `, RN
mi(`, v)

is the number of copies sent to node i by the power of choice policy if v = Vm
· is the

corresponding mark associated to this instant.
Contrary to the random policy, the allocation depends on the state (QN(t)), for this

reason it is convenient to introduce the empirical distribution ΛN(t) as follows, if f is
some real-valued function on N,〈

ΛN(t), f
〉
=
∫

N
f (`)ΛN(t)(d`) =

1
N

N

∑
i=1

f
(

QN
i (t)

)
.
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If 0≤a≤b,
〈
ΛN(t), [a, b]

〉
denotes ΛN(t) applied to the indication function of [a, b]. In the

same way as in the proof of Proposition 4.1, it can be proved that with high probability,
uniformly on any finite time interval, the positive jumps of all processes are +1. By
using Equation (4.7) and the definition of ΛN(t), one gets that, for a finite support
function f , with high probability

d
〈

ΛN(t), f
〉
= dMN

f (t) +
〈

ΛN(t), f (0)− f (·)
〉

dt+

∑
`∈N

[ f (`+1)− f (`)]∑
m

QN
m(t)

1
(N−1)(N−2)

×
[

∑
j 6=j′

j,j′ 6=m

I{
QN

j (t)≥`
}I{

QN
j′ (t)≥`

}

− ∑
j 6=j′

j,j′ 6=m

I{
QN

j (t)≥`+1
}I{

QN
j′ (t)≥`+1

}] dt,

where M f (t) is a martingale. Note that the terms inside the brackets in the last equation
is simply the number of pair of nodes whose state is greater than ` and the state of at
least one of them is `. By integrating, this gives the relation

〈ΛN(t), f 〉=〈ΛN(0), f 〉+MN
f (t)+

∫ t

0
〈ΛN(s), f (0)− f 〉 ds

+β
∫ t

0
〈ΛN(s), g〉 ds + O(1/N), (4.8)

with

g(`) = ( f (`+1)− f (`))×
[
ΛN(s)([`,+∞))2−ΛN(s)([`+1,+∞))2]

ΛN(s)({`}) .

See the derivation of Ψpc page 130 for example. The term O(1/N) is coming from the
martingale part which is vanishing by a standard argument using Doob’s Inequality.

Proposition 4.4 (Mean-Field Convergence).

1. The distribution of (QN
1 (t)) is converging in distribution to (XP

β (t)), a non-homogeneous
Markov process whose Q matrix (q(t)(x, y)) is given by, for x ∈N, q(t)(x, 0) = 1 and

q(t)(x, x+1) = β
P
(
XP

β (t) ≥ x
)2 −P

(
XP

β (t) ≥ x+1
)2

P
(
XP

β (t) = x
)

2. For the convergence in distribution, if f has finite support,

lim
N→+∞

(
〈ΛN(t), f 〉

)
=
(

E
[

f
(

XP
β (t)

)])
The proof is developed in a more general setting in Section 4.2.4. It is based on the

proof of the convergence of the process (ΛN(t)) by using Equation (4.8). Additionally,
Theorem 4.6 shows that a propagation of chaos also holds, i.e. in the limit, as N gets
large, the finite marginals of the processes (QN

i (t)) converge in distribution to the law
of independent processes.
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The Invariant Distribution In this part, we study the asymptotic behavior of the
invariant distribution of the load of a node at equilibrium.

Proposition 4.5. The process (XP
β (t)) of Proposition 4.4 has a unique invariant distribution πP

β

on N, which can be defined by induction as

πP
β ([x+1,+∞))=

−1+
√

1+4β2πP
β ([x,+∞))2

2β
, x ∈N,

with πP
β ([0,+∞))=1.

It should be noted that, due to the non-homogeneity of the Markov process, the
uniqueness property is not clear in principle.

Proof. Let π a possible invariant probability of the process. If we start from this initial
distribution, obviously the coefficients of the Q-matrix do not depend of time, the
invariant equations can be written as{

π(x)(1 + q(x, x+1)) = π(x−1)q(x−1, x), x > 0,
π(0)(1 + q(0, 1)) = 1.

(4.9)

Define, for x ≥ 1, ξ(x)=π(x−1)q(x−1, x), then

π(x)=ξ(x)−ξ(x + 1),

in particular Pπ(XP
β ≥ x) = ξ(x), hence by definition of the Q-matrix

ξ(x + 1) = β(ξ(x)2 − ξ(x + 1)2), (4.10)

hence, necessarily

ξ(x+1)=
−1+

√
1+4β2ξ(x)2

2β
,

with initial value ξ(0)=1. It is easily seen that the sequence (ξ(x)) is converging to
0. Hence the positive measure π defined by Relation (4.9) is indeed a probability
distribution on N. Such a probability is of course invariant with respect to the McKean-
Vlasov process. The proposition is proved.

Proposition 4.6 (Invariant Distributions). The invariant distribution of (QN
1 (t)) is converg-

ing to the unique invariant distribution of (XP
β (t)).

See the proof of Theorem 4.7 below. It shows that it is enough to analyze the invariant
distribution πP

β of the limiting process we have just obtained. We can now state the main
result of this section which explains the phenomenon observed in the simulations, see
Figure 4.2.

Theorem 4.3 (Equilibrium with High Load). If XP
β is a random variable with distribution

πP
β , then, for the convergence in distribution,

lim
β→+∞

XP
β

β
= U,

where U is a uniformly distributed random variable on [0, 2].
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Theorem 4.8 below gives an analogous result in a more general setting.

Proof. In the proof of Proposition 4.5, we have seen that, by Equation (4.10), for k ≥ 0,

P
(

XP
β≥k+1

)
=β

(
P
(

XP
β ≥ k

)2
−P

(
XP

β≥k+1
)2
)

, (4.11)

by summing these equations, one obtains for all x,

E
(

XP
β∧x

)
= β

(
1−P

(
XP

β ≥ x
)2
)

,

where a∧b = min(a, b). Hence, as expected, E(XP
β )=β, and therefore

P
(

XP
β ≥ x

)2
=

1
β

(
E
(

XP
β

)
−E

(
XP

β∧x
))

=
1
β

E

((
XP

β − x
)+)

. (4.12)

By multiplying Equation (4.11) by k+1 and by summing up, one gets

x

∑
k=1

k P
(

XP
β≥k

)
=β

x−1

∑
k=0

P
(

XP
β ≥ k

)2
+β

(
1−P

(
XP

β≥x
)2
)

.

The right hand side of this relation is bounded by

β

(
+∞

∑
k=0

P
(

XP
β ≥ k

)
+ 1

)
= β(β + 2)

hence, by using Fubini’s Theorem on the left hand side,

E

((
XP

β

)2
)
≤2β(β+2),

so that

sup
β>0

E

(XP
β

β

)2
<+∞

holds. In particular the family of random variables

(Yβ)
def.
=

(
XP

β

β

)
is tight when β goes to infinity. Let Y be one of its limiting points,

P
(
Yβ ≥ x

)2
= E

((
Yβ −

dxβe
β

)+
)

.

The uniform integrability property of (Yβ), consequence of the boundedness of the
second moments, gives that Y satisfies necessarily the relation

P (Y ≥ x)2 = E
(
(Y− x)+

)
=
∫ +∞

x
P(Y > s) ds.
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The function f (x)=P(Y ≥ x) is thus differentiable and satisfies the differential equation

2 f ′(x) f (x)=− f (x),

for x≥0, so that f ′(x)=−1/2 when f (x) 6=0. One obtains the solution

P(Y ≥ x)=(2− x)+/2, x≥0,

with a+ = max(a, 0), Y is a uniformly distributed random variable on the interval [0, 2].
The family of random variables (Yβ) has therefore a unique limiting point when β goes
to infinity. One deduces the convergence in distribution. The theorem is proved.

4.1.5 Conclusion

Our investigations through simulations and mathematical models have shown that

— a simple, random placement strategy may lead to heavily unbalanced situations;
— Classical load balancing techniques, like choosing the least loaded nodes are

optimal from the point of view of placement. They have the drawback of
requiring a detailed information on the state of the network, hence a significant
cost in terms of complexity and bandwidth.

— the power of two random choices policy has the advantage of having good
performances with a limited cost in terms of storage space and of complexity.

Appendix: Convergence Results

The technical results of this section concern the random allocation scheme. The
notations of the corresponding section are used.

Proposition 4.7. The previsible increasing process of the martingale (MN
1 (t)) is〈

MN
1

〉
(t) =

∫ t

0
LN

1 (s)
2 ds +

N

∑
m=2

∫ t

0

[
1

(N−1)2 LN
m(s)

2 +
N−2

(N−1)2 LN
m(s)

]
ds. (4.13)

Concerning previsible increasing process of martingales, see Section VI-34 page 377

of Rogers and Williams [142].

Proof. The proof is not difficult, it is included for the sake of completeness for readers
not familiar with the properties of martingales associated to marked Poisson point
processes. The previsible increasing process of the martingale(∫ t

0
LN

1 (s−)
[
N 1(dt,MU)− ds

])
is
(∫ t

0
LN

1 (s)
2 ds

)
,

see Theorem (28.1) page 50 of [142]. By independence of the Poisson processes, it is
enough to calculate the previsible increasing process of the martingale, for 2≤m≤N,

MN
1,m(t)

def.
=
∫ t

0

[
z1

(
LN

m(s−), u
)
N m(ds, du)− LN

m(s)
N−1

ds
]

= ∑
tm
n ≤t

LN
m (tm

n −)

∑
p=1

I{Um,n
p =1} −

∫ t

0

LN
m(s)

N−1
ds.
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It is enough in fact to show that the second moment of this martingale is such that

E
(

MN
1,m(t)

2
)
=
∫ t

0

[
1

(N−1)2 E
(

LN
m(s)

2
)
+

N−2
(N−1)2 E

(
LN

m(s)
)]

ds,

the property of independent increments of Poisson processes will then give the
martingale property of MN

1,m(t)
2 minus this term. By integrating with respect to the

values of (Um,n
p ), one has

E


LN

m (tm
n −)

∑
p=1

I{Um,n
p =1}

2
 =

N−2
(N−1)2 E

(
LN

m(t
m
n−)

)
+

1
(N−1)2 E

(
LN

m(t
m
n−)2

)
,

which gives the relation

E


∑

tm
n ≤t

LN
m (tm

n −)

∑
p=1

I{Um,n
p =1}

2


=
1

(N − 1)2 E

((∫ t

0
LN

m(s−)Nm(ds)
)2
)
+

N−2
(N−1)2 E

(∫ t

0
LN

m(s−)Nm(ds)
)

.

In the same way, by integrating with respect to the values of (Um,n
p ), with the notation

Nm(ds)=N m(ds,MU),

E

∫ t

0

LN
m(s)

N−1
ds ∑

tm
n ≤t

LN
m (tm

n −)

∑
p=1

I{Um,n
p =1}

 = E

(∫ t

0

LN
m(s)

N−1
ds
∫ t

0

LN
m(s)

N−1
Nm(ds)

)
.

By using the last two relations one gets

E
(

MN
1,m(t)

2
)
=

1
(N−1)2 E

((∫ t

0
LN

m(s) [Nm(ds)− ds]
)2
)
+

N−2
(N−1)2 E

(∫ t

0
LN

m(s−)Nm(ds)
)

.

Since the the martingale (Nm([0, t]−t) has the increasing previsible process (t), one gets

E
(

MN
1,m(t)

2
)
=

1
(N−1)2

∫ t

0
E
(

LN
m(s)

2
)

ds +
N−2

(N−1)2

∫ t

0
E
(

LN
m(s−)

)
ds.

The proposition is proved.

Lemma 4.1. If the initial distribution of (LN
i (t)) satisfies Condition (4.2) then, for any T>0,

sup
N≥1

sup
0≤t≤T

E
(
(LN

1 (t))
2
)
< +∞. (4.14)

and

sup
N≥1

E

(
sup

0≤s≤T
LN

1 (s)

)
< +∞. (4.15)
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Proof. With Relation (4.3), by writing the SDE satisfied by (LN
1 (t)

2),

LN
1 (t)

2 = LN
1 (0)

2 −
∫ t

0
LN

1 (s−)2N1(ds,MU)

+
N

∑
m=2

∫ t

0
z1

(
LN

m(s−), u
)
×
[
2LN

1 (s−) + z1

(
LN

m(s−), u
)]
N m(ds, du)

by taking the expectation, one obtains

E
(

LN
1 (t)

2
)
= E

(
LN

1 (0)
2
)
−
∫ t

0
E
(

LN
1 (s)

2
)

ds

+
∫ t

0
E

N

∑
m=2

2
LN

m(s)
N−1

LN
1 (s) ds +

∫ t

0

N

∑
m=2

E

(
LN

m(s)(LN
m(s)−1)

(N−1)2 +
LN

m(s)
N−1

)
ds

By using the fact that the LN
m(t)’s have the same distribution and their sum is FN , if

fN(t)=E(LN
1 (t)

2), Equation (4.5) gives that, for 0 ≤ t ≤ T,

fN(t) ≤ (2T + 1)
⌈

FN

N

⌉2

+
1

N−1

∫ t

0
fN(s) ds.

If p ∈ N such that FN/N ≤ p for all N, then, by Gronwall’s Inequality, see Ethier and
Kurtz [57] p.498,

fN(t) ≤ p2(1 + 2T)eT/(N−1), ∀N ≥ 2.

Relation (4.14) is proved.
Denote by

SN
m (t) = sup(LN

m(s) : 0≤s≤t)

then, by Equation (4.5), for t≤T,

SN
1 (t) ≤ LN

1 (0) +
1

N−1

N

∑
m=2

∫ t

0
SN

m (s) ds + sup
0≤s≤T

|MN
1 (s)|.

with the help of Doob’s Inequality, see Theorem (52.6) of Rogers and Williams [141], one
gets

E

(
sup

0≤s≤T
MN

1 (s)2

)
≤ 2E(MN

1 (T)2) = 2E(
〈

MN
1

〉
(T))

and this last quantity is bounded with respect to N ≥ 2 by Relations (4.13) and (4.14).
Hence, by using the previous inequality, one can find a constant K0 such that, for any
N≥2 and t≤T,

E(SN
1 (t)) ≤ K0 +

∫ t

0
E
(

SN
1 (s)

)
ds,

one concludes again with Gronwall’s Inequality. The lemma is proved.

Lemma 4.2. If the initial condition (LN
j (0)) is such that the variables LN

j (0), j ≥ 2 are
exchangeable and that

sup
N≥1

E(LN
1 (0)

2) + E(LN
2 (0)

2) < +∞
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holds, then, for all T ≥ 0,

sup
N≥1

sup
0≤t≤T

E(LN
1 (t)

2) + E(LN
2 (t)

2) < +∞,

Proof. The proof is similar to the proof of Lemma 4.1. One has to introduce the functions
f 1
N(t)=E(LN

1 (t)
2) and f 2

N(t)=E(LN
2 (t)

2), by using an integral equation for (LN
1 (t)

2)
and (LN

1 (t)
2) and the symmetry properties of the vector (LN

j (t), j≥ 2), one obtains the
relations 

f 1
N(t) ≤ C1 + A1

∫ t

0
f 1
N(s) ds + B1

∫ t

0
f 2
N(s) ds

f 2
N(t) ≤ C2 + A2

∫ t

0
f 1
N(s) ds + B2

∫ t

0
f 2
N(s),

for convenient positive constants Ai, Bi, Ci, i = 1, 2 independent of N. One uses
Gronwall’s Inequality for the first relation to get an upper bound on f 1

N ,

f 1
N(t) ≤

(
C1 + B1

∫ t

0
f 2
N(s) ds

)
eA1t

and Gronwall’s Inequality is again used after injecting this relation in the second
inequality.

The next result is a technical extension of Proposition 4.2 used to prove Proposi-
tion 4.3.

Proposition 4.8. If π̂N
β is the invariant distribution of the state of the network at the instants of

failures of node 1, then, with the notations of Section 4.1.4, for the convergence in distribution,

lim
N→+∞

(
CP

N(t)
)
= (βt)

if the initial distribution of (LN(t)) is π̂N
β .

Proof. Let π̃N
β be the invariant distribution of the process (LN

1 (t)) at the instants of
failures on nodes, not only of node 1. The sequence of states of the corresponding
Markov chain is denoted as (L̃N

n ) = (L̃N
n,j, 2≤j≤N) where L̃N

n,j, 2≤j≤N is the state of the
nodes at the instant of the nth failure, i.e. the state of network reordered but with the
failed node is excluded. If

Wn =
(

L̃N
n,2

)2
+
(

L̃N
n,3

)2
+ · · ·+

(
L̃N

n,N

)2
,

by invariance one has
Eπ̃N

β
(W0) = Eπ̃N

β
(W1),

after some trite calculations, one obtains

Eπ̃N
β

((
L̃N

0,2

)2
)
=

N−1
N

F2
N

N2 +
FN

N
N−2

N
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hence

sup
N≥2

Eπ̃N
β

((
L̃N

0,2

)2
)
< +∞.

The same property will hold when one considers only the instants of failures of node 1
since, recall that t1

1 is the first of these instants,

π̂N
β

dist.
= (L̃N

i (t
1
1), i≥2) if (LN

i (0))
dist.
= π̃N

β .

By proceeding as in the proof of Lemma 4.1, but by stopping at time t1
1 instead of a fixed

time t, one obtains that

sup
N≥2

Eπ̂N
β

((
LN

2 (0)
)2
)
= sup

N≥2
Eπ̃N

β

((
L̃N

2 (t
1
1)
)2
)
< +∞.

Lemma 4.2 implies therefore that

sup
N≥2

sup
0≤t≤T

Eπ̂N
β

((
LN

1 (t)
)2
)
+ E

((
LN

2 (t)
)2
)
< +∞.

One can now proceed as in the proof of Proposition 4.2 by noting that the crucial
argument is the fact that the two last terms of the right hand side of Equation (4.6)
vanish when N gets large.
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4.2 Large Urn Models with Local Mean-Field Interactions

Abstract The stochastic models investigated in this section describe the evolution of a
set of FN identical balls scattered into N urns connected by an underlying symmetrical
graph with constant degree hN . After some exponentially distributed amount of time
all the balls of one of the urns are redistributed locally, among the hN urns of its
neighborhood. The allocation of balls is done at random according to a set of weights
which depend on the state of the system. The main original features of this context is
that the cardinality hN of the range of interaction is not necessarily linear with respect
to N as in a classical mean-field context and, also, that the number of simultaneous
jumps of the process is not bounded due to the redistribution of all balls of an urn
at the same time. The approach relies on the analysis of the evolution of the local
empirical distributions associated to the state of urns in the neighborhood of a given
urn. Under some convenient conditions, by taking an appropriate Wasserstein distance
and by establishing appropriate technical estimates for local empirical distributions,
we are able to establish a mean-field convergence result. Convergence results of the
corresponding invariant distributions are obtained for several allocation policies.

For the class of power of d choices policies for the allocations of balls, we show that
the invariant measure of the corresponding McKean-Vlasov process has an asymptotic
finite support property when the average load per urn gets large. This result differs
somewhat from the classical double exponential decay property usually encountered in
the literature for power of d choices policies. This finite support property has interesting
consequences in practice.

4.2.1 Introduction

The stochastic models investigated in this paper describe the evolution of a set
of N urns indexed by i∈{1, . . . , N} with FN identical balls. There is an underlying
deterministic symmetrical graph structure connecting the urns. The system evolves as
follows. After some exponentially distributed amount of time all the balls of an urn,
index i∈{1, . . . , N} say, are redistributed among a subset HN(i) of urns “near” urn i.
Urn i is then empty after that moment except if some of its balls are re-allocated to it.
An important feature of the model is that the allocation of the balls into urns of HN(i)
is done at random according to a set of weights depending on the vector of the number
of balls in each of these urns.

Quite general allocation schemes are investigated but two policies stand out because
of their importance. Their specific equilibrium properties are analyzed in detail in the
section. We describe them quickly. Assume that a ball of urn i has to be allocated.

1. Random Policy.
The ball is allocated uniformly at random in one of the neighboring urns, i.e. in one
of the urns whose index is in HN(i), this occurs with probability 1/card(HN(i)).

2. Power of d-Choices

For this scheme, a subset of d urns whose indices are in HN(i) is taken at random,
the ball is allocated to the urn having the least number of balls among these d
urns. Ties are broken with coin tossing.
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Under some weak symmetry assumption and supposing that the state of the system
can be represented by an irreducible finite state Markov process, at equilibrium the
average number of balls per urn is FN/N whatever the allocation procedure is. The main
problem considered in this section concerns distribution of the number of balls in a given
urn: how likely is the event that, at equilibrium, an urn has a large number of balls such
a context? It may be expected that if the set of weights to perform allocation is chosen
conveniently, then there are few heavily loaded urns, i.e. the probability of such event
is significantly small. An additional desirable feature is that only a limited information
is available for the allocation of the balls. In our case this will be the knowledge of the
occupancy’s of few of the neighboring urns.

HN(j)

j

HN(i)

i

Figure 4.3 – Urn Model with Neighborhoods

Urn Models and Allocation Algorithms in the Literature

These problems have important applications in several domains, in physics to
describe interactions of particles and their non-equilibrium dynamics, see Ehrenfest [54],
Godrèche and Luck [69] and Evans and Hanney [59] or Godrèche [68] for recent
overviews. They are also used in theoretical computer science to evaluate the efficiency
of algorithms to allocate tasks to processors in a large scale computing network, see
Karthik et al. [87], Maguluri et al. [107]; to place copies of files in the servers of a large
distributed system, see Lakshman et al. [101] and Sun et al. [156] or to design hash
tables, see Azar et al. [14] and Mitzenmacher [112]. We review some of their aspects.

Urn models have been used in statistical mechanics as toy models to understand
conceptual problems related to non-equilibrium properties of particle systems. As a
model they describe the evolution a set of particles moving from one urn to another
one. Ehrenfest [54] is one the most famous of these models: in continuous time models,
each particle moves at random to another urn after an exponentially distributed amount
of time. There may also be underlying structure for the urns, a ball can be allocated to
the connected urns at random according to some weights on the corresponding edges
or, via a metropolis algorithm, associated to some energy functional. See Evans and
Hanney [59] and Godrèche [68]. Due to their importance and simplicity, these stochastic
models have been thoroughly investigated over the years: reversibility properties,
precise estimates of fluctuations, hitting times, convergence rate to equilibrium, . . . See,
for example, Bingham [20], Karlin and McGregor [86], Diaconis [47] to name but a few.
For these models balls are moved one by one. Closely related to these models is the zero
range process for which the corresponding rate is f (x) for some general function f on
N. When f (·) is constant the jumps are in fact associated with the urns instead of the
balls, as it is our case. See Evans and Hanney [59].
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A classical problem in theoretical computer science concerns the assignments of
N balls into N urns. Balls are assumed to be allocated one by one. The constraints
in this setting are of minimizing the maximum of the number of balls in the urns
with a reduced information on the state of the system. When balls are distributed at
random, it has been proved that this variable is, with high probability, of the order of
log N/ log log N. See Kolchin et al. [97] for example. By using an algorithm of the type
power of d-choices as above, Azar et al. [14] has shown that the maximum is of the
order of log log N/ log d. Hence, with a limited information on the system, only the
state of d urns is required, the improvement over the random policy is striking. See also
Mitzenmacher [112].

A related problem is of assigning the jobs to the queues of N processing units
working at rate 1. The jobs are assumed to be arriving according to a Poisson process
with rate λN. When the natural stability condition λ<1 holds, if the jobs are allocated at
random, then, at equilibrium, it is easily shown that the tail distribution of the number of
jobs at a given unit decreases exponentially. If the allocation follows a power of d choices,
Vvedenskaya et al. [165] has shown that the corresponding tail distribution has a double
exponential decay, i.e. of the type x→ exp(−α exp(δx)) for some positive constants α and
δ. See Bramson et al. [23] for more delicate asymptotic mean-field results at equilibrium
in a non-Markovian framework. See also Alanyali and Dashouk [2], Alistarh et al. [7]
for similar results on related models.

The initial motivation of this work is coming from a collaboration with computer
scientists to study the efficiency of duplication algorithms in the context of a large
distributed system. The urns are the disks of a set of servers and the balls are copies of
files on these disks. The redistribution of balls of an urn correspond to a disk crash, in
this case, the copies of its lost files are retrieved on other neighboring disks. See Sun et
al. [156] for more details on the modelling aspects.

Results

Mean-Field Convergence

For the stochastic models investigated in this section there are N urns and a total of
FN balls with FN∼βN for some β>0. The underlying graph is symmetrical with degree
hN=card(HN(i)), 1≤i≤N. The sequence (hN) is assumed to converge to infinity. The
state of the system is represented by a vector `=(`i, 1≤i≤N) describing the number of
balls in the urns. The distinctive features of the stochastic model investigated in this
section can be described as follows.

1. Multiple Simultaneous Jumps.
When the exponential clock associated to urn i rings, then all its balls are
redistributed to other urns of the system. For this reason, there are `i jumps
occurring simultaneously.

2. Local Search.
Let

ΛN
i =

1
hN

∑
k∈HN(i)

δ`k
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be the local empirical distribution around urn i, where δa is the Dirac mass at a∈N.
When urn i has to allocate a ball, it is sent to one of hN neighboring urns, j∈HN(i),
with a probability of the order of Ψ(ΛN

i , `j)/hN , where Ψ is a some functional on
M1(N)×N and M1(N) is the set of probability distributions on N.

This interaction with only local neighborhoods and the unbounded number of simulta-
neous jumps are at the origin of the main technical difficulties to establish a mean-field
convergence theorem. See the quite intricate evolution equation (4.39) for these local
empirical distributions below. More specifically, this is, partially, due to a factor `i/hN
which has to be controlled in several integrands of the evolution equations. This is
where unbounded jumps play a role. See Relation (4.50) for example. A convenient
Wasserstein distance (4.32) is introduced for this reason.

It should be noted a classical mean-field analysis can be achieved when the sequences
(hN) has a linear growth, this is in fact close to a classical mean-field framework with
full interaction. In this case the term `i/hN is not anymore a problem since `i is bounded
by FN∼βN, The same is true if the simultaneous jumps feature is removed by assuming
for example that only a ball is transferred for each event. In this case a mean-field result
can be established with standard methods for the model with neighborhoods.

Literature

For an introduction to the classical mean-field approach, see Sznitman [158]. Specific
results for power of d choices policies when hN=N are presented in Graham [70], see
also Luczak and McDiarmid [106]. One of the earliest works on local mean-field models
seems to be Comets [37]. Budhiraja et al. [28] considers also such a local interaction for
a queueing network with an underlying graph which is, possibly, random, with jumps
of size 1. In this setting when the graph is deterministic, the mean-field analysis can be
carried out by using standard arguments. Andreis et al. [10] investigates mean-field of
jump processes associated to neural networks with a large number of simultaneous
jumps with an infinitesimal amplitude. Luçon and Stannat [105] establishes mean-
field results in a diffusion context when the mean-field interaction involves particles
in a box whose size is linear with respect to N and a spatial component with possible
singularities. A related setting is also considered in Müller [116].

Asymptotic Finite Support Property

The mean field results show that, for a fixed asymptotic load β per urn and under
appropriate conditions, the evolution of the state of the occupancy of a given urn is
converging in distribution to some non-linear Markov process (Lβ(t)).

We show that, for all classes of allocations considered in this section, when it exists,
an invariant distribution of (Lβ(t)/β) has at a tail which is upper-bounded by an
exponentially decreasing function. Additionally, for the random algorithm this is an
exact exponentially decreasing tail distribution in fact. It shows, as it can be expected,
that the performances of random algorithms are weak in terms of occupancy of urns.
Recall that these algorithms do not use any information to allocate balls into urns.

For power of d choices algorithms, contrary to the model analyzed in Vvedenskaya et
al. [165], we do not have an explicit expression for the invariant distribution of (Lβ(t)).
We show that, for any β>0, this distribution exists and is unique and that it can be
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expressed via a recursion. See Proposition 4.15. We prove the following behavior for
high loads. The invariant distribution of (Lβ(t)/β) for power of d choices is converging
in distribution to a distribution with a continuous density on the compact interval
[0, d/(d−1)]. When d=2, this is a uniform distribution on [0, 2]. The striking feature
is that, for an average load of β per urn, at equilibrium, the occupancy of a given urn is
at most βd/(d−1) with probability arbitrarily close to 1. In some way this can be seen
as the equivalent of the double exponential decay property in this context. It should be
noted that this is an asymptotic picture for N large and also β large. Experiments seem
to show nevertheless that, in practice, this is an accurate description. See for example
Figure 2 of Sun et al. [156] where d=2, N=200 and β=150 and the uniform distribution
on [0, 300] is quite neat. Explicit bounds on error terms would be of interest but seem to
be out of reach for the moment.

Outline of the Section

The stochastic model is presented in Subsection 4.2.2. Subsection 4.2.3 introduces
the main evolution equations for the local empirical distributions and establishes
the existence and uniqueness properties of the corresponding asymptotic McKean-
Vlasov process. The main convergence results are proved in Subsection 4.2.4 via
several technical estimates. Subsection 4.2.5 is devoted to the analysis of the invariant
distribution of the McKean-Vlasov process. The finite support property is proved in this
section.

4.2.2 The Stochastic Model

We give a precise mathematical description of our system with N urns and FN balls
with the following scaling assumption

β = lim
N→+∞

FN

N
, (4.16)

for some β>0. An index N will be added on the important quantities describing
the system to stress the dependence on N but not systematically to make the various
equations involved more readable.

Graph Structure

One considers a graph with N vertices labeled from 1 to N and HN⊂{2, . . . , N} is
assumed to satisfy the following property of symmetry

k∈HN ⇔ (N+2−k mod N)∈HN , (4.17)

with the convention used throughout the section that (0 mod N) is N.
The set HN is the set of neighbors of node 1. The set HN(i) of neighbors of a node

i∈{1, . . . , N} is defined by translation in the following way

HN(i) =
{
(i+j−1 mod N) : j∈HN

}
.
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In particular HN(1)=HN , one denotes by hN the cardinality of HN . Relation (4.17) gives
the property that the associated graph is non-oriented that is, if i∈HN(j) then j∈HN(i)
and regular, its constant degree being card(HN). Here are three examples.

— Full Graph: HN
cc

def.
= {2, . . . , N}.

— Torus: for α∈(0, 1),

HN
α

def.
= {(1+j mod N) : j∈[−αN, αN]∩Z}\{1}.

— Log-Torus: for δ>0,

HN
log

def.
= {(1+j mod N) : j∈[−bδ log Nc, bδ log Nc]∩Z}\{1}.

We have chosen that 1 6∈HN and, consequently, i 6∈HN(i). Our results in the following do
not need this assumption in fact. It just simplifies some steps of the proofs, to compute
the previsible increasing processes of some martingales in particular.

Assumptions 4.1. (Topology).

1. The sequence of the degrees of nodes (hN)
def.
= (card(HN)) is converging to infinity.

2. The interaction set of node i, 1≤i≤N, is defined as

AN(i)def.
=
{

j ∈ {1, . . . , N} : HN(j)∩HN(i) 6= ∅
}

(4.18)

and its cardinality satisfies

lim
N→+∞

card(AN(1))
h2

N
= 0.

Remark.

a) The associated graph can be seen as a torus and the set of neighbors of each node are defined by
a translation of the neighbors of node 1. We have chosen it with convenience. In fact, as long as
symmetry properties hold, so that the invariant distributions of the number of balls into the urns
are identically distributed and that Assumptions 4.1 holds, then it is not difficult to see that the
main convergence results of Section 4.2.4 still hold.

b) The set AN(i) is the set of nodes at distance 2 from i. Assumption 4.1 is clearly satisfied for the
full graph, torus graphs described above, in these cases card(AN(1))≤ChN , for some constant
C.

Allocation Policies

A set of FN balls are scattered in the nodes, the state of the system is thus described
by a vector `=(`i) ∈ SN , with

SN = {(`i) ∈NN : `1+`2+ · · ·+`N=FN},

for i∈{1, . . . , N}, `i is the number of balls in urn i. For each `∈SN , one associates a
probability vector PN(`)=(pN

i (`), 1≤i≤N) with support on HN , i.e. pN
i =0 if i 6∈HN . The
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vector PN(`) is in fact the set of weights associated to urn 1 in state ` and pN
i (`) is the

probability that a given ball of urn 1 is allocated to urn i. As for the topology, we define
the vector of weights for the other urns by translation.

For i∈{1, . . .} a probability vector PN
i (`)=(pN

ij (`)) with support on HN(i) is defined
by

pN
ij (`)=pN

a (y), (4.19)

with a=(j−i+1 mod N) and y=(`(i+k−1 modN), 1≤k≤N), for any j∈{1, . . . , N}. In
particular PN

1 (`)=PN(`) and PN
i (·) is the vector PN(·) “centered” around node i. The

quantity pN
ij (`) is the probability that, in state `, a ball of urn i is allocated to urn j.

The dynamics are as follows: After an exponentially distributed amount of time with
mean 1, the balls of an urn i, 1≤i≤N, are distributed into the neighboring urns in the
subset HN(i) one by according to some policy depending on the state `=(`j) of the
system just before the event. Each of the `i balls of the ith urn is distributed on HN(i)
according to the probability vector Pi(`) and the corresponding `i random variables
used are assumed to be independent. As it will be seen our asymptotic results hold
under general assumptions, the following cases will be discussed due to their practical
importance.

— Random Algorithm.
Balls of a given urn i∈{1, . . . , N} are sent at random into an urn with index in
HN(i). This is the simplest policy which is used in large distributed systems. See
Sun et al. [156] for example. this corresponds to the case where

pN
j (`)=

1
hN

, j∈HN . (4.20)

— Random Weighted Algorithm.
Each ball is sent into urn j∈HN(i) with a probability proportional to W(`j), where
W is some function on N, that is

pN
j (`) = W(`j)

/
∑

k∈HN

W(`k), j∈HN . (4.21)

— Power of d Choices, d≥2.
For each ball, d urns are chosen at random in HN(i), the ball is allocated to the
urn of this subset having the minimum number of balls. Ties are broken with
coin tossing. A simple combinatorial argument gives that, for j∈HN(i),

pN
j (`) =

1

(hN
d )∑k∈HN I{`k=`j}

[(
∑k∈HN I{`k≥`j}

d

)
−
(

∑k∈HN I{`k>`j}
d

)]
, (4.22)

with the convention that (n
d)=0 if n<d.

Remark.

1. For simplicity we have chosen to consider only the state of the system just before the jump
for all the balls which have to be moved. The state of the system could be also updated after
each ball allocation and, consequently the vector pN

i (·), the dynamical description would
then be more intricate to express. Using an argument similar as in the proof Proposition 4.1
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of Sun et al. [156], it is not difficult to see that the two corresponding processes describing
the number of balls in the urns has the same asymptotic behavior on any finite time interval
as N gets large.

2. It should be noted that the exponential clock associated to the ith urn gives simultaneous
jumps of `j coordinates with high probability if N is large. In particular the magnitude of
a possible jump is not bounded which leads to significant technical complications to prove
a mean-field result as it will be seen.

Assumptions 4.2. (Allocations).

1. The sequence (PN(·))=(pN
i (·)) satisfies the relation

lim
N→+∞

sup
i∈HN

`∈SN

∣∣∣∣∣∣hN pN
i (`)−Ψ

 1
hN

∑
j∈HN

δ`j , `i

∣∣∣∣∣∣ = 0, (4.23)

where Ψ is a non-negative bounded function on M1(N)×N such that, for any
σ∈M1(N), ∫

N
Ψ(σ, x) σ(dx) = 1. (4.24)

2. There exist constants CΨ, DΨ>0 such that the relations{
|Ψ(σ, l)−Ψ(σ, l′)| ≤ CΨ |l−l′| ,
|Ψ(σ, l)−Ψ(σ′, l)| ≤ DΨ ‖σ−σ′‖tv

(4.25)

hold for any (σ, l), (σ′, l′)∈M1(N)×N, where ‖ · ‖tv is the total variation norm.

Relation (4.24) is a conservation of mass condition, all balls are reallocated.
— Random Weighted Algorithm.

Assumptions 4.2 are satisfied with the function Ψ given by

Ψcc(σ, l) = W(l)
/∫

W(x) σ(dx)

if the range of W is in [c, C], for some positive constants c and C.
— Power of d Choices.

It is not difficult to check that Assumptions 4.2 are satisfied with

Ψpc(σ, l)=
(σ([l,+∞))d−σ((l,+∞))d

σ({l}) ,

with the convention that 0/0=0.

Marked Poisson Point Processes

In order to use a convenient stochastic calculus to study these allocation algorithms,
one has to introduce marked Poisson processes. See Kingman [96] and Robert [138] for
an introduction on marked Poisson point processes.
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We define the space of marks M=[0, 1]N, a mark u=(uk)∈M associated to an urn
i∈{1, . . . , N} describes how the balls of this urn are allocated in the system: If the state
is `=(`j), assuming that the balls are indexed by 1≤k≤`i, the kth ball is allocated to urn
j∈{1, . . . , N} if

uk ∈ Iij(`)
def.
=

[
j−1

∑
n=1

pN
in(`),

j

∑
n=1

pN
in(`)

)
, (4.26)

if uk is a uniform random variable on [0, 1], this occurs with probability pN
ij (`). For i,

j∈{1, . . . , N}, we introduce the family of mappings Zij onM×SN defined by, for u∈M
and `∈SN ,

Zij(u, `) def.
=

`i

∑
k=1

I{uk∈Iij(`)}, (4.27)

the quantity Zij(u, `) is the number of balls of urn i which are allocated to urn j if the
ith urn is emptied when the system is in state ` and with mark u. If U=(Uk) is an
i.i.d. sequence of uniform random variables on [0, 1] then, clearly, for i∈{1, . . . , N} and
j ∈ HN(i), and `∈SN ,

(Zij(U, `), j∈{1, . . . , N}) dist.
= Bi(`)(dz1, . . . , dzN), (4.28)

where Bi(`) is a multinomial distribution with parameters `i and pN
i1(`), . . . , pN

iN(`), in
particular

Zij(U, `) dist.
= Bij(`)(dz), (4.29)

Bij(`) is a binomial distribution with parameter `i and pN
ij (`).

Let N be a marked Poisson point process on R+×M with intensity measure
dt⊗∏+∞

1 dui on R+×M. Such a process can be represented as follows. If N=(tn)
is a standard Poisson process on R+ with rate 1 and ((Un

k ), n∈N) is a sequence of
i.i.d. sequences of uniform random variables on [0, 1], then the point process N on
R+×[0, 1]N can be defined by

N= ∑
n≥1

δ(tn ,(Un
k ))

,

where δ(a,b) is the Dirac mass at (a, b). If A∈B(R+×M) is a Borelian subset of R+×M,

N (A) =
∫

A
N (dt, du)

is the number of points of N in A. We denote by N the point process on R+ defined by
the first coordinates of the points of N , i.e. N (dt)=N (dt,M), N is a Poisson process
on R+ with rate 1.

We denote by N i, i∈N, i.i.d. marked Poisson point processes with the same
distribution as N . The martingale property mentioned in the following is associated
to the natural filtration (Ft) of these marked Poisson point processes, for t≥0,

Ft = σ
〈
N i([0, s]×B) : i ∈N, s≤t, B∈B (M)

〉
,

We recall an elementary result concerning the martingales associated to marked Poisson
point processes. It is used throughout the section. See Subsection 4.5 of Jacobsen [79],
see also Last and Brandt [102] for more details.
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Proposition 4.9. For 1≤i≤N, if h is a Borelian function on R+×M depending on a finite
number of coordinates of u∈M, càdlàg on the first coordinate and such that∫

[0,t]×M
h(s, u)2 ds du<+∞, ∀t ≥ 0,

where du denotes the product of Lebesgue measures onM=[0, 1]N, then the process

(M(t)) def.
=

(∫
[0,t]×M

h(s−, u))N i(ds, du)−
∫
[0,t]×M

h(s, u) ds du
)

is a square integrable martingale with respect to the filtration (Ft), its previsible increasing
process is given by

(〈M〉 (t)) =
(∫

[0,t]×M
h(s, u)2 ds du

)
.

We conclude this subsection with some notations which will be used throughout the
section.

Technical Framework

We denote by M1(N) the set of probability distributions on N. If µ∈M1(N) and
f :N→ R,

〈µ, f 〉 def.
=
∫

N
f (x) µ(dx) = ∑

k∈N

f (k)µ({k}),

provided that the later term is well defined. If µ1, µ2∈M1(N), the total variation norm
of µ1−µ2 is defined by

‖µ1−µ2‖tv = sup
f :N→{0,1}

| 〈µ1, f 〉 − 〈µ2, f 〉 |. (4.30)

The space M1(N) endowed with the total variation norm is a separable Banach space.
For T≥0, we will denote by C([0, T], M1(N)) (resp. D([0, T], M1(N))) the space of
continuous (resp. càdlàg) functions with values in M1(N). We denote by dT(·, ·) a

distance associated to the topology of DT
def.
=D([0, T], M1(N)).

We introduce the Wasserstein metric WT on the corresponding stochastic process, on
M1(DT), the space of càdlàg process with values in M1(N). Let Π1 and Π2∈M1(DT),

WT(Π1, Π2)
def.
= inf

Π∈[Π1 ,Π2]

∫
D2

T

[dT(Λ1, Λ2)∧1] Π(dΛ1, dΛ2), (4.31)

where [Π1, Π2] is the set of couplings of distributions Π1 and Π2, i.e. Π∈[Π1, Π2] is an
element of M1(D2

T) such that the marginals are Π1 and Π2 respectively. The metric space
(M1(DT), WT) is complete and separable. See Billingsley [19] for example. See also
Dawson [42] for a more specific presentation of measure-valued stochastic processes.

We will use the stronger Wasserstein distance WT to establish our convergence
results,

WT(Π1, Π2)
def.
= inf

Π∈[Π1,Π2]

∫
D2

T

sup
s≤T
‖Λ1(s)−Λ2(s)‖tv Π(dΛ1, dΛ2). (4.32)

We will use the notation C0 or CT for several different constants to avoid the
multiplication of notations for constants in the text.
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4.2.3 Evolution Equations

The state of the system at time t is denoted by a càdlàg process (LN(t)), with

(LN(t)) =
((

LN
i (t), 1≤i≤N

))
∈ SN ,

LN
i (t) is the number of balls in urn i at time t. One defines the local empirical distribution

at i, 1≤i≤N, at time t≥0 by

ΛN
i (t)

def.
=

1
hN

∑
j∈HN(i)

δLN
j (t)

, (4.33)

the global empirical distribution is

ΛN(t) def.
=

1
N

N

∑
j=1

δLN
j (t)

=
1
N

N

∑
j=1

ΛN
j (t). (4.34)

Assumptions 4.3 (Initial State).

— The distribution of the vector LN(0)def.
= (LN

i (0))∈SN satisfies the relation(
LN

1 (0), . . . , LN
N(0)

)
dist.
=
(

LN
2 (0), . . . , LN

N(0), LN
1 (0)

)
.

— The local empirical distribution of the initial state converges in distribution to a
probability distribution π0 on N for the total variation distance

lim
N→+∞

E
(
‖ΛN

1 (0)−π0‖tv

)
= 0. (4.35)

— There exists some η>0 such that

sup
N∈N

E
(

eηLN
1 (0)
)
< +∞. (4.36)

Remark. Let us assume for the moment that the above condition holds. If f is a bounded function
on N with ‖ f ‖∞≤1, by the symmetry property,∣∣∣E( f (LN

1 (0))
)
− 〈π0, f 〉

∣∣∣= ∣∣∣E(〈ΛN
1 (0), f

〉)
− 〈π0, f 〉

∣∣∣≤2E
(
‖ΛN

1 (0)−π0‖tv

)
,

the sequence (LN
1 (0)) is thus converging in distribution to π0. For η0<η, Relation (4.36) gives

the existence of a constant C0 such that

P(LN
1 (0) ≥ x) ≤ C0e−η0x, ∀x≥0. (4.37)

In particular all moments of LN
1 (0) are converging to the corresponding moments of π0. The

same property holds for exponential moments of order η0<η. Since LN(0)∈SN , implies that
E(LN

1 (0))=FN/N. we obtain that∫
x π0(dx) = lim

N→+∞
E
(

LN
1 (0)

)
=β,
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by Relation (4.16). Let I be the identity function on N, for K>0, the relation

E
(∣∣∣〈ΛN

1 (0), I
〉
− 〈π0, I〉

∣∣∣)
≤ E

(∣∣∣〈ΛN
1 (0)− π0, I1[0,K]

〉∣∣∣)+ E
(

LN
1 (0)I{LN

1 (0)≥K}
)
+
〈

π0, I1[K,+∞)

〉
,

the convergence in distribution and the exponential estimate (4.37) show that the right hand side
of this inequality can be made arbitrarily small as N gets large. Therefore, under Condition 4.3,
we have the convergence

lim
N→+∞

E
(∣∣∣〈ΛN

1 (0)−π0, I
〉∣∣∣) = E

(∣∣∣〈ΛN
1 (0), I

〉
−β
∣∣∣) = 0.

The process (LN
i (t)) can be represented as the solution of the following stochastic

differential equation (SDE), for 1≤i≤N,

dLN
i (t) = ∑

j∈HN(i)

∫
M

Zji(u, LN(t−))N j(dt, du)− LN
i (t−)Ni(dt), (4.38)

where f (t−) denotes the left limit of the function f at t>0. For i∈{1, . . . , N}, the points
of the process Ni(dt) correspond to the instants when the ith urn is emptied. Recall
the notation Ni(dt)=N i(dt,M). If time t is one of these instants, due to the uniform
distribution assumption of the variables (U·k), Relation (4.26) gives that, conditionally
on Ft−, a ball from urn i is allocated to urn j with probability pN

ij (LN(t−)). This shows
that the solution of Equation (4.38) does represent our allocation process of balls into
the urns.

Evolution Equations for Local Empirical Distributions

Recall that, for any function f with finite support on N,〈
ΛN

i (t), f
〉

def.
=
∫

N
f (x)ΛN

i (t)(dx),

The SDE (4.38) can then be rewritten in the following way, for all 1≤i≤N,

〈
ΛN

i (t), f
〉
=
〈

ΛN
i (0), f

〉
+

1
hN

∑
j∈HN(i)

∫ t

0

[
f (0)− f (LN

j (s−))
]
Nj(ds)

+
1

hN
∑

j∈AN(i)
k∈HN(i)∩HN(j)

∫
[0,t]×M

[
f
(

LN
k (s−)+Zjk(u, LN(s−))

)
− f (LN

k (s−))
]
N j(ds, du), (4.39)

where the variables (Zjk(·, ·)) are defined by Relation (4.27) andAN(i) by Relation (4.18).

A Heuristic Asymptotic Description

As it will be seen, the proof of the main convergence result of this section in
Subsection 4.2.4 is quite involved. We first present an informal, hopefully intuitive,
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motivation for the asymptotic SDE satisfied by the time evolution of the number of balls
in a given urn. It should be noted that we will not establish our mean-field result in the
same way. The method can be used in a simpler setting, see Sun [156]. It does not seem
to be possible for our current model. The integration of Equation (4.38) and the use of
Proposition 4.9 lead to the relation

LN
i (t) = LN

i (0) + CN
i (t)−

∫ t

0
LN

i (s−)N i(ds,M) (4.40)

with (CN
i (t)) is the process associated to the interaction of the nodes in the neighborhood

of i,
CN

i (t) = ∑
j∈HN(i)

∫
[0,t]×M

Zji(u, LN(s−))N j(ds, du).

As it will be seen, under Assumptions 4.2, with high probability the process

(Zji(u, LN(s−)), u∈M, s≤t)

is either 0 or 1 and, consequently, (CN
i (t)) is a counting process. Additionally the process

(CN
i (t)−ĈN

i (t)) is a martingale, where

(
ĈN

i (t)
)
=

 ∑
j∈HN(i)

∫ t

0
LN

j (s)pN
ji (LN(s))ds


is the compensator of (CN

i (t)). See Jacobsen [79]. With the definition of (pN
ji (`)),

Relation (4.23) of Assumptions 4.2 gives the equivalence(
hN pN

ji (LN(t))
)
∼
(

Ψ(ΛN
j (t), LN

i (t))
)

with high probability on finite time intervals, then

(
ĈN

i (t)
)
∼

∫ t

0

1
hN

∑
j∈HN(i)

LN
j (s)Ψ(ΛN

j (t), LN
i (s)) ds

 .

Assuming a convenient mean-field convergence, i.e. that the local empirical mea-
sures (ΛN

j (t)) [resp. the processes (LN
j (t))] are converging in distribution to a

continuous deterministic process (Λ(t)) [resp. to a process (L(t))]. In particular
(Λ(t)( f ))=(E( f (L(t)))) and, due to the fact that LN(t)∈SN and the scaling assump-
tion (4.16),

〈Λ(t), I〉=E(L(t))=β, ∀t≥0,

where I(x)=x is the identity. Under this hypothesis, one would have the equivalence in
distribution for the compensator of (CN

i (t)),

(
ĈN

i (t)
)
∼

∫ t

0
Ψ
(

Λ(s), LN
i (s)

) 1
hN

∑
j∈HN(i)

LN
j (s) ds


∼
(

Ĉ(t)
)

def.
=

(
β
∫ t

0
Ψ(Λ(s), L(s)) ds

)
.
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This suggest that the sequence of counting processes (CN
i (t)) is converging in distribu-

tion to a counting process (C(t)) given by

(C(t)) =
(∫ t

0
P
(

ds×[0, βΨ(Λ(s), L(s−))]
))

,

where P is an homogeneous Poisson point process on R2
+. In view of Relation (4.40),

one can now introduce a potential candidate for the asymptotic process (L(t)).

Existence and Uniqueness of the McKean-Vlasov process

We first establish the existence and uniqueness of such a process. The proof of the
convergence in distribution of (LN

i (t)), 1≤i≤N, to this asymptotic process is achieved
in the next subsection.

Theorem 4.4. If the functional Ψ satisfies Assumptions 4.2, there exists a unique càdlàg process
(L(t)) with an initial condition L(0) and such that the SDE

dL(t) = P
(

dt×
[
0, β Ψ(π(t), L(t−))

])
−L(t−)P(dt) (4.41)

holds, where, for t>0, π(t) is the distribution of L(t) on N and P [resp. P] is an homogeneous
Poisson point process on R2

+ [resp. R+] with rate 1 and the random processes P and P are
independent .

This will be referred to as the McKean-Vlasov process associated to this model.
This non-linear Markov process can be also be seen analytically as the solution of the
following Fokker-Planck equation, i.e. find (π(t)) a continuous M1(N)-valued function
such that, for any function f with finite support on N,

〈π(t), f 〉 = 〈π(0), f 〉+
∫ t

0

〈
π(s), Ωπ(s) f

〉
ds, ∀t≥0, (4.42)

where the generator Ω is defined by, for σ∈M1(N),

Ωσ( f )(x) = βΨ(σ, x) ( f (x+1)− f (x)) + ( f (0)− f (x)), (4.43)

for x∈N. See Sznitman [158].

Proof. Recall that C(R+, M1(N)) is the set of continuous mappings on R+ with values in
M1(N) endowed with the topology associated to the total variation distance. A coupling
approach is used. For any π=(π(t))∈C(R+, M1(N)), we can construct the solution

(Lπ(t)) of the SDE (4.41) with Lπ(0)=L0∈N, with L0
dist.
= π0, on the same probability

space. All we have to show is that the mapping

Φ : C(R+, M1(N))→ C(R+, M1(N))

(π(t)) −−−→ (P(Lπ(t)∈·))
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has a unique fixed point. Let f be a real-valued function on N then, for t≥0,

f (Lπ(t)) = f (L0) +
∫ t

0
∆1( f )(Lπ(s−))P

(
ds×

[
0, β Ψ(π(s), Lπ(s−))

])
+
∫ t

0
( f (0)− f (Lπ(s−)))P(ds), (4.44)

where, for x≥0, ∆1( f )(x)= f (x+1)− f (x). By using standard properties of Poisson
processes, one gets the relation

E( f (Lπ(t))) = E( f (L0)) + β
∫ t

0
E(∆1( f )(Lπ(s))Ψ(π(s), Lπ(s))) ds

+
∫ t

0
E[ f (0)− f (Lπ(s))] ds,

In particular (E( f (Lπ(t)))) is a continuous function, so that Φ is indeed well defined.
For π1=(π1(t)) and π2=(π2(t))∈C(R+, M1(N)), and t≥0, let m(t) [resp. M(t)]

be the minimum [resp. maximum] of Ψ(π1(t), Lπ1(t)) and Ψ(π2(t), Lπ2(t)), then
Equation (4.44) gives the relation

|Lπ1(t)− Lπ1(t)| ≤
∫ t

0
P (ds×[βm(s−), βM(s−)]) +

∫ t

0
|Lπ1(s)−Lπ2(s)|P(ds).

By integrating this inequality, we get

h(t)def.
= E (|Lπ1(t)−Lπ1(t)|) ≤ β

∫ t

0
E (|Ψ(π1(s), Lπ1(s))−Ψ(π2(s), Lπ2(s))|) ds

+
∫ t

0
E (|Lπ1(s)−Lπ2(s)|) ds.

From the Lipschitz conditions (4.25) we get the relation

|Ψ(π1(s), Lπ1(s))−Ψ(π2(s), Lπ2(s))| ≤ DΨ‖π1(s)−π2(s)‖tv + CΨ|Lπ1(s)−Lπ1(s)|,

and therefore the existence of constants a and b such that

h(t) ≤ a
∫ t

0
h(s) ds + b

∫ t

0
‖π1(s)−π2(s)‖tv ds.

From Grönwall’s Inequality, we get that

h(t) ≤ beat
∫ t

0
‖π1(s)−π2(s)‖tv ds.

Since

‖Φ(π1)(t)−Φ(π2)(t)‖tv=
1
2

sup
f :‖ f ‖∞≤1

|E( f (Lπ1(t)))−E( f (Lπ2(t)))|

≤E(|Lπ1(t)−Lπ2(t)|) = h(t),

for T>0, there is some constant CT≥0 such that for any t≤T, the relation

‖Φ(π1)(t)−Φ(π2)(t)‖tv ≤ CT

∫ t

0
‖π1(s)−π2(s)‖tv ds

holds. From there, the existence and uniqueness result of a fixed point for Φ is
established with standard arguments. The theorem is proved.
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Proposition 4.10. If there exists some η0 such that E(exp(η0L(0)))<+∞, then, for T>0, there
exists some ηT>0 such that

E

(
sup
t≤T

eηT L(t)

)
< +∞,

where (L(t)) is the solution of SDE (4.41).

Proof. With the notations of Theorem 4.4, SDE (4.41) gives the inequality, for all t≤T,

L(t) ≤ L(0)+P ([0, T]×[0, β‖Ψ‖∞]) ,

which leads to the desired result.

We conclude the subsection with the following straightforward lemma.

Lemma 4.3. If Ω. is the operator defined by Relation (4.43), then under Assumptions 4.2, for
any function f on N with ‖∆1( f )‖∞<+∞, the relation∣∣〈σ, Ωσ( f )〉 −

〈
σ′, Ωσ′( f )

〉∣∣ ≤ 2β‖∆1( f )‖∞ [‖Ψ‖∞+DΨ] ‖σ−σ′‖tv+|
〈
σ−σ′, f

〉
|

holds for any σ, σ′∈M1(N) such that f is integrable with respect to σ and σ′.

Proof. This is a simple consequence of the inequality

| 〈σ, Ωσ( f )〉 −
〈
σ′, Ωσ′( f )

〉
| ≤ | 〈σ, Ωσ( f )−Ωσ′( f )〉 |+ |

〈
σ−σ′, Ωσ′( f )

〉
|

and Relation (4.25).

4.2.4 Mean-Field Convergence Results

The general strategy to establish the mean-field convergence is to use Relation (4.39)
and decompose it in a convenient way with the help of (careful) stochastic calculus
for Poisson process and of several technical estimates. We begin by recalling and
introducing some notations which will be used throughout this subsection.

— As before, if f is some function on N, for y∈N, ∆y is the operator defined by, for
x∈N,

∆y( f )(x)def.
= f (x+y)− f (x).

— The set of 1-Lipschitz functions on N is denoted as Lip(1),

Lip(1) = { f :N→R | ‖∆1( f )‖∞≤1},

and, for K≥0,
IK(x)def.

= xI{x≥K} and I(x)def.
= x. (4.45)

Relation (4.39) is rewritten by compensating the stochastic integrals with respect to the
Poisson processes then, by using Proposition 4.9, one gets that, for a bounded function
f on N and t≥0,〈

ΛN
i (t), f

〉
=
〈

ΛN
i (0), f

〉
+
∫ t

0

〈
ΛN

i (s), f (0)− f (·)
〉

ds

+ ∑
z≥1

∫ t

0
∑

j∈HN(i)

1
hN

∆z( f )
(

LN
j (s)

) ∑
k∈HN(j)

Bkj(LN(s))(dz)

ds + MN
f ,i(t), (4.46)
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Bkj(·) is the binomial distribution defined by Relation (4.29) and (MN
f ,i(t)) is a martingale

whose previsible increasing process (〈MN
f ,i(t)〉) is given, via some simple calculations,

by

〈
MN

f ,i(t)
〉
=

1
h2

N
∑

j∈AN(i)

∫ t

0

∫
(zi)∈NN

( [
f (0)− f (LN

j (s))
]

I{j∈HN(i)}

+ ∑
k∈HN(i)∩HN(j)

∆zk( f )(LN
k (s))

2

Bj(LN(s))(dz1, . . . , dzN)ds. (4.47)

where AN(i) is defined by Relation (4.18) and Bj(·) is the multinomial distribution
defined by Relation (4.28).

We introduce the potential asymptotic process of Theorem 4.4 in this relation. A
careful (and somewhat cumbersome) rewriting of Relation (4.46) gives the identity〈

ΛN
i (t), f

〉
=
〈

ΛN
i (0), f

〉
+
∫ t

0

〈
ΛN

i (s), ΩΛN
i (s)( f )

〉
ds

+ XN
f ,i(t) + YN

f ,i(t) + ZN
f ,i(t) + MN

f ,i(t), (4.48)

where Ω. is the operator defined by Relation (4.43) and I is the identity function. Note
that the relation 〈π(s), I〉=β, s≥0, has been used in this derivation. The other terms are

XN
f ,i(t)

def.
=

1
hN

∫ t

0
∑

j∈HN(i)

∆1( f )(LN
j (s))

〈
ΛN

j (s)−π(s), I
〉

Ψ
(

ΛN
i (s), LN

j (s)
)

ds, (4.49)

where (π(s)) is defined by Theorem 4.4, and

YN
f ,i(t)

def.
=

1
hN

∫ t

0
∑

j∈HN(i)
k∈HN(j)

∆1( f )(LN
j (s))

LN
k (s)
hN

(
Ψ
(

ΛN
k (s), LN

j (s)
)
−Ψ

(
ΛN

i (s), LN
j (s)

))
ds. (4.50)

The term LN
k (s)/hN in the expression of (YN

f ,i(t)) is the main source of difficulty to prove
the mean-field convergence. When the sequence (hN) grows linearly with N then, since
|LN

k |≤FN∼βN, this term is bounded and the usual contraction methods, via Grönwall’s
Inequality, can be used without too much difficulty. A more careful approach has to be
considered if the growth of (hN) is sublinear. Finally,

ZN
f ,i(t)

def.
=
∫ t

0
∑

j∈HN(i)

1
hN

∑
z≥2

∆z( f )
(

LN
j (s)

) ∑
k∈HN(j)

Bkj(LN(s))(dz)

ds

+
∫ t

0
∑

j∈HN(i)
k∈HN(j)

1
hN

∆1( f )
(

LN
j (s)

)
LN

k (s)pN
kj

(
LN(s)

)((
1−pN

kj

(
LN(s)

))LN
k (s)−1
−1
)

ds

+
∫ t

0
∑

j∈HN(i)
k∈HN(j)

1
hN

∆1( f )
(

LN
j (s)

) LN
k (s)
hN

(
hN pN

kj

(
LN(s)

)
−Ψ

(
ΛN

k (s), LN
j (s)

))
ds (4.51)
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where (Bkj(`)) are the binomial distributions defined by Relation (4.29).
We first consider the last four terms of Relation (4.48) via three technical lemmas.

Lemma 4.4. Under Condition (4.3), for any T≥0, there exists a finite constant CT such that

sup
N≥1

sup
t≤T

E
(

LN
1 (t)

2
)
≤ CT.

Proof. Condition (4.3) shows that the quantity

q0
def.
= sup

N≥1
E
(

LN
1 (0)

2
)

is finite. From Relation (4.23) and the boundedness of the functional Ψ, we get the
existence of a constant C0 and N0∈N, such that, for N≥N0, the relation

sup
i∈HN ,`∈SN

pN
i (`) ≤

C0

hN
< 1 (4.52)

holds. Proposition 4.9 and Relation (4.38) give the identity

E
(

LN
1 (t)

2
)
=E

(
LN

1 (0)
2
)

+∑
j∈HN

∫ t

0
E

(∫
N

(
2LN

1 (s)z+z2
)

Bj1(LN(s))(dz)
)

ds−
∫ t

0
E
(

LN
1 (s)

2
)

ds. (4.53)

For s≥0, by using Relation (4.52) and the symmetry of the model, we get

E

(
LN

1 (s)
∫

N
zBj1(LN(s))(dz)

)
= E

(
LN

1 (s)LN
j (s)pN

j1

(
LN(s)

))
≤ C0

hN
E
(

LN
1 (s)LN

j (s)
)
≤ C0

hN
E
(

LN
1 (s)

2
)

,

by Cauchy-Shwartz’s Inequality. Similarly, by using the expression of the second
moment of a binomial variable,

E

(∫
N

z2Bj1(LN(s))(dz)
)
≤ E

(
LN

1 (s)
2 pN

j1

(
LN(s)

)2
)
+E

(
LN

1 (s)pN
j1

(
LN(s)

))
≤ C0

hN
E
(

LN
1 (s)

2
)(

1+
C0

hN

)
.

By plugging these estimates in Equation (4.53), we obtain the following inequality, for
all N≥1,

E
(

LN
1 (t)

2
)
≤ q0+(3C0−1)

∫ t

0
E
(

LN
1 (s)

2
)

ds.

A straightforward use of Grönwall’s Inequality gives then directly the estimation since
the constants q0 and C0 do not depend on N. The lemma is proved.
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Lemma 4.5. Under Conditions (4.2) and (4.3), if (ZN
f ,i(t)) is the process defined by Rela-

tion (4.51), for T≥0,

‖ZN‖T
def.
= E

(
sup
t≤T

sup
f∈Lip(1)

∣∣∣ZN
f ,i(t)

∣∣∣)
then the sequence (‖ZN‖T) converges to 0.

Proof. We denote by δN
1 ( f , t), δN

2 ( f , t) and δN
3 ( f , t) the three terms of the right hand side

of Definition (4.51) of (ZN
f ,i(t)).

Let, for l∈N, B(l) be binomial distribution with parameter l and p0
def.
= C0/hN defined

in Relation (4.52), then

E
(

B(l)I{B(l)≥2}
)
= E

(
B(l)

)
−P

(
B(l)=1

)
=lp0

(
1−(1−p0)

l−1
)
≤ (lp0)

2. (4.54)

By using this inequality and the fact that if f∈Lip(1), then ‖∆z( f )‖∞≤z holds, for z≥1 .
For T>0,

E

(
sup
t≤T

sup
f∈Lip(1)

∣∣∣δN
1 ( f , t)

∣∣∣)

≤ 1
hN

∫ T

0
∑

j∈HN(i)
k∈HN(j)

E
(

B(LN
k (s))I{B(LN

k (s))≥2}
)

ds ≤ C2
0

2hN

∫ T

0
E
(

LN
k (s)

2
)

ds.

From Lemma 4.4 we deduce that the right hand side of the relation is converging to 0 as
N gets large. A similar argument can also be used for the term (δN

2 ( f , t)). For the last
term of (ZN

f ,i(t))

E

(
sup
t≤T

sup
f∈Lip(1)

∣∣∣δN
3 ( f , t)

∣∣∣) ≤ sup
i∈HN

`∈SN

∣∣∣∣∣∣hN pN
i (`)−Ψ

 1
hN

∑
j∈HN

δ`j , `i

∣∣∣∣∣∣
∫ T

0
E
(

LN
k (s)

)
ds.

Relation (4.23) of Condition (4.2) shows that this term is converging to 0 when N goes
to infinity. The lemma is proved.

Lemma 4.6. Under Conditions (4.1) and (4.3), the relation

lim
N→+∞

sup
f∈Lip(1)

E

(
sup
t≤T

(
MN

f ,i(t)
)2
)

= 0,

holds for any T≥0, where, for f∈Lip(1), (MN
f ,i(t)) is the martingale of SDE (4.46).

Proof. By using Relation (4.47), we get the inequality

E

(
sup

f∈Lip(1)

〈
MN

f ,i

〉
(T)

)
≤ 2

h2
N

∑
j∈AN(i)

∫ T

0

E
(

LN
j (s)

2
)

+E

∫
(zi)∈N

 ∑
k∈HN(i)

zk

2

Bj(LN(s))(dz1, . . . , dzN)


ds.
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Note that, for `∈SN , the multinomial distribution Bj(`) on NN has the support
{z∈NN :z1+z2+ · · ·+zN=`j}, which gives the relation

E

(
sup

f∈Lip(1)

〈
MN

f ,i

〉
(T)

)
≤ 4

card(AN(i))
h2

N

∫ T

0
E
(

LN
1 (s)

2
)

ds.

We conclude the proof by using again Lemma 4.4, Condition (4.1) and Doob’s Inequality.

Now we can turn to the remaining terms of Relation (4.48) to establish the
convergence results.

Proposition 4.11. Under Condition (4.2), for T≥0 and t≤T,

‖XN‖t
def.
= E

(
sup

f∈Lip(1)
sup
s≤t

∣∣∣XN
f ,1(s)

∣∣∣) ≤ ‖Ψ‖∞

∫ t

0
E
(∣∣∣〈ΛN

1 (s)−π(s), I
〉∣∣∣) ds, (4.55)

and for K>0,

‖YN‖t
def.
= E

(
sup

f∈Lip(1)
sup
s≤t

∣∣∣YN
f ,1(s)

∣∣∣) ≤ 4DΨK
∫ t

0
E
(∥∥∥ΛN

1 (s)−π(s)
∥∥∥

tv

)
ds

+ DΨ

∫ t

0
E
(∣∣∣〈ΛN

1 (s)−π(s), I
〉∣∣∣) ds + DΨ

∫ t

0
E (〈π(s), IK〉) ds (4.56)

where I is the identity function, and (π(s)) is defined by Theorem 4.4.

Proof. The first Inequality is straightforward to derive from Relation (4.49).
Let f∈Lip(1) and t≤T, by the Lipschitz property of Relation (4.25) we get that

sup
s≤t

∣∣∣YN
f ,1(s)

∣∣∣ ≤ 1
h2

N

∫ t

0
∑

j∈HN(1)
k∈HN(j)

LN
k (s)

∣∣∣Ψ (ΛN
k (s), LN

j (s)
)
−Ψ

(
ΛN

1 (s), LN
j (s)

)∣∣∣ds (4.57)

≤ DΨ

h2
N

∫ t

0
∑

j∈HN(1)
∑

k∈HN(j)
LN

k (s)
∥∥∥ΛN

k (s)−ΛN
1 (s)

∥∥∥
tv

ds.

For s≥0,

1
h2

N
∑

j∈HN(1)
∑

k∈HN(j)
LN

k (s)
∥∥∥ΛN

k (s)−ΛN
1 (s)

∥∥∥
tv

≤ 1
h2

N
∑

j∈HN(1)
∑

k∈HN(j)

[
K
∥∥∥ΛN

k (s)−ΛN
1 (s)

∥∥∥
tv
+ LN

k (s)I{LN
k (s)≥K}

]
,

since ‖ΛN
k (s)−ΛN

1 (s)‖tv≤1. We get therefore, by symmetry, that

1
h2

N
∑

j∈HN(1)
∑

k∈HN(j)
E
(

LN
k (s)

∥∥∥ΛN
k (s)−ΛN

1 (s)
∥∥∥

tv

)
≤ 1

h2
N

∑
j∈HN(1)

∑
k∈HN(j)

[
2KE

(∥∥∥ΛN
1 (s)−π(s)

∥∥∥
tv

)
+ E

(
LN

1 (s)I{LN
1 (s)≥K}

)]
≤ 2KE

(∥∥∥ΛN
1 (s)−π(s)

∥∥∥
tv

)
+ E

(
LN

1 (s)I{LN
1 (s)≥K}

)
,
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and this term is smaller than

2KE
(∥∥∥ΛN

1 (s)−π(s)
∥∥∥

tv

)
+E

(∣∣∣〈ΛN
1 (s)−π(s), IK

〉∣∣∣)+ 〈π(s), IK〉

≤ 4KE
(∥∥∥ΛN

1 (s)−π(s)
∥∥∥

tv

)
+E

(∣∣∣〈ΛN
1 (s)−π(s), I

〉∣∣∣)+ 〈π(s), IK〉 ,

which gives the desired result.

For the next step to prove the main mean-field result, one has to estimate the
deviations of the local mean,

E

(
sup
s≤t

∣∣∣〈ΛN
1 (s)−π(s), I

〉∣∣∣)=E

(
sup
s≤t

∣∣∣〈ΛN
1 (s), I

〉
−β
∣∣∣) ,

this is the next proposition. We define, for t≥0, dN(t)def.
= dN

1 (t)+dN
2 (t), with

dN
1 (t)

def.
= E

(
sup
s≤t

∥∥∥ΛN
1 (s)−π(s)

∥∥∥
tv

)
,

dN
2 (t)

def.
= E

(
sup
s≤t

∣∣∣〈ΛN
1 (s)−π(s), I

〉∣∣∣) .
(4.58)

We are going to show that, for T>0, the sequence (dN(T)) is converging to 0. Let

d(t) = lim sup
N→+∞

dN(t).

Proposition 4.12. Under Conditions (4.1), (4.2) and (4.3), for any T>0, there exists a constant
C0>0 such that the relation

d(t) ≤ C0K
∫ t

0
d(s) ds+C0TK sup

s≤T
E (〈π(s), IK〉) . (4.59)

holds for all t≤T and K≥1.

Proof. Noting that I∈Lip(1), Relations (4.42) and (4.48) give the inequality, for T>0 and
t≤T,

E

(
sup
s≤t

∣∣∣〈ΛN
1 (s)−π(s), I

〉∣∣∣) ≤ E
(∣∣∣〈ΛN

1 (0)−π(0), I
〉∣∣∣)

+
∫ t

0
E
(∣∣∣〈ΛN

1 (s), ΩΛN
1 (s)(I)

〉
−
〈

π(s), Ωπ(s)(I)
〉∣∣∣)ds

+E

(
sup
s≤T

∣∣∣MN
I,1(s)

∣∣∣)+
∥∥∥XN

∥∥∥
t
+
∥∥∥YN

∥∥∥
t
+
∥∥∥ZN

∥∥∥
T

,

with the notations of Proposition 4.11 and Lemma 4.5. From Lemma 4.3 we get the
relation, for s≥0,∣∣∣〈ΛN

1 (s), ΩΛN
1 (s)(I)

〉
−
〈

π(s), Ωπ(s)(I)
〉∣∣∣

≤ (2‖Ψ‖∞+DΨ)β‖ΛN
1 (s)−π(s)‖tv+

∣∣∣〈ΛN
1 (s)−π(s), I

〉∣∣∣ .
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By using Proposition 4.11 and Lemma 4.5, we get that

dN
2 (t) = E

(
sup
s≤t

∣∣∣〈ΛN
1 (s)−π(s), I

〉∣∣∣) ≤ E
(∣∣∣〈ΛN

1 (0)−π(0), I
〉∣∣∣)

+ [(2‖Ψ‖∞+DΨ)β+4DΨK]
∫ t

0
‖ΛN

1 (s)−π(s)‖tv ds

+ [‖Ψ‖∞+DΨ+1]
∫ t

0
E
(∣∣∣〈ΛN

1 (s)−π(s), I
〉∣∣∣) ds

+ DΨ

∫ t

0
E (〈π(s), IK〉) ds+E

(
sup
s≤T

∣∣∣MN
I,1(s)

∣∣∣)+
∥∥∥ZN

∥∥∥
T

. (4.60)

We now turn to the estimation of dN
1 (t). For f :N→{0, 1} and T>0, by Lemma 4.3, if

t≤T, ∫ t

0

∣∣∣〈ΛN
1 (s), ΩΛN

1 (s)( f )
〉
−
〈

π(s), Ωπ(s)( f )
〉∣∣∣ds ≤ C0

∫ t

0
‖ΛN

1 (s)−π(s)‖tv ds

with C0=1+β(2‖Ψ‖∞+DΨ), Relations (4.42) and (4.48) give then the inequality∣∣∣〈ΛN
1 (t)−π(t), f

〉∣∣∣ ≤ C0

∫ t

0
‖ΛN

1 (s)−π(s)‖tv ds

+
∥∥∥ΛN

1 (0)−π(0)
∥∥∥

tv
+
∣∣∣MN

f ,i(t)
∣∣∣+|XN

f ,1(t)|+|YN
f ,1(t)|+|ZN

f ,1(t)| (4.61)

By definition of the total variation norm, see Relation (4.30), we have∥∥∥ΛN
1 (t)−π(t)

∥∥∥
tv
= sup

f :N→{0,1}

∣∣∣〈ΛN
1 (t)−π(t), f

〉∣∣∣ ≤ RN
1 (t) + RN

2 (t), (4.62)

with

RN
1 (t)

def.
= sup
F⊂(K,+∞)

∣∣∣〈ΛN
1 (t)−π(t),1F

〉∣∣∣ and RN
2 (t)

def.
= sup

F⊂[0,K]

∣∣∣〈ΛN
1 (t)−π(t),1F

〉∣∣∣ .

With the same argument as before, we get

RN
1 (t) ≤

〈
ΛN

1 (t)+π(t), (K,+∞)
〉
≤
∣∣∣〈ΛN

1 (t)−π(t),1[0,K]

〉∣∣∣+2 〈π(t), IK〉 (4.63)

and therefore
RN

1 (t) ≤ RN
2 (t)+2 sup

s≤t
〈π(s), IK〉 .

Denote by EK={ f=1F:F⊂[0, K]}, By taking successively the supremum on all f∈EK and
s≤t for Relation (4.61), we obtain the inequality, for t≤T,

E

(
sup
s≤t

RN
2 (s)

)
≤ C0

∫ t

0
E

(
sup
u≤s
‖ΛN

1 (u)−π(u)‖tv

)
ds

+E
(∥∥∥ΛN

1 (0)−π(0)
∥∥∥

tv

)
+2K+1 sup

f∈EK

E

(
sup
s≤t

∣∣∣MN
f ,i(s)

∣∣∣)+‖XN‖t+‖YN‖t+‖ZN‖T. (4.64)
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Again the quantity ‖XN‖t+‖YN‖t is upper bounded with the help of Proposition 4.11.
If we gather the estimates (4.60), (4.62), (4.63) and (4.64), we obtain that, for T≥0, there
exists a constant C0 independent of K≥1 and T such that, for any t≤T,

1
C0

dN(t) ≤ K
∫ t

0
dN(s) ds + KT sup

s≤T
〈π(s), IK〉+E

(∣∣∣〈ΛN
1 (0)−π(0), I

〉∣∣∣)
+E

(∥∥∥ΛN
1 (0)−π(0)

∥∥∥
tv

)
+2K sup

f∈EK∪{I}
E

(
sup
s≤t

∣∣∣MN
f ,i(s)

∣∣∣)+
∥∥∥ZN

∥∥∥
T

.

Note that, for s≥0, |
〈
ΛN

1 (s)−π(s), I
〉
|≤FN/N+β, the mapping s 7→dN(s) is therefore

bounded by a constant. By using Condition (4.3), Lemmas 4.5 and 4.6, and by applying
Fatou’s Lemma, we obtain the relation,

d(t) ≤ C0K
∫ t

0
d(s) ds+KC0T sup

s≤t
〈π(s), IK〉 .

The proposition is proved.

We can now formulate our main convergence result.

Theorem 4.5 (Convergence of Local Empirical Distributions). If Conditions (4.1), (4.2)
and (4.3) hold, then, for any 1≤i≤N, the local empirical distribution process at node i, (ΛN

i (t)),

(ΛN
i (t)) =

 1
card(HN(i)) ∑

j∈HN(i)
δLN

j (t)


is converging in distribution to (π(t)), where, if (L(t)) is the solution of McKean-Vlasov
SDE (4.41) with initial distribution π(0), for t≥0, π(t) is the distribution of L(t).

Proof. The notations of the proof of the previous proposition are used. With Grönwall’s
Inequality and Relation (4.59), we get the relation

d(t) ≤ C0TK sup
s≤T

E (〈π(s), IK〉) eC0Kt

for all t≤T. Proposition 4.10 gives the existence of some η>0 and C1>0 such that

sup
s≤T

E (〈π(s), IK〉) ≤ C1e−ηK , ∀K>0.

By letting K go to infinity, we obtain that d(t)=0 for all t≤t1
def.
= η/(2C0)∧T and therefore

the desired convergence on the time interval [0, t1]. In particular if we make a time shift
at t1, it is easy to check that Condition (4.3) are also satisfied for this initial state and
we can then repeat the same procedure until the time T is reached. The theorem is
proved.

Theorem 4.6 (Mean-Field Convergence). Under the conditions of Theorem 4.5, then, for the
convergence in distribution of processes,

lim
N→+∞

(
1
N

N

∑
i=1

δLN
i (t)

)
=(π(t)),
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and, for any p≥2, and 1≤n1<n2< · · ·<np,

lim
N→+∞

((
LN

n1
(t)
)

,
(

LN
n2
(t)
)

, . . . ,
(

LN
np
(t)
))

dist.
= Π⊗p

where Π is the distribution of the stochastic process (L(t)), the solution of McKean-Vlasov
SDE (4.41) and, for s≥0, π(s) is the distribution of the marginal of Π at s, i.e. it is the
distribution of L(s).

Proof. By using relation (4.34), one has

sup
t≤T

∥∥∥ΛN(t)−π(t)
∥∥∥

tv
≤ 1

N

N

∑
i=1

sup
t≤T

∥∥∥ΛN
i (t)−π(t)

∥∥∥
tv

.

The first claim of the theorem follows directly from Theorem 4.5 and the fact that the
processes (ΛN

i (t)), 1≤i≤N, have the same distribution. The last assertion is a simple
consequence of Proposition 2.2 p. 177 of Sznitman [158].

We conclude this subsection with a mean-field convergence result for the invariant
distributions when the sequence of the sizes (hN) of the neighborhoods grows at linearly
with respect N. For a fixed N, the finite state space Markov process (LN

i (t)) has a unique
invariant distribution. We will denote by (LN

i (∞)) a random variable whose distribution
is invariant for (LN

i (t)).

Theorem 4.7. Under the conditions of Theorem 4.5, and if

lim inf
N→+∞

hN/N>0,

and πN is the distribution at equilibrium of (LN
1 (t)), then the sequence (πN) is tight and

any of its limiting points is an invariant distribution of the McKean-Vlasov process defined by
SDE (4.41).

Proof. Since (LN(t)) is an irreducible finite state Markov chain, it has therefore a unique

invariant distribution. We denote by LN(∞)
def.
= (LN

1 (∞), . . . , LN
N(∞)) a random variable

with such a distribution.
We first show that some exponential moments of the variables LN

1 (∞), N≥1, are
bounded. For η>0, the balance equation for the function f (`)= exp(η`1), `∈SN , gives
the relation

E
(

eηLN
1 (∞)

)
−1=E

eηLN
1 (∞)

(eη−1)∑
i∈HN(1)

LN
i (∞)pN

i1

(
LN(∞)

)
+UN

(
LN(∞)

) ,

where, for `∈SN ,

UN(`) = ∑
i∈HN(1)

[
1 + pN

i1(`)(e
η−1)

]`i
−1−`i pN

i1(`)(e
η−1).
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By using Relation (4.52), we have pN
i1(`)≤C0/hN , we get then the estimation

|UN(`)| ≤ ∑
i∈HN(1)

(eη−1)2 C2
0`

2
i

2h2
N

(
1 +

C0

hN
(eη−1)

)`i−2

≤ (eη−1)2 C2
0

2

(
1+

C0

hN
(eη−1)

)FN F2
N

h2
N

,

since `∈SN . The assumption of the sequence (hN) shows that there exists some η1>0
such that if η<η1 then the last term is bounded by D0(eη−1)2 for some constant D0≥0.
By using this inequality, we get the relation

E
(

eηLN
1 (∞)

)
−1 ≤ E

eηLN
1 (∞)

 ∑
i∈HN(1)

Li
C0

hN
(eη−1) +D0(eη−1)2


≤ E

(
eηLN

1 (∞)
(

D1 (eη−1) +D0(eη−1)2)) ,

for some constant D1≥0. If η0<η1 is such that D1(eη0−1)+D0(eη0−1)2<1, then we get
that the exponential moments of order η0 of LN

1 are bounded,

sup
N≥1

E
(

eη0LN
1 (∞)

)
< +∞. (4.65)

This shows in particular that the sequence (πN) is tight. Let π be one of its limits. For
K>0,

E
(

ΛN
1 (∞)([K,+∞))

)
= P

(
LN

1 ≥K
)

, (4.66)

from Lemma 3.2.8 of Dawson [42], we deduce that the sequence of local empirical
distribution at equilibrium (ΛN

1 (∞)) is tight for the convergence in distribution. We
take a subsequence (Nk) so that (πNk) and (ΛNk

1 (∞)) converge.
By Skorohod’s representation theorem, one can construct a probability space where

the sequence of random probabilities (ΛNk
1 (∞)) on N converges almost surely towards

some random probability Λ. In particular, for any bounded function f on N,

E
(
Λ( f )

)
= lim

k→+∞
E
(

ΛNk
1 (∞)( f )

)
= lim

k→+∞

∫
f (x) dπNk(dx)=

∫
N

f (x)π(dx).

From Relations (4.65) and (4.66), we get that

lim
N→+∞

E
(∥∥∥ΛN

1 (∞)−Λ
∥∥∥

tv

)
= 0.

Condition (4.3) is therefore satisfied for the initial vector LN(∞).
If (L̃N(t)) be the solution of SDE (4.38) with initial state (LN(∞)) and (Λ̃N

i (t)),
1≤i≤N, are the corresponding local empirical distributions. Theorem 4.5 gives the
relation

lim
N→+∞

E
(

ΛN
1 (t)( f )

)
=E

(
f (L̃(t))

)
,

where (L̃(t)) is the solution of McKean-Vlasov SDE (4.41) with initial distribution π. By
invariance, E

(
f (L̃(t))

)
is constant with respect to t, hence π is an invariant distribution

of the McKean-Vlasov process. The theorem is proved.
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The following subsection is devoted to the properties of the invariant distributions
of the McKean-Vlasov process.

4.2.5 Equilibrium of the McKean-Vlasov Process

Recall that β is the average load of an urn at any time. The purpose of this subsection
is to investigate the properties of the tail distribution of the number of balls in an urn at
equilibrium when β get large. Recall that in our asymptotic picture, the time evolution
of the number of balls in a given urn can be seen as the solution of the SDE defining the
McKean-Vlasov process

dLβ(t) = P
(

dt×
[
0, β Ψ(π(t), Lβ(t−))

])
−Lβ(t−)P(dt), (4.67)

where P [resp. P] is an homogeneous Poisson point process on R2
+ [resp. R+] with rate

1.
If the process (Lβ(t)) is at equilibrium, then the function (π(t)) is constant and

is equal to some πβ∈M1(N). In this case, the process (Lβ(t)) is a simple Markov
jump process on N. It is easily checked that any invariant distribution πβ satisfies
the following fixed point equation Fβ(πβ)=πβ in M1(N) where Fβ is defined by, for
π∈M1(N),

Fβ(π)=
(

Fβ(π)(n)
) def.
=

(
1

1+βΨ(π, n)

n−1

∏
k=0

βΨ(π, k)
1 + βΨ(π, k)

)
, (4.68)

with the convention that ∏−1
0 =1. Clearly Fβ(π)∈M1(N) and, due to Relation (4.24), the

quantity
+∞

∑
n=0

n

∏
k=0

βΨ(π, k)
1 + βΨ(π, k)

is β when π is a fixed point of Fβ.
The following proposition shows that, for a large class of functionals Ψ, a potential

invariant distribution is always concentrated around values proportional to its average β.
We will give more precise results later for power of d-choices algorithms. Additionally,
an existence and uniqueness result is proved when the average load per urn is small
enough.

Proposition 4.13. If Assumptions 4.2 holds for the functional Ψ,

1. if, for β>0, there exists and invariant distribution πβ for the McKean-Vlasov pro-
cess (4.41), then it is stochastically bounded by a geometric distribution with parameter
β‖Ψ‖∞/(1+β‖Ψ‖∞), in particular, for any x>0,

πβ([x,+∞))≤ exp
(
− β

1+β‖Ψ‖∞
x
(

1− 1
2(1+β‖Ψ‖∞)

))
. (4.69)

2. There exists β0>0 such that, if β<β0, then the McKean-Vlasov process (4.41) has a unique
invariant distribution.
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Proof. If the initial distribution of the McKean-Vlasov process is πβ, then (Lβ(t)) is a
simple Markov process which jumps from n to n+1 at rate βΨ(πβ, n) and returns at 0
with rate 1. Denote by (L̃β(t)) a Markov process on N with the same characteristics
except that the jumps from n to n+1 occur at rate β‖Ψ‖∞. It is easy to construct
a coupling such that L̃β(0)=Lβ(0)=Yβ and that Lβ(t)≤L̃β(t) holds for all t≥0. By
assumption, the distribution of Lβ(t) is constant with respect to t. It is easy to check
that the invariant distribution of (L̃β(t)) is a geometric distribution with parameter
β‖Ψ‖∞/(1+β‖Ψ‖∞). This proves the first part of the proposition.

For k∈N and π∈M1(N), one defines

aπ(k)
def.
=

βΨ(π, k)
1+βΨ(π, k)

,

the function Fβ can be expressed as, for n∈N,

Fβ(π)(n) =
n−1

∏
0

aπ(k)−
n

∏
0

aπ(k).

From Relations (4.25) and the boundedness of Ψ, we get that

‖aπ−aπ′‖∞ ≤ βDΨ‖π−π′‖tv and aπ(k) ≤ δ
def.
=

β‖Ψ‖∞

1+β‖Ψ‖∞

hold for any π, π′∈M1(N) and k∈N. Note that, for n∈N,

n

∏
0

aπ′(k)−
n

∏
0

aπ(k) =
n

∑
m=0

m

∏
0

aπ(k)
n

∏
m+1

aπ′(k)−
m−1

∏
0

aπ(k)
n

∏
m

aπ′(k),

and therefore that, for n≥1,∣∣∣∣∣ n

∏
0

aπ′(k)−
n

∏
0

aπ(k)

∣∣∣∣∣ ≤ n

∑
m=0
|aπ(m)−aπ′(m)| δn ≤ (n+1)δnβDΨ‖π−π′‖tv.

This gives the Lipschitz property for the mapping Fβ for the total variation norm,

‖Fβ(π
′)−Fβ(π)‖tv =

1
2

+∞

∑
n=0
|Fβ(π

′)(n)−Fβ(π)(n)|

≤
+∞

∑
n=0

∣∣∣∣∣ n

∏
0

aπ′(k)−
n

∏
0

aπ(k)

∣∣∣∣∣ ≤ βDΨ

(1−δ)2 ‖π
′−π‖tv.

Hence if βDΨ(1+β‖Ψ‖∞)2<1, Fβ is a contracting application for the total variation norm.
The proposition is proved.

We have not been able to improve significantly this result. As it will be seen for
specific functionals Ψ much more can be said.
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Random Weighted Algorithm

For σ∈M1(N), the function Ψ is, in this case, defined by

Ψcc(σ, l) =
W(l)
〈σ, W〉 ,

and the range of W is assumed to be in [c, C], for some positive constants c and C.
It is not difficult to see that there exists a unique invariant distribution πβ. If

π∈M1(N) is invariant if and only if it has the representation

(π(n)) =

(
γ

γ+βW(n)

n−1

∏
k=0

βW(k)
γ + βW(k)

)
,

where γ= 〈π, W〉, i.e.

β =
+∞

∑
n=0

n

∏
k=0

βW(k)
γ + βW(k)

. (4.70)

It is easy to see that this equation has a unique solution γβ which gives the existence
and the uniqueness of the invariant distribution in this case.

When (W(k)) is constant equal to w>0, then balls are placed at random in the
neighboring urns, independently of their loads in particular. In this case γβ=w and the
corresponding invariant measure is the geometric distribution with parameter β/(1+β).
From Theorem 4.7, we get the following proposition.

Proposition 4.14 (Random Algorithm). Under Assumptions 4.1, for any β>0, when N goes
to infinity, the equilibrium distribution of the process (LN

1 (t)) is converging in distribution to a
random variable Yβ with a geometric distribution with parameter β/(1+β). In particular, for
the convergence in distribution,

lim
β→+∞

Yβ

β
= E1,

where E1 is an exponentially distributed random variable with parameter 1.

It turns out that the random algorithm behaves poorly in terms of the load of a
given urn. For a large β, the asymptotic tail distribution of the occupancy of an urn
at equilibrium is, as expected, the upper bound (4.69). The simple consequence of this
result is that, if on average, there are β balls per urn, there is a significant fraction of urns
with an arbitrarily large number of balls. We will see that the situation is completely
different for the power of d choices algorithm.

Power of d-choices

For σ∈M1(N), the function Ψ is, in this case, defined by

Ψpc(σ, l)=
(σ([l,+∞))d−σ((l,+∞))d

σ({l}) ,
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Proposition 4.15. There exists a unique invariant distribution πβ of (Lβ(t)), it is given by

πβ(n) = ξn−ξn+1, n≥0, (4.71)

where (ξn) is the non-increasing sequence defined by induction by ξ0=1 and

ξn=β
(

ξd
n−1−ξd

n

)
, n≥1. (4.72)

Proof. The existence and uniqueness of such a sequence (ξn) is clear. Let π be an
invariant distribution of (Lβ(t)), it satisfies the balance equation

π(n)(1 + βΨ(π, n)) = π(n−1)βΨ(π, n−1), n≥1.

and π(0)βΨ(π, 0)=1−π(0). Define ξn = π([n,+∞)). The balance equation for n=0
shows that Relation (4.72) is clearly true for n=1. If we assume that Relation (4.71)
holds up to p, the balance equation can be rewritten as

(ξp − ξp+1) + β
(

ξd
p−ξd

p+1

)
= β

(
ξd

p−1−ξd
p

)
= ξp,

hence Relation (4.72) is valid for p+1. The proposition is proved.

The following theorem shows that the power of d-choices policy is efficient in terms
of the load of an arbitrary urn, the invariant distribution of this load is asymptotically
concentrated on the finite interval [0, d/(d−1)β]. Only an extra capacity β/(d−1) has
to be added to the minimal capacity β for any urn in order to handle properly this
allocation policy. This has important algorithmic consequences in some contexts. See
Sun et al. [156].

Theorem 4.8 (Power of d choices). Under Assumptions 4.1, for any β>0, when N goes to
infinity, the equilibrium distribution of the process (LN

1 (t)) is converging in law to a random
variable Yβ whose distribution is the unique invariant measure of the McKean-Vlasov process
(Lβ(t)) defined by SDE (4.41).

Furthermore, for the convergence in distribution,

lim
β→+∞

Yβ

β
=

d
d−1

(
1−Ud−1

)
,

where U is a uniform random variable on [0, 1].

Proof. The first part of the theorem is a direct consequence of Theorem 4.7 and
Proposition 4.15.

For k≥1, by summing up Equation (4.72) for 1 to k−1, one gets the relation

β
(

1−P(Yβ ≥ k)d
)
= E

(
Yβ∧k

)
,

since E(Yβ)=β, this gives

P(Yβ ≥ k)d =
1
β

(
E(Yβ)−E

(
Yβ∧k

))
= E

((
Yβ

β
− k

β

)+
)

,
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hence, if Zβ
def.
= Yβ/β, for x>0,

P
(
Zβ ≥ x

)d
= E

((
Zβ −

dβxe
β

)+
)

.

Relation (4.69) shows that, for β1 sufficiently large the family of random variables Zβ,
β≥β1 is tight and that the corresponding second moments are bounded. Let Z be a

limiting point when β gets large and h(x)def.
= P(Z≥x), x≥0. The previous relation gives

the identity, for x≥ 0,

h(x)d=
∫ +∞

x
h(u) du.

It is easy to see that this relation determines h and therefore gives the desired
convergence in distribution. The theorem is proved.
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Chapter 5

On the Asymptotic Distribution of
Nucleation Times of Polymerization
Processes
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Abstract In this chapter, we investigate a stochastic model describing the time
evolution of a polymerization process. A polymer is a macromolecule resulting from
the aggregation of several elementary subunits called monomers. Polymers can grow
by addition of monomers or can be split into several polymers. The initial state of the
system consists of isolated monomers. We study the lag time of the polymerization
process, that is, the first instant when the fraction of monomers used in polymers
is above some threshold. The mathematical model includes a nucleation property: If
nc is defined as the size of the nucleus, polymers with a size smaller than nc are
quickly fragmented into smaller polymers. For polymers of size greater than nc, the
fragmentation still occurs but at a smaller rate. A scaling approach is used, by taking
the volume N of the system as a scaling parameter. If nc≥3 and under quite general
assumptions on the way polymers are fragmented, if TN is the instant of creation of the
first “stable” polymer, i.e. a polymer of size nc, then it is proved that (TN/Nnc−3)
converges in distribution. We also show that, if nc≥4, then the lag time has the
same order of magnitude as TN and, if nc=3, it is of the order of log N. An original
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feature proved for this model is the significant variability of TN . This is a well known
phenomenon observed in the experiments in biology but the previous mathematical
models used up to now did not exhibit this magnitude of variability. The results are
proved via a series of technical estimates for occupations measures on fast time scales.
Stochastic calculus with Poisson processes, coupling arguments and branching processes
are the main ingredients of the proofs.

5.1 Introduction

The protein polymerization processes is an important phenomenon occurring in
many biological processes. Macromolecules proteins, also called monomers, may be
assembled into several aggregated states called polymers. A polymer of size k is an
assembly of k monomers linked by some chemical bonds. See Appendix 5.A for a more
detailed description of the biological background.

In this chapter, we introduce a stochastic model describing the time evolution of the
set of polymers. It is assumed that, initially, there are only single monomers. Polymers
are formed by the successive additions of monomers to an existing polymer, these events
are essentially caused by random fluctuations inside the cell due to thermal noise for
example. The same fluctuations may also cause the breakage of polymers into several
polymers of smaller sizes and also monomers.

The main quantity of interest is the time evolution of the polymerized mass of
monomers, that is the the mass of the polymers of size greater or equal to 2. In practice,
this quantity can be measured in the experiments.

Using the classical notations for chemical reactions, if Xk is the set of polymers of
size k, the polymerization process analyzed in this chapter can be represented asX1+Xk

κk
on−→Xk+1,

Xk
κk

off−→Xa1+Xa2+ · · ·+Xap , p≥2, a1+ · · ·+ap=k.
(5.1)

The quantity κk
on [resp. κk

off] is the chemical rate at which a polymer of size k is bound
with a monomer [resp. at which it is broken].

The Large Variability of Polymerization Processes

Starting with only monomers, the system will stay for some time with a negligible
polymerized mass, i.e. few monomers are polymerized at a given instant. The main
phenomenon observed in the experiments is that there is an instant when a sharp phase
transition occurs, the polymerized mass goes then from 0 to reach very quickly its
final value. This explosive behavior is a constant feature of polymerization processes
observed in experiments. Another key property from a biological point of view is that
the instant when this event occurs, the lag time, varies significantly from an experiment to
another. See Figure 5.1 in the appendix. This phenomenon is believed to be at the origin
of the long delays observed in the development of several neuro-degenerative diseases
such as the Bovine Spongiform Encephalopathy (Mad Cow) or Alzheimer’s disease. See
Appendix 5.A for a quick review and references for the biological aspects. The main
goal of mathematical models in this domain is of representing this phenomenon via a
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simple model exhibiting this phenomenon and so that the variability of the lag time can
analyzed quantitatively.

A natural description involves an infinite dimensional state space, the kth coordinate
giving the number of polymers of size k. The growth of polymer of size k is described
by the interaction of the kth and first coordinates. The fragmentation of polymer gives
a more intricate transition since a polymer can be fragmented into a subset of polymers
of smaller sizes and also monomers. We begin with the description of a classical
mathematical model of polymerization.

Literature: Becker-Döring Equations

The corresponding sequence of chemical reactions are given by

X1+Xk

ak−→←−
bk+1

Xk+1, k≥1. (5.2)

They have been quite often used to represent polymerization processes. It amounts to
assume that polymers can evolve only by the addition/removal of one monomer. In
a deterministic setting, there is an associated system of ODEs called the Becker-Döring
Dynamical System (ck(t)) solution of the system of differential equations

dc1

dt
(t) = −2J1(c(t))−∑

k≥2
Jk(c(t)),

dck

dt
(t) = Jk−1(c(t))−Jk(c(t)), k>1,

(BD)

with Jk(c)=akc1ck−bk+1ck+1 if c=(ck)∈RN
+ and with a convenient initial condition. This

is a first order description of the process, the term ck(t) should be thought of the
concentration of polymers of size k≥1. The conservation of mass holds, provided that
the system is well-behaved, i.e. the quantity

c1(t)+2c2(t) + · · ·+ kck(t) + · · ·

is constant with respect to t. See Becker and Döring [16] for the original paper. The
conditions on existence/uniqueness of solutions have been extensively investigated. See
Ball et al. [15] and Penrose [125, 126]. For the rate of convergence to equilibrium,
see Jabin and Niethammer [78] and for the so-called gelation property when the
conservation of mass is not satisfied, see Jeon [83]. In the literature of biological models
it has been extensively used, see the various classes of ODEs in Table 2 of Morris et
al. [115] and Hingant and Yvinec [75] for example, see also Wu and Shea [167] and
Yvinec et al. [170].

With convenient parameters estimations, these ODEs can describe first order
characteristics such as the mean concentration of polymers with a given size. See
Davis and Sindi [41], Rubenstein et al. [75] for a survey of these results. Due to their
deterministic formulation, they cannot really be used to investigate the fluctuations of
the lag time of the polymerization process. Recall that this is one of the most important
aspects of these phenomena.

There is a past and recent interest in growth-fragmentation models which are gen-
eralizations of the polymerization process described by Relation (5.1). For these
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models, the growth can occur also by coagulation and not only by addition of a single
particle/monomer at a time. Additionally, the rates of occurrence of the growth or
fragmentation events can be state dependent. See Aldous [5] for a general survey. See
also Bertoin [18] and Calvez et al. [29] and subsequent references for recent work on
these topics. These processes are also used to study some population processes. These
studies focus mainly on the existence of such processes, on their scaling properties
(like self-similarity) or their branching process representation. It should be noted that
the term “polymer” is also used for stochastic processes defined in terms of a Gibbs
distribution on finite sample paths in Zd, these processes are related to several classes
of random walks in random environment, see den Hollander [44] and Comets [38] for
example. The problems investigated in this chapter are described differently and they
focus on transient properties rather than equilibrium properties.

Central Limit Theorems vs Rare Events Asymptotics

There are several analyses of stochastic versions of the Becker-Döring equations.
Jeon [83] shows, that starting from N particles, and with Poisson processes governing the
dynamics of the transitions of monomer additions and deletions then, under appropriate
conditions, a convergence result holds for the coordinates scaled by N and the limit is
the solution of Becker-Döring equations. The corresponding functional central limit
theorem has been proved in Sun [153]. A stochastic analysis of the lag time of the
polymerization processes based on Becker-Döring equation can then be done in terms
of a central limit theorem (CLT) in Szavits et al. [157]. A mathematical analysis of
a stochastic model with only two species, monomers and polymerized monomers is
achieved in this way in Szavits et al. [157], Eugène et al. [58], see also Doumic et al. [51]. It
should be pointed out that these mathematical models fail to explain the large variability
of the lag time which is observed in practice. For these models the ratio of the variance
and the mean of the lag time is converging to 0 in the asymptotic regimes considered.
In a small volume, theses estimations can nevertheless be reasonably accurate.

We believe that the variability cannot be explained only by a central limit theorem
(CLT), see Szavits et al. [157] and Eugène et al. [58]. The main result of this chapter
states that the fluctuations are due to the occurrence of a set of rare events. This has
been suggested in earlier works, see for example Yvinec et al [171], but to the best
of our knowledge it has never been proved rigorously for a convenient mathematical
model. We also think that the Becker-Döring model itself cannot be a convenient model
to describe polymerization processes. The fragmentation mechanism of the model, the
removal of monomers of a polymer one by one, is too limited to give the appropriate
explosive behavior mentioned above. On this matter, Condition A-3 of Assumption A∗

below is key to get this property.

The Nucleation Phenomenon

One has first to introduce the notion of nucleation which is a popular assumption
in the biological literature but, to the best of our knowledge, does not seem to
have been properly included in the previous mathematical models of polymerization.
See Morris et al. [115] and Gillam and MacPhee [67], and the references therein,
Kashchiev [91, 90] for example. The assumption is that polymers with small sizes
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are quite unstable. They are very quickly broken by the random fluctuations of the
environment. There is nevertheless a critical size nc above which a polymer is more
stable. It can be still broken due to random events but at a much smaller rate. See also
the discussion on Appendix 5.A. The quantity nc is called the nucleus size, in this way
polymerization can also be seen as a nucleation process as in the literature in physics, see
Kashchiev [89]. These assumptions are generally based on considerations of statistical
mechanics expressed in terms of the free energy of assemblies of proteins. See Andrews
and Roberts [11], Firestone et al. [62] and Zhang and Muthukumar [172] for example.
We will assume in this chapter that the size of the nucleus is at least 3, nc≥3. See the
discussion in Section 5.3 concerning the case nc=2.

The assumption of the existence of a nucleus size can be translated as follows in the
chemical reactions: for k<nc then κk

off�κk
on, otherwise, if k≥nc, κk

off is of the same order
of magnitude as κk

on or much smaller. In our model, with the scaling parameter N, the
number of initial monomers, we will assume that, for k<nc, then κk

off/κk
on=Nα.

In a first step in the analysis of these models, we have chosen a linear dependence
on the scaling parameter N for the ratio of the chemical rates. A more general
dependence of the type κk

off/κk
on=Φ(N)µk, 2≤k<nc, for a non-decreasing function Φ

will be investigated in a future work.

The Main Results

Assuming that there are only N initial monomers, the mathematical results we obtain
is that if TN is the first instant when a polymer of size nc is created, under appropriate
conditions, the following convergence in distribution holds

lim
N→+∞

TN

Nnc−3 = Eρ, (5.3)

where Eρ is an exponential random variable with parameter ρ defined by Relation(5.27),
a constant depending on the polymerization and fragmentation rates before nucleation.
In particular the variability of the lag time is the variability of an exponential distribution
with a large average and, therefore, gives a large variance.

Furthermore, it is also shown that, for a sufficiently small δ, the lag time LN
δ , i.e. the

first instant when a fraction δ of the initial monomers is polymerized, then, with high
probability,

LN
δ = TN+O (log N) . (5.4)

This relation shows that, for nc≥4, the variable TN has the same order of magnitude in
N as the lag time LN

δ . See Proposition 5.8 and Theorem 5.2 for a precise formulation of
this result.

The polymerization process can thus be decomposed into two steps.

1. The evolution of the process until a stable polymer (a polymer whose size is nc)
is created. With our scaling assumptions, this is a rare event as mentioned above.
The convergence (5.3) is natural in probability theory. For stochastic processes
converging quickly to equilibrium, rare events are, generally, reached after an
exponentially distributed amount of time with a large average. See Keilson [92]
and Aldous [3] for example. Nevertheless, getting a precise limiting result for
this convergence turns out to be quite challenging. The main reason is that our
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assumptions on the way the polymers are fragmented are somewhat minimal, the
transitions of the associated Markov processes are thus quite complicated. See
Section 5.3 and Appendix 5.B.

2. With an initial state with only one stable polymer, it is shown that the number
of stable polymers is lower bounded by a super critical branching process, in
particular with positive probability it is growing exponentially fast or it dies out.
This is the explosion phase of the polymerization process.

The picture is then as follows: Stable polymers are created individually from the
aggregation of monomers according to a Poisson process with a small parameter
proportional to 1/Nnc−3. One of them will be eventually successful to produce a
significant fraction of stable polymer in a very small amount of time (with respect
to Nnc−3). The lag time is then essentially the amount of time it takes to have a
successful stable polymer that generates sufficiently many stable polymers. When nc≥4,
the duration of the growth period is negligible with respect to Nnc−3, because of the
exponential growth during this phase.

Our model has thus the two main characteristics observed in the experiments in
biology: a take-off phase with a large variability (the asymptotic exponential random
variable) and a steep growth (the super-critical branching process). See Figure 5.1 in
the appendix. The results are proved via a series of technical estimates for occupations
measures on fast time scales associated to the first nc coordinates of the corresponding
Markov process. Stochastic calculus with Poisson processes, coupling arguments and
branching processes are the main ingredients of the proofs. A related model (in a quite
different context) with a Becker-Döring flavor is analyzed in Sun et al. [154] with a
different perspective since the goal is of analyzing the asymptotic behavior of a transient
multi-dimensional Markov process. Outside the fragmentation feature which does not
appear in the models of [154], the transition rates are linear with respect to the state in
this reference, instead of a quadratic dependence for the present chapter. In both cases,
several estimates on fast time scales have nevertheless to be derived.

Outline of the Chapter

Section 5.2 introduces the stochastic model used to investigate the polymerization
process, together with the notations and definitions used throughout this chapter.
In Section 5.3 limiting results are proved for the first instant when there is a stable
polymer, see Theorem 5.1 and Proposition 5.5. For that purpose, several estimates on
the time scale t 7→Nnc−2t are derived via stochastic calculus and coupling methods. The
most technical parts of the proofs of these estimates are postponed in Appendix 5.B.
Section 5.4 considers the dynamic of the polymerization for the polymers whose
sizes are above the level of nucleation nc. Under appropriate conditions on the
fragmentation process, a coupling with a super-critical branching process is obtained,
see Proposition 5.6. In Section 5.5 the main results for the asymptotic behavior of the
distribution of the lag time are proved, see Theorem 5.2. Appendix 5.A gives a quick
overview of the biological aspects of these processes.
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5.2 Stochastic Model

In this section we introduce the stochastic model describing the polymerization
processes with a nucleation phenomenon. The later feature is introduced via a
multiplicative scaling parameter for the rate of fragmentation when a polymer has a
size strictly less than nc≥3 the size of the nucleus. In this way, polymers of small size
are unstable and quickly break into monomers.

We define, for p≥1

Sp
def.
=
{
(ui)∈NN

+ : u1+2u2+ · · ·+`u`+ · · ·=p
}

.

The state space of the process is thus given by SN , if u=(ui)∈SN , ui is the number of
polymers of size i. Since for u∈Sp, all components with index strictly greater than p+1
are null, we will occasionally use the slight abuse of notation u=(u1, . . . , up). We denote
by

S∞=
⋃
k≥0

Sk, (5.5)

the set of states with finite mass. For p∈N, ep will denote the pth unit vector of S∞.
One starts from N monomers, i.e. N polymers of size 1, as the initial state

u(0)=(N, 0, . . . , 0, . . .).

The parameter N is the original mass of monomers of the system, it will be also
interpreted as a volume parameter. When the system is in state u=(uk)∈SN then, for
k≥1, the quantity uk/N is defined as the concentration of polymers of size k. In the
following, N is used, classically, as a scaling parameter.

In the special case of Becker-Döring chemical reactions (5.1), the law of mass action
gives the Michaelis Menten’s kinetics equations for the concentration of the various
polymers. If [Xk] is the concentration of polymers of size k, one has for k≥2,

d
dt

[Xk] = κk−1
on [X1][Xk−1]− κk

on[X1][Xk]− κk
off[Xk] + κk+1

off [Xk+1] (5.6)

See Chapter 6 of Murray [117] for example. The fragmentation processes analyzed in
this chapter are more general. In a stochastic context, because of the different time scales
of the phenomena of aggregation and fragmentation, we will study the evolution of the
numbers of polymers rather than their concentration.

Growth of Polymers

We make the, classical, assumption that the growth of polymers occurs only through
the successive additions of monomers. The rate at which a given monomer, a polymer
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of size k, k<nc, collides with a polymer of size 1 is classically taken as proportional to
the concentration u1/N of these polymers. See Anderson and Kurtz [8]. Hence the total
rate of production of polymers of size k+1 via this kind of reaction is given by

λkuk
u1

N
,

for some constant λk>0. which is consistent with the two first terms of the right-hand
side of Relation (5.6).

Fragmentation

This is where the nucleation phenomenon is introduced in the stochastic model.
Fragmentation occurs because, as long as the size of the polymer is below the nucleation
size nc, it is quite unstable, the thermal noise breaks it after some time. For k≥2, define

µN
k =

{
Nµk if k<nc,
µ if k≥nc,

(5.7)

where (µk, 2≤k≤nc−1) and µ are positive real numbers. Polymers with size greater than
nc will be qualified as stable to stress that its fragmentation rate is not large.

In the literature for chemical reactions of the type (5.6), the ratio κk
off/κk

off is assumed
to be large for k<nc and small otherwise. In our case we used the scaling parameter N
to stress the difference before and after nucleation.

In this setting, a quite general fragmentation process is considered. A polymer of
size k splits at rate µN

k according to a fragmentation distribution νk on the state space Sk.
A polymer of size k is broken into Yk

i polymers of size i, 1≤i≤k where Yk=(Yk
1 , . . . , Yk

k )
are random variables such that

E
(

f (Yk
1 , . . . , Yk

n)
)
=
∫
Sk

f (y1, . . . , yk) νk(dy).

The case where the fragmentation of k gives one item of size k is a priori not excluded,
i.e. Yk=ek=(0, . . . , 0, 1) with positive probability. We will assume in the following that
the fragmentation measure is not singular from this point of view, i.e. that νk(ek)<1
holds for all k≥1. Under this assumption, ultimately, a polymer of size k≥2 will be
decomposed into polymers of size less or equal to k−1. In the case νk(ek)>0, we allow
then transitions with no effect on the state. This is not a restriction since one could use
an equivalent model where the fragmentation rate µk is replaced by µk(1−νk(ek)) and
the measure νk(dy) by

1
1−νk(ek)

I{y 6=ek}νk(dy).

For p<k, we denote by Ip(y) the pth coordinate of y∈Sk and〈
νk, Ip

〉 def.
=
∫
Sk

Ip(y) νp(dy) =
∫
Sk

yp νp(dy)

is the average number of polymers of size p for νk, in particular

k

∑
p=1

p
〈
νk, Ip

〉
= k.
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When fragmented, a polymer of size k is decomposed into a set of Yk
i polymers of size i

for 1≤i<k, where (Yk
i ) is a random vector of integers with distribution νk.

Remark on the Nucleus Size

If the nucleus size is 2, in state u∈SN stable polymers are created at rate λ1u2
1/N.

Hence, initially, in a time interval of duration ε>0, λ1εN stable polymers are created
directly with monomers. Polymerization starts right away initially. When nc≥3, it
will be seen that that the stable polymers are essentially produced by an autocatalytic
process: under appropriate conditions on the parameters, a stable polymer grows for
some time and then is fragmented into multiple polymers and, with positive probability,
the size of several of them will be larger than nc and therefore a stable polymer can
create stable polymers with positive probability. It turns out that this production
scheme is much faster than the creation of stable polymers by the successive addition
of monomers. In this way the case nc=2 stands out. It is in fact used in most of the
mathematical models of polymerization, implicitly sometimes. In our view, for this
reason it cannot be used to explain the large variability observed for these processes.

Examples of Fragmentation Measures.
Fragmentation is associated to the decomposition of integers. An important literature is
devoted to this topic: from the point of view of combinatorics as well as for statistical
aspects. See, for example, Fristed [64], Pitman [131] or Ercolani et al. [56]. We now give
some classical examples. Binary fragmentations are single out due to their importance.

For k≥2, a polymer of size k is split according to the distribution νk(·).
1. Binary Fragmentations.

— UF: Uniform Binary Fragmentation,
for 0≤`≤k,

νUF
k (e` + ek−`) =


2

k+1 , k odd
2

k+1 ` 6=k/2 k even
1

k+1 `=k/2 k even

where e` is the `th unit vector of NN, e` is representing a single polymer
of size `. We take the convention that e0=0 when `∈{0, k}, in this case the
corresponding transition is empty.

— BF: Binomial Fragmentation, for p ∈ (0, 1),

νBF
k (e`+ek−`) = 2

(
k
`

)
p`(1−p)k−`, 0≤`≤k,

if k is odd. If k is even, the case `=k/2 has to be singled out as before.

2. Multiple Fragmentations.
— MF: Multinomial Fragmentation.

For m≥2 and p=(pi)∈(0, 1)m with p1+p2+ · · ·+pm=1, a polymer of size k≥m
is fragmented into at most m polymers according to a multinomial distribution,
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if `=e`1+e`2+ · · ·+e`m∈Sk

νMF
k,m(`) = ∑

0≤n1 ,...,nm≤k
{n1 ,...,nm}={`1 ,...,`m}

k!
n1!n2! · · · nm!

m

∏
i=1

pni
i .

Recall the convention e0=0.
— SF: Symmetrical Fragmentation. This is similar to the previous case except

that the degree of splitting is a random variable. If (qi, i≥2) is a probability
distribution on integers greater than 2, for k≥2,

νSF
k (`) = qmνMF

k,m(e`1+e`2+ · · ·+e`m),

with if `=e`1+e`2+ · · ·+e`m∈Sk

The family of probability distributions to describe fragmentation have various defini-
tions depending on the context investigated. For continuous fragmentation, i.e. when
the state space is R+ instead of N, the corresponding quantity is the dislocation measure.
In the self-similar case, the fragmentation process is described by a measure associated
with the outcome of the breaking of a particle of size 1. There are generalizations in this
continuous setting with fragmentation kernels K(x, dy) depending on the initial size x
to decompose. See Bertoin [17] for example. For fragmentation of integers, as it is our
case, Mohamed and Robert [113] describes the fragmentation also via a single measure,
the splitting measure for the analysis of first order quantities. See [113] for an overview of
this literature in this framework. In our case, we have to use instead a family depending
of the size of initial polymer.

The following conditions will be assumed to hold throughout this chapter.

Assumptions 5.1.

A-1) Non-Degeneracy of Fragmentation.

sup
k≥2

νk(ek)<1.

For simplicity it will be assumed in the rest of the chapter that νk(ek)=0, for all k≥2. The
above discussion shows that, up to a change of the fragmentation rate, there is no loss of
generality. It is used in several proofs in Section 5.3.

A-2) Lower Bound for Polymerization Rates.

λ
def.
= inf

k≥1
λk > 0. (5.8)

A-3) Fragmentation of Large Polymers. The quantity

lim inf
k→+∞

νk

(
y=(yi)∈Sk: ∑

i≥nc

yi ≥ a

)

is 1 for a=1 and is positive for a=2.
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A-4) Monotonicity Property: If k≤k′, then, for all a∈N and `≥1, the relation

νk

(
y∈Sk:

+∞

∑
i=1

I{yi≥`} ≥ a

)
≤ νk′

(
y∈Sk′ :

+∞

∑
i=1

I{yi≥`} ≥ a

)

holds.

Assumption A-2 states that growth of polymers occurs at least at a minimal positive
rate. Assumption A-3 states that, with probability close to 1, the fragmentation of a large
polymer gives at least a stable polymer, i.e. whose size is greater than nc, and, with
positive probability, at least two stable polymers are produced. Under this condition
a large polymer cannot in particular be broken into monomers with probability 1
in particular. The monotonicity property A-4 gives that the sizes of fragments are
stochastically increasing with respect to the size of the initial polymer.

Proposition 5.1. The fragmentation measures UB, UF, MB and MF satisfy Assumption A∗.

Proof. The proof is done for the multinomial fragmentation, the proof for the symmetri-
cal fragmentation is similar. The fragmentation as the distribution of k balls into m urns
so that the probability the ith urn is chosen is pi, if Ak

i the number of balls in this urn,
then νk is simply the empirical distribution of these variables. A simple coupling can
be constructed so that Ak

i≤Ak+1
i holds for all i∈{1, . . . , m}. This gives right away the

monotonicity property. The law of large numbers gives the convergence in distribution

lim
k→+∞

1
k
(Ak

1, . . . , Ak
m) = (p1, . . . , pm),

Condition A-3 holds since pi is positive for all i.

The Infinitesimal Generator of the Stochastic Evolution

We define by UN
k (t) the number of polymers of size k≥1 at time t≥0. Clearly, the

process (UN(t))def.
= (UN

k (t)) has the Markov property on the countable state space SN .
The generator ΩN of this process is given by, for u∈SN ,

ΩN( f )(u) =
+∞

∑
k=1

λkuk
u1

N
[ f (u+ek+1−ek−e1)− f (u)]

+
+∞

∑
k=2

µN
k uk

∫
Sk

[ f (u+y−ek)− f (u)] νk(dy) (5.9)

where, for i≥1, ei is the ith unit vector of NN and f is a function on SN with finite
support.

The growth mechanism involves the scaled term u1/N, the concentration of
monomers. This is not the case for the rates of fragmentation which do not depend
on the concentration, in the state u=(ui)∈SN , polymers of size k are fragmented at rate
µN

k uk.
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Stochastic Differential Equations

Throughout the chapter, we use the following notations for Poisson processes. For
ξ>0, Nξ is a Poisson point process on R+ with parameter ξ and (Nξ,i) is an i.i.d.
sequence of such processes.

For k≥2, N k
ξ is a marked Poisson point process on R+×Sk with intensity measure

ξ dt⊗νk(dy) and (N k
ξ ,i) is an i.i.d. sequence of such processes. Such a process can be

represented as follows. If Nξ=(tk
n) is a Poisson process on R+ with rate ξ and (Yk

n) is

an i.i.d. sequence of random variables on Sk with distribution νk, then N k
ξ has the same

distribution as the point process on R+×Sk given by

∑
n≥1

δ(tk
n ,Yk

n)
,

where δ(a,b) is the Dirac mass at (a, b). All Poisson processes used are assumed to be
independent.

In this context, the Markov process (UN(t)) can also be seen as the stochastic process
solution of the system of stochastic differential equations

dUN
k (t) =

UN
1 UN

k−1(t−)

∑
`=1

Nλk−1/N,`(dt) +
+∞

∑
m=k+1

UN
m (t−)

∑
`=1

∫
Sm

ykN
m
µN

m ,`(dt, dy)

−
UN

k (t−)

∑
`=1

N k
µN

k ,`(dt, Sk)−
UN

1 UN
k (t−)

∑
`=1

Nλk/N,`(dt), k≥2. (5.10)

The conservation of mass condition defines the evolution of the first coordinate (UN
1 (t)),

the process of the number of monomers,

UN
1 (t)+2UN

2 (t)+3UN
3 (t)+ · · ·+`UN

` (t)+ · · · = N. (5.11)

The initial condition is given by

(UN(0)) = (N, 0, . . . , 0, . . .). (5.12)

The process (UN(t)) is càdlàg, i.e. right continuous with left limits at every point of R+,
and dUN

k (t) is UN
k (t)−UN

k (t−), where f (t−) denotes the left limit of a function f at t.

Nucleation Times

We can now introduce the lag time of the polymerisation process, for δ∈(0, 1),

LN
δ = inf {t ≥ 0 : Unc(t)+Unc+1(t)+ · · ·+Uk(t)+ · · · ≥ δN} . (5.13)

This is the main quantity of interest in this chapter, the first instant when there is
a fraction δ of monomers in stable polymers, i.e. of size greater than nc. The first
nucleation time is defined as

TN = inf{t ≥ 0 : Unc(t)=1}, (5.14)

it is the first time a stable polymer appears.
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5.3 The First Instant of Nucleation

In this section, one introduces an auxiliary Markov process (XN(t))def.
= (XN

k (t)), the
solution of the system of stochastic differential equations

dXN
k (t) =

XN
1 XN

k−1(t−)

∑
`=1

N λk−1
N2 ,`

(dt) +
+∞

∑
m=k+1

XN
m (t−)

∑
`=1

∫
Sm

ykN
m
µm ,`(dt, dy)

−
XN

k (t−)

∑
`=1

N k
µk ,`(dt, Sk)−

XN
1 XN

k (t−)

∑
`=1

N λk
N2 ,`

(dt), k≥2, (5.15)

with initial condition (XN(0))=(N, 0, . . . , 0, . . .). By an abuse of notation, here we
assume that for the process (XN(t)), λk=µk=0, for all k≥nc. Therefore, (XN

k (t))≡(0)
for all k>nc. As before, the mass conservation condition on any finite time interval
defines the evolution of the first coordinate (XN

1 (t)). Up to a change of time scale, the
process (XN

k (t)) is closely related to the polymerization process, see the lemma below.
The main difference is that polymers with size nc cannot be fragmented and therefore
do not produce polymers with smaller size. This process is used to investigate the first
phase of the polymerization process, until the first nucleus is created. Another auxiliary
process will be introduced in section 5.4 to investigate the second phase during which
polymers of size greater than nc have a total mass of the order of N.

Lemma 5.1. If τN= inf{t : XN
nc
(t)=1} and ((UN(t)) is the process defined by Relations (5.10),

(5.11) and (5.12), then the following identity in distribution holds(
UN(t), t ≤ TN

)
dist.
=
(

XN(Nt), t ≤ τN/N
)

(5.16)

with TN defined by Relation (5.14). In particular TNdist.
= τN/N.

Proof. The arguments are quite simple. Up to time TN , the size of any polymer is at
most nc−1, hence its fragmentation rate is proportional to N. Since the time scale t 7→Nt
adds a multiplicative factor to the transition rates of (XN

k (t)), we easily check from the
SDEs (5.10) and (5.15) that the two processes on both sides of Relation (5.16) satisfy the
same SDE. Since they have the same initial point, we get the desired result.

The strategy to derive the limiting behavior of the distribution of the variable τN

is explained briefly. One will first prove, via a coupling argument, that, on the fast
time scale t 7→Nnc−1t, the values of the coordinates with index between 2 and nc−1 are
essentially negligible with respect to N. The key results are the asymptotic balance
equations (5.24) of Corollary (5.1), they will finally give the order of magnitude in N of
τN as well as the corresponding limit convergence in distribution to an exponentially
distributed random variable, see Proposition 5.5 at the end of the section. The derivation
of these balance equations is achieved through a sequence of estimations of occupation
measures associated to the coordinates of the process. Several of the technical details
are postponed in Appendix 5.B.
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Lemma 5.2. If (XN
k (t)) is the solution of the SDE (5.15) with initial state (5.12) then, for

2≤k≤nc−1 and γ>0, the convergence in distribution of processes

lim
N→+∞

(
XN

k (Nnc−1t)
Nγ

)
= (0)

holds.

Proof. Define λ
def.
= max(λk, 1≤k<nc) and(

RN(t)
)

def.
=

(
nc−1

∑
i=2

(i−1)XN
i (t)

)
,

Definition (5.9) of the infinitesimal generator gives that the process (XN(t)) has positive
jumps of size 1 only. In state x∈SN they occur at rate

x1

N

nc−2

∑
i=1

λi
xi

N
≤ λ.

Remember that a polymer of size nc is in a cemetery state from the point of view of the
dynamic of the process (XN

k (t)). The size of negative jumps of (RN(t)) is less than −1
and they occur at rate at least

nc−1

∑
i=2

µi

i−1
(i−1)xi ≥ µRN(t),

with µ
def.
= min(µi/(i−1), 2≤i≤nc−1).

With a simple coupling, one can therefore construct the process (L(t)) of jobs of an
M/M/∞ queue, see Chapter 6 of Robert [138], with arrival rate λ and service rate µ
such that L(0)=0 and the relation RN(t)≤L(t) holds for all t≥0.

Proposition 6.10 of [138] gives that, for ε>0, the hitting time of K=εNγ by (L(t)) is
of the order of (K−1)!(µ/λ)K as N gets large. In particular this does not happen on the
time scale t 7→Nnc−1t. The lemma is proved.

The integration of Equations (5.3) gives the following representation, for k≥2,

XN
k (t) = λk−1

∫ t

0

XN
1 (s)
N

XN
k−1(s)

N
ds +

+∞

∑
`=k+1

µ` 〈ν`, Ik〉
∫ t

0
XN
` (s) ds

− µk

∫ t

0
XN

k (s) ds− λk

∫ t

0

XN
1 (s)
N

XN
k (s)
N

ds + MN
k (t), (5.17)

where (MN
k (t)) is a martingale, obtained by the compensation of the Poisson processes

of the dynamics. Stochastic calculus, see Section 5.B.1 of the Appendix for example,
gives that its previsible increasing process is

〈
MN

k

〉
(t) = λk−1

∫ t

0

XN
1 (s)
N

XN
k−1(s)

N
ds +

+∞

∑
`=k+1

µ` 〈ν`, Ik〉
∫ t

0
XN
` (s) ds

+ µk

∫ t

0
XN

k (s) ds + λk

∫ t

0

XN
1 (s)
N

XN
k (s)
N

ds. (5.18)
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Proposition 5.2. For nc≥r≥2, k≤r−1 and 2≤h≤nc−1 then, for the convergence in distribu-
tion of continuous processes,

lim
N→∞

(
1

Nr

∫ Nnc−2t

0
XN

nc−k(u)XN
h (u)du

)
= (0).

Specially, for all 1≤k≤nc−2,

lim
N→∞

(
1

Nk+1

∫ Nnc−2t

0
XN

nc−k(u)
2 du

)
= (0).

Proof. We prove the lemma by induction on r, from nc to 2.
When r=nc and k≤nc−1, one has(

1
Nnc

∫ Nnc−2t

0
XN

nc−k(u)XN
h (u)du

)
=

(∫ t

0

XN
nc−k(Nnc−2u)

N
XN

h (Nnc−2u)
N

du

)
,

Lemma 5.2 shows that this process converges in distribution to 0 when N goes to infinity
for all k=1,. . . ,nc−1 and 2≤h≤nc−1.

Now suppose, by induction, that for all `>r and 1≤k<`, 2≤h≤nc − 1, one has the
convergence in distribution

lim
N→∞

(
1

N`

∫ Nnc−2t

0
XN

nc−k(u)XN
h (u)du

)
= 0. (5.19)

On will prove that this property holds for `=r. Take k=1 and h=nc−1. Relations (5.15),
via stochastic calculus with Poisson processes, see Section 5.B.1 of the appendix for
example, give the identity

XN
nc−1(t)

2 = MN
nc−1,nc−1(t) + λnc−2

∫ t

0

(
2XN

nc−1(u)+1
) XN

1 (u)XN
nc−2(u)

N2 du

+
∫ t

0

(
−2XN

nc−1(u)+1
)(

µnc−1XN
nc−1(u) + λnc−1

XN
1 (u)XN

nc−1(u)
N2

)
du (5.20)

where (MN
nc−1,nc−1(t)) is a martingale whose previsible increasing process is given by

〈
MN

nc−1,nc−1

〉
(t) = λnc−2

∫ t

0

(
2XN

nc−1(u)+1
)2 XN

1 (u)XN
nc−2(u)

N2 du

+
∫ t

0

(
−2XN

nc−1(u)+1
)2
(

µnc−1XN
nc−1(u)+λnc−1

XN
1 (u)XN

nc−1(u)
N2

)
du.

Since XN
i (t)≤N for all i≥1, for 2≤h≤nc−1,

(
1

Nr

)2 ∫ Nnc−2t

0
XN

nc−1(u)
2 XN

1 (u)XN
h (u)

N2 du ≤ 1
Nr−1

1
Nr+1

∫ Nnc−2t

0
XN

nc−1(u)XN
h (u)du,
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as a process, the last term converges to 0 in distribution by the induction assumption.
Similarly, since r ≥ 2, the term

(
1

Nr

)2 ∫ Nnc−2t

0
XN

nc−1(u)
3 du≤ 1

Nr−2
1

Nr+1

∫ Nnc−2t

0
XN

nc−1(u)
2 du

converges to 0 in distribution as a process by induction. By considering in the same
way each of the terms defining

〈
MN

nc−1,nc−1

〉
(Nnc−2t), one gets the previsible increasing

process of the martingale (
1

Nr MN
nc−1,nc−1(Nnc−2t)

)
is converging in distribution to 0 as N goes to infinity. By using Lemma I.3.30 of Jacod
and Shiryaev [81], this martingale is thus vanishing in distribution for N large. Similarly,
the relation

1
Nr

∫ Nnc−2t

0
XN

nc−1(u)
XN

1 (u)XN
h (u)

N2 du ≤ 1
Nr+1

∫ Nnc−2t

0
XN

nc−1(u)XN
h (u)du

and the induction assumption give the convergence in distribution

lim
N→+∞

(
1

Nr

∫ Nnc−2t

0
XN

nc−1(u)
XN

1 (u)XN
h (u)

N2 du

)
= (0).

From Lemma 5.2 we get that, for the convergence in distribution,

lim
N→+∞

(
1

Nr XN
nc−1(Nnc−2t)2

)
= (0).

By gathering these results in Equation (5.20), one finally gets that

lim
N→∞

(
1

Nr

∫ Nnc−2t

0

(
2XN

nc−1(u)− 1
)

XN
nc−1(u)du

)
=(0).

For x∈N the relation x2≤(2x−1)x gives therefore that

lim
N→∞

(
1

Nr

∫ Nnc−2t

0
XN

nc−1(u)XN
h (u)du

)
=(0), (5.21)

for h=nc−1. Now, one proves this convergence by induction on h, from nc−1 to 2.
Assume it holds for all h∈{h′+1, . . . , nc−1}. By using Relation (5.15), one gets, again
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with stochastic calculus with Poisson processes, for h = h′≤nc−2,

XN
nc−1(t)XN

h (t) = MN
nc−1,h(t)

+
∫ t

0
XN

h (u)

(
λnc−2

XN
nc−2(u)XN

1 (u)
N2 − λnc−1

XN
nc−1(u)XN

1 (u)
N2

)
du

+ µnc−1

∫ t

0

[
−XN

h (u)+ 〈νnc−1, Ih〉
(

XN
nc−1(u)− 1

)]
XN

nc−1(u)du

+
∫ t

0
XN

nc−1(u)

(
λh−1

XN
h−1(u)XN

1 (u)
N2 − λh

XN
h (u)XN

1 (u)
N2

− µhXN
h (u) +

nc−2

∑
i=h+1

µiXN
i (u) 〈νi, Ih〉

)
du

− I{h=nc−2}λnc−2

∫ t

0

XN
nc−2(u)XN

1 (u)
N2 du, (5.22)

where (MN
nc−1,h(t)) is a martingale.

We now show that in this identity, when t is replaced by Nnc−2t and it is multiplied
by 1/Nr, then several of its terms vanish in the limit. They are examined one by one.

a) By lemma 5.2 and the fact that r≥2, one has

lim
N→+∞

(
1

Nr XN
nc−1(Nnc−2t)XN

h (Nnc−2t)
)
= (0).

b) For h0=h, h−1,

1
Nr

∫ Nnc−2t

0
XN

h0
(u)

XN
nc−1(u)XN

1 (u)
N2 du ≤ 1

Nr

∫ Nnc−2t

0
XN

nc−1(u) du.

Equation (5.21) obtained for h=nc−1 shows that the last term of this inequality
converges in distribution to 0 when N gets large.

c) For h0=h and nc−2,

1
Nr

∫ Nnc−2t

0
XN

h0
(u)

XN
nc−2(u)XN

1 (u)
N2 du ≤ 1

Nr+1

∫ Nnc−2t

0
XN

nc−2(u)XN
h0
(u) du,

the recurrence relation (5.19) gives that the last term of this relation vanishes as N
goes to infinity.

d) For all nc−1≥i≥h+1, the recurrence assumption (5.21) gives

lim
N→+∞

(
1

Nr

∫ Nnc−2t

0
XN

i (u)XN
nc−1(u) du

)
= (0).

e) The martingale. The relation〈
1

Nr MN
nc−1,h(Nnc−2·)

〉
(t) =

1
N2r

〈
MN

nc−1,h

〉
(Nnc−2t)

171



5.3. THE FIRST INSTANT OF NUCLEATION

and, in the same way as before, by checking each term of the expression (5.33) of
〈MN

nc−1,h〉(t) in the appendix, one also gets the convergence in distribution

lim
N→+∞

(
1

Nr MN
nc−1,h

(
Nnc−2t

))
= (0).

One gets finally that the remaining term of Relation (5.22) is also vanishing, the
convergence in distribution

lim
N→∞

(
1

Nr

∫ Nnc−2t

0
XN

nc−1(u)XN
h (u)du

)
=(0)

holds, i.e. Relation (5.21) is true for h. This gives the proof of this recurrence scheme for
k = 1 and all nc − 1≥h≥2.

To proceed the induction on k, from 1 to r−1, one uses the SDE (5.34) and
Relation (5.35) for (XN

nc−k(t)
2) and (5.36) for (XN

nc−k(t)XN
h (t)) , 2≤h≤nc−1 of the

Appendix, and, with the same method which has been used for the first step one gets
that, for 1≤k≤r−1 and 2≤h≤nc−1,

lim
N→∞

(
1

Nr

∫ Nnc−2t

0
XN

nc−k(u)
2 du

)
=0,

and

lim
N→∞

(
1

Nr

∫ Nnc−2t

0
XN

nc−k(u)XN
h (u)du

)
=0.

The proposition is proved.

Proposition 5.3. For k=1,. . . , nc−2, the relation

XN
1 (t)kXN

nc−k(t)=HN
k (t)

+λnc−k−1

∫ t

0

XN
1 (u)k+1XN

nc−k−1(u)
N2 du−µnc−k

∫ t

0
XN

1 (u)kXN
nc−k(u) du

holds where (HN
k (t)) has the property that, for the convergence in distribution,

lim
N→+∞

(
1

N2k HN
k (Nnc−2t)

)
= (0).

Proof. By a careful use of the SDE (5.15), one gets that, for t≥0 and m=nc−k, where
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1≤k≤nc−2

XN
1 (t)kXN

m (t)=MN
(k)(t)

+λm−1

∫ t

0

((
XN

1 (u)−1
)k(

XN
m (u)+1

)
−XN

1 (u)kXN
m (u)

)
XN

1 (u)XN
m−1(u)

N2 du
}

AN
1 (t)

+µm

∫ t

0

∫
Sm

((
XN

1 (u)+y1

)k (
XN

m (u)−1
)
−XN

1 (u)kXN
m (u)

)
νm(dy)XN

m (u) du
}

AN
2 (t)

+ ∑
i 6=m−1,m

λi

∫ t

0

((
XN

1 (u)−1−I{i=1}

)k
−XN

1 (u)k
)

XN
m (u)

XN
1 (u)XN

i (u)
N2 du

}
AN

3 (t)

+λm

∫ t

0

((
XN

1 (u)−1
)k (

XN
m (u)−1

)
−XN

1 (u)kXN
m (u)

)
XN

1 (u)XN
m (u)

N2 du
}

AN
4 (t)

+
m−1

∑
i=2

µi

∫ t

0

∫
Si

((
XN

1 (u)+y1

)k
−XN

1 (u)k
)

XN
m (u)XN

i (u) νi(dy)du
}

AN
5 (t)

+
nc−1

∑
i=m+1

µi

∫ t

0

∫
Si

((
XN

1 (u)+y1

)k(
XN

m (u)+ym

)
−XN

1 (u)kXN
m (u)

)
νi(dy)XN

i (u)du.
}

AN
6 (t)

(5.23)

As usual (MN
(k)(t)) is a martingale. By looking at all the terms of its previsible increasing

process, in the same way as in the proof of Proposition 5.2, it can be shown that, for the
convergence in distribution,

lim
N→+∞

(
1

N2k MN
(k)
(

Nnc−2t
))

= (0).

Denote respectively by AN
j (t), 1≤i≤6 the five remaining terms of the right hand side of

Relation (5.23). One has

HN
k (t)=

(
AN

1 (t)−λm−1

∫ t

0

XN
1 (u)k+1XN

m−1(u)
N2 du

)
+

(
AN

2 (t)+µm

∫ t

0
XN

1 (u)kXN
m (u)du

)
+

6

∑
i=3

AN
i (t).

One rewrites

AN
1 (t) =

λm−1

N2

∫ t

0
XN

1 (u)k+1XN
m−1(u)du

+λm−1

∫ t

0
B1(XN

1 (u), XN
m−1(u))

XN
1 (u)XN

m−1(u)
N2 du,

with B1(x, z)def.
= ((x − 1)k−xk)(z+1). Since XN

1 (t)≤N and that B1(x, z) is a polynomial
of degree k−1 in x, by taking m=nc−k with 1≤k≤nc−2,

1
N2k

∫ Nnc−2t

0
B1

(
XN

1 (u), XN
nc−k(u)

) XN
1 (u)XN

nc−k−1(u)
N2 du

≤ c1
1

Nk+2

∫ Nnc−2t

0
(XN

nc−k(u)+1)XN
nc−k−1(u)du,
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for some constant c1. By using Proposition 5.2 and the fact XN
1 (t)≤N (for the case

k=nc−2), one gets that the process associated to this last term converges in distribution
to 0 as N goes to infinity.

The second term (AN
2 (t)) can be written as

AN
2 (t) = −µm

∫ t

0
XN

1 (u)kXN
m (u) du + µm

∫ t

0

∫
Sm

B2(XN
1 (u), XN

m (u))νm(dy)XN
m (u) du,

with B2(x, z)=((x+y1)
k−xk)(z−1). Again, by taking m=nc−k with 1≤k≤nc−2,

1
N2k

∫ Nnc−2t

0

∫
Snc−k

B2(XN
1 (u), XN

nc−k(u))νnc−k(dy)XN
nc−k(u) du

≤ c2
1

Nk+1

∫ Nnc−2t

0

(
XN

nc−k(u)−1
)

XN
nc−k(u) du,

for some constant c2. Proposition 5.2, again, gives the convergence in distribution to 0
of the process associated to this last term.

For the four remaining terms (AN
3 (t)), (AN

4 (t)), (AN
5 (t)) and (AN

6 (t)), with the same
type of method, one can show, that, for the convergence in distribution,

lim
N→+∞

(
1

N2k AN
i
(

Nnc−2t
))

= (0), i=3, 4, 5, 6.

See Section 5.B.3 of the Appendix for the list of inequalities used to get these
convergences. By gathering all these results in Equation (5.23) with m=nc−k, one gets
the desired identity.

Corollary 5.1 (Balance Equations). For 1≤k≤nc−2 and t>0,

lim
N→∞

( ∫ Nnc−2t

0

[
λnc−k−1

µnc−k

XN
1 (u)k+1

N2(k+1)
XN

nc−k−1(u)−
XN

1 (u)k

N2k XN
nc−k(u)

]
du
)

= (0), (5.24)

and, consequently,

lim
N→∞

( ∫ Nnc−2t

0

[ nc−1

∏
k=2

λk−1

µk

XN
1 (u)nc

N2nc−2 −
XN

1 (u)XN
nc−1(u)

N2

]
du
)
=(0).

Proof. Lemma 5.2 gives the convergence in distribution

lim
N→+∞

(
1

N2k XN
1 (Nnc−2t)kXN

nc−k(Nnc−2t)
)
= (0),

the first identity is then a consequence of Proposition 5.3.

The next proposition states that, on the time scale t 7→Nnc−2t, most of the polymers
are of size 1.
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Proposition 5.4. The convergence in distribution

lim
N→∞

(
1
N

XN (Nnc−2t
))

= (1, 0, . . . , 0)

holds.

Proof. By using Lemma 5.2 and the fact that (XN(t))∈SN , we just have to prove
the convergence result for the last coordinate XN

nc
of XN . By using SDE (5.15) and

Relation (5.18), we have

XN
nc
(t) = λnc−1

∫ t

0

XN
1 (u)XN

nc−1(u)
N2 du + MN

nc
(t), (5.25)

where (MN
nc
(t)) whose previsible increasing previsible process is

〈
MN

nc

〉
(t) = λnc−1

∫ t

0

XN
1 (s)XN

nc−1(s)
N2 ds.

The inequality

1
N2

∫ Nnc−2t

0

XN
1 (s)XN

nc−1(s)
N2 ds ≤ 1

N3

∫ Nnc−2t

0
XN

nc−1(s)
2 ds,

Proposition 5.2 and Lemma I.3.30 of Jacod and Shiryaev [81] give the convergence in
distribution

lim
N→+∞

(
1
N

MN
nc
(Nnc−2t)

)
= (0).

From Corollary 5.1, one has

lim
N→∞

(∫ Nnc−2t

0

nc−1

∏
k=2

λk−1

µk

XN
1 (u)nc

N2nc−2 −
XN

1 (u)XN
nc−1(u)

N2 du

)
=(0). (5.26)

and, since
1
N

∫ Nnc−2t

0

XN
1 (u)nc

N2nc−2 du =
1
N

∫ t

0

XN
1 (Nnc−2u)nc

Nnc
du ≤ t

N
,

we obtain therefore the convergence in distribution

lim
N→+∞

(
1
N

∫ Nnc−2t

0

XN
1 (u)XN

nc−1(u)
N2 du

)
= (0).

One concludes the proof of the proposition with Equation (5.25).

Theorem 5.1. The sequence of processes (XN
nc
(Nnc−2t)) is converging in distribution to a

Poisson process on R+ with rate

ρ
def.
= λ1

nc−1

∏
k=2

λk

µk
. (5.27)
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Proof. Indeed Clearly (XN
nc
(Nnc−2t)) is a counting process, i.e. a non-decreasing integer

valued process with jumps of size one. By Equation (5.25), its compensator is given by(
λnc−1

∫ Nnc−2t

0

XN
1 (u)XN

nc−1(u)
N2 du

)
.

Relation (5.26) shows that the later process has the same limit as the process(
λnc−1

nc−1

∏
k=2

λk−1

µk

∫ Nnc−2t

0

XN
1 (u)nc

N2nc−2 du

)
=

(
λnc−1

nc−1

∏
k=2

λk−1

µk

∫ t

0

(
XN

1 (Nnc−2u)
Nnc

)nc

du

)
.

From Proposition 5.4, the right hand side of this relation converges in distribution to (t).
We have thus shown that the compensator of (XN

nc
(Nnc−2t)) is converging in distribution

to (
λ1

nc−1

∏
k=2

λk

µk
t

)
,

Theorem 5.1 of Kasahara and Watanabe [88], see also Brown [26], gives the desired
convergence in distribution to a Poisson process. The theorem is proved.

Proposition 5.5 (Asymptotic of the First Nucleation Time). If ((UN(t)) is the process
defined by Relations (5.10), (5.11) and (5.12) and

TN = inf{t ≥ 0 : UN
nc
(t)=1},

then, for the convergence in distribution,

lim
N→+∞

TN

Nnc−3 = Eρ,

where Eρ is an exponential random variable with parameter ρ defined by Relation (5.27).

5.4 Fast Growth of Stable Polymers

In this section, the evolution of the polymerization process after nucleation is
investigated. The main difference with Section 5.3 lies in the fact that the polymers
become more stable after nucleation: a polymer of size k≥nc is degraded at rate µ
instead of the rate µkN when k<nc as in Section 5.3, where, as before, N is the scaling
parameter. See Relation (5.7). As before we will introduce an auxiliary process to study
this phase.

We will be interested by the evolution of the number of polymers whose size are
greater than nc. For α>0, a Markov process (Zα(t))=(Zα

i (t), i ≥ nc) will be introduced
for this purpose. With a slight abuse of notations, we will consider (Zα(t)) as a
process in the state space S∞. Formally, it can be done by assuming that the nc−1
first coordinates are null. We denote by ‖z‖ the sum of the components of the vector
z=(zi) of the set S∞ of states with finite mass defined by Relation (5.5),

‖z‖ = ∑
i≥nc

zi.
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For z∈S∞, then the generator ΩZα of the process is given by

ΩZα( f )(z) =
+∞

∑
k=nc

[ f (z+ek+1−ek)− f (z)] αzk

+
+∞

∑
k=nc

∫
Sk

[ f (z+y−ek)− f (z)] µzkνk(dy) (5.28)

where, as before, for i≥1, ei is the ith unit vector of S∞ and f is a function
on S∞ with finite support. Since the first nc−1 first coordinates of (Zα(t)) are
implicitly 0, in Relation (5.28) we use the convention that f (z+y)= f (z+πnc(y)) where
πnc(y)=(0, . . . , 0, ync , ync+1, . . .) for y∈S∞, πnc is the projection on the coordinates with
index greater or equal to nc.

We give a quick, informal, motivation for the introduction of the Markov process
(Zα(t)). It describes in fact the evolution of stable polymers. Assume for the moment
that the polymerization rates are independent of the sizes of polymers, i.e. λk=α for
all k≥nc. A monotonicity argument will be used to have a more general framework.
The initial state is assumed to be Zα(0)=enc with only one polymer of size nc present at
time 0, as it is the case just after the first nucleation instant. Proposition 5.4 gives that,
at this instant, the number of polymers is small with respect to N, i.e. the fraction of
monomer is close to 1. A polymer of size greater that nc grows therefore at a rate close
α as in Relation (5.28). If the fragmentation of a polymer of size k≥nc gives a polymer of
size <nc, then, due to the fast fragmentation rates below nc, this last one is fragmented
quickly into monomers and thus vanishes as in Relation (5.28) since coordinates with
index less than nc are assumed to be 0 for the process (Zα(t)).

Proposition 5.6. Under Assumption A-3, if Zα(0)=em for some m≥nc, there exist κ0≥0, a0>0
and η>0 such for any α and µ>0 such that α/µ≥κ0, then the event

FZα =

{
lim inf
t→+∞

e−a0t‖Zα(t)‖ > η

}
has a positive probability.

Proof. The evolution of (Zα(t)) describes the the population of stable polymers gener-
ated by an initial polymer with size m≥nc. By condition A-3, for ε>0 sufficiently small,
there exists some k0≥nc such that if k≥k0,

νk

(
y : ∑

i≥nc

yi≥1

)
> 1−ε and νk

(
y : ∑

i≥nc

yi≥2

)
> 2ε

A stable polymer of size m≥nc is fragmented after an exponentially distributed amount
of time Eµ with parameter µ. Just before this instant its size has the same distribution
as M=m+Nα([0, Eµ]). Recall that only the fragments with size greater than nc are
considered for (Zα(t)). The process (Zα(t)) can then be also seen as a multi-type
branching process with the type of an individual being the size of the corresponding
polymer. The average number of stable polymers generated by the fragmentation of the
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polymer is greater than

E

(
νM

(
y : ∑

i≥nc

yi≥1

))
+ E

(
νM

(
y : ∑

i≥nc

yi≥2

))

≥ P(M≥k0)((1− ε) + 2ε) = (1 + ε)

(
α

α + µ

)k0−nc

.

By choosing α/µ sufficiently large, the last quantity is strictly greater than 1. We
have thus shown that the process (‖Zα(t)‖) is lower bounded by a continuous time
supercritical branching process. The proposition is then a simple consequence of a
classical result in this domain, see Chapter V of Athreya and Ney [13] for example.

5.5 Asymptotic Behavior of Lag Time

We now return to the original polymerization process (UN
k (t)) with values in the

state space SN defined by the SDE (5.10). The goal is of establishing our main result on
the asymptotic behavior of the associated lag time LN

δ defined by Relation (5.13) for a
small δ which will be determined later. The variable TN defined by Relation (5.14) is a
stopping time clearly satisfying TN≤LN

δ . Let

uN = (uN
k )

def.
= UN(TN), (5.29)

in particular uN
nc
=1 and uN

k =0 for k>nc. For the other coordinates of uN , from
Lemmas 5.1 and 5.2 and Proposition 5.5, one gets the following convergence in
distribution,

lim
N→+∞

1√
N

nc−1

∑
k=2

uN
k = 0.

In the rest of this section, one denotes by (ÛN(t)) the solution of the SDE (5.10) with
initial point uN and L̂N

δ the corresponding lag time, in particular LN
δ =TN+L̂N

δ .
Fix some δ0>δ and define

EN
def.
=
{

ÛN
1 (t)≥(1− δ0)N, ∀t≤L̂N

δ ∧N
}

, (5.30)

with a∧b=min(a, b). If N is sufficiently large so that (δ0−δ)
√

N>1, then{
1√
N

nc−1

∑
k=2

ÛN
i (t) ≤ 1, ∀t≤L̂N

δ ∧N

}
⊂ EN

By using again Lemmas 5.1 and 5.2 and the strong Markov property, one gets that

lim
N→+∞

P(EN) = 1. (5.31)

We have to study the order of magnitude of L̂N
δ . We will prove that, with a positive

probability, the mass of stable polymers hits the value bδNc in a duration of time of the
order of log N.
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A Coupling

Let us introduce a process (Zα0(t)) with the initial state Zα0(0)=enc and genera-
tor (5.28) of Section 5.4 with α0=λ(1−δ0).

Proposition 5.7 (Coupling). Under Assumptions A-2 and A-4, one can construct a version of
the processes (Zα0(t), t≥0) and (ÛN(t), t≥0) such that, Zα0(0)=enc and, on the event EN , the
relation

∑
k≥n

Zα0
k (t) ≤ ∑

k≥n
ÛN

k (t) (5.32)

holds for all 0≤t≤L̂N
δ ∧N and n≥nc.

Proof. At time 0, there is at least a polymer of size nc for (ÛN(t)) and a unique one for
(Zα0(t)). For t≥0, recall that

‖Zα0(t)‖ = ∑
n≥nc

Zα0
n (t)

is the number of polymers for (Zα0(t)) and A1(t), . . . , A‖Zα0 (t)‖(t), their respective sizes.
One will show, by induction on the number of jumps of (Zα0(t)) and (ÛN(t)) after time
0, that there are at least ‖Zα0(t)‖ of polymers of ÛN(t) whose sizes are given respectively
by B1(t), . . . , B‖Zα0 (t)‖(t) with Ak(t) ≤ Bk(t) holds for all 1≤k≤‖Zα0(t)‖. Assume that
this relation holds at some fixed time 0≤t≤L̂N

δ , we will show that one can construct a
version of the two process after that time so that the relation will also hold after the next
jump of (Zα0(t)) and (ÛN(t)). We give the construction of the next jump.

1. A monomer addition to the polymer of size Ai(t−) occurs at rate α. A monomer
addition to the polymer of size Bi(t) occurs also at that time for the process
(ÛN(t)).

2. A monomer addition to the polymer of size Bi(t−)=k occurs at rate given by
λkÛN

1 (t−)−λ(1−δ0)N. This last quantity is non-negative because, by definition,
λk≥λ and, since t<L̂N

δ , one has the relation ÛN
1 (t−)≥λ(1−δ0)N. There is no

change for the process (Zα0(t)) with this event.

3. If Ai(t−)=k and Bi(t−)=k′, at rate µ the polymer of size k [resp. k′] is fragmented
as A1

1, . . . A1
nA

[resp. B1
1, . . . B1

nB
] according to the distribution νk [resp. ν′k]. By

Assumption A-4, the random variables (A1
i ) and (B1

i ) can be chosen so that, for
any 1≤i≤nA, there exists some 1≤mi≤nB such that A1

i≤B1
mi

and all indices mi,
i = 1, . . . , nA are distinct.

With this construction, it is easily seen that (ÛN(t)) and (Zα0(t)) are indeed Markov
processes with the generator (5.9) and (5.28) respectively. Moreover each of the three
transitions described above preserve the desired relation. Equation (5.32) is a simple
consequence of this relation.

Proposition 5.8. Under Assumptions A∗, if λ>κ0µ, where κ0 is the constant of Proposition 5.6
and λ is defined by Relation (5.8), then for any δ0<1−κ0µ/λ, there exist positive constants K
and p0 such that

lim inf
N→+∞

P

(
L̂N

δ0

log N
≤ K

)
> p0.
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Proof. In the following, all statements are understood on the event EN defined by
Equation (5.30). Relation (5.31) gives that this event has a probability close to 1 as N
gets large.

From the coupling proved in Proposition 5.7 and with the same notations, it can
be assumed that there exists a Markov process (Zα0(t)) with generator defined by
Relation (5.28) and initial point enc such that the relation

‖Zα0(t)‖ = ∑
k≥nc

Zα0
k (t) ≤ ∑

k≥nc

ÛN
k (t),

holds for all t≤L̂N
δ0

. For K>0,

HN
def.
=
{

L̂N
δ0
> K log N

}
⊂ {‖Zα0(K log N)‖ ≤ bδ0Nc} ⊂ {‖Zα0(K log N)‖ ≤ bδ0Nc} ,

Since λ(1−δ0)>µκ0, with the notations of Proposition 5.6, one can take K=2/a0 then

FZα0∩HN=∅,

as soon as N>2δ0/η, where the event FZα0 is defined in Proposition 5.6, hence

lim
N→+∞

P
(
EN∩FZα0∩

{
L̂N

δ0
≤ A log N

})
= P(FZα0 )>0.

The proposition is proved.

Theorem 5.2 (Asymptotics for the Lag Time). Under Assumptions A∗, if λ>κ0µ, where κ0
is the constant of Proposition 5.6 and λ is defined by Relation (5.8), for all 0<δ<1−κ0µ/λ,
then, for any ε>0, there exists K1 and K2, 0<K1<K2, such that

1. If nc=3,

lim inf
N→+∞

P

(
LN

δ

log N
≤ K2

)
> 1−ε.

2. If nc≥4,

lim inf
N→+∞

P

(
K1 ≤

LN
δ

Nnc−3 ≤ K2

)
> 1−ε.

Proof. By Proposition 5.5, at time TN a polymer of size nc is created. According to
Proposition 5.8, for N sufficiently large, with probability at least p0 there is a fraction

δ of monomers polymerized as stable polymers before time RN
1

def.
= TN+K log N. If this

does not happen, there are two possibilities:

1. There is at least one stable polymer at time RN
1 . One can construct another

coupling with an independent process (Z̃α0(t)) with the same distribution as
(Zα0(t)). Again there is a probability p0 that a fraction δ of monomers is
polymerized into stable polymers before time RN

1 +K log N. If this does not
happen, there are again the same two possibilities.

2. There are no stable polymers at time RN
1 . From Lemma 5.1 and 5.2, the fraction of

monomers is 1 and thus the systems starts afresh: a polymer of size nc is created
at a time RN

1 + TN
1 , with TN

1 independent of TN and with the same distribution.
We can then repeat our argument.
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This decomposition shows that the lag time LN
δ can be stochastically upper-bounded by

the random variable
1+Gp0

∑
i=1

(
TN

i +K log N
)

,

where (Ti) is an i.i.d. sequence of random variables with the same distribution as
TN and G is a geometrically distributed random variable with parameter p0 which
is independent of the sequence (TN

i ). The theorem is then a simple consequence of
Proposition 5.5. The theorem is proved.

5.A Appendix: Biological background

The protein polymerization processes investigated in this chapter are believed to
be the main phenomena at the origin of several neuro-degenerative diseases such as
Alzheimer’s, Parkinson’s and Huntington’s diseases for example. The general picture
of this setting is the following. At some moment, for some reasons, within a neural cell
a fraction of the proteins of a given type are produced in a anomalous state, defined
as misfolded state. Recall that if a protein is a sequence of amino-acids, its three-
dimensional structure determines also its functional properties.

A misfolded protein has the same sequence of amino-acids but a different spatial
architecture. It turns out that misfolded proteins tend to aggregate to form fibrils,
also called polymers. These fibrils are believed to have a toxic impact in the cell,
on its membrane in particular, leading to its death. The prion protein PrPC is an
example of such protein that can be polymerized when it is in the state PrPSC. The
corresponding disease is the Bovine Spongiform Encephalopathy (BSE), also known
as the mad cow disease. See Dobson [50, 49] and Ross and Poirier [143]. There are
mechanisms within the cell, via other proteins, to “correct” misfolded proteins, but
they seem to be inefficient when the phenomenon has really started. See Bozaykut et
al. [22] or Smith et al. [150]. This (rough) description is not completely accurate or
complete, moreover some aspects are disputed, but it is used in a large part of the
current literature. See also the interesting historical surveys of Sipe and Cohen [148]
and Pujo-Menjouet [133]. Other biological processes such as actin filamentation, or yet
industrial processes exhibit similar mechanisms, see McManus et al. [110], Wegner and
Engel [166], Voter and Erickson [164] and Ow and Dustan [123].

The Variability of the Polymerization Process

Neuro-degenerative diseases are quite diverse. They can be infectious, like the BSE,
others are not, like Alzheimer (apparently). Nevertheless they all exhibit large, variable,
time spans for the development of the disease, from several years to 10 years.

When experiments are done in vitro with convenient types of proteins/monomers
and with no initial polymers, a related phenomenon is observed. The fraction of
monomers consumed by the polymerization process exhibit an S-curve behavior: it
stays at 0 for several hours, and quickly reaches 1, the state where most of monomers
are polymerized. The other key feature of these experiments concerns the variability
of the instant of the take-off phase of the S-curve from an experiment to another. See
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Szavits-Nossan et al. [157] and Xue et al. [168]. See Figure 5.1 where twelve experiments
are represented, the instant when half of the proteins are polymerized varies from 7.3h.
to 10.1h. with an average of 8.75h. See also Pigolotti et al. [129] and Eden et al. [53].
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Figure 5.1 – Twelve experiments for the evolution of polymerised mass. From data
published in Xue et al. [168], see also Eugene et al. [58].

The initial step of the chain reactions giving rise to polymers consists in the
spontaneous formation of a so-called nucleus, that is, the simplest possible polymer
able to ignite the reaction of polymerization. This early phase is called nucleation, and is
still far from being understood. See Philo and Arakawa [127].

5.B Appendix: Technical Details

5.B.1 A Reminder on Marked Poisson Point Processes

We first recall briefly some elementary aspects of stochastic calculus with marked
Poisson point processes. They are used throughout this chapter. See Jacobsen [79] and
Last and Brandt [102] for more details. Let Nλ=(tn) be a Poisson point process on R+

with parameter λ and an independent sequence (Un) of i.i.d. random variables on some
locally compact space H, µ denotes the common distribution of these variables. The
marked Poisson point process NU

λ is defined as a point process on R+×H, by

NU
λ = ∑

n∈N

δ(tn ,Un),

if f is a non-negative measurable function on R+×H, one defines, for t≥0,∫ t

0
f (s, u)NU

λ (ds, du) = ∑
n∈N

f (tn, Un)I{tn≤t}

and, if F∈B(H) is a Borelian subset of H,

NU
λ ([0, t]× F) =

∫ t

0
I{u∈F}NU

λ (ds, du) = ∑
n∈N

I{tn≤t,Un∈F}.
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The natural filtration associated to NU
λ is (Ft), with, for t≥0,

Ft = σ
(
NU

λ ([0, s]× F) : s≤t, F∈B(H)
)

.

Proposition 5.9. If g is a càdlàg function on R+ and h is Borelian on H such that∫ t

0
g(s)2 ds<+∞, ∀t ≥ 0 and

∫
H

h(u)2ν(du)<+∞,

then the process

(M(t)) def.
=

(∫ t

0
g(s−)h(u)NU

λ (ds, du)− λ
∫

H
h(u)ν(du)

∫ t

0
g(s) ds

)
is a square integrable martingale with respect to the filtration (Ft), its previsible increasing
process is given by

(〈M〉 (t) = λ
∫

H
h2(u)ν(du)

∫ t

0
f (s)2 ds

In this chapter, since we are dealing with several Poisson point processes, the
(implicit) definition of the filtration (Ft) is extended so that it includes all of them.

5.B.2 Additional Calculations for the Proof of Proposition 5.2

After some careful calculations, for 2≤h≤nc−2, the previsible increasing process of
the martingale of Relation (5.22) can be expressed by〈

MN
nc−1,h

〉
(t)

=I{h=nc−2}λnc−2

∫ t

0

(
XN

nc−2(u)−XN
nc−1(u)− 1

)2 XN
nc−2(u)XN

1 (u)
N2 du

+
∫ t

0
XN

h (u)2

(
λnc−2

XN
nc−2(u)XN

1 (u)
N2 I{h<nc−2}+λnc−1

XN
nc−1(u)XN

1 (u)
N2

)
du

+ µnc−1

∫ t

0

∫
y∈Snc−1

(
XN

h (u)−yh(XN
nc−1(u)− 1)

)2
XN

nc−1(u) νnc−1(dy)du

+
∫ t

0
XN

nc−1(u)
2

(
λh−1

XN
h−1(u)XN

1 (u)
N2 +λh

XN
h (u)XN

1 (u)
N2 I{h<nc−2}+µhXN

h (u)

)
du

+
nc−2

∑
i=h+1

µi

∫
Si

y2
hνi(dy)

∫ t

0
XN

nc−1(u)
2XN

i (u) du. (5.33)

The SDE (5.15) gives for, 1<m<nc−1,

XN
m (t)2=MN

m,m(t) + λm−1

∫ t

0

(
2XN

m (u)+1
) XN

1 (u)XN
m−1(u)

N2 du

+
nc−1

∑
i=m+1

µi

∫ t

0

∫
y∈Si

(
2XN

m (u)ym+y2
m

)
νi(dy)XN

i (u) du

+
∫ t

0

(
1−2XN

m (u)
)(

µmXN
m (u)+λm

XN
1 (u)XN

m (u)
N2

)
du, (5.34)
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(MN
m,m(t)) is a martingale whose previsible increasing process is given by

〈
MN

m,m

〉
(t)=λm−1

∫ t

0

(
2XN

m (u)+1
)2 XN

1 (u)XN
m−1(u)

N2 du

+
nc−1

∑
i=m+1

µi

∫ t

0

∫
y∈Si

(
2XN

m (u)ym+y2
m

)2
νi(dy)XN

i (u) du

+
∫ t

0

(
1−2XN

m (u)
)2
(

µmXN
m (u)+λm

XN
1 (u)XN

m (u)
N2

)
du. (5.35)

For 1<h≤nc−1,

XN
1 (t)XN

h (t)=MN
1,h(t)+λh−1

∫ t

0

(
XN

1 (u)−1
) XN

h−1(u)XN
1 (u)

N2 du

+λh

∫ t

0

(
1−XN

1 (u)
) XN

h (u)XN
1 (u)

N2 du

−
nc−1

∑
j=2

λj

∫ t

0
XN

h (u)
XN

j (u)XN
1 (u)

N2 du− 2λ1

∫ t

0
XN

h (u)
XN

1 (u)2

N2 du

+
nc−1

∑
i=2

µi

∫ t

0

∫ [
y1XN

h (u)+yh

(
XN

1 (u)+y1

)
I{i>h}−

(
XN

1 (u)+y1

)
I{i=h}

]
νi(dy)XN

i (u)du. (5.36)

5.B.3 Proof of Proposition 5.3

The End of the Proof of Proposition 5.3. With the same notations as at the beginning of the
proof of Proposition 5.3, we review the components of the AN

j of Equation (5.23), for
j=3,. . . , 6. Recall that m=nc−k with 1≤k≤nc−2.

The generic scaled expression of AN
3 (t) is, for 1≤i≤nc−1,

1
N2k

∫ Nnc−2t

0

((
XN

1 (u)−1−I{i=1}

)k
−
(

XN
1 (u)

)k
)

XN
m (u)

λiXN
1 (u)XN

i (u)
N2 du

≤c3
1

Nk+1

∫ Nnc−2t

0
XN

m (u)du ≤ c3

Nk+1

∫ Nnc−2t

0
XN

m (u)2 du,

for some constant c3.
For AN

4 (t) the analogous term is, for a convenient constant c5,

1
N2k

∫ Nnc−2t

0

((
XN

1 (u)−1
)k (

XN
m (u)−1

)
−XN

1 (u)kXN
m (u)

)
XN

1 (u)XN
m (u)

N2 du

≤ c4
1

Nk+1

∫ Nnc−2t

0
XN

m (u)2 du.
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For AN
5 (t), if i=nc−k−1,. . . , 2, this is

1
N2k

∫ Nnc−2t

0

∫
Si

((
XN

1 (u)+y1

)k
−XN

1 (u)k
)

XN
m (u)XN

i (u)νi(dy) du

≤ c5
1

Nk+1

∫ Nnc−2t

0
XN

m (u)XN
i (u) du

For AN
6 (t) it is, if i=nc−k+1, . . . , nc−1, and nc−2≥k≥2,

1
N2k

∫ Nnc−2t

0

∫
Si

((
XN

1 (u)+y1

)k (
XN

m (u)+ym

)
−XN

1 (u)kXN
m (u)

)
νi(dy)XN

i (u)du

≤ c6
1

Nk

∫ Nnc−2t

0
XN

i (u) du ≤ c6
1

Nk

∫ Nnc−2t

0
XN

i (u)2 du.

The right-hand-side of the four previous inequalities satisfy the assumptions of
Lemma 5.2 and therefore each of them, as a process, converges in distribution to 0.
This completes the proof of the proposition.
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Chapter 6

A Functional Central Limit Theorem
in the Becker-Döring Model
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abstract We investigate the fluctuations of the stochastic Becker-Döring model of
polymerization when the initial size of the system converges to infinity. A functional
central limit problem is proved for the vector of the number of polymers of a given
size. It is shown that the stochastic process associated to fluctuations is converging to
the strong solution of an infinite dimensional stochastic differential equation (SDE) in a
Hilbert space. We also prove that, at equilibrium, the solution of this SDE is a Gaussian
process. The proofs are based on a specific representation of the evolution equations,
the introduction of a convenient Hilbert space and several technical estimates to control
the fluctuations, especially of the first coordinate which interacts with all components
of the infinite dimensional vector representing the state of the process.

6.1 Introduction

Polymerization is a key phenomenon in several important biological processes.
Macro-molecules proteins, also called monomers, may be assembled randomly into
several aggregated states called polymers or clusters. These clusters can themselves be
fragmented into monomers and polymers at some random instants. The fluctuations
of the number of polymerized monomers analyzed in this chapter is an important
characteristic of polymerization processes in general.
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The Becker-Döring model

We investigate the fluctuations of a stochastic version of the Becker-Döring model
which is a classical mathematical model to study polymerization. The Becker-Döring
model describes the time evolution of the distribution of cluster sizes in a system where
only additions (coagulation mechanism) or removals (fragmentation) of one monomer
from a cluster are possible. A cluster of size 1 is a monomer and clusters of size greater
than 2 are polymers. Under Becker-Döring model, coagulation and fragmentation are
simple synthesis and decomposition reactions: a polymer of size k may react with a
monomer to form a polymer of size k+1 at kinetic rate ak; a polymer of size k+1 may
break down into a polymer of size k and a monomer at kinetic rate bk+1, i.e.,

(1)+(k)
ak−−⇀↽−−

bk+1

(k+1).

The ODEs associated to the deterministic version of the Becker-Döring model have been
widely studied in physics since 1935, see Becker and Döring [16]. This is an infinite
system of ordinary differential equations of c(t)=(ck(t), k∈N+), given by

dc1

dt
(t)=−2J1(c(t))−∑

k≥2
Jk(c(t)),

dck

dt
(t)=Jk−1(c(t))−Jk(c(t)), k>1,

(BD)

with Jk(c)=akc1ck−bk+1ck+1 if c=(ck)∈RN+

+ . For k≥1, ck(t) represents the concentration
of clusters of size k at time t. The conditions on existence/uniqueness of solutions for
the Becker-Döring equations (BD) have been extensively investigated. See Ball et al. [15],
Niethammer [118] and Penrose [125, 126].

The evolution equations satisfied by (c(t)) can be rewritten under a more compact
form as,

dc(t)=τ◦s(c(t))dt, (6.1)

where s is a mapping from RN+

+ →RN+

+ : for any k∈N+ and c∈RN+

+

s2k−1(c)=akc1ck and s2k(c)=bk+1ck+1; (6.2)

and τ is a linear mapping from RN+

+ →RN+

+ : for any z∈RN+

+ and k≥2,τ1(z)=−∑
i≥1

(1+I{i=1})z2i−1+ ∑
i≥2

(1+I{i=2})z2i−2,

τk(z)=z2k−3−z2k−2−z2k−1+z2k.
(6.3)

As it will be seen this representation will turn out to be very useful to derive the main
results concerning fluctuations.

Becker-Döring ODEs and Polymerization Processes

This set of ODEs is used to describe the evolution of the concentration ci(t), i≥1,
of polymers of size i. The classical framework assumes an initial state with only

188



CHAPTER 6. FLUCTUATIONS IN BECKER-DÖRING MODEL

polymers of size 1, monomers. In a biological context, experiments show that the
concentration of polymers of size greater than 2 stays at 0 until some instant, defined
as the lag time , when the polymerized mass grows very quickly to reach its stationary
value. With convenient parameters estimations, these ODEs can be used to describe
first order characteristics such as mean concentration of polymers of a given size. The
use of systems of ODEs to describe the evolution of polymerization processes started
with Oosawa’s pioneering work in 1962, see Oosawa and Asakura [122] for example.
Morris et al. [115] presents a quite detailed review of the classical sets of ODEs used for
polymerization processes. As it can be seen and also expected, the basic dynamics of
the Becker-Döring model of adding/removing a monomer to/from a polymer occupy
a central role in most of these mathematical models. See also Prigent et al. [132] and
Hingant and Yvinec [75] for recent developments in this domain.

Outside the rapid growth of polymerized mass at the lag time, the other important
aspect observed in the experiments is the high variability of the instant when it occurs,
the lag time, from an experiment to another. This is believed to explain, partially,
the variability of the starting point of diseases associated to these phenomena in
neural cells, like Alzheimer’s disease for example. See Xue et al. [168]. Hence if the
deterministic Becker-Döring ODEs describes the first order of polymerization through
a limiting curve, the fluctuations around these solutions will give a characterization
of the variability of the processes itself. Up to now the mathematical studies of these
fluctuations are quite scarce, the stochastic models analyzed include generally only a
finite number of possible sizes for the polymers. See Szavits et al. [157], Xue et al. [168]
and Eugène et al. [58] for example. To study these important aspects, we have to
introduce a stochastic version of the Becker-Döring model.

The stochastic Becker-Döring model

The polymerization process is described as a Markov process (XN(t)):=(XN
k (t), 1≤k≤N),

where XN
k (t) is the total number of clusters of size k at time t, it takes values in the state

space,

SN :=
{
~x∈NN

∣∣∣∣ N

∑
k=1

kxk=N
}

,

of configurations of polymers with mass N.
For any ~x∈SN and 1≤k<N, the associated jump matrix QN=(qN(·, ·)) is given by{

qN(~x,~x−~e1−~ek+~ek+1)=akx1(xk−I{k=1})/N,
qN(~x,~x+~e1+~ek−~ek+1)=bk+1xk+1,

where (~ek, k∈N+) is the standard orthonormal basis of NN+
. In other words, a monomer

is added to a given polymer of size k at rate akx1/N and a monomer is detached from
a polymer of size k at rate bk. Note that if N is interpreted as a “volume”, the quantity
XN

1 (t)/N can be seen as the concentration of monomers.
There are few studies of this important stochastic process. The large scale behavior of

the stochastic Becker-Döring model, when N gets large, is an interesting and challenging
problem. Given the transition rates, one can expect that the deterministic Becker-Döring
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equations (BD) give the limiting equations for the concentration of the different species
of polymers, i.e. for the convergence in distribution

lim
N→+∞

(XN
k (t)/N, k≥1)=(ck(t), k ≥ 1).

Such a first order analysis is achieved in Jeon [83]. This result is in fact proved for a
more general model, the Smoluchowski coagulation-fragmentation model. The Becker-
Döring model is a special case of Smoluchowski model, see Aldous [5] for a survey
on the coalescence models. The stochastic approximation of the pure Smoluchowski
coalescence equation through Marcus-Lushnikov process is investigated in Norris [119].
There are also results on the relation of stochastic Becker-Döring model and the
deterministic Lifshitz-Slyozov equation, see Deschamps et al. [45] for example.

The Main Contributions

In this chapter, we investigate the fluctuations of the Becker-Döring model, i.e. the
limiting behavior of the RN-valued process(

WN(t)
)

:=
(

1√
N

(
XN(t)−Nc(t)

))
(6.4)

is analyzed. We prove that, under appropriate conditions, the fluctuation process
(WN(t)) converges for the Skorohod topology to a L2(w)-valued process (W(t)) which
is the strong solution of the SDE

dW(t)=τ

(
∇s(c(t)) ·W(t)

)
dt+τ

(
Diag

(√
s(c(t))

)
· dβ(t)

)
, (6.5)

where

1. L2(w) is a Hilbert subspace of RN+
, see definition 6.2 of Section 6.3;

2. The operators s(·) and τ(·) are defined respectively by relations (6.2) and (6.3);

3. ∇s(c) is the Jacobian matrix

∇s(c)=
(

∂si

∂cj
(c)
)

, c∈RN+

+

4. β(t)=(βk(t), k∈N+) is a sequence of independent standard Brownian motions in
R;

5. Diag(~v) is a diagonal matrix whose diagonal entries are the coordinates of the
vector ~v∈RN+

.

See Theorem 6.3 in Section 6.3 for a precise formulation of this result. Note that the drift
part of (6.5) is the gradient of the Becker-Döring equation (6.1).

Under appropriate assumptions, see Ball et al. [15], the Becker-Döring equations (6.1)
have a unique fixed point c̃. If c(0)=c̃, the asymptotic fluctuations around this stationary
state are then given by (W̃(t)). It is shown in Proposition 6.2 that this process, the
solution of SDE (6.5), can be represented as

W̃(t)=T (t)W̃(0)+
∫ t

0
T (t−s)τ

(
dB(s)

)
,
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where T is the semi-group associated with linear operator τ◦∇s(c) and (B(t)) is a
Q̃-Wiener process in L2(w) where Q̃=Diag (wnsn(c), n≥1). In particular if the initial
state W̃(0) is deterministic, then (W̃(t)) is a Gaussian process. For the definitions and
properties of Q̃-Wiener process and Gaussian processes in Hilbert spaces, see Section 4.1
and Section 3.6 in Da Prato and Zabczyk [39] for example.

Literature

For the fluctuation problems in the models with finite chemical reactions, results
are well known, see Kurtz [99, 100] for example. However, in the Becker-Döring
model, there are countable many species and reactions, where the results for the finite
reactions are not directly applicable. See the Open Problem 9 in Aldous [5] for the
description of fluctuation problem in the general Smoluchowski coagulation model. For
this reason, the studies of fluctuations of the Becker-Döring models are quite scarce.
Ranjbar and Rezakhanlou [136] investigated the fluctuations at equilibrium of a family
of coagulation-fragmentation models with a spatial component. They proved that,
at equilibrium, the limiting fluctuations can be described by an Ornstein-Uhlenbeck
process in some abstract space. Their results rely on balance equations which hold
because of the stationary framework. Durrett et al. [52] gave the stationary distributions
for all reversible coagulation-fragmentation processes. Then they provided the limits of
the mean values, variances and covariances of the stationary densities of particles of any
given sizes when the total mass tends to infinity.

Concerning fluctuations of infinite dimensional Markov processes, several examples
have received some attention, in statistical physics mainly. In the classical Vlasov model,
the first result on the central limit theorem seems to be given by Braun and Hepp [24]
in 1977. They investigated the fluctuations around the trajectory of a test particle. The
central limit theorem for the general McKean-Vlasov model when the initial measures
of the system are products of i.i.d. measures is proved by Sznitman [160] in 1984. For
the Ginzburg-Landau model on Z, where the evolution of the state at a site i depends
only on the state of its nearest neighbors i±1. The independent (Brownian) stochastic
fluctuations at each site do not depend of the state of the process. The hydrodynamic
limit, i.e. a first order limit, is given by Guo, Papanicolao and Varadhan [72]. The
fluctuations around this hydrodynamic limit live in an infinite dimensional space.
Zhu [173] proved that, at equilibrium, the limiting fluctuations converge to a stationary
Ornstein-Uhlenbeck process taking values in the dual space of a nuclear space. In the
non-equilibrium case, the fluctuations have been investigated by Chang and Yau [33], the
limiting fluctuations can be described as an Ornstein-Uhlenbeck in a negative Sobolev
space. For more results on related fluctuation problems in statistical mechanics, see
Spohn [151, 152]. Fluctuations of an infinite dimensional Markov process associated
to load balancing mechanisms in large stochastic networks have been investigated in
Graham [71], Budhiraja and Friedlander [27].

One of the difficulties of our model is the fact that the first coordinate (XN
1 (t)) of

our Markov process, the number of monomers, interact with all non-null coordinates of
the state process. Recall that monomers can react with all other kinds of polymers. This
feature has implications on the choice of the Hilbert space L2(w) chosen to formulate the
SDE (6.10) and, additionally, several estimates have to be derived to control the stochastic
fluctuations of the first coordinate. This situation is different from the examples of the
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Ginzburg-Landau model in [33, 151, 173], since each site only have interactions with a
finite number of sites, or in the stochastic network example [27] where the interaction
range is also finite. It should be also noted that our evolution equations are driven
by a set of independent Poisson processes whose intensity is state dependent which
is not the case in the Ginzburg-Landau models for which the diffusion coefficients are
constant. For this reason Lipschitz properties have to be established for an appropriate
norm for several functionals, it complicates the already quite technical framework of
these problems.

Outline of the chapter

Section 6.2 introduces the notations, assumptions and the stochastic model as well
as the evolution equations. Section 6.3 investigates the problem of existence and
uniqueness of the solution of the SDE (6.5). The proof of the fluctuations at equilibrium
is also given. Section 6.4 gives the proof of the main result, Theorem 6.3, the convergence
of the fluctuation processes.

6.2 The Stochastic Model

In this section we introduce the notations and assumptions used throughout this
chapter. The stochastic differential equations describing the evolution of the model are
introduced.

For any h∈R+, (N i
h)

∞
i=1 denotes a sequence of independent Poisson processes with

intensity h. The stochastic Becker-Döring equation with aggregation rates (ak, k ∈ N+)
and fragmentation rates (bk, k ∈N+) can be expressed as the solution of the SDEs

dXN
1 (t)=−∑

k≥1
(1+I{k=1})

XN
1 (t−)(XN

k (t−)−I{k=1})

∑
i=1

N i
ak/N(dt) + ∑

k≥2
(1+I{k=2})

XN
k (t−)

∑
i=1
N i

bk
(dt),

dXN
k (t)=

XN
1 (t−)(XN

k−1(t−)−I{k=2})

∑
i=1

N i
ak−1/N(dt)−

XN
k (t−)

∑
i=1
N i

bk
(dt)

−
XN

1 (t−)XN
k (t−)

∑
i=1

N i
ak/N(dt)+

XN
k+1(t−)

∑
i=1

N i
bk+1

(dt),

and for all k > N, XN
k (t)≡0, with f (t−) being the limit on the left of the function f at

t>0.
In order to separate the drift part and the martingale part, it is convenient to

introduce the corresponding martingales (DN(t)). For k≥1, let

DN
2k−1(t) =

∫ t

0

XN
1 (u−)(XN

k (u−)−I{k=1})

∑
i=1

N i
ak/N(du)− 1

N
akXN

1 (u)(XN
k (u)−I{k=1})du

 ,

DN
2k(t) =

∫ t

0

XN
k+1(u−)

∑
i=1

N i
bk+1

(du)− bk+1XN
k+1(u)du

 .
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Clearly, for every fixed i∈N+, (DN
i (t)) is local martingale in R with previsible increasing

process (
〈DN

i 〉(t)
)
=

(
N
∫ t

0
si

(
XN(u)

N

)
du− I{i=1}

∫ t

0
a1

XN
1 (u)
N

du
)

, (6.6)

where the operator s = (si, i≥1) is defined by relation (6.2), additionally the cross-
variation processes are null, i.e., for any i 6=j,(

〈DN
i , DN

j 〉(t)
)
= (0).

This is in fact one of the motivations to introduce the variables (DN
k (t)) and the

functionals (τ(·)) and (s(·)).
A simple calculation shows that, for any N, the process (XN(t)) satisfies the relation

XN(t)=XN(0)+N
∫ t

0
τ

(
s
(

XN(u)
N

))
du+τ

(
DN(t)

)
+2a1

∫ t

0

(
XN

1 (u)
N

)
e1 du, (6.7)

where τ is defined by relation (6.3) and e1=(1, 0, 0, . . .). Therefore the fluctuation process
(WN(t)), see relation (6.4), satisfies

WN(t)=WN(0)+
1√
N

τ
(

DN(t)
)
+

2a1√
N

∫ t

0

(
XN

1 (u)
N

)
e1 du

+
1
2

∫ t

0
τ

(
∇s
(

XN(u)
N

)
·WN(u)+∇s (c(u)) ·WN(u)

)
du. (6.8)

If we let N go to infinity, then (XN(t)/N) converges to c(t) and provides that, for all
i ≥ 1,

lim
N→+∞

(
〈DN

i /
√

N〉(t)
)
=
∫ t

0
si(c(u))du.

We can expect that the process (DN(t)/
√

N) converges to a stochastic integral∫ t

0
Diag

(√
s(c(u))

)
· dβ(u),

with (β(t)) defined in relation (6.5) in the introduction. See page 339 in Ethier and
Kurtz’s [57] for example. Then, formally, the limiting process for (WN(t)), provided
that it exists, would be the solution of the SDE (6.5).

In order to give the well-posedness of the infinite dimensional process (6.5), we
introduce the following notations.

Definition 6.1. Let X+ be the phase space of the Becker-Döring model with initial density less
than 1,

X+ :=
{

c =
(
ck, k ∈N+

) ∣∣∣∣∀k, ck ≥ 0; ∑
k≥1

kck ≤ 1
}

.

For c(0) ∈ X+, the solution of the Becker-Döring equation (BD) is a continuous function taking
values in X+.
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Definition 6.2. One assumes that w=(wn) is a fixed non-decreasing sequence of positive real
numbers such that

— ‖1/w‖l1 :=∑n≥1 1/wn<∞;
— limn→∞ w1/n

n ≤1;
— there exists a constant γ0 such that for all n∈N+, w2n≤γ0wn.

One denotes by L2(w) the associated L2-space,

L2(w):=

{
z ∈ RN+

∣∣∣∣ ∞

∑
n=1

wnz2
n<∞

}
,

its inner product is defined by, for z, z′∈L2(w)

〈z, z′〉L2(w)=
∞

∑
n=1

wnznz′n,

and its associated norm is ‖z‖L2(w)=
√
〈z, z〉L2(w).

An orthonormal basis (~hn)∞
n=1 of L2(w) is defined as, for n≥1,

~hn=(0, . . . , 1/
√

wn, 0, . . . ). (6.9)

As it will be seen in Section 6.3, L2(w) is a convenient space to ensure a boundedness
property of the linear mapping τ◦∇s(·), which is essential for the study of fluctuation
process (6.5).

We now turn to the conditions on the rates and the initial state of the Becker-Döring
equations.

Assumptions 6.1.
(a) The kinetic rates (ak), (bk) are positive and bounded, i.e.,

Λ := max
k≥1
{ak, bk}<∞.

(b) There exists a positive increasing sequence r∈RN+

+ , such that
— rk≥wk, for all k≥1;
— there exists a fixed constant γr, such that r2k ≤ γrrk, for all k≥1;
— (wk/rk) is a decreasing sequence converging to 0,
where (wn) is the sequence introduced in Definition 6.2.
The initial state of the process (XN

k (0)) is assumed to satisfy

sup
N

E

(
∑
k≥1

rkXN
k (0)
N

)
<∞.

(c) The initial state of the first order process, c(0)=(ck(0))∈X+, is such that

∑
k≥1

wkck(0)<∞ and lim
N→∞

E

(
∑
k≥1

∣∣∣∣∣XN
k (0)
N

− ck(0)

∣∣∣∣∣
)
=0

hold.
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(d) The initial state of the centered process, the random variables WN(0), N≥1, defined by
relation (6.4) satisfies the relation

C0:= sup
N

E
(
‖WN(0)‖2

L2(w)

)
< +∞,

and the sequence (WN(0)) converges in probability to an L2(w)-valued random variable
W(0).

For a detailed discussion of Assumption (a), see Section 6.3.1 below. Assumption (b)
gives conditions on the moments of the initial state of the process. For example, by
taking rk=kβ with β>1, one can study the central limit problem in the Hilbert space
L2(w) with weights wk=kα for some α∈(1, β). Note that this condition is more, but not
much more, demanding than the conservation of mass relation

∑
k≥1

kXN
k (t)/N ≡ 1,

which is always satisfied. This assumption gives therefore a quite large class of initial
distributions for which a central limit theorem holds.

Some Notations. For any T>0, let DT :=D([0, T], L2(w)) be the space of càdlàg
functions on [0, T] taking values in L2(w). Since L2(w) is a separable and complete
space, there exists a metric on DT, such that DT is a separable and complete space. See
the chapter 3 in Billingsley [19] for details.

Let L(L2(w)) be the set of linear operators on L2(w) and the ‖ · ‖L(L2(w)) be the
associated norm for linear operators, i.e. for any f∈L(L2(w)),

‖ f ‖L(L2(w)) = sup
z∈L2(w)
‖z‖L2(w)≤1

‖ f (z)‖L2(w).

For any f , g ∈ L(L2(w)), f ◦g denotes the composition. We call A∈L(L2(w)) to be in
a trace class if there exist a constant C, such that for all z∈L2(w), ‖Az‖L2(w)≤C‖z‖L2(w)

and it has a finite trace, i.e.,

TrA:= ∑
n≥1
〈Ahn, hn〉L2(w) <∞.

6.3 SDE in Hilbert space

In this section, we are going study the existence and uniqueness of process

W(t)=W(0)+
∫ t

0
τ

(
∇s(c(u)) ·W(u)

)
du+

∫ t

0
τ

(
Diag

(√
s(c(u))

)
· dβ(u)

)
, (6.10)

when Assumptions (a) and (c) hold.
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Clearly, the process (W(t)) has the form of a stochastic differential equation in the
infinite dimensional space RN+

. It has a stochastic integral

M(t):=
∫ t

0
τ

(
Diag

(√
s(c(u))

)
· dβ(u)

)
with respect to β(t)=∑n≥1 βn(t)~en, which is a cylindrical Wiener process (c.f. Yor [169])
in the Hilbert space L2(RN+

). Here (c(t)) is the unique solution of Becker-Döring
equation (6.1) with initial state c(0). However, the mapping τ is unbounded in L2(RN+

).
Therefore, we consider the SDE (6.10) in the Hilbert space L2(w) (Definition 6.2). In the
following, we are going to show that

1. for any c∈X+, the linear mapping τ◦∇s(c) : L2(w)→L2(w) is bounded (and
therefore Lipschitz);

2. the stochastic process (M(t)) is well-defined in L2(w) and is a martingale.
Finally, by using the results in Section 7.1 of Da Prato and Zabczyk [39], we give the

proof of the existence and uniqueness of the solutions of the equation (6.10).

Lemma 6.1. τ is a continuous linear mapping from L2(w) to L2(w): there exists a finite
constant γτ(w), such that for any z ∈ L2(w),

‖τ(z)‖L2(w)≤γτ(w)‖z‖L2(w).

Proof. One only needs to verify that τ is bounded. For any z ∈ L2(w),

‖τ(z)‖2
L2(w)=R1+R2,

where

R1=w1

(
−∑

k≥1
(1+I{k=1})z2k−1+ ∑

k≥2
(1+I{k=2})z2k−2

)2

,

R2= ∑
k≥2

wk (z2k−3−z2k−2−z2k−1+z2k)
2 .

By using Cauchy-Schwarz inequality, we have

R1 ≤ 4w1 ∑
k≥1

1
wk
‖z‖2

L2(w)=4w1

∥∥∥∥ 1
w

∥∥∥∥
l1
‖z‖2

L2(w),

and by using the increasing property of weights w

R2≤4 ∑
k≥2

wk
(
z2

2k−3+z2
2k−2+z2

2k−1+z2
2k
)

≤4 ∑
k≥2

(
w2k−3z2

2k−3+w2k−2z2
2k−2+w2k−1z2

2k−1+w2kz2
2k
)
+w2z2

1

≤(8+w2/w1)‖z‖2
L2(w).

In conclusion, one has ‖τ(z)‖L2(w) ≤ γτ(w)‖z‖L2(w), for

γτ(w)=

(
4w1

∥∥∥∥ 1
w

∥∥∥∥
l1
+8+

w2

w1

)1/2

.
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Lemma 6.2. Under Assumption (a), for any c ∈ X+ that satisfies ∑k≥1 wkck<∞, there exists a
finite constant γ(c, w), such that for any x∈L2(w),

‖∇s(c) · x‖L2(w) ≤ γ(c, w)‖x‖L2(w).

Moreover, under Assumption (a) and (c), if (c(t)) is the solution of the Becker-Döring
equation (6.1) with initial state c(0), then for any finite time T, one has

sup
u≤T

γ(c(u), w)<+∞.

Proof.

‖∇s(c) · x‖2
L2(w)= ∑

k≥1
w2k−1a2

k(x1ck+c1xk)
2+ ∑

k≥2
w2k−2b2

k x2
k

≤ 2γ0Λ2

(
∑
k≥1

wkc2
k

)
x2

1+2γ0Λ2 ∑
k≥1

wkx2
k+γ0Λ2 ∑

k≥2
wkx2

k ≤ γ(c, w)‖x‖2
L2(w),

where for any c ∈ X+

γ(c, w)=γ0Λ2

(
3+2 ∑

k≥1
wkck

)
.

The Theorem 2.2 in Ball et al [16] gives that supu≤T wkck(u)<∞ under Assumption (a)
and (c).

6.3.1 Remark on the assumptions on the coefficients (ai) and (bi)

We recall the main results for the existence and uniqueness of a solution of the
deterministic Becker-Döring ODEs.

1. From Theorem 2.2 in Ball et al. [15], existence and uniqueness hold under the
condition

ai(gi+1 − gi) = O(gi) and
+∞

∑
i=1

gici(0)<+∞,

for a positive increasing sequence g satisfying mini(gi+1 − gi)≥δ>0. For example,
when gi=i2, i.e., ai=O(i) and the second moment of the initial state is bounded,
the Becker-Döring equation is well-posed.

2. Conditions from Theorem 2.1 in Laurençot and Mischler [103],
There exists some constant K>0 such that

ai−ai−1<K and bi−bi−1<K,

for any i∈N.
It should be noted that Laurençot and Mischler [103] have a stronger conditions on the
coefficients but, contrary to Ball et al. [15], not any on the initial state.

The known conditions necessary to get the convergence of the first order of the
stochastic Becker-Döring model to the solution of the deterministic Becker-Döring ODEs
are more demanding, they are given by Theorem 2 in Jeon [83], they are

lim
i→∞

ai

i
=0 and lim

i→∞
bi=0.
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Note that law of large number in this chapter requires growth rates (ai) to be sublinear
and break rates (bi) to be vanishing.

For second order convergence, additional conditions seem however to be necessary
to establish the well-posedness of the limiting fluctuation process defined by SDE (6.5).
First of all, for any c∈X+, the linear operator τ◦∇s(c) does seem to have monotonicity
or symmetry properties that could give an alternative construction of the solution of
SDE (6.5). Hence, boundedness properties of the linear operator τ◦∇s(c) have to be
used to get existence and uniqueness results of the solution of SDE (6.5).

For any k≥2, it is easy to check that the kth coordinate of the vector τ◦∇s(c) · hk is
−(bk+akc1)/

√
wk, in particular the relation

‖τ◦∇s(c)‖L(L2(w)) ≥ ‖τ◦∇s(c) · hk‖L2(w) ≥ (bk+akc1)
2 for all k,

holds. Hence the operator τ◦∇s(c) is unbounded in any weighted L2 space if a
boundedness property for the sequences (ai) and (bi) does not hold. By using similar
arguments, we observe that the operator τ◦∇s(c) is unbounded in the state spaces l1
and l∞ as well if this property does not hold.

Proposition 6.1. If Assumption (a) and (c) hold, then the process (M(t)) is a well-defined
continuous, square-integrable, martingale.

Proof. By definition of the stochastic integral with respect to a cylindrical Wiener process
(Chapter 4 in Da Prato and Zabczyk [39]), it is sufficient to verify that,∫ T

0
∑
n≥1
‖τ◦Diag

(√
s(c(u))

)
· en‖2

L2(w) du<∞.

By using Lemma 6.1,

‖τ◦Diag
(√

s(c(u))
)
· en‖2

L2(w) ≤ γτ(w)2‖Diag
(√

s(c(u))
)
· en‖2

L2(w)

=γτ(w)2wnsn(c(u)).

Therefore, ∫ T

0
∑
n≥1
‖τ◦Diag

(√
s(c(u))

)
· en‖2

L2(w) du

≤ γτ(w)2
∫ T

0
∑
k≥1

(w2k−1akc1(u)ck(u)+w2kbk+1ck+1(u))du

≤ γ0γτ(w)2ΛT sup
s≤T

∑
k≥1

wkck(s)<∞.

The last inequality is valid under Assumption (a) and (c). See Ball et al. [16] for details.

Theorem 6.1. For any measurable L2(w)-valued random variable W(0), the SDE (6.10) has a
unique strong solution in L2(w). If, in addition, for p≥1, E‖W(0)‖2p

L2(w)
<∞, then

E

(
sup

0≤t≤T
‖W(s)‖2p

L2(w)

)
<∞.
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Proof. In Proposition 6.1, we proved that the martingale part M(t) of the SDE (6.10)
is well-defined and continuous. By using Lemma 6.1 and Lemma 6.2, the drift part is
Lipschitz and linear on any x ∈ C([0, T], L2(w)):

‖τ (∇s(c(u)) · x(u)) ‖L2(w) ≤ γτ(w) sup
0≤u≤T

γ(c(u), w) sup
0≤u≤T

‖x(u)‖L2(w).

Therefore, by using the results in Section 7.1 of Da Prato and Zabczyk [39], we can obtain
the strongly existence, uniqueness, continuous and bounded results of SDE (6.10).

In Ball et al. [15] it is shown that, under the assumptions

z−1
s := lim sup

i→∞
R1/i

i <∞ and sup
0≤z<zs

∑
i≥1

iRizi>1, (6.11)

where, for k≥1, Rk=∏i
i=2(ai−1/bi), then the equation

∑
k≥1

kRkzk=1

has a unique solution z=c̃1. Moreover if c̃k=Rk(c̃1)
i, then (c̃i)i≥1 is the unique fixed

point of Becker-Döring equations (BD).

Proposition 6.2 (Fluctuations at equilibrium). Under condition (6.11), at equilibrium, the
strong solution of SDE (6.10) can be represented as

W̃(t)=T (t)W̃(0)+
∫ t

0
T (t−s)τ

(
dB(s)

)
, (6.12)

where (T (t)) is the semi-group associated with linear operator τ◦∇s(c̃),

T (t):=eτ◦∇s(c̃)t,

and (B(t)) is a Q̃-Wiener process in L2(w) where

Q̃=Diag (wnsn(c̃), n≥1) .

Moreover, the stochastic convolution part

W̃sc(t):=
∫ t

0
T (t− s)τ dB(s)

is Gaussian, continuous in mean square, has a predictable version and(〈
W̃sc(t)

〉)
=

(∫ t

0
T (r)τQ̃ (T (r)τ)∗ dr

)
.

Proof. At equilibrium, the SDE (6.10) becomes

W̃(t)=W̃(0)+
∫ t

0
τ
(
∇s(c̃) · W̃(u)

)
du+

∫ t

0
τ

(
Diag

(√
s(c̃)

)
· dβ(u)

)
. (6.13)
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It is a linear equation with additive noise. The noise part can be expressed by τ(B(t))
where

B(t):=
∫ t

0
Diag

(√
s(c̃)

)
· dβ(u)= ∑

n≥1

√
wnsn(c̃)βn(t)hn.

Recall that (hn) defined by (6.9) is an orthonormal basis in L2(w). By definition of zs
and the assumption limn→∞ w1/n

n =1, if 0 ≤ z<zs, then

∑
n≥1

wnRnzn<∞

holds. Let
Q̃=Diag (wnsn(c̃), n≥1) ,

then it is trace class, i.e.,

TrQ̃= ∑
n≥1

wnsn(c̃) ≤ 2γ0Λ ∑
n≥1

wn c̃n<∞.

Therefore, B(t) is a Q̃-Wiener process in L2(w) (c.f. Section 4.1 in [39]).
Again, by using Lemma 6.1 and Lemma 6.2, we can see that the linear operator

τ◦∇s(c̃) is bounded, and therefore, the associated semi-group T is uniformly continu-
ous and satisfies that for any z ∈ L2(w),

‖T (t)z‖L2(w) ≤ eγτ(w)γ(c̃,w)t‖z‖L2(w).

Therefore, on any finite time interval [0, T],

∫ t

0
Tr
(
T (r)τQ̃τ∗T ∗(r)

)
dr=

∫ t

0
‖T (r)τQ̃1/2hn‖2

L2(w) dr

≤γτ(w)2Te2γτ(w)γ(c̃,w)TTrQ̃<∞.

By applying the Theorem 5.4 in Da Prato and Zabczyk [39], the process (6.12) is the
unique weak solution of SDE (6.13). By Theorem 5.2 in [39], the stochastic convolution
part (W̃sc(t)) is Gaussian, continuous in mean square, has a predictable version and for
all t ∈ [0, T], 〈

W̃sc(t)
〉
=
∫ t

0
T (r)τQ̃τ∗T ∗(r)dr.

To show that the process defined by relation (6.12) is also a strong solution, we use
Theorem 5.29 in [39]. It is sufficient to check

∑
n≥1
‖τ∇s(c̃)τQ̃1/2hn‖2

L2(w)<∞.

Then, stochastic integral τ◦∇s(c̃) · W̃sc(t) is a well defined continuous square-integrable
martingale on [0, T]. The process τ◦∇s(c̃) · W̃(t) has square integrable trajectories.
Therefore, (W̃(t)) is a strong solution. The proposition is proved.
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6.4 Convergence of the Fluctuation Processes

Recall that the fluctuation processes (WN(t)) satisfies relation (6.8),

WN(t)=WN(0)+
1√
N

τ
(

DN(t)
)
+

2a1√
N

∫ t

0

(
XN

1 (u)
N

)
e1 du

+
1
2

∫ t

0
τ

(
∇s
(

XN(u)
N

)
·WN(u)+∇s (c(u)) ·WN(u)

)
du.

The goal of this section is to prove that, when N is going to infinity, the process (WN(t))
is converging in distribution to (W(t)), the solution of the SDE (6.10). We will first
prove some technical lemmas and the convergence of scaled process (XN(t)/N). Then,
we will prove the tightness and convergence of the local martingales (DN(t)) and, with
the help of these results, we will get the tightness of (WN(t)) and identify the limit.

Lemma 6.3. Under Assumptions (a) and (b) then, for any T>0, one has

ζT := sup
N

sup
t≤T

E

(
∑
k≥1

rkXN
k (t)
N

)
<+∞, (6.14)

κT := sup
N

E

(
sup
t≤T

∑
k≥1

∣∣MN
k (t)

∣∣
√

N

)
<+∞, (6.15)

whereMN(t)=τ(DN(t)).

Proof. By using the SDE (6.7), we get that, for any N,

E

(
∑
k≥1

rkXN
k (t)
N

)
=E

(
∑
k≥1

rkXN
k (0)
N

)

+E

∫ t

0
r2

(
a1

XN
1 (u)(XN

1 (u)−1)
N2 −b2

XN
2 (u)
N

)
du

+r1E

∫ t

0

(
−∑

i≥1
(1+I{i=1})ai

XN
1 (u)(XN

i (u)−I{i=1})

N2 + ∑
i≥2

(1+I{i=2})bi
XN

i (u)
N

)
du

+E

∫ t

0

(
XN

1 (u)
N ∑

i≥2
(ri+1−ri)ai

XN
i (u)
N

+ ∑
i≥3

(ri−1−ri)bi
XN

i (u)
N

)
du

≤E

(
∑
k≥1

rkXN
k (0)
N

)
+ (r2+r1)Λt+γrΛE

∫ t

0
∑
i≥1

ri
XN

i (u)
N

du,

where Λ is defined in Assumption (a). We apply Gronwall’s inequality, then, for any
t≤T,

E

(
∑
k≥1

rkXN
k (t)
N

)
≤eγrΛT

(
E

(
∑
k≥1

rkXN
k (0)
N

)
+(r2 + r1)ΛT

)
.

Therefore, there exists a constant ζT, such that the relation (6.14) holds.
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For the other inequality, we first see

E

(
sup
t≤T

∑
k≥1

∣∣MN
k (t)

∣∣
√

N

)

≤∑
k≥1

1
wk

+E

sup
t≤T

∑
k≥1

∣∣MN
k (t)

∣∣
√

N
I{ |MN

k (t)|√
N
≥ 1

wk

}


≤2+E

(
sup
t≤T

∑
k≥1

wkMN
k (t)

2

N

)
≤2+E

(
∑
k≥1

wk〈MN
k (T)〉

N

)
.

By using the expression of the increasing process (6.6) and the definition of τ, we get

∑
k≥2

wk

N

〈
MN

k (T)
〉
≤Λ

∫ T

0
∑
k≥1

(wk+1I{k≥2}+wk)
XN

k (u)
N

du

+Λ
∫ T

0
∑
k≥2

(wk+wk−1I{k≥3})
XN

k (u)
N

du.

It implies

sup
N

E

(
∑
k≥2

wk

N

〈
MN

k (T)
〉)
≤w1ΛT+(3+γ0)ΛT sup

N
sup
t≤T

E ∑
k≥2

wk

N
XN

k (t)

≤w1ΛT+(3+γ0)ΛTζT.

For k=1, 〈MN
1 (T)
N

〉
≤2

∫ T

0
∑
i≥1

(
ai

XN
1 (u)XN

i (u)
N2 +bi+1

XN
i+1(u)

N

)
du≤4ΛT.

Therefore, there exists a positive constant κT, such that

sup
N

E

(
sup
t≤T

∑
k≥1

∣∣MN
k (t)

∣∣
√

N

)
≤κT

holds.

Now we prove the law of large numbers under Assumptions (a), (b) and (c) in the
L1-norm. This result will be used in the proof of Theorem 6.3. We should note that
we could not directly apply the Theorem 2 of Jeon [83] since it requires the conditions
limi→∞ ai/i=0 and limi→∞ bi=0.

Theorem 6.2. (Law of large numbers) Under Assumptions (a), (b) and (c), for any T>0,
one has

lim
N→∞

E

(
sup
t≤T

∑
k≥1

∣∣∣∣∣XN
k (t)
N
−ck(t)

∣∣∣∣∣
)
=0,

where (c(t)) is the unique solution of Becker-Döring equation (BD) with initial state c(0)∈X+.
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Proof. From SDE (6.7), we have that

XN(t)
N
−c(t)=

XN(0)
N
−c(0)+

∫ t

0
τ

(
s
(

XN(u)
N

)
−s (c(u))

)
du

+
2a1

N

∫ t

0

(
XN

1 (u)
N

)
e1 du+

MN(t)
N

.

With a simple calculation, we get the relation

∑
k≥1

∣∣∣∣∣XN
k (t)
N
−ck(t)

∣∣∣∣∣≤∑
k≥1

∣∣∣∣∣XN
k (0)
N
−ck(0)

∣∣∣∣∣+2Λt
N

+
∫ t

0
8Λ ∑

k≥1

∣∣∣∣∣XN
k (u)
N
−ck(u)

∣∣∣∣∣du+ ∑
k≥1

∣∣∣∣∣MN
k (t)
N

∣∣∣∣∣ ,

and, by Gronwall’s inequality and relation (6.15), we have

lim
N→∞

E sup
t≤T

∑
k≥1

∣∣∣∣∣XN
k (t)
N
−ck(t)

∣∣∣∣∣=0.

Proposition 6.3. Under Assumptions (a) and (b), the sequence of local martingales(
1√
N

DN(t)
)
=

(
1√
N

DN
i (t)

)
i≥1

is tight for the convergence in distribution in DT.

Proof. Recall that for all i>N, (DN
i (t)) ≡ 0 and (XN

i (t)) ≡ 0. By using Jensen’s and
Doob’s inequalities, for any fixed T and N, we get

E

(
sup
t≤T

∥∥∥∥ 1√
N

DN(t)
∥∥∥∥

L2(w)

)
≤

√√√√E

(
sup
t≤T

∥∥∥∥ 1√
N

DN(t)
∥∥∥∥2

L2(w)

)

=

√√√√E

(
sup
t≤T

N

∑
i=1

wi
1
N

DN
i (t)2

)
≤

√√√√ N

∑
i=1

wi
1
N

E
(
〈DN

i (T)〉
)
.

From the expression of the increasing processes (6.6), we have

1
N ∑

k≥1
w2k−1E

(
〈DN

2k−1(T)〉
)
≤γ0Λ

∫ T

0
E

(
∑
k≥1

wkXN
k (u)

N

)
du,

and
1
N ∑

k≥2
w2k−2E

(
〈DN

2k−2(T)〉
)
≤γ0Λ

∫ T

0
E

(
∑
k≥2

wkXN
k (u)

N

)
du.
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Therefore, by using inequality (6.14), one gets

sup
N

E sup
t≤T

∥∥∥∥ 1√
N

DN(t)
∥∥∥∥

L2(w)

≤

√√√√2γ0ΛT sup
N

sup
t≤T

E

(
∑
k≥1

wkXN
k (t)

N

)
<∞,

it gives that

lim
a→∞

lim sup
N→∞

P

(
sup
t≤T

∥∥∥∥ 1√
N

DN(t)
∥∥∥∥

L2(w)

≥a

)

≤ lim
a→∞

1
a

sup
N

E

(
sup
t≤T

∥∥∥∥ 1√
N

DN(t)
∥∥∥∥

L2(w)

)
=0.

Since the Skorohod distance is weaker than the uniform distance in DT, we estimate
the modulus of continuity with uniform distance to prove the tightness in the Skorohod
space. For any ε>0, δ>0 and any L∈N, we have

P

(
sup

t,s≤T,|t−s|<δ

∥∥∥∥ 1√
N

DN(t)− 1√
N

DN(s)
∥∥∥∥

L2(w)

≥ε

)
≤ P

(
sup
t≤T

∑
i>L

ri
1
N

DN
i (t)2≥ ε2rL

4wL

)

+P

(
sup

t,s≤T,|t−s|<δ

L

∑
i=1

wi

(
1√
N

DN
i (t)− 1√

N
DN

i (s)
)2

≥ ε2

2

)
.

By using the inequality (6.14),

P

(
sup
t≤T

∑
i>L

ri
1
N

DN
i (t)2≥ ε2rL

4wL

)
≤ 4wL

ε2rL
E

(
∑
i>L

ri
1
N
〈DN

i (T)〉
)

≤8γrwLΛ
ε2rL

T sup
N

sup
t≤T

E

(
∑
i≥1

riXN
i (t)
N

)
≤ 8γrwLΛ

ε2rL
TζT.

By using the Assumption (b), limk→∞ wk/rk = 0, for any constant η>0, there exist a
constant L, such that

P

(
sup
t≤T

∑
i≥L

ri
1
N

DN
i (t)2≥ ε2rL

4wL

)
≤η

2
.

The processes (DN
i (t)/

√
N) i=1,. . . , L, live in finite dimensional space and each of them

has an increasing process that is uniformly continuous almost surely. Therefore, for N
large enough, we have

P

(
sup

t,s≤T,|t−s|<δ

L

∑
i=1

wi

(
1√
N

DN
i (t)− 1√

N
DN

i (s)
)2

≥ ε2

2

)
≤η

2
,

consequently, by using Theorem 13.2 in Billingsley [19], the sequence of processes
(DN(t)/

√
N) is tight in DT.
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Proposition 6.4. For the convergence in distribution of random process, uniformly on compact
sets,

lim
N→+∞

(
1√
N

DN(t)
)
= (D(t)) :=

(∫ t

0
Diag

(√
s(c(u))

)
· dβ(u)

)
.

Proof. From the previous proposition, we have that, for T>0, the sequence (DN(t)/
√

N)
is tight in D([0, T], L2(w)). Let D′(t) be a possible limit. For any d∈N∗, let Pd be
the projection from RN+

to Rd, i.e., for any z∈RN+
, Pd(z)=(z1, . . . , zd). It is easy to

check that (Pd(D′(t))) is a limit of a subsequence of (Pd(DN(t)/
√

N)) for the weak
convergence in probability in the L2-norm. By using Theorem 1.4 page 339 of Ethier and
Kurtz [57], we know that for any d∈N∗, the equality (Pd(D′(t))) = (Pd(D(t))) holds
in distribution. Hence, by Kolmogorov’s theorem, we have the equality in distribution
(D′(t)) = (D(t)).

We can now state our main result.

Theorem 6.3 (Functional Central Limit Theorem). Under Assumptions (a)–(d), then the
fluctuation process (WN(t)) defined by relation (6.4) converges in distribution to the L2(w)-
valued process (W(t)), the unique strong solution of the SDE (6.10).

Proof. From relation (6.8), process (WN(t)) satisfies

WN(t)=WN(0)+
1√
N

τ
(

DN(t)
)
+
∫ t

0
τ ◦ ∇s (c(u)) ·WN(u)du

+
2a1√

N

∫ t

0

(
XN

1 (u)
N

)
e1 du+

∫ t

0
τ
(

∆N(u)
)

du

where

∆N(u)=
1
2

(
∇s
(

XN(u)
N

)
+∇s (c(u))

)
·WN(u)−∇s (c(u)) ·WN(u).

By direct calculations, we have that for k≥1

∆N
2k−1(u)=

(
1+I{k=1}

)
ak

(
XN

1 (u)
N
−c1(u)

)
WN

k (u),

∆N
2k(u)=0,

and then

‖∆N(u)‖L2(w)≤2
√

γ0Λ
∣∣∣∣XN

1 (u)
N
−c1(u)

∣∣∣∣ ‖WN(u)‖L2(w)≤2
√

γ0Λ‖WN(u)‖L2(w).

Let Γ = γτ(w)(supu≤T γ(c(u), w)+2
√

γ0Λ), by using Lemma 6.1 and Lemma 6.2, for all
t≤T, one has

‖WN(t)‖L2(w)≤‖WN(0)‖L2(w)+γτ(w)
1√
N
‖DN(t)‖L2(w)+

2
√

w1Λt√
N

+
∫ t

0
Γ‖WN(u)‖L2(w) du.
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Thanks to Gronwall’s lemma, for any t≤T, we have

‖WN(t)‖L2(w)≤eΓT
(
‖WN(0)‖L2(w)+γτ(w)

1√
N
‖DN(t)‖L2(w)+

2
√

w1ΛT√
N

)
,

which implies the relation

sup
N

E sup
t≤T
‖WN(t)‖2

L2(w)

≤3e2ΓT

(
sup

N
E‖WN(0)‖2

L2(w)+γτ(w)2 sup
N

E sup
t≤T

1
N
‖DN(t)‖2

L2(w)+
4w1Λ2T2

N

)
.

In the proof of Proposition 6.3, we have shown that

sup
N

E sup
t≤T

1
N
‖DN(t)‖2

L2(w)<∞,

therefore, if
sup

N
E‖WN(0)‖2

L2(w)<C0,

then there exists a finite constant CT such that

sup
N

E sup
t≤T
‖WN(t)‖2

L2(w)<CT.

For the tightness of (WN(t)), for any ε>0, η>0, by using Lemma 6.1 and Lemma 6.2,
we get that

P

(
sup

t,s≤T,|t−s|<δ

‖WN(t)−WN(s)‖L2(w)≥ε

)
≤P

(
Γδ sup

u≤T
‖WN(u)‖L2(w)≥

ε

2

)

+P

(
sup

t,s≤T,|t−s|<δ

∥∥∥∥DN(t)√
N
−DN(s)√

N

∥∥∥∥
L2(w)

≥ ε

4γτ(w)

)
+I{ 2√w1Λδ√

N
> ε

4

}

holds. Choose δ1>0 such that

δ1<

√
η

2CT

ε

2Γ
,

then, for δ∈(0, δ1) and N≥1,

P

(
Γδ sup

u≤T
‖WN(u)‖L2(w)≥

ε

2

)
≤
(

2Γδ

ε

)2

E sup
u≤T
‖WN(u)‖2

L2(w)<
η

2
.

According to the proof of Proposition 6.3, there exist δ2>0 and N0, such that, for
δ∈(0, δ2) and N>N0, the relation

P

(
sup

t,s≤T,|t−s|<δ

∥∥∥∥DN(t)√
N
−DN(s)√

N

∥∥∥∥
L2(w)

≥ ε

4γτ(w)

)
≤η

2
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holds. In conclusion, for any δ<δ1∧δ2∧(ε/(8Λ
√

w1)) and N>N0,

P

(
sup

t,s≤T,|t−s|<δ

‖WN(t)−WN(s)‖L2(w)≥ε

)
≤η.

It is then easy to check that

lim
a→∞

lim sup
N→∞

P

(
sup
t≤T
‖WN(t)‖L2(w)≥a

)
=0.

Therefore, the process (WN(t)) is tight in D([0, T], L2(w)). To identify the limit, note
that

E sup
t≤T

∥∥∥∥∫ t

0
τ
(

∆N(u)
)

du
∥∥∥∥

L2(w)

≤ γτ(w)E
∫ T

0
‖∆N(u)‖L2(w) du

≤2
√

γ0γτ(w)TΛE

(
sup
u≤T

∣∣∣∣XN
1 (u)
N
−c1(u)

∣∣∣∣ ‖WN(u)‖L2(w)

)

≤ 2
√

γ0γτ(w)TΛ

(
2E sup

u≤T

∣∣∣∣XN
1 (u)
N
−c1(u)

∣∣∣∣
)1/2(

E sup
u≤T
‖WN(u)‖2

L2(w)

)1/2

.

By using Theorem 6.2, this term is vanishing as N goes to infinity. From Proposition 6.4,
one conclude that any limit of (WN(t)) satisfies SDE (6.10). The theorem is proved.

207





References

[1] Aghajani, R., Robert, P., and Sun, W. A large scale analysis of unreliable
stochastic networks. Ann. Appl. Probab. 28, 2 (04 2018), 851–887.

[2] Alanyali, M., and Dashouk, M. On power-of-choice in downlink transmission
scheduling. In 2008 Information Theory and Applications Workshop (Jan 2008), pp. 12–
17.

[3] Aldous, D. Probability approximations via the Poisson clumping heuristic. Springer-
Verlag, New York, 1989.

[4] Aldous, D., and Diaconis, P. Strong uniform times and finite random walks.
Advances in Applied Mathematics 8 (1987), 69–97.

[5] Aldous, D. J. Deterministic and stochastic models for coalescence (aggregation
and coagulation): A review of the mean-field theory for probabilists. Bernoulli 5,
1 (1999), 3–48.

[6] Alfonsi, A., Corbetta, J., and Jourdain, B. Evolution of the wasserstein distance
between the marginals of two Markov processes. arXiv:1606.02994, 2016.

[7] Alistarh, D., Kopinsky, J., Li, J., and Nadiradze, G. The power of choice in
priority scheduling. In Proceedings of the ACM Symposium on Principles of Distributed
Computing (New York, NY, USA, 2017), PODC ’17, ACM, pp. 283–292.

[8] Anderson, D. F., and Kurtz, T. G. Continuous time Markov chain models
for chemical reaction networks. In Design and Analysis of Biomolecular Circuits,
H. Koeppl, G. Setti, M. di Bernardo, and D. Densmore, Eds. Springer New York,
2011, pp. 3–42.

[9] Anderson, R. F., and Orey, S. Small random perturbation of dynamical systems
with reflecting boundary. Nagoya Math. J. 60 (1976), 189–216.

[10] Andreis, L., Pra, P. D., and Fischer, M. Mckean-vlasov limit for interacting
systems with simultaneous jumps. Preprint, arXiv:1704.01052.

[11] Andrews, J. M., and Roberts, C. J. A Lumry-Eyring nucleated polymerization
model of protein aggregation kinetics: 1. Aggregation with pre-equilibrated
unfolding. J Phys Chem B 111, 27 (Jul 2007), 7897–7913.

[12] Arnold, V. I. Dynamical Systems III. "Encyclopaedia of Mathematical Sciences
book series". Springer Berlin Heidelberg, 1988.

[13] Athreya, K. B., and Ney, P. E. Branching processes. Springer-Verlag, New York,
1972. Die Grundlehren der mathematischen Wissenschaften, Band 196.

[14] Azar, Y., Broder, A. Z., Karlin, A. R., and Upfal, E. Balanced allocations. SIAM
journal on computing 29, 1 (1999), 180–200.

209



REFERENCES

[15] Ball, J. M., Carr, J., and Penrose, O. The Becker-Döring cluster equations: Basic
properties and asymptotic behaviour of solutions. Comm. Math. Phys. 104, 4 (Dec
1986), 657–692.

[16] Becker, R., and Döring, W. Kinetische behandlung der keimbildung in
übersättigten dämpfen. Annalen der Physik 416, 8 (1935), 719–752.

[17] Bertoin, J. Random fragmentation and coagulation processes, vol. 102 of Cambridge
Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 2006.

[18] Bertoin, J. Markovian growth-fragmentation processes. Bernoulli 23, 2 (05 2017),
1082–1101.

[19] Billingsley, P. Convergence of probability measures. John Wiley & Sons, INC
(2009), 1–287.

[20] Bingham, N. H. Fluctuation theory for the Ehrenfest urn. Advances in Applied
Probability 23, 3 (1991), 598–611.

[21] Borthakur, D. HDFS architecture guide. HADOOP APACHE PROJECT
http://hadoop.apache.org/ (2008).

[22] Bozaykut, P., Ozer, N. K., and Karademir, B. Regulation of protein turnover by
heat shock proteins. Free Radic. Biol. Med. 77 (Dec 2014), 195–209.

[23] Bramson, M., Lu, Y., and Prabhakar, B. Decay of tails at equilibrium for fifo
join the shortest queue networks. The Annals of Applied Probability 23, 5 (10 2013),
1841–1878.

[24] Braun, W., and Hepp, K. The vlasov dynamics and its fluctuations in the 1/n
limit of interacting classical particles. Comm. Math. Phys. 56, 2 (1977), 101–113.

[25] Brémaud, P. Point processes and queues: Martingale dynamics. Springer-Verlag, New
York, 1981. Springer Series in Statistics.

[26] Brown, T. A martingale approach to the Poisson convergence of simple point
processes. The Annals of Probability 6, 4 (1978), 615–628.

[27] Budhiraja, A., and Friedlander, E. Diffusion approximations for load balancing
mechanisms in cloud storage systems. arXiv preprint arXiv:1706.09914, 2017.

[28] Budhiraja, A., Mukherjee, D., and Wu, R. Supermarket model on graphs. Arxiv
https://arxiv.org/abs/1801.02979.

[29] Calvez, V., Doumic, M., and Gabriel, P. Self-similarity in a general
aggregation–fragmentation problem. application to fitness analysis. Journal de
Mathématiques Pures et Appliquées 98, 1 (2012), 1–7.

[30] Caputo, P., Dai Pra, P., and Posta, G. Convex entropy decay via the Bochner-
Bakry-Emery approach. Annales de l’institut Henri Poincaré 45, 3 (08 2009), 734–753.

[31] Carrillo, J. A., McCann, R. J., and Villani, C. Kinetic equilibration
rates for granular media and related equations: entropy dissipation and mass
transportation estimates. Revista Matemática Iberoamericana 19, 3 (2003), 971–1018.

[32] Cattiaux, P., Guillin, A., and Malrieu, F. Probabilistic approach for granular
media equations in the non-uniformly convex case. Probability Theory and Related
Fields 140, 1-2 (2008), 19–40.

210



REFERENCES

[33] Chang, C. C., and Yau, H.-T. Fluctuations of one-dimensional Ginzburg-Landau
models in nonequilibrium. Comm. Math. Phys. 145, 2 (1992), 209–234.

[34] Chang, F., Dean, J., Ghemawat, S., Hsieh, W. C., Wallach, D. A., Burrows, M.,
Chandra, T., Fikes, A., and Gruber, R. E. Bigtable: A distributed storage system
for structured data. In Proceedings of the 7th USENIX Symposium on Operating
Systems Design and Implementation - Volume 7 (Berkeley, CA, USA, 2006), OSDI’06,
USENIX Association, pp. 15–15.

[35] Chen, H., and Mandelbaum, A. Discrete flow networks: bottleneck analysis and
fluid approximations. Mathematics of Operation Research 16, 2 (May 1991), 408–446.

[36] Chun, B.-G., Dabek, F., Haeberlen, A., Sit, E., Weatherspoon, H., Kaashoek,
M. F., Kubiatowicz, J., and Morris, R. Efficient replica maintenance for
distributed storage systems. In Proceedings of the 3rd Conference on Networked
Systems Design & Implementation - Volume 3 (Berkeley, CA, USA, 2006), NSDI’06,
USENIX Association, pp. 4–4.

[37] Comets, F. Nucleation for a long range magnetic model. Ann. Inst. H. Poincaré
Probab. Statist 23, 2 (1987), 135–178.

[38] Comets, F. Directed polymers in random environments, vol. 2175 of Lecture Notes
in Mathematics. Springer, Cham, 2017. Lecture notes from the 46th Probability
Summer School held in Saint-Flour, 2016.

[39] Da Prato, G., and Zabczyk, J. Stochastic Equations in Infinite Dimensions.
Encyclopedia of Mathematics and its Applications. Cambridge University Press,
1992.

[40] Dabek, F., Li, J., Sit, E., Robertson, J., Kaashoek, F. F., and Morris, R. Designing
a DHT for low latency and high throughput. In the 1st Symposium on Networked
Systems Design and Implementation (San Francisco, CA, USA, March 2004).

[41] Davis, J. K., and Sindi, S. S. A study in nucleated polymerization models of
protein aggregation. Applied Mathematics Letters 40 (2015), 97–101.

[42] Dawson, D. A. Measure-valued Markov processes. In École d’Été de Probabilités
de Saint-Flour XXI—1991, vol. 1541 of Lecture Notes in Math. Springer, Berlin, 1993,
pp. 1–260.

[43] DeCandia, G., Hastorun, D., Jampani, M., Kakulapati, G., Lakshman, A.,
Pilchin, A., Sivasubramanian, S., Vosshall, P., and Vogels, W. Dynamo:
Amazon’s highly available key-value store. In Proceedings of Twenty-first ACM
SIGOPS Symposium on Operating Systems Principles (New York, NY, USA, 2007),
SOSP’07, ACM, pp. 205–220.

[44] den Hollander, F. Random polymers, vol. 1974 of Lecture Notes in Mathematics.
Springer-Verlag, Berlin, 2009. Lectures from the 37th Probability Summer School
held in Saint-Flour, 2007.

[45] Deschamps, J., Hingant, E., and Yvinec, R. Boundary value for a nonlinear
transport equation emerging from a stochastic coagulation-fragmentation type
model. ArXiv e-prints, Dec. 2014.

[46] Desvillettes, L., and Villani, C. On the trend to global equilibrium in spatially
inhomogeneous entropy-dissipating systems: the linear Fokker-Planck equation.
Communications on Pure and Applied Mathematics 54, 1 (2001), 1–42.

211



REFERENCES

[47] Diaconis, P. Group representations in probability and statistics. Institute of
Mathematical Statistics, Hayward, 1988.

[48] Diaconis, P., Graham, R. L., and Morrison, J. A. Asymptotic analysis of
a random walk on a hypercube with many dimensions. Random Structures
Algorithms 1, 1 (1990), 51–72.

[49] Dobson, C. The generic nature of protein folding and misfolding. In Protein
Misfolding, Aggregation, and Conformational Diseases, V. Uversky and A. Fink, Eds.,
vol. 4 of Protein Reviews. Springer US, 2006, pp. 21–41.

[50] Dobson, C. M. Protein folding and misfolding. Nature 426 (2003), 884–890.

[51] Doumic, M., Eugène, S., and Robert, P. Asymptotics of stochastic protein
assembly models. SIAM Journal on Applied Mathematics 76, 6 (Nov. 2016), 2333–
2352.

[52] Durrett, R., Granovsky, B. L., and Gueron, S. The equilibrium behavior of
reversible coagulation-fragmentation processes. Journal of Theoretical Probability 12,
2 (Apr 1999), 447–474.

[53] Eden, K., Morris, R., Gillam, J., MacPhee, C. E., and Allen, R. J. Competition
between primary nucleation and autocatalysis in amyloid fibril self-assembly.
Biophysical Journal 108, 3 (2015), 632–643.

[54] Ehrenfest, P. Uber zwei bekannte einwande gegen das boltzmannsche h theorem.
Phys. Z 8 (1907), 311–314.

[55] El Karoui, N., and Chaleyat-Maurel, M. Temps locaux, vol. 52-53. Société
Mathématique de France, 1978, ch. Un problème de réflexion et ses applications
au temps local et aux équations différentielles stochastiques sur R, pp. 117–144.
Exposés du Séminaire J. Azéma-M. Yor, Paris, 1976–1977.

[56] Ercolani, N., Jansen, S., and Ueltschi, D. Random partitions in statistical
mechanics. Electronic Journal of Probability 19 (2014), 37 pp.

[57] Ethier, S. N., and Kurtz, T. G. Markov processes: Characterization and convergence.
John Wiley & Sons Inc., New York, 1986.

[58] Eugène, S., Xue, W.-F., Robert, P., and Doumic, M. Insights into the variability of
nucleated amyloid polymerization by a minimalistic model of stochastic protein
assembly. Journal of Chemical Physics 144, 17 (2016), 175101.

[59] Evans, M. R., and Hanney, T. Nonequilibrium statistical mechanics of the zero-
range process and related models. Journal of Physics A: Mathematical and General
38, 19 (2005), R195.

[60] Fallat, S. M., and Johnson, C. R. Totally nonnegative matrices. Princeton Series in
Applied Mathematics. Princeton University Press, Princeton, NJ, 2011.

[61] Feuillet, M., and Robert, P. A scaling analysis of a transient stochastic network.
Advances in Applied Probability 46, 2 (June 2014), 516–535.

[62] Firestone, M., Levie, R. D., and Rangarajan, S. On one-dimensional nucleation
and growth of “living” polymers I. homogeneous nucleation. Journal of Theoretical
Biology 104, 4 (1983), 535 – 552.

[63] Freidlin, M., and Wentzell, A. Random Perturbations of Dynamical Systems. No. v.
260 in Grundlehren der mathematischen Wissenschaften. Springer, 1998.

212



REFERENCES

[64] Fristedt, B. The structure of random partitions of large integers. Transactions of
the American Mathematical Society 337, 2 (1993), 703–735.

[65] Ganguly, A., Ramanan, K., Robert, P., and Sun, W. A Large-Scale network with
moving servers. In Proc. of Sigmetrics workshop MAMA (June 2017).

[66] Ghemawat, S., Gobioff, H., and Leung, S.-T. The Google file system. In the
9th symposium on Operating systems principles (New York, NY, USA, October 2003),
pp. 29–43.

[67] Gillam, J., and MacPhee, C. Modelling amyloid fibril formation kinetics:
mechanisms of nucleation and growth. Journal of Physics: Condensed Matter 25,
37 (2013), 373101.

[68] Godrèche, C. From Urn Models to Zero-Range Processes: Statics and Dynamics.
Springer Berlin Heidelberg, Berlin, Heidelberg, 2007, pp. 261–294.

[69] Godrèche, C., and Luck, J.-M. Nonequilibrium dynamics of urn models. Journal
of Physics: Condensed Matter 14, 7 (2002), 1601–1615.

[70] Graham, C. Chaoticity on path space for a queueing network with selection of the
shortest queue among several. Journal of Applied Probability 37, 1 (2000), 198–211.

[71] Graham, C. Functional central limit theorems for a large network in which
customers join the shortest of several queues. Probability Theory and Related Fields
131, 1 (Jan 2005), 97–120.

[72] Guo, M. Z., Papanicolaou, G. C., and Varadhan, S. R. S. Nonlinear diffusion
limit for a system with nearest neighbor interactions. Comm. Math. Phys. 118, 1

(1988), 31–59.
[73] Harrison, J., and Reiman, M. Reflected Brownian motion on an orthant. Annals

of Probability 9, 2 (1981), 302–308.
[74] Heneghan, A., Wilson, P., and Haymet, A. Heterogeneous nucleation of

supercooled water, and the effect of an added catalyst. Proceedings of the National
Academy of Sciences 99, 15 (2002), 9631–9634.

[75] Hingant, E., and Yvinec, R. Deterministic and Stochastic Becker-Döring
equations: Past and Recent Mathematical Developments. arXiv preprint arXiv:
1609.00697, 2016.

[76] Horn, R. A., and Johnson, C. R. Matrix analysis. Cambridge University Press,
Cambridge, 1990. Corrected reprint of the 1985 original.

[77] Hunt, P., and Kurtz, T. Large loss networks. Stochastic Processes and their
Applications 53, 2 (1994), 363 – 378.

[78] Jabin, P.-E., and Niethammer, B. On the rate of convergence to equilibrium in
the becker–döring equations. Journal of Differential Equations 191, 2 (2003), 518–543.

[79] Jacobsen, M. Point process theory and applications. Probability and its Applications.
Birkhäuser Boston, Inc., Boston, MA, 2006.

[80] Jacod, J. Calcul stochastique et problèmes de martingales, vol. 714 of Lecture Notes in
Mathematics. Springer, Berlin, 1979.

[81] Jacod, J., and Shiryaev, A. N. Limit theorems for stochastic processes,
vol. 288 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles
of Mathematical Sciences]. Springer-Verlag, Berlin, 1987.

213



REFERENCES

[82] Jelasity, M., Montresor, A., Jesi, G. P., and Voulgaris, S. The Peersim simulator.
http://peersim.sourceforge.net/.

[83] Jeon, I. Existence of gelling solutions for coagulation-fragmentation equations.
Comm. Math. Phys. 194, 3 (Jun 1998), 541–567.

[84] Joulin, A. A new Poisson-type deviation inequality for Markov jump processes
with positive Wasserstein curvature. Bernoulli. Official Journal of the Bernoulli Society
for Mathematical Statistics and Probability 15, 2 (2009), 532–549.

[85] Kac, M. Foundations of kinetic theory. In Proceedings of the Third Berkeley
Symposium on Mathematical Statistics and Probability, Volume 3: Contributions to
Astronomy and Physics (Berkeley, Calif., 1956), University of California Press,
pp. 171–197.

[86] Karlin, S., and McGregor, J. Ehrenfest urn models. Journal of Applied Probability
2 (1965), 352–376.

[87] Karthik, A., Mukhopadhyay, A., and Mazumdar, R. R. Choosing among
heterogeneous server clouds. Queueing Systems 85, 1 (Feb 2017), 1–29.

[88] Kasahara, Y., and Watanabe, S. Limit theorems for point processes and their
functionals. Journal of the Mathematical Society of Japan 38, 3 (1986), 543–574.

[89] Kashchiev, D. Nucleation. Butterworth-Heinemann, 2000.

[90] Kashchiev, D. Protein polymerization into fibrils from the viewpoint of
nucleation theory. Biophys. J. 109, 10 (Nov 2015), 2126–2136.

[91] Kashchiev, D. Modeling the effect of monomer conformational change on the
early stage of protein self-assembly into fibrils. The Journal of Physical Chemistry B
121, 1 (2017), 35–46.

[92] Keilson, J. Markov chains Models-Rarity and exponentiality, vol. 28 of Applied
Mathematical sciences. Springer Verlag, New York, 1979.

[93] Kelly, F. P. Loss networks. Ann. Appl. Probab. 1, 3 (08 1991), 319–378.

[94] Khasminskii, R. Stochastic stability of differential equations. Mechanics–analysis.
Sijthoff & Noordhoff, 1980.

[95] Khasminskii, R., and Krylov, N. On averaging principle for diffusion processes
with null-recurrent fast component. Stochastic Processes and their applications 93, 2

(2001), 229–240.

[96] Kingman, J. F. C. Poisson processes. Oxford studies in probability, 1993.

[97] Kolchin, V. F., Sevastyanov, B. A., and Chistyakov, V. P. Random allocations.
Winston, 1978.

[98] Kurtz, T. Averaging for martingale problems and stochastic approximation. In
Applied Stochastic Analysis, US-French Workshop (1992), vol. 177 of Lecture notes in
Control and Information sciences, Springer Verlag, pp. 186–209.

[99] Kurtz, T. G. The relationship between stochastic and deterministic models for
chemical reactions. The Journal of Chemical Physics 57, 7 (1972), 2976–2978.

[100] Kurtz, T. G. Strong approximation theorems for density dependent markov
chains. Stochastic Processes and their Applications 6, 3 (1978), 223 – 240.

214

http://peersim.sourceforge.net/


REFERENCES

[101] Lakshman, A., and Malik, P. Cassandra: A decentralized structured storage
system. SIGOPS Oper. Syst. Rev. 44, 2 (Apr. 2010), 35–40.

[102] Last, G., and Brandt, A. Marked point processes on the real line. Probability and its
Applications (New York). Springer-Verlag, New York, 1995.

[103] Laurençot, P., and Mischler, S. From the becker–döring to the lifshitz–slyozov–
wagner equations. Journal of Statistical Physics 106, 5 (Mar 2002), 957–991.

[104] Legtchenko, S., Monnet, S., Sens, P., and Muller, G. RelaxDHT: A churn-
resilient replication strategy for peer-to-peer distributed hash-tables. ACM Trans.
Auton. Adapt. Syst. 7, 2 (July 2012), 28:1–28:18.

[105] Luçon, E., and Stannat, W. Mean field limit for disordered diffusions with
singular interactions. The Annals of Applied Probability 24, 5 (2014), 1946–1993.

[106] Luczak, M. J., and McDiarmid, C. Asymptotic distributions and chaos for the
supermarket model. Electronic Journal of Probability 12 (2007), no. 3, 75–99.

[107] Maguluri, S. T., Srikant, R., and Ying, L. Stochastic models of load balancing
and scheduling in cloud computing clusters. In 2012 Proceedings IEEE INFOCOM
(March 2012), pp. 702–710.

[108] Markowich, P. A., and Villani, C. On the trend to equilibrium for the Fokker-
Planck equation: an interplay between physics and functional analysis. Matemática
Contemporânea 19 (2000), 1–29. VI Workshop on Partial Differential Equations, Part
II (Rio de Janeiro, 1999).

[109] McKean, H. P. Propagation of chaos for a class of non-linear parabolic equations.
In Stochastic Differential Equations (Lecture Series in Differential Equations, Session 7,
Catholic Univ., 1967). Air Force Office Sci. Res., Arlington, Va., 1967, pp. 41–57.

[110] McManus, J. J., Charbonneau, P., Zaccarelli, E., and Asherie, N. The physics
of protein self-assembly. preprint, Feb. 2016.

[111] Meyn, S., and Tweedie, R. Markov chains and stochastic stability. Communications
and control engineering series. Springer, 1993.

[112] Mitzenmacher, M., Richa, A. W., and Sitaraman, R. The power of two
random choices: A survey of techniques and results. In in Handbook of Randomized
Computing (2000), pp. 255–312.

[113] Mohamed, H., and Robert, P. A probabilistic analysis of some tree algorithms.
Annals of Applied Probability 15, 4 (Nov. 2005), 2445–2471.

[114] Montresor, A., and Jelasity, M. PeerSim: A scalable P2P simulator. In Proc. of
the 9th Int. Conference on Peer-to-Peer (P2P’09) (Seattle, WA, Sept. 2009), pp. 99–100.

[115] Morris, A. M., Watzky, M. A., and Finke, R. G. Protein aggregation kinetics,
mechanism, and curve-fitting: a review of the literature. Biochimica et Biophysica
Acta (BBA)-Proteins and Proteomics 1794, 3 (2009), 375–397.

[116] Müller, P. E. Limiting Properties of a Continuous Local Mean-Field Interacting Spin
System. PhD thesis, Rheinischen Friedrich-Wilhelms-Universität Bonn, 2016.

[117] Murray, J. D. Mathematical biology. I, third ed., vol. 17 of Interdisciplinary Applied
Mathematics. Springer-Verlag, New York, 2002. An introduction.

215



REFERENCES

[118] Niethammer, B. Macroscopic limits of the Becker-Döring equations. Commun.
Math. Sci. 2, 1 (05 2004), 85–92.

[119] Norris, J. R. Smoluchowski’s coagulation equation: uniqueness, nonuniqueness
and a hydrodynamic limit for the stochastic coalescent. Ann. Appl. Probab. 9, 1 (02

1999), 78–109.
[120] Nummelin, E. General irreducible Markov chains and nonnegative operators.

Cambridge University Press, Cambridge, 1984.
[121] Ollivier, Y. Ricci curvature of Markov chains on metric spaces. Journal of

Functional Analysis 256, 3 (2009), 810–864.
[122] Oosawa, F., and Asakura, S. Thermodynamics of the polymerization of protein.

Academic Press, 1975.
[123] Ow, S.-Y., and Dunstan, D. E. A brief overview of amyloids and Alzheimer’s

disease. Protein Science 23, 10 (2014), 1315–1331.
[124] Papanicolaou, G. C., Stroock, D., and Varadhan, S. R. S. Martingale approach

to some limit theorems. In Papers from the Duke Turbulence Conference (Duke Univ.,
Durham, N.C., 1976), Paper No. 6. Duke Univ., Durham, N.C., 1977, pp. ii+120 pp.
Duke Univ. Math. Ser., Vol. III.

[125] Penrose, O. Metastable states for the Becker-Döring cluster equations. Comm.
Math. Phys. 124, 4 (1989), 515–541.

[126] Penrose, O. Nucleation and droplet growth as a stochastic process. In Analysis
and stochastics of growth processes and interface models. Oxford Univ. Press, Oxford,
2008, pp. 265–277.

[127] Philo, J. S., and Arakawa, T. Mechanisms of protein aggregation. Curr Pharm
Biotechnol 10, 4 (Jun 2009), 348–351.

[128] Picconi, F., Baynat, B., and Sens, P. An analytical estimation of durability in
DHTs. In Distributed Computing and Internet Technology (2007), T. Janowski and
H. Mohanty, Eds., vol. 4882 of Lecture Notes in Computer Science, Springer, pp. 184–
196.

[129] Pigolotti, S., Lizana, L., Otzen, D., and Sneppen, K. Quality control system
response to stochastic growth of amyloid fibrils. FEBS Letters 587, 9 (2013), 1405–
1410.

[130] Pinheiro, E., Weber, W.-D., and Barroso, L. A. Failure trends
in a large disk drive population. In 5th USENIX Conference
on File and Storage Technologies (FAST’07) (2007), pp. 17–29.
http://research.google.com/archive/disk_failures.pdf.

[131] Pitman, J. Exchangeable and partially exchangeable random partitions. Probability
Theory and Related Fields 102, 2 (Jun 1995), 145–158.

[132] Prigent, S., Ballesta, A., Charles, F., Lenuzza, N., Gabriel, P., Tine, L. M.,
Rezaei, H., and Doumic, M. An efficient kinetic model for assemblies of amyloid
fibrils and its application to polyglutamine aggregation. Plos One 7, 11 (2012).
doi:10.1371/journal.pone.0043273.

[133] Pujo-Menjouet, L. Étude de modèles mathématiques issus de la biologie du cycle
cellulaire et de la dynamique des protéines. Habilitation à diriger des recherches,
Université Claude Bernard Lyon 1 - Institut Camille Jordan, Dec. 2016.

216



REFERENCES

[134] Ramabhadran, S., and Pasquale, J. Analysis of long-running replicated
systems. In Proceedings IEEE INFOCOM 2006. 25TH IEEE International Conference
on Computer Communications (Barcelona, Spain, Apr. 2006), IEEE, pp. 1–9.

[135] Ramanan, K. Reflected diffusions defined via the extended skorokhod map.
Electronic Journal of Probability 11 (2006), 934–992.

[136] Ranjbar, M., and Rezakhanlou, F. Equilibrium fluctuations for a model of
coagulating-fragmenting planar Brownian particles. Comm. Math. Phys. 296, 3 (Jun
2010), 769–826.

[137] Rhea, S., Godfrey, B., Karp, B., Kubiatowicz, J., Ratnasamy, S., Shenker, S.,
Stoica, I., and Yu, H. OpenDHT: a public DHT service and its uses. In Proceedings
of SIGCOMM (2005), pp. 73–84.

[138] Robert, P. Stochastic Networks and Queues. Stochastic Modelling and Applied
Probability Series. Springer-Verlag, New York, 2003.

[139] Robert, P., and Sun, W. On the asymptotic distribution of nucleation times of
polymerization processes. Preprint, ArXiv: 1712.08347, Dec. 2017.

[140] Rodrigues, R., and Blake, C. When multi-hop peer-to-peer lookup matters. In
IPTPS’04: Proceedings of the 3rd International Workshop on Peer-to-Peer Systems (San
Diego, CA, USA, February 2004), pp. 112–122.

[141] Rogers, L. C. G., and Williams, D. Diffusions, Markov processes, and martingales.
Vol. 1: Foundations, second ed. John Wiley & Sons Ltd., Chichester, 1994.

[142] Rogers, L. C. G., and Williams, D. Diffusions, Markov processes, and martingales.
Vol. 2. Cambridge Mathematical Library. Cambridge University Press, Cambridge,
2000. Itô calculus, Reprint of the second (1994) edition.

[143] Ross, C. A., and Poirier, M. A. Protein aggregation and neurodegenerative
disease. Nat. Med. 10 (Jul 2004), S10–17.

[144] Rowstron, A. I. T., and Druschel, P. Storage management and caching in PAST,
a large-scale, persistent peer-to-peer storage utility. In the 8th ACM symposium on
Operating Systems Principles (December 2001), pp. 188–201.

[145] Rudin, W. Real and complex analysis, third ed. McGraw-Hill Book Co., New York,
1987.

[146] Shiga, T., and Tanaka, H. Central limit theorem for a system of markovian
particles with mean field interactions. Zeitschrift für Wahrscheinlichkeitstheorie und
verwandte Gebiete 69, 3 (1985), 439–459.

[147] Simon, V., Monnet, S., Feuillet, M., Robert, P., and Sens, P. Scattering and
placing data replicas to enhance long-term durability. In The 14th IEEE International
Symposium on Network Computing and Applications (IEEE NCA15) (Cambridge,
United States, Sept. 2015), p. 6.

[148] Sipe, J. D., and Cohen, A. S. Review: history of the amyloid fibril. J. Struct. Biol.
130, 2-3 (Jun 2000), 88–98.

[149] Skorokhod, A. Stochastic equations for diffusion processes in a bounded region.
Theory Probab. Appl. 7 (1962), 3–23.

[150] Smith, H. L., Li, W., and Cheetham, M. E. Molecular chaperones and neuronal
proteostasis. Semin. Cell Dev. Biol. 40 (Apr 2015), 142–152.

217



REFERENCES

[151] Spohn, H. Equilibrium fluctuations for interacting brownian particles. Comm.
Math. Phys. 103, 1 (1986), 1–33.

[152] Spohn, H. Large scale dynamics of interacting particles. Springer Science & Business
Media, 2012.

[153] Sun, W. A functional central limit theorem for the becker–döring model. Journal
of Statistical Physics 171, 1 (Apr 2018), 145–165.

[154] Sun, W., Feuillet, M., and Robert, P. Analysis of large unreliable stochastic
networks. Annals of Applied Probability 26, 5 (2016), 2959–3000.

[155] Sun, W., and Robert, P. Analysis of Large Urn Models with Local Mean-Field
Interactions. Preprint, ArXiv: 1802.05064, Feb. 2018.

[156] Sun, W., Simon, V., Monnet, S., Robert, P., and Sens, P. Analysis of a stochastic
model of replication in large distributed storage systems: A mean-field approach.
In ACM-Sigmetrics (Urbana-Champaign, IL USA, June 2017), ACM.

[157] Szavits-Nossan, J., Eden, K., Morris, R. J., MacPhee, C. E., Evans, M. R., and

Allen, R. J. Inherent variability in the kinetics of autocatalytic protein self-
assembly. Physical Review Letters 113 (Aug 2014), 098101.

[158] Sznitman, A. Topics in propagation of chaos. In École d’Été de Probabilités de
Saint-Flour XIX — 1989 (1991), vol. 1464 of Lecture Notes in Maths, Springer-Verlag,
pp. 167–243.

[159] Sznitman, A. S. Équations de type de boltzmann, spatialement homogènes.
Zeitschrift für Wahrscheinlichkeitstheorie und Verwandte Gebiete 66, 4 (Sep 1984), 559–
592.

[160] Sznitman, A.-S. Nonlinear reflecting diffusion process, and the propagation of
chaos and fluctuations associated. Journal of Functional Analysis 56, 3 (1984), 311 –
336.

[161] Taylor, L., and Williams, R. Existence and uniqueness of semimartingale
reflecting Brownian motions in an orthant. Probability Theory and Related Fields
96 (1993), 283–317.

[162] Thai, M.-N. Birth and death process in mean field type interaction.
arXiv:1510.03238, 2015.

[163] von Smoluchowski, M. Versuch einer mathematischen theorie der koagulation-
skinetik kolloider lösungen. Zeitschrift fuer physikalische Chemie 92 (2010), 129 –
168.

[164] Voter, W., and Erickson, H. The kinetics of microtubule assembly. evidence for
a two-stage nucleation mechanism. The Journal of Biological Chemistry 259 (1984),
10430–10438.

[165] Vvedenskaya, N. D., Dobrushin, R. L., and Karpelevich, F. I. A queueing
system with a choice of the shorter of two queues—an asymptotic approach.
Problemy Peredachi Informatsii 32, 1 (1996), 20–34.

[166] Wegner, A., and Engel, J. Kinetics of the cooperative association of actin to actin
filament. Biophysical Chemistry 3, 3 (1975), 215–225.

[167] Wu, C., and Shea, J. E. Coarse-grained models for protein aggregation. Curr.
Opin. Struct. Biol. 21, 2 (Apr 2011), 209–220.

218



REFERENCES

[168] Xue, W.-F., Homans, S. W., and Radford, S. E. Systematic analysis of nucleation-
dependent polymerization reveals new insights into the mechanism of amyloid
self-assembly. PNAS 105 (2008), 8926–8931.

[169] Yor, M. Existence et unicité de diffusions à valeurs dans un espace de Hilbert.
Annales de l’I.H.P. Probabilités et statistiques 10, 1 (1974), 55–88.

[170] Yvinec, R., Bernard, S., Hingant, E., and Pujo-Menjouet, L. First passage
times in homogeneous nucleation: Dependence on the total number of particles.
The Journal of Chemical Physics 144, 3 (2016), 034106.

[171] Yvinec, R., D’Orsogna, M. R., and Chou, T. First passage times in homogeneous
nucleation and self-assembly. The Journal of Chemical Physics 137, 24 (2012), 244107.

[172] Zhang, J., and Muthukumar, M. Simulations of nucleation and elongation of
amyloid fibrils. The Journal of Chemical Physics 130, 3 (Jan 2009), 035102.

[173] Zhu, M. Equilibrium fluctuations for one-dimensional Ginzburg-Landau lattice
model. Nagoya Math. J. 117 (1990), 63–92.

219


	Contents
	Introduction
	A General Overview
	Mathematical Background
	Scaling Methods: Time Scales and Space Scales
	Stochastic Averaging Principle
	Mean-Field Theory

	Main Contributions
	Stochastic Averaging Principle and Multiple Time Scales
	Mean-Field limits
	Functional Central Limit Theorem

	Summary of Part I
	The Global Duplication Model
	The Local Duplication Model
	Allocation algorithms

	Summary of Part II
	The large variability of the lag time for nucleation
	Fluctuations in the Becker-Döring model

	Notations

	Part I: Large stochastic networks with failures
	The Global Duplication Model
	Introduction
	Large Distributed Systems
	Mathematical Models
	Related Mathematical Models
	Presentation of the Results

	The Stochastic Model
	First Order Asymptotic Behavior
	Evolution of Stable Network
	Some Technical Results
	Convergence of Occupation Measures
	The Decay of the Network occurs on the Time Scale tNd-1t

	Second Order Asymptotics in the Stable Case
	A Local Equilibrium in the Overloaded Case
	Appendix: Generalized Skorohod Problems

	The Local Duplication Model
	Introduction
	Models with Independent Losses of Copies and Global Duplication Capacity
	Stochastic Models with Local Duplication Features
	Rate of Convergence to Equilibrium

	The Stochastic Model
	An Asymptotic Process
	Mean-Field Limit
	Uniform Bound for (RiN(t))
	Evolution Equations for the Empirical Distribution
	The negligible terms
	The Martingale

	An Asymptotic Bound on the Decay of the Network
	The Case of Multiple Copies
	The Additional Complexity of the Model
	Introduction of a Dominating Process


	A study of allocation algorithms
	Motivations: allocation in large storage distributed system
	Introduction
	Placement policies
	Simulations
	Mathematical Models
	Conclusion

	Large Urn Models with Local Mean-Field Interactions
	Introduction
	The Stochastic Model
	Evolution Equations
	Mean-Field Convergence Results
	Equilibrium of the McKean-Vlasov Process



	Part II: Variations in polymerization models
	The asymptotic study of nucleation times
	Introduction
	Stochastic Model
	The First Instant of Nucleation
	Fast Growth of Stable Polymers
	Asymptotic Behavior of Lag Time
	Appendix: Biological background
	Appendix: Technical Details
	A Reminder on Marked Poisson Point Processes
	Additional Calculations for the Proof of Proposition 5.2
	Proof of Proposition 5.3


	Fluctuations in Becker-Döring model
	Introduction
	The Stochastic Model
	SDE in Hilbert space
	Remark on the assumptions on the coefficients (ai) and (bi)

	Convergence of the Fluctuation Processes


	References

