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Chapter 0

Introduction

This document is a summary of some of the research activities I have been pursuing
since my appointment at Inria in 2001. At this time, inspired by my PhD thesis
work, my objective was to improve significantly the de-embedding procedure for
microwave filters we had been developing in the Miaou team. The architecture
of this procedure is organized in two stages: an analytic completion step and a
stable rational approximation one. The completion is rendered necessary by the
incomplete nature of harmonic measurements that are, according to the physics of
such devices, only performed in a narrow band around the resonating frequencies
of the filter. We discuss in chapter 1 why this partial nature of the frequency
measurements is problematic: it is essentially due to the ill-posed nature of the stable
rational approximation problem, when posed on a strict subset of the boundary of
the considered analyticity domain: the circle or the imaginary axis in our case.
The completion step aims therefore to furnish an analytic model in the whole right
half-plane of the harmonic measurements of the filter that can, in a second step, be
safely approached rationally. We explain in chapter 1 why Hardy spaces are a natural
class for such extension problems, and why, as shown by previous results obtained by
the Miaou team, additional knowledge on the filter’s frequency response is needed
to perform this step. The main question I had at that time is summarized this
way: how much additional information to the harmonic measurements is needed in
order to perform a completion procedure in a satisfactory manner ? Answering this
question is the main purpose of the first chapter of this document. Without spoiling
the suspense around this question, we can roughly answer it this way: as opposed to
what the analytic continuation principle may suggest, quite a lot. After introducing
elementary bounded extremal problems, we present a mixed norm version of these,
where the modulus of the transfer function needs to be specified for frequencies
outside the measurement band. This led us to consider a completion problem where
additional information is provided, by means of a finite dimensional description of
possible extensions of the data. This approach led to a significant improvement of
the de-embedding procedure, allowing it to run fully automatically, where before
a tedious human assistance was needed to adjust the parameters of the extension
procedure for every new data set and this often for poor final results. This in turn
triggered the construction of a dedicated toolbox Presto-HF that was transferred
to academic, as well as industrial, practitioners of the filter community. The final
completion procedure as well as the functioning of Presto-HF are described at the
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6 CHAPTER 0. INTRODUCTION

end of chapter 1.
Working in close connection with filter specialists led us to consider a prelimi-

nary stage in the manufacturing process of filters: the synthesis of an ideal frequency
response. We contributed here to define a procedure for the computation of multi-
band responses, with a guaranteed optimal selectivity at fixed degree and number
of transmission zeros. As opposed to the Tchebychev or quasi-elliptic filters, that
are the optimal answer to this synthesis problem in the single band case, we showed
that a succession of signed sub-problems needs to be solved here to ensure the global
optimality of the computed response (see chapter 2). We begin with a description
of the Belevitch form, a central mathematical structure common to all questions of
filter synthesis and continue with the description of our multi-band synthesis proce-
dure. A specific alternation property is presented in order to characterize optimal
solutions of the signed quasi-convex sub-problems, in terms of alternating sequences
of extremal points. For the reader familiar with Achieser’s result on uniform real
valued rational approximation on an interval, our approach consists in an adapta-
tion of the latter to the multi-band case and to the solving of a Zolotariov problem
of the third kind.

De-embedding techniques as well as frequency response synthesis procedures have
in common that they all end up with a rational 2×2 scattering matrix that needs to
be realized as a circuit to proceed further in the filter’s tuning or synthesis process.
The circuit used here is the low-pass prototype, which consists of ideally coupled
resonators. The coupling topology, that is the way resonators are coupled, or not,
one to another is crucial here. Whereas the realisation step is relatively simple for
canonical topologies, deriving circuits with complex coupling architecture had long
been considered as a complicated task. Optimization technique based on the deter-
mination of similarity transforms, or direct circuital optimization techniques, were
used to tackle these problems: with no guarantee on the outcome, nor on its exhaus-
tivity. At the time we started to work on this problem, it had been observed, that
some coupling topologies admit multiple circuit realisations of the same response.
We developed an algebraic approach tailored for this problem, together with an ab-
stract framework clarifying the compatibility conditions between coupling topology
and class of frequency responses. It is this approach and framework that we detail
in chapter 3. We do this in much more details than for preceding chapters, as many
of the proofs we present here, are published here for the first time. For this coupling
matrix synthesis problem we have favoured a pragmatic and engineering approach,
yielding eventually the tool Dedale-HF that is now widely used among practitioners
to synthesise their circuits. Formal proofs, at the crossing of circuit theory and
algebraic geometry, have often been discussed but never extensively written down:
this is now done with this document.

The synthesis of multiplexers is among one of the most difficult problems occur-
ring in the field of microwave device manufacturing. The fact that multiple channels
interact together via a common manifold, where resonances might also take place,
is one of the multiple complications of the problem. Another one comes from the
fact that each channel filter of a multiplexer is plugged on a non purely resistive
load: namely the one constituted by the manifold and all other channel filters. Fil-
ters can therefore no longer be synthesised with classical procedures where resistive
loads at both accesses are assumed. We designed a synthesis procedure for filters
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connected at one of their accesses to an unmatched load. The process guarantees
perfect matching between filters and load on a set of n discrete points, where n is the
degree of the filter. It appears therefore as a possible building block for a recursive
approach to the multiplexer synthesis problem. This procedure has a very strong
connexion to an aesthetic topic in Schur analysis: Nevanlinna-Pick interpolation.
Synthesizing a matching filter with fixed transmission zeros amounts to solving a
Nevanlinna-Pick interpolation problem with spectral constraints. Our main result,
obtained by combining analyticity properties with Brouwer’s invariance of the do-
main theorem, states that this interpolation problem has a unique solution. In
chapter 4 of this document we give a brief description of the long lasting history of
matching problems and state our interpolatory result, for its proof we refer to our
paper that is reproduced in the bibliographic section.

The document is structured in different chapters that can be seen as introductions
and descriptions of our work on bounded extremal problems, multi-band frequency
synthesis, coupling matrix synthesis and matching filter synthesis. In each of these
chapters we refer to some chosen articles we have written on these topics and that
are reproduced in the last chapter of the document, the bibliographic section.
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Chapter 1

Bounded extremal problems in
Hardy spaces

1.1 Hardy spaces: a natural class for identification
The harmonic measurement of a stable, linear, time invariant, dynamical system is
obtained by exciting the later with periodic entries, of the form u(t) = cos(ω0t), and
measuring the periodic output signal v(t) = A0cos(ω0t+ φ0), that settles in after a
transient state. If H is the frequency response of the system, that is the Laplace
transform of its impulse response, the harmonic measurement yields a measure of H
at the point iω0: we have H(iω0) = Aeiφ0 . This is nearly tautological when looking
at the input/output convolution equation ruling such systems,

v(t) =

∫ t

0

h(τ)u(t− τ)dτ

which rewrites after setting in u(t) = cos(ω0t),

v(t) = <
(∫ t

0

h(τ)eiω0(t−τ)dτ

)

= <
(
eiω0t

∫ t

0

h(τ)e−iω0τdτ

)

=
t→∞
<
(
eiω0tH(iω0)

)
= Acos(ω0t+ φ0)

where the convergence necessary for the last equation takes place for example under
the system’s BIBO stability hypothesis h ∈ L1. In microwave electronics, this
harmonic measurements are performed by a network analyzer, measuring periodic
input and output power waves, entering and leaving the system. Thus pointwise
measurements of the system’s scattering matrix are obtained, which is the transfer
function of interest in high-frequency electronics.

Harmonic measurement campaigns provide a discrete set of measurements,

(ωi, H(ωi)i=1...n).

System identification amounts to recovering from this partial measurements, a func-
tional representation of the transfer function H. In the case of finite dimensional

9
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systems, that is systems with a finite dimensional state space, the transfer function
is a stable rational function, the degree of which relates to the minimal state space
size of the system. Indeed BIBO stability is equivalent in this context to exponential
stability, which in turn implies that the system’s eigenvalue, that are also the poles
of the transfer function, belong to Π− = {s,<(s) < 0}. Now suppose that by means
of an interpolation process, for example using splines, we are able to pass from the
point-wise knowledge of H, to the knowledge of its values on a finite frequency in-
terval I of the imaginary axis. An expansion of H in terms of power series can
therefore be determined at some interior point of I, and by the analytic continua-
tion principle, the value of H can be recovered everywhere on C but at its poles:
hence H can be uniquely recovered. This formal mind experiment is however of low
use in practice, as measurements are never devoid of errors: electronic noise is for
example inevitable, when using a network analyser to measure microwave devices.
Note also that the numerical process, passing from measurements at a discrete set of
frequencies, to the knowledge of H on an interval, induces itself additional numerical
imprecisions. An approximation scheme, taking into account these imperfections, is
therefore needed.

Usual, but naive least square rational approximation schemes are problematic as
they offer no guaranty on the stability of the obtained rational approximant. The
problem here is: when seen as subset of the square integrable functions L2(I) of the
interval I, the set of stable rational functions is not a closed set. This is seen at hand
of the sequence Rk(s) = 1/(s−(2i+1/k)) of stable rational functions, that converges
in L2(i[−1, 1]) to R(s) = 1/(s−2i), which is obviously unstable. In particular, when
starting from data (ωi, R(ωi)) with iωi ∈ I, the problem of best stable rational
approximation on I, has simply no solution; as shown by the minimizing sequence
Rk. It is usually argued here, that these kind of weird behaviour never happens in
practice, if the data are good enough, meaning originated with sufficient precision
from a stable rational function. However, the notion for measurements of being, “the
trace of a stable rational function”, is a rather versatile one, as seen from following
proposition.

Proposition 1.1.1 Let f be a continuous function defined on a compact interval I
of the imaginary axis. Let α ∈ C \ I. For all ε > 0 there exists a proper rational
function R having all its poles at α such that,

max
I
|f −R| ≤ ε

.

We give a rapid sketch of the proof because it is instructive.
Proof. We verify that the algebra generated by the family F = {

(
s−1
s+1

)k
, k ∈ Z}

verifies all properties needed to apply the Stone-Weierstrass theorem. There exists
therefore a polynomial p having as monomials the elements of F such maxI |f−p| ≤
ε/2. p is holomorphic on C \ {1,−1} (an open set containing I) , and there exists
therefore by Runge’s theorem (on the Riemman Sphere) a proper rational function
having its poles in α and such that maxI |R− p| ≤ ε/2. �

Practically this means, that harmonic measurements on a finite interval I can
either be seen, up to an ε, as originated from an unstable or stable rational function.
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Eventually note that rational approximation by proper rational functions of fixed
maximal degree is not a convex optimization problem: adding two rational functions
of same degree, usually results in a rational function of higher degree. Removing the
degree bound on approximants in order to obtain the convexity of the approximation
set leads us to consider all proper stable rational functions. Now taking the closure
of the later for a given norm, in order to avoid the aforementioned problem of
sequences of elements converging outside the approximation set, brings us naturally
to the notion of Hardy spaces.

Definition 1.1.1 Let p ≥ 1 and define Hp to be the space of functions f , holomor-
phic in the open right half plane and such that,

∀x > 0,

∫ ∞

−∞
|f(x+ iω)|p 1

1 + w2
<∞.

For p =∞ define H∞ to be the space of functions f , holomorphic in the open right
half plane and such that,

∀x > 0, sup
ω∈]−∞,∞[

f(x+ iω) <∞.

Eventually define A the space of holomorphic functions on Π+ and continuous on
Π+ as well as at ∞ (in the sense that f(1/z) is continuous on a neighborhood of 0
in Π+).

We define the Hardy spaces of the left half plane mutatis mutandis, and denote
them Hp.

In latter definition we introduced a weight dω
1+ω2 on the imaginary axis, in order to

handle proper transfer functions with non-vanishing limits at∞. From now on, and
unless specified otherwise the Lp spaces are the Banach spaces defined according to
the corresponding weighted norm, i.e

||f ||Lp(iR) =

(∫ +∞

−∞
|f(iω)|p dω

1 + ω2

)1/p

.

For an interval I = i[a, b] of the imaginary axis, we also note:

||f ||Lp(I) =

(∫

I

|f(iω)|p dω

1 + ω2

)1/p

.

If f is a function defined on the imaginary axis, we note f|I its natural restriction
to interval I. The elementary properties of these spaces, which can be found in [1],
[2], [3] are,

Proposition 1.1.2 (i) For all p, Hardy functions admit non-tangential limits f̂
at almost every point of the imaginary axis. Cauchy (and also Poisson) repre-
sentation formulas hold and set in a one to one correspondence Hardy functions
and their limiting function f̂ on the imaginary axis:

For s ∈ Π+, f(s) =
1

2π

∫ +∞

−∞

f̂(iω)

iω − sdω.
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These non-tangential limits belong to the corresponding weighted Lp space of
the imaginary axis. Hp can therefore be identified as a subspace of Lp, and for
1 < p <∞ we have the so called stable-unstable decomposition,

Lp = Hp ⊕Hp
0

where Hp
0 is the subset of functions of Hp that vanish at z = −1.

(ii) For all p, Hp is a Banach space. For p < ∞, Hp is the closure of the set of
proper, rational, stable functions. The closure for the uniform norm L∞ of the
set of proper, rational, stable functions is A.

(iii) If f is in Hp of Π+ then f(1+z
1−z ) is in the Hp of the disk (for a definition see

[1])

We are now in a position to state our identification problem in the Hardy spaces,
that we claim to be "nicer" sets than those of rational functions of given maximal
degree. A direct formulation is the following: let f ∈ Lp(I) be our data obtained
by means of harmonic measurements (extended as discussed to a function), seek
g0 ∈ Hp such that,

||(f − g0)||Lp(I) = inf
g∈Hp
||(f − g)||Lp(I). (1.1)

In view of proposition.1.1.1 this formulation is too naive, as we have that:

Proposition 1.1.3 For p <∞ we have,

inf
g∈Hp
||(f − g)||Lp(I) = 0

and therefore g0 only exists when f is already the trace of an Hp function.

Proof. For p <∞ and ε > 0, there exists a continuous function fc such that ||(f−
fc)||Lp(I) ≤ ε/2. Now applying proposition.1.1.1 with α = −1 we obtain a stable,
proper, rational function R (belonging to every Hp) such that ||(R−fc)||Lp(I) ≤ ε/2.
�

At this point the reader is entitled to ask what was really gained by shifting our
identification problem, from rational functions, to the class of Hardy spaces. And
indeed we moved from one ill posed problem to yet another one. Part of our answer
lies in following proposition, which identifies the cause of ill-posedness, and paves
the way to a regularized version of our identification problem.

Proposition 1.1.4 Let J be the complementary interval of I on the imaginary axis,
that is J = iR \ I. For 1 ≤ p ≤ ∞ suppose we have a sequence of functions gn ∈ Hp

such that,

lim
n→∞

||(f − gn)||Lp(I) = 0

then either:

(i) f is exactly the trace of an Hp function on I, or



1.2. BOUNDED EXTREMAL PROBLEMS 13

(ii) limn→∞ ||gn||Lp(J) =∞

Proof. Suppose that the sequence (gn) remains bounded on J . For 1 < p <∞ the
reflexive nature of the considered Hp spaces [4] associated to the Banach-Alaoglu
theorem, allows to extract a weakly convergent sequence, converging to an element
g ∈ Hp (Hp is weakly closed in Lp, as a strongly closed subset of the latter).
The sub-sequence gn|I converges weakly to g|I in Lp(I), and strongly to f on I,
hence f = g a.e. on I. For p = 1,∞ a similar reasoning can be done by invoking
convergence in the weak-* topology [5, 6, 7]. �

Proposition 1.1.4 clarifies, at least partly the situation, by pointing out, as the
main problem, the absence of information relative to the transfer function on the
frequency interval J . This appears to be problematic, despite the rigidity of the
class of analytic functions we are considering. Adding additional constraints on the
transfer function to be recovered, in order to regularize the identification problem,
is the topic of the next section.

1.2 Bounded extremal problems

In view of proposition.1.1.4, a canonical way to regularize our identification problem
is to bound the norm, on the interval J , of possible functional candidates for our
transfer function. Let,

CM = {g ∈ Hp, ||g|J ||Lp(J) ≤M}

we define problem B(p) to be,

B(p) : Find g0 ∈ CM such that ||(f − g0|I)||Lp(I) = inf
g∈CM

||(f − g|I)||Lp(I)

Before going through the extensive literature about these problems, we state
the obvious for the case 1 < p < ∞. The existence of a solution runs exactly as
in the proof of proposition 1.1.4: take a minimizing sequence gn ∈ CM which by
construction is bounded, extract a weak convergent sequence gφ(n)converging to an
element g0, and note that CM is weakly closed because it is convex and strongly
closed. The function g0 is therefore in CM and by definition of weak convergence

||(f − g0|I)||Lp(I) ≤ lim
n→∞

||(f − gφ(n)|I)||Lp(I) = inf
g∈CM

||(f − g|I)||Lp(I).

The uniqueness of g0 is a consequence of the strict convexity of the Lp norms. Propo-
sition.1.1.4 proves eventually, that the constraint is saturated, that is ||g0|J ||Lp(J) =
M .

Bounded extremal problems in class of analytical functions where first studied in
[8]. The hilbertian case p = 2 was first studied in [9], while the cases 1 ≤ p <∞ are
treated in [10]. The more delicate case p =∞ was treated in [5, 6]. First attempts
to use this approach for the identification of microwave filters, were reported in [11]
and in my thesis [12]. An interesting and slightly different approach where an L∞
constraint is imposed to the approximant on the whole axis is presented in [13].
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For reasons that will become clear later, we add some reference function in the
definition of our admissible set CM . That is for h ∈ Lp(J) we define,

Ch
M = {g ∈ Hp, ||(g|J − h)||Lp(J) ≤M}

and the associated extremal problem B̂(p), by

B̂(p) : Find g0 ∈ Ch
M such that ||(f − g0|I)||Lp(I) = inf

g∈ChM
||(f − g|I)||Lp(I).

The introduction of this reference function h is essentially due to ensure necessary
conditions for the existence of a unique solution to B̂(∞). Note that the knowledge
of h, in phase and modulus, is however complicate to ensure in practice. We will
later introduce a new type of bounded extremal problems, that do not require such
demanding additional knowledge.

For problem B̂(p) we have following important results:

Proposition 1.2.1 We denote by f∧h the function equal to f on the interval I and
to h on J . Let C(iR) be the set of continuous functions defined on the imaginary
axis and at infinity.

(i) For 1 ≤ p <∞, there exists a unique solution to B̂(p).

(ii) For p = ∞ and provided that f ∧ h ∈ H∞ + C(iR), there exists a unique
solution to B̂(∞).

(iii) Assume f is not the trace of an Hp function on I, and that for p = ∞ (ii)
holds. Define following unconstrained convex optimization problem B̃(p),

B̃(p) : Find g0 ∈ Hp that minimizes ψf,h(g)
def
= ||(g−f)||Lp(I)+λ||(g−h)||Lp(J).

For every M > 0, let g0 be the unique solution to B̂(p) then there exists λ > 0
such that g0 is the unique solution to B̃(p). The coefficient λ is the Lagrange
multiplier associated to the constrained problem B̂(p).

Proofs can be found in [7] and [12]. Now let φλ be the outer factor, with modulus
1 on I and λ > 0 on J , we have,

ψf,h(g) = ||φλ(f ∧ h− g)||Lp(iR) = ||(f ∧ h)φλ − gφλ||Lp(iR).
The outer factor φλ is invertible in Hp, therefore when g ranges over Hp so does
gψλ. Minimizing ψf,h over Hp, amounts therefore to find the best approximation in
Hp to the function (f ∧ h)φλ. This is a classical extremal problem in Hp described
for example in [4]. For p < ∞ there exists a unique best approximation in Hp to
any function l ∈ Lp. For p =∞ this also holds provided that l ∈ H∞ + C(iR). We
therefore note this best approximation operator from Lp → Hp by PHp (for p =∞
we restrict the operator to H∞ + C(iR)). If g0 is the solution to B̂(p), and λ the
associated Lagrange multiplier by (iii) of Proposition.1.2.1, it follows that:

g0 =
PHp ((f ∧ h)ψλ)

φλ
. (1.2)

As we have drastically increased our search space, by extending it from ratio-
nal functions to functions in Hardy spaces, questions about the regularity of the
recovered transfer function are crucial. The next result is of rather negative nature.
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Proposition 1.2.2 Suppose that f∧h is 1-Lipschitz on iR, then g0 given by formula
(1.2) in the cases p = 2,∞, is discontinuous for all values of λ but λ = 1. In this
case we have

g0 = PHp(f ∧ h),

which corresponds to the classical extremal problem in Hp (i.e posed on the whole
axis, iR).

Proof. The proof for p =∞ can be found in [7, p.19] and follows from the Carleson-
Jacob theorem, asserting that the best H∞ approximation to a Dini continuous L∞
function is continuous. For the case p = 2 the proof follows exactly the same path,
using the similar property for the linear operator PH2 = P+, that can be deduced
from properties on the conjugation operator [2, theorem p.108] �

At this stage it seems that we have created more problems than we actually
solved. First, the practical choice of the reference function h is an open question.
Second, conditions on the choice of λ so as to ensure some regularity on the identified
transfer function are not known for general reference functions h. This renders
inoperative the procedure that consists in solving B(2) in view to eventually retrieve
a rational transfer function. Numerical problems induced by the discontinuity of g
are described in [12]. In what follows we will present our contributions to the design
of a practical approach to our original identification problem. We first introduce a
new type of bounded extremal problems of mixed type and then present, inspired
by the philosophy gained from the latter, a class of restricted bounded extremal
problems tailored for our purposes.

1.3 Contribution to the identification of transfer func-
tions

1.3.1 Bounded extremal problems of mixed type

We refine the search space associated to the bounded extremal problem by con-
straining in a point-wise manner the approximant on the interval J . LetM ∈ L2(J)
be a non-negative function defined on J , we set

WM = {g ∈ H2,∀s ∈ J, |g(s)| ≤M(s)}.

We suppose moreover that log(M) has a finite weighted L1 norm on J . This is the
least one can ask for, as the log-modulus function of any non-zero function in Hp is
integrable [2, theorem 5.3]. Our mixed extremal problem formulates as,

E : Find g0 ∈ WM such that ||(f − g0)||L2(I) = inf
g∈WM

||(f − g)||L2(I).

We have chosen to measure the distance to the data in least-squares sense, as this
norm is adapted to noisy measurements, while the constraint on the J interval comes
usually from more structural considerations. For scattering measurements of passive
systems a natural choice is M = 1. Indeed the law of energy conservation implies
that the modulus of scattering coefficients can not exceed 1.
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Problem E can always be normalised to an equivalent problem where M = 1.
This follows from the observation: g ∈ WM if and only if gφ1/M ∈ W1. We therefore
reformulate a normalised version of problem E, by setting:

W̃ = {g ∈ H2,∀s ∈ J, |g(s)| ≤ 1}.

and,
Ẽ : Find g0 ∈ W̃ such that ||(f − g0)||L2(I) = inf

g∈W̃
||(f − g)||L2I .

The detailed study of Ẽ is the object of two publications [14, 15], and we re-
produce [14] in section 5.1.1. The first paper handles the case where I and J are
intervals, while the second tackles the general case where I and J are only supposed
to be measurable sets. The second article derives also a Carleson type formula, for
the solution g0, which is the analogue of formula (1.2). We give, in what follows, a
summary of these results.

Proposition 1.3.1 Problem Ẽ has a unique solution g0. Assume now that f is not
the trace on I of a function in H2,

(i) The solution g0 saturates the constraints everywhere on J , that is

∀s ∈ J, |g(s)| = 1

(ii) Critical point equation: g0 is solution to Ẽ if and only if

(1) ∀s ∈ J, |g(s)| = 1

(2) there exists a non-negative (real valued) function λ ∈ L1(J) such that,

(g0|I − f) ∧ λg0|J = (g0|I ∧ λg0|J − f ∧ 0) ∈ H1

0 (1.3)

(iii) Optimization problem and Carleson formula: let λ ∈ L1(J) the functional
Lagrange multiplier associated to g0 as described in ii.2 then,

(1) g0 is the solution to following unconstrained convex optimization problem:

Minimize function ψ over H2 given by:

ψ(g) = ||(f − g|I)||2L2(I) + ||λ1/2g|J ||2L2(J) = ||(f ∧ 0)φλ1/2 − gφλ1/2||2L2(iR)

(2) Following Carleson formula holds,

g0 =
PH2 ((f ∧ 0)φλ1/2)

φλ1/2
.

Proof. The detailed proof can be found in [15, 14]. The strong saturation of the
constraint (i) is obtained by means of an original multiplicative variational argument
involving tailored outer functions. The main difficulty in the derivation of the critical
point equation of Ẽ comes from the non-differentiable nature of the infinity norm
constraint on the interval J : the boundary of W̃ is not a smooth manifold. In [14],
the latter is obtained by a limiting argument where Ẽ is first considered on the
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set of polynomials of degree less than n. For the latter, a critical point equation
in terms of sub-gradient is obtained thanks to the classical Carathedory theorem.
Letting n→∞ yields a limiting critical point equation involving a measure, which
thanks to the F. an M. Riesz theorem (which asserts that any analytic or anti-
analytic measure is in fact a function), turns out to be our Lagrange multiplier
function λ. The assertion (iii.1) is a direct consequence of (ii.2), as the critical point
equation associated to the unconstrained optimization problem is exactly equation
(1.3). Assertion (iii.2) is a consequence of (iii.1). Eventually a complete version
of the proposition is proven in the case of general sets I and J , and a Lagrangian
relaxation approach is developed in infinite dimension in [15]. �

1.4 Improved regularity: a finite dimensional ap-
proach

Proposition 1.3.1 entails a strong message: every template function M(s) produces
a candidate g0 for the transfer function which has exactly modulus M(s) on J . The
a priori knowledge of the modulus of the transfer function on J , is therefore of
primary importance. This is intuitively known by practitioners when they mention
the necessity to perform harmonic measurements on a frequency band I, “large
enough to capture the whole system’s dynamic”. This is another way of saying that
the remaining behaviour of the transfer function, and in particular of its modulus,
on the interval J should remain very "simple".

A drawback of the identification problem posed in Hardy classes, is that latter
spaces are “too big”. When the underlying dynamic is of finite dimension, the as-
sociated transfer function is a stable rational function, which on the imaginary axis
is C∞ and in particular continuous. As opposed to this, we have seen that, except
for very particular adjustments of the associated Lagrange multiplier (which are for
the moment not well understood), the solutions g0 of bounded extremal problems
in Hp are in general discontinuous at the end points of the interval I. This leads to
severe approximation problems when rational models are obtained in a second step,
via rational approximation of g0. Rational functions obtained this way will typically
exhibit unrealistic poles in Π−, near the end points of I, that hardly have anything
to do with the system’s original dynamic.

We have therefore developed a finite dimensional approach for our reconstruction
problem. Let An be an n dimensional vector space spanned by a basis of n functions
of class C1 defined on the interval J . We also ask that these functions be C1 on
a neighbourhood of ∞, that is write as smooth functions of the variable 1/s for s
big enough. The space An will be the space where we look for possible completions
of our partial harmonic measurements represented here by the function f of class
C1, on I = [iω0, iω1]. Let M(iω) be a non-negative, bounded, continuous function
defined on J . We define,

KM,n = {h ∈ An, such that h(ω0) = f(ω0), h(ω1) = f(ω1), ∀s ∈ J, h(s) ≤M(s)},

and the associated extremal problem:

F : Find h0 ∈ KM,n such that ||P
H2

0
(f ∧ h0)||L2(iR) = inf

h∈KM,n
||P

H2
0
(f ∧ h)||L2(iR).
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We have,

Proposition 1.4.1 Provided the set KM,n possesses at least one element, problem
F has a unique solution. In this case the function g0 = PH2

0
(f ∧ h0) is continuous

on iR and at ∞ and

||f − g0||L2(I) ≤ ||PH2
0
(f ∧ h0)||L2(iR).

Proof. KM,n is a closed, bounded (M is bounded) subset of the finite dimensional
space An and therefore compact, for any topology induced by one of the equivalent
Lp norms. The function h ∈ L2(J)→ ||P

H2
0
(f ∧ h)||L2(iR) is continuous and attains

therefore its minimum on KM,n. Suppose now, that this minimum is attained at two
distinct points h0 and h1. Suppose first that this minimum is zero: then ||P

H2
0
(0∧h0−

h1)||L2(iR) = 0, that is (0 ∧ (h0 − h1)) ∈ H2, which implies h0 = h1, a contradiction.
The minimum is therefore strictly positive, and we have,

||P
H2

0
(f ∧ 1

2
(h0 + h1))||L2(iR) = ||P

H2
0
(
1

2
(f ∧ h0)) + P

H2
0
(
1

2
(f ∧ h1))||L2(iR)

≤ 1

2
||P

H2
0
(f ∧ h0)||L2(iR) +

1

2
||P

H2
0
(f ∧ h1)||L2(iR)

= ||P
H2

0
(f ∧ h0)||L2(iR).

(1.4)

As the function (h0 + h1)/2 is in KM,n the last inequality in (1.4) is an equality.
None of the functions P

H2
0
(1
2
(f ∧ h0)) and P

H2
0
(1
2
(f ∧ h1)) is zero as otherwise the

minimum of the cost function would be zero. Therefore the strict convexity of the
L2 norm implies,

1

2
P
H2

0
(f ∧ h1) =

1

2
P
H2

0
(f ∧ h0)

which again yields, P
H2

0
(0 ∧ h0 − h1) = 0, hence a contradiction. The minimizer h0

is unique.
By construction, the function f ∧ h0 is continuous on iR, C1 on the intervals I

and J , and therefore on iR and∞, but on the endpoints iω0 and iω1. It is therefore
Lipschitz on iR and at ∞, and its analytical projection g0 is continuous.

Eventually the last inequality comes from,

||f − g0|I ||L2(I) ≤ ||f ∧ h0 − g0||L2(iR)

= ||P
H2

0
(f ∧ h0)||L2(iR).

�
Problem F solves theoretically the discontinuity problem of g0, at the end-points

of the interval I. For microwave applications, where measurements might be per-
turbed by electronic noise, problem F relies too much on two single measurement
points f(ω1) and f(ω2). We have therefore developed an alternative version of
problem F , that is at heart of the software Presto-HF [16]. Suppose that the set
of functions A′n contains now functions with the same regularity as in An but de-
fined on a slightly bigger closed interval J ′ containing neighbourhoods of ω0 and
ω1. The set R = I ∩ J ′ is therefore made of two compact intervals of the form
R = [iω′0, iω0] ∪ [iω1, iω

′
1]. We define the set Hc,M ′,n with c > 0 to be,

Hc,M ′,n = {h ∈ A′n, ∀s ∈ J ′, h(s) ≤M ′(s) and ||P
H2

0
(f ∧ h))||L2(iR) ≤ c}.
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and problem F ′,

F ′ : Find h0 ∈ Hc,M,n such that ||f − h0||L2(R) = inf
h∈Hc,M,n

||f − h||L2(R).

The constant c is adjusted by considering the surrogate problem F̂ ′,

F̂ ′ : Find c0 ∈ R such that c0 = inf
h∈K′

M′,n

||P
H2

0
(f ∧ h))||L2(iR).

where the set K ′M ′,N is defined by,

K ′M,n = {h ∈ A′n, such that ∀s ∈ J ′, h(s) ≤M ′(s)}.

Solving F ′ is considered for c ≥ c0. Problems F ′ and F̂ ′ are both convex minimzation
problems. The strict convexity of the L2 norm, combined with the convexity of the
set Hc,M ′,n lead to the result that F ′ has a unique solution.

1.5 Practical application

As already mentioned, problem F ′ is at heart of the functioning of the software
Presto-HF [16], dedicated to the identification of microwave filters. The space A′n is
here specialized to be

A′n = span{1, 1/s . . . 1/sn−1}.
The response’s completion is here sought as a finite Taylor expansion at infinity.
This is justified, because measurements of the filters are made in the normalized
domain on an interval of type I = [−ω0, ω0] wide enough to capture most of the
filter’s dynamic: outside the measurement range the reponse behaviour is supposed
to be simple. The main advantage of our approach is, that, once problem F ′ is
properly solved, a rational approximation of our data is obtained at nearly no cost
using AAK [17, 18, 19] theory and its implementations [20]. The idea is here that
once the element

g = PH2(f ∧ h)

has been computed as the stable representation of our data, the Hankel operator
Hg : H2 → H2 defined by Hg(v) = PH2(g∗v) is considered (here g∗ ∈ H∞ repre-
sents the para-conjugate of the H∞ function g). Kronecker’s theorem asserts that
when g is rational and stable, Hg is of finite rank. It is therefore no surprise that
a singular value decomposition of the operator Hg is related to a stable rational
approximation of g: this is exactly what AAK theory is about. Computationally,
this amounts to a singular value decomposition of the matrix representing Hg in a
proper basis: an operation, that if not simple, is nowadays very efficiently handled
by most mathematical systems and numerical libraries on computers. Note also that
this technique adapts in a straight-forward manner to matrix valued identification
problems, originating from MIMO systems. This step can be followed by an L2

rational approximation step, for which approximation engines exist as, for example
the software RARL2 [21, 11, 22] based on Schur analysis. This overall procedure is
detailed in [23], which is reproduced in section 5.1.2. In latter article a de-embedding
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Figure 1.1: Nyquist plot of measurements of an 8th degree S11 scattering parameter
of a cavity filter. The dots correspond to frequency measurements, red continuous
line to the completion computed by solving problem F ′ and the continuous blue line
to a rational approximant computed by AAK theory.

procedure based on problem F̂ ′ is presented to identify delay components, due to
access feeds used to measure microwave equipments.

On Figure 1.1 the result of our procedure relying on solving problem F ′ is illus-
trated at hand of measurements coming from an 8th order cavity filter. The constant
c of problem F ′ is chosen here to be 0.49 percent of the quantity ||f ||L2(I), while the
maximal degree of the expansion at infinity is 4 (i.e. n = 5). The 2 × 2 matricial
identification of the same measurements is presented on Figure 1.2. The compu-
tational time on a computer equipped with a pentium i7 processor, of the whole
matricial identification procedure, is in this case of 0.4 sec. . This paves the way to
applications where an identification procedure running in real time is needed: this
is for example the case in fully automised tuning procedures for microwave filters
based on the use of tuning robots. Presto-HF is currently in use by the microwave
device manufacturers Thales Alenia Space in Toulouse and Madrid, Thales système
aéroportés (Paris), Flextronics (US), Inoveos (France) and by our academic part-
ner Xlim. Applications of this techniques to more complex de-embedding problems
involving multiplexers have also been considered, in particular during the PhD of
Mateo Oldoni that I co-supervised [24], [25], [26], [27].

Eventually, we also reproduce in section 5.1.3 recent published work [28], based
on the stable/unstable decomposition of L2 = H2 ⊕ H2

0 , and applied to instability
detections in power amplifiers.



1.5. PRACTICAL APPLICATION 21

Figure 1.2: Nyquist plot of measurements of an 8th degree, 2×2 scattering matrix, of
a cavity filter. The dots correspond to frequency measurements, the red continuous
line to the completion computed by solving problem F ′ for each scattering element
and the continuous blue line to a rational, matricial, approximant computed by
AAK theory.



22 CHAPTER 1. BOUNDED EXTREMAL PROBLEMS IN HARDY SPACES



Chapter 2

Synthesis of optimal multi-band
frequency responses

2.1 The Belevitch form

Figure 2.1: Two port filter, as a scattering device. (a1, a2) are the incoming power
waves, while (b1, b2) are the scattered ones.

A microwave filter can be seen as a two port, scattering device. The incident
power wave a1 is partly reflected back two port 1, yielding signal b1, and partly
transmitted to port 2, generating signal b2, see Figure. 2.1. In the frequency domain,
the linear time invariant nature of the device leads to:

b1 = S1,1a1

b2 = S2,1a1.
(2.1)

The coefficient S1,1 is called the filter’s reflection while S2,1 is called the transmission.
When port 2 is also excited by a signal a2 following general scattering equation holds,

(
b1
b2

)
=

(
S1,1 S1,2

S2,1 S2,2

)(
a1
a2

)
.

Filters are usually made of reciprocal materials and this imposes S1,2 = S2,1: the
reciprocity property of the device implies the symmetrical nature of its scattering

23
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matrix. Filters are passive devices, that is, they have no internal source of energy.
The scattering elements belong therefore to H∞ but one can say a bit more. The

average scattered electrical power carried by the output signal b =

(
b1
b2

)
cannot

exceed the incoming one, brought in by the input signal a =

(
a1
a2

)
, and as a

consequence in terms of matrices we have:

∀ω ∈ R, Id− St(iω)S(iω) < 0

∀(i, j) ∈ {1, 2} × {1, 2}, Si,j ∈ H∞
(2.2)

In the case where the filter can be modelled as a finite dimensional system, for
example when it can be modelled as a coupled resonator network, its S matrix is
rational. The MacMillan degree of the scattering matrix, corresponds to the minimal
size of the state space necessary to realize it. If in addition the filter is considered to
be loss-less, that is balanced in terms of averaged incoming and out-coming power,
S becomes an inner matrix that verifies,

∀ω ∈ R, Id− St(iω)S(iω) = 0. (2.3)

In this case S admits a particular structure, called the Bellevitch form [29, 30].
We detail the latter and give a formal proof of this result which is central in filter
synthesis. In the rest of the document, when G is a rational matrix, G∗ represents its
para-hermitian conjugate i.e. G(s) = G

t
(−s), obtained by conjugating the fractions

coefficients and changing the variable from s to −s.

Proposition 2.1.1 Let S be a (2× 2) rational inner matrix of McMillan degree n,
S admits following polynomial structure:

S =
1

q

(
p1 −eiθp∗2
p2 eiθp∗1

)

where p1, p2, q are polynomials and q is the unique stable unitary polynomial of
degree n that solves following spectral equation:

p1p
∗
1 + p2p

∗
2 = qq∗ (2.4)

Proof. We give a proof of this result because it is instructive and the result is
crucial in the field of filter synthesis.

The condition (2.3) occurring for infinitely many frequencies, and S being a
rational function, following structural equality holds (in terms of rational functions):

S∗S = Id. (2.5)

As S is stable, the function det(S) is also a stable rational function, and equality
(2.5) indicates that it takes uni-modular values on the imaginary axis. Hence det(S)
is a Blaschke product, that is there exists a stable polynomial q such that

det(S) =
q∗

q
.
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Using Cramer’s rule, we can express S∗ = S−1 in terms of the matrix cof(S) of the
co-factors of S:

S∗ = cof(S)/det(S)→ S∗q∗ = q.cof(S). (2.6)

Poles of the expressions S∗q∗ are in Π−, while poles of q.cof(s) are in Π+: hence
these matrices have no poles, and there exists a polynomial matrix B such that
S∗ = B/q∗. Taking the para-conjugate on both side, we obtain the classical result
that for any rational inner matrix S there exists a polynomial matrix N such that:

S =
N

q

where q is a stable polynomial, defined (up to a unimodular constant) by det(S) =
q∗/q.

The fact that n = deg(q) corresponds to the McMillan degree of S is a bit
more technical. As a rational matrix, S admits a Smith McMillan decomposition,
that is there exist two square polynomial matrices A,B, that are unimodular (the
determinant of which is a non-zero constant), a diagonal matrix D such that: S =
ADB. The diagonal elements of D are rational functions di = ai/bi, with ai bi
coprime polynomials, and such that ai divides ai+1 and bi+1 divides bi. The roots of
the polynomial bi are the poles of S, that is points where at least on element of S
does not evaluate. The roots of the polynomials ai are the zeros of S, that is points
where S is a singular as a matrix. It is standard system theory [31, 32, 33], that
the McMillan degree of S which corresponds to the dimension of any minimal state
space realization of S is also equal to the quantity max(deg(

∏
ai), deg(

∏
bi)). By

definition we have
det(S) =

∏
ai∏
bi
.

We therefore need to prove that no simplification takes place between
∏
ai and

∏
bi.

If any, the later takes place for a pair (l,m) of indices with l 6= m (because ai and bi
are coprime) such that al and am have a common root z0. The later is by definition
a pole of S and must therefore lie in Π−. The Smith-McMillan decomposition of
S−1 is (up to a reordering) given by S−1 = B−1D−1A−1, which indicates that z0
is also a pole of S−1. But S−1 = S∗, and therefore poles of S−1 belong to Π+: a
contradiction.

Eventually we will particularize this result to the case where S is of size 2 × 2.
Previous argumentation is to the effect that there exists a polynomial matrix,

N =

(
p1 p3
p2 p4

)

such that S = S/q. Now from Cramer’s rule we obtain:

S2,2/det(S) = S∗1,1 →
p4
q

=
q∗

q

p∗1
q∗
→ p4 = p∗1

−S2,1/det(S) = S∗1,2 → −
p3
q

=
q∗

q

p∗2
q∗
→ p3 = −p∗2

(2.7)

which yields the desired result after a normalization of q (define det(S) = eiθq∗/q
with q unitary). The spectral equation (2.4), also called Feldkeller equation [34],
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derives directly from the unitary condition of the first column of S and the famous
spectral theorem that states that any positive polynomial p can be written as p = uu∗

with u a stable polynomial. �
In the case of filters the reciprocity condition is usually imposed, that is S1,2 =

S∗2,1 together with a normalization condition lims→∞ S(s) = Id. In this case we have
the obvious specialization of previous proposition.

Proposition 2.1.2 If S is a 2 × 2 reciprocal inner matrix of McMillan degree n,
with lims→∞ S(s) = Id, then S admits the following form:

S =
1

q

(
p1 p2
p2 (−1)np∗1

)

where p2 is of degree strictly less than n and is auto-reciprocal: it verifies p2 =
(−1)n+1p∗2. The polynomial p2 is called the transmission polynomial, and its zeros
the transmission zeros. These, when not on the imaginary axis, come in pairs that
is, if z1 = a+ ib is a transmission zero, so is z′1 = −(z1) = −a+ ib. The polynomial
p1 is unitary and q is the unique stable unitary polynomial of degree n that solves
following spectral equation:

p1p
∗
1 + p2p

∗
2 = qq∗ (2.8)

Proof. Direct adaptation of previous proposition. �

2.2 Frequency design
When designing a microwave filter, one of the important tasks is to design its fre-
quency response. The number of realizable transmission zeros is often related to
the complexity of the final hardware implementation. The total degree of the re-
sponse will have an impact on the footprint of the filter, as well as on electrical
losses taking place inside the filter. The design of the filter’s frequency response
amounts therefore to solving the following problem: given a total number of avail-
able transmission zeros, find the frequency response of minimal degree that fulfils
some frequency specifications, that is which is admissible for this specifications. In
some design applications the locations of the transmission zeros are imposed by the
user, in others they are part of the free design parameter. In any of these cases, in
order to find the minimal degree for which there exists an admissible response, a
simpler problem needs to be recursively solved.

P1 : for a given degree, and a given total number of transmission zeros (or for
transmission zeros with a specified location), does there exist an admissible response
? If yes, compute it.

We will summarize here our contribution to this problem in the case of multi-
band frequency design: the corresponding paper [35] is reproduced in section 5.2 and
has been part of the work of Vincent’s Lunot PhD that I co-supervised [36]. Most
classical filter responses are designed by specifications holding on two sets of frequen-
cies: the pass-band where the modulus of the transmission needs to be maximized,
and the stop-band where the rejection needs to be maximized or equivalently, when
no losses are considered, where the modulus of the transmission needs to be mini-
mized. The model used in first approximation for the filter’s scattering responses, is
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usually the loss-less rational and reciprocal one, corresponding to proposition 2.1.2.
The key remark here is that the modulus of the transmission or reflection terms,
can be expressed directly in terms of the transmission and reflexion polynomials p1
and p2: no spectral factorisation is involved here, as the polynomial q is not needed
to evaluate the modulus of these scattering elements. This comes from,

∀ω ∈ R, |S12(iω)|2 =

∣∣∣∣
p2(iω)

q(iω)

∣∣∣∣
2

=
|p2(iω)|2
q(iω)q∗(iω)

=
|p2(iω)|2

|p2(iω)|2 + |p1(iω)|2

=
1

1 +
∣∣∣p1(iω)p2(iω)

∣∣∣
2 .

(2.9)

We have the complementary equation for the modulus of the reflexion,

∀ω ∈ R, |S11(iω)|2 =
1

1 +
∣∣∣p2(iω)p1(iω)

∣∣∣
2 . (2.10)

The rational function p1/p2 is called the filtering function of the filter’s loss-less
response. In this work we will consider the set of polynomials p that are real valued,
or purely imaginary valued on the imaginary axis, that is verify p∗ = ±p. Seeing
these polynomials as functions of ω, instead of s = iω, we set P1(ω) = p1(iω) and
P2(ω) = p2(iω). On the real axis, real valued polynomials are just polynomials with
real coefficients, that is elements in R[X]. We denote by Tn the subspace of R[X]
of polynomials of maximal degree n. To handle the case of purely imaginary valued
polynomials that are needed for the transmission polynomial in the Belevitch form
(2.1.2) for n even, we will just multiply by i the real valued polynomial p2 obtained
from our synthesis procedure: expressions of the modulus of the transmission and
reflexion term of the filter (2.9) (2.10), are invariant by this operation.

Let I be an union of hI compact disjoint intervals of the real line, that we will
consider to be the pass-bands. Let also J be an union of hJ disjoint compact intervals
of the real line, strictly disjoint from the Ik (i.e Ik ∩ Jm = ∅) that will represent our
stop-bands. We note

I =

hI⋃

i=1

Ii, J =

hJ⋃

i=1

Ji.

Suppose that we want the modulus of transmission |S1,2| to be less than a given
value K < 1 on the stop-bands. This amounts, by equation (2.10), to impose

∀ω ∈ J,
∣∣∣∣
P2(w)

P1(w)

∣∣∣∣ ≤
K

1−K
def
= M. (2.11)

Denote by A the set of polynomial pairs (with proper degree bounds on P1 and
P2) that satisfy previous inequality. The synthesis problem that amounts to find
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the response with the best possible worst-case transmission level in the pass-bands
under the rejection constraints |S11| ≤ K in the stop-bands amounts to solve:

min
(P1,P2)∈A

max
ω∈I

∣∣∣∣
P1(ω)

P2(ω)

∣∣∣∣ .

Remark first, that if (P̂1, P̂2) solves latter optimization problem, then (P̂1, P̂2/M)
solve the problem forK = 1/2. We will therefore, without loss of generality, consider
solving a normalized version of our synthesis problem for the value M = 1. For a
precise statement of the latter, let

An,m = {P1 ∈ Tn, P2 ∈ Tm, ∀ω ∈ J,
∣∣∣∣
P2(w)

P1(w)

∣∣∣∣ ≤ 1} (2.12)

and set,
Problem P1: Find (P̂1, P̂2) ∈ An,m such that

max
ω∈I

∣∣∣∣∣
P̂1(ω)

P̂2(ω)

∣∣∣∣∣ = min
(P1,P2)∈An,m

max
ω∈I

∣∣∣∣
P1(ω)

P2(ω)

∣∣∣∣

For any two pairs of polynomials (P1, P2) and (P ′1, P
′
2) we will identify them as

equivalent if P1P
′
2 − P ′1P2 = 0.

Problem P1 is called a Zolotarev problem of the third kind, by the name of the
Russian mathematician, student of Chebychev, who first formulated it. It has an
explicit solution, in terms of elliptic functions, in the case n = m and the intervals
I = [−1, 1] and J =]−∞, 1− ε]∪]1 + ε,∞[ and yields the elliptic filters called also
Cauer filters or even Zolotarev filters [37, 38]. For the same intervals, and when
the polynomial P2 is fixed (so the search space reduces to a set of possible polyno-
mials P1), the solution is given by the quasi-elliptic filters, for which a polynomial
recurrence scheme is known [34]. For the multiple pass-band problem no explicit
solution is known. Our contribution is here the development of a procedure to solve
optimally problem P1.

The existence of an optimal pair (P̂1, P̂2) follows from a similar and classical
reasoning used for the existence of a best rational approximation in L∞ norm of a
continuous function on a compact interval: see [39, chapter V, p. 107], [40], [36].
Now suppose that (P̂1, P̂2) is such a solution where possible numerator denominator
simplifications have been performed, that is P̂1 and P̂2 are coprime. The trivial
polynomial pair (1, 1), is admissible for P1, with a cost function of 1. From this we
deduce that polynomial P̂1 is of constant sign on each of the intervals Jk and P̂2 is
of constant sign on each of the I ′ks. We therefore define a sign function σ defined on
each of the intervals Jk and Ik and valued in {−1, 1}. We do not know in advance
the optimal choice of signs for each of the intervals, but we will cycle through all
possible 2hI+hJ choices of such a function. We denote cI(σ) (resp. cJ(σ)) the number
of sign changes of σ on the intervals Ii (resp. Ji). For each such function σ, define

Bn,m,σ = An,m ∩ {P1 ∈ Tn, ∀ω ∈ J, σ(ω)P1(ω) ≥ 0}
∩{P2 ∈ Tm, ∀ω ∈ I, σ(ω)P2(ω) ≥ 0} (2.13)
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and
Problem Pσ: Find (P̂1, P̂2) ∈ Bn,m,σ such that

max
ω∈I

|P̂1(ω)|
σ(ω)P̂2(ω)

= min
(P1,P2)∈Bn,m,σ

max
ω∈I

|P1(ω)|
σ(ω)P2(ω)

Eventually for any pair (P1, P2) ∈ An,m with P2 6= 0 and P1 and P2 co-prime, let

λ(P1, P2) = max
ω∈I

|P1(ω)|
σ(ω)P2(ω)

.

We define two sets of extremal frequency points:

E+(P1, P2) = {ω ∈ I, P1(ω)

P2(ω)
= λ(P1, P2)} ∪ {ω ∈ J,

P1(ω)

P2(ω)
= −1} (2.14)

E−(P1, P2) = {ω ∈ I, P1(ω)

P2(ω)
= −λ(P1, P2)} ∪ {w ∈ J,

P1(ω)

P2(ω)
= 1}. (2.15)

We call a finite sequence of consecutive points (ω1 < ω2....ωl−1 < ωl) alternant if
they belong alternatively to E+(P1, P2) and E−(P1, P2). Our main result is,

Proposition 2.2.1 Suppose cI(σ) ≤ m and cJ(σ) ≤ n, then Pσ has a unique solu-
tion (P̂1, P̂2) of coprime polynomials. For a pair of coprime polynomials (P1, P2) ∈
Bn,m,σ define N = max(deg(P̂1) + m, deg(P̂2) + n). The pair (P1, P2) is the opti-
mal solution to Pσ iff there exists an alternant sequence of extremal points of length
N + 1, (ω1 < ω2 . . . ωN+1). The problem Pσ is quasi-convex and can be efficiently
solved using linear programming. In the case where the polynomial P2 is fixed (with
no zeros on I) similar results hold true for the obviously adapted version of problem
Pσ, this time with N = n + 1 (as no numerator-denominator degeneracy occurs)
and the resulting convex optimisation problem can be solved using a Remez type
algorithm.

For a detailed proof see [36]. This result can be seen as a version of Achieser’s
result for uniform rational approximation on a single interval adapted to Zolotariov’s
third kind multi-intervals problem. Application of this result to the design of multi-
band microwave devices are detailed in [35] which is reproduced in section 5.2 and
publications [41, 42, 43].
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Chapter 3

The coupling matrix synthesis
problem

3.1 Low-pass circuit prototype and canonical cou-
pling topologies

One of the purposes of the scattering matrix identification procedure of last section,
as well as of the computation of optimal filtering functions, is to provide eventually a
circuit representation of the filter to be tuned or to be designed. Indeed, equivalent
circuits possess strong connection with the physical filter. If the circuit’s topology
is well chosen, the circuit’s resonators can be identified with physical resonating
structures of the hardware under test or to be synthesised. Circuit element values
like resonating frequencies and electromagnetic couplings can be linked to tuning
elements of the filter, like screws, dimensions of coupling irises, spacing between
micro-strip lines etc.... For derivations of these useful analogies between filtering
devices and circuit models, and their use in engineering see [44, 45, 46, 47, 48, 34].
We will deal here with the coupled resonators low pass equivalent circuit, see Figure.
3.1, which underpins the synthesis of microwave filters. We give a brief description
of this circuit.

• The rectangular blocks between resonators, denoted by Mi,k are admittance
inverters, also called couplings. They are quadripoles, and if we denote by
(I1, I2) the currents, and (V1, V2) the tensions, at the ports of an inverter of
value M we have:

I2 = iMV1

I1 = iMV2.
(3.1)

They are idealised elements, as their value is independent of the frequency and
are obtained from a “real” frequency dependent inverter under narrow band
hypothesis, see [34, 12].

• Each low-pass resonator is composed of a unit capacitor of admittance iω,
and a purely imaginary susceptance jMi,i. The latter represents the shift,
with respect to zero, of the resonating frequency of the resonator. Here again
this element is obtained via a narrow band hypothesis, around the resonating
frequency of a “real” (L,C) resonator.

31
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• By tradition, the left port of the circuit is denoted by S (Source), while the
right port is denoted by L (Load).

We denote by X = (U1, . . . UN)t the vector of tensions in each resonator, with
U = (US , UL)t the vector of tensions and I = (IS , IL)t the vector currents at the
access ports, by M the N ×N matrix of the couplings Mi,j, and by

B =

(
MS,1 MS,2 . . . MS,N
ML,1 ML,2 . . . ML,N

)t

the N × 2 vector of source and load to resonator couplings. Using Kirchhoff’s law
we have

{
i(M + ωIdN)X + iBU = 0
I = iBtX

⇐⇒
{
iωX = −iMX − iBU
I = iBtX

(3.2)

and taking iX as the new state, we obtain the symmetric state space system de-
scribed in the time domain:

{
Ẋ = −iMX +BU
I = BtX

(3.3)

The transfer function of which is the admittance matrix Y of the filter:

Y (s = iω) = Bt(iωIdN + iM)−1B = −iBt(ωIdN +M)−1B. (3.4)

Figure 3.1: Low pass coupled resonators equivalent circuit.

The specification of the non-zero elements of the matrices M and B, that is the
description of the coupling structure of the circuit, is called the coupling topology
of the filter. In general terms, solving the coupling matrix problem, amounts, when
starting from the admittance matrix Y of a filter (or equivalently S, Y = (I−S)(I+
S)−1), to find matrices B andM with a prescribed coupling topology such that (3.4)
holds. Finding matrices B and M , with no specific constraint on their structure,
is a classical realisation problem that was formalised by Kalman [49]. In particular
for any strictly rational matrix of McMillan degree N the Ho-Kalman algorithm
provides complex matrices B,A,C such that,

Y (s = iω)) = C(iωIdN + iA)−1B
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holds. In order however to give a circuit interpretation of these matrices, C,A,B
need to be real, A symmetric and B = Ct. In addition, the filter’s implementation
needs to have a reasonable complexity, hence the number of couplings to be realized
has to be kept at its minimum. We are therefore facing a structured realisation
problem.

One of the simplest topologies is the transversal form. It is obtained when M is
diagonal and can be computed for any loss-less reciprocal admittance.

Proposition 3.1.1 Let Y be a loss-less positive-real reciprocal, strictly proper ad-
mittance of McMillan degree N . The matrix Y admits the following partial fraction
expansion with simple poles,

Y =
N∑

k=1

Rk

s− iωk
.

The residues Rk are real, symmetric, non-negative matrices, that verify:

N∑

k=1

rank(Rk) = N

.
The matrix Y admits a circuital realisation B,M , where M is diagonal and

contains the values −ωk on the diagonal. Each ωk is repeated rank(Rk) times on
the diagonal. If (i, i) and (i+ rank(Rk)− 1, i+ rank(Rk)− 1) are the corresponding
indices between which ωk is repeated, let B′ the submatrix of B defined by (in matlab
notations) B′ = B(i : i+ rank(Rk)− 1, :) then,

Rk = (B′)tB′

.

Proof. The result is classic: we give a sketch of the proof because it is instructive.
The admittance Y is loss-less, so in particular it is positive real in Π+. Its poles are
therefore in Π

−. But the loss-less character of Y imposes that Y is purely imaginary
on the imaginary axis, away from its possible poles. This yields,

Y + Y ∗ = 0 ⇐⇒ Y = −Y ∗.

But Y ∗ has its poles in Π+, hence all the poles of Y lie on the imaginary axis. Suppose
without loss of generality that Y has a pole in zero. Near zero Y is essentially equal
to its polar expansion of highest order, say m in zero, that is for s = reiθ

∀θ ∈ [−π, π], Y (reiθ) + Y t(reiθ) = (R0 +Rt
0 + o(reiθ))(

1

rmeimθ
+

1

rme−imθ
)

= (R0 +Rt
0 + o(reiθ))

2cos(mθ)

rm
� 0.

(3.5)

Evaluated at θ = 0 and for r sufficiently small, latter expression implies that R0 is
a non negative hermitian matrix. This in turn implies that m = 1, as otherwise the
cos(mθ) term takes all values between [−1, 1] when θ ∈ [−π/2, π/2], and the last
inequality in (3.5) cannot hold true. Eventually the reciprocity hypothesis yields
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Figure 3.2: Transversal coupling topology.

that R0 is a symmetric matrix, hence real valued. If k = rank(R0), the diagonal
form of the non-negative quadratic form R0 yields a real matrix B′ of size k×2 such
that R0 = (B′)tB′. The rest of the proof is straightforward.

�
If one notes by a red bullet the resonators, by black ones the source and load

nodes, we have proven that every loss-less admittance admits a realisation in transver-
sal form, the schematic of which is described on Figure. 3.2. The transversal
topology is however hard to implement in practice when N grows large due to
the necessity of simultaneously couple all resonators to the input and output. En-
gineers have therefore developed coupling topologies that spread couplings among
resonators. Some transformations are therefore needed to reconfigure the transver-
sal topology in more practical ones. The transformation on the state space form,
leaving the transfer function invariant, are well understood in Kalman’s theory: they
correspond to a change of basis on the state. In our case they can be further partic-
ularised, due to the reciprocity property. We define first what we mean by circuit
realisation and describe then the associated transfer invariant transformations.

Definition 3.1.1 We will say that a state space triple (A,B,C), where A is a com-
plex N ×N matrix, B is N × 2 and C is 2×N is a circuit realisation if:

• A is symmetric, that is A = At

• B = Ct.

In this case we speak of the circuit realisation (A,B). In what precedes, (M,B) is
for example a circuit realisation. To every circuit realisation (A,B) we will associate
its admittance function Y (s) defined by,

Y (iω) = −iBt(ωId− A)−1B. (3.6)
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If (A,B) are real valued, simple arguments (diagonalise A) show that the associated
admittance matrix Y is a loss-less positive real matrix function.

Proposition 3.1.2 Suppose that (A,B) and (Â, B̂) are two minimal circuital reali-
sations of size N , having the same admittance function. There exists a non-singular
N ×N matrix P , such that

P tP = Id, Â = P tAP, B̂ = P tB. (3.7)

If (A,B) and (Â, B̂) are real valued, P is real and therefore an orthogonal matrix,
also called a similarity transform in the filtering community.

Proof. The proof relies on elementary realisation theory. We give it here because
it will be useful in further development. Let ON and CN (resp. ÔN and ĈN) be the
observability and controlability matrices of the realisation triple (A,B,Bt) (resp.
(Â, B̂, B̂t)). That is,

CN = (B,AB . . . , AN−1B) (3.8)

and ON = CtN . Equality in the admittance function, implies equality in the Markov
parameters BtAkB for all k ≥ 0,which in turn implies

ONCN = ÔN ĈN . (3.9)

Minimality implies that the observability and controlability matrices are full rank,
they admit therefore a pseudo inverse Ô#

N and Ĉ#N = (Ô#
N)t. From (3.9) we obtain,

ÔN = ONCN Ĉ#N ,

and,
ĈN = Ô#

NONCN . (3.10)

Now we set P = CN Ĉ#N a N × N matrix, mechanically we have P t = Ô#
NON , and

we verify that
P tP = Ô#

NONCN Ĉ#N = Ô#
NÔN ĈN Ĉ#N = Id

which proves that P is invertible with inverse P t. Now (3.10) implies B̂ = P tB.
Eventually from

ONACN = ÔN ÂĈN
we conclude that Â = P tAP . If the realisations are composed of real valued matrices,
the expression for P indicates that it is also the case for P which is therefore an
orthogonal matrix. �

In the rest of this chapter we will use the denomination "similarity transform"
for what mathematicians understand as "orthogonal matrix", that is a real valued
square matrix P such that P tP = Id. The engineering literature is therefore rich in
articles that describe in detail the computation of similarity transforms that allow
to obtain specific types of coupling topologies, when starting from the transversal
one or other canonical topologies. The most famous ones are those of R.J. Cameron,
see [50, 51, 52] but also those P. Macchiarella and S. Tamiazzo [53].

We will now describe a second canonical form, which is more suitable for ap-
plications and at heart of further developments for the computation of arbitrary
topologies.
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Proposition 3.1.3 Let Y be a loss-less 2 × 2 strictly proper reciprocal admittance
matrix of McMillan degree N ≥ 1. Let

Y =
∞∑

k=1

Gk

sk
,

be the formal development of Y at ∞ where the matrices Gk are called the Markov
parameters. Suppose G1 is diagonal, that is:

(G1)1,2 = (G1)2,1 = 0. (3.11)

If N = 1 we define our canonical form (B,M) to be the transversal one. Condition
(3.11) imposes in this case that only one of the elements of Y , a diagonal one (1, 1)
or (2, 2), is non zero of degree one, while all others vanish. Y is therefore essentially
a scalar response.

Suppose now that N ≥ 2. A similar situation to the preceding scalar case occurs,
if we suppose that one of the diagonal elements of G1 vanishes, that is (G1)1,1 = 0
or (exclusive) (G1)2,2 = 0. The admittance Y admits a real valued circuital minimal
realisation (B,M) where:

• B has a single non vanishing element, B1,1 or BN,2

• The only possibly non-vanishing elements of M are its diagonal, sub and sur-
diagonal (elements M(i, i+ 1) and M(i+ 1, i))

• None of the sur- or sub-diagonal elements vanishes.

• (M,B) is unique up to a similarity transform of the form P = diag(±1, · · ·±1)
in the sense that it is the only realisation of Y such that the unique non-
vanishing element of B is B1,1 or (exclusive) BN,2 and M non vanishing ele-
ments are situated on the diagonal, the sur- and sub-diagonal.

• Y has only one non-zero element, a diagonal one, and is therefore essentially
scalar.

Suppose now that none of the diagonal elements of G1 vanishes. The admittance
Y admits a real valued circuital minimal realisation (B,M), where:

• B has two non vanishing elements, B1,1 and BN,2

• The only possibly non-vanishing elements of M are its diagonal, sub and sur-
diagonal (elements M(i, i + 1) and M(i + 1, i)), as well as its last line and
column (elements (N, i) and (i, N)).

• Only one element of the sub and sur-diagonal can vanish. In this case, say we
have Mi0−1,i0 = Mi0,i0−1 = 0, then M(i0 : N − 2, N) = M(N, i0 : N − 2) = 0.

• Suppose the 1 < k ≤ N − 1 first Markov parameters are diagonal, then M(1 :
k−1, N) = M(N, 1 : k−1) = 0. In particular if Y corresponds to a scattering
matrix S with no transmission zeros at finite frequencies, then M has a purely
inline topology (inline means that the resonators are coupled in a row).



3.1. LOW-PASS CIRCUIT PROTOTYPE AND CANONICAL COUPLING TOPOLOGIES37

• If Y1,2 = Y2,1 = 0 then M(N, 1 : N − 2) = M(1 : N − 2 : N) = 0 and one of
the sur- or sub-diagonal elements is 0.

• The realisation is "unique" up to a signed diagonal similarity transform of
the form P = diag(±1, · · · ± 1). Here "unique" means, that the sole circuit
realisation (B,M) of Y that has zero elements as previously specified.

Here is a schematic of the matrix M in the regular case (all Mi,i+i 6= 0),



+ ∗ 0 0 0 0 +

∗ + ∗ . . . . . . . . . +

0 ∗ +
. . . . . . . . . +

0
. . . . . . . . . . . . . . . +

0
. . . . . . . . . + ∗ +

0
. . . . . . . . . ∗ + ∗

+ + + + + ∗ +




where the ∗ symbol has been used for non zero elements, and + for possibly non
vanishing ones. Because of the arrow shape of the coupling matrix M , this topology
is often called the arrow form. Here is a schematic of the degenerate case, where
Mi0,i0−1 = 0. 



+ ∗ 0 0 0 0 +

∗ + ∗ . . . . . . . . . +

0 ∗ + 0
. . . . . . +

0
. . . 0

. . . ∗ . . . 0

0
. . . . . . ∗ + ∗ 0

0
. . . . . . . . . ∗ + ∗

+ + + 0 0 ∗ +




.

Proof. In this proof we will make heavy use of orthogonalisation processes. For
two vectors u, v in Ck, we note u.v = utv. The . operator is an inner product in
Ck, and the classical scalar product in Rk. In addition, for a vector v such that
v.v 6= 0 and v.v is not negative real, we define N (v) = v/

√
v.v where the branch of

the square root is selected, that yields results with a positive real value.
Suppose N = 1. In this case, B is made of two scalars, B1,1 and B1,2, and

condition (3.11) states B1,1B1,2 = 0. Therefore either B1,1 = 0 or B1,2 = 0 Both
cannot be zero at the same time because this would imply Y = 0, contradicting
the hypothesis on the McMillan degree. Inspection of the realisation formula (3.6)
yields the announced result in this case.

Suppose now N ≥ 2, and denote by (Bt,Mt) a transversal realisation of Y .
We denote by w1 and wN , the first and second real valued column vectors of Bt.
Condition (3.11), which indicates that Bt

tBt is diagonal, is to the effect that

w1.wN = 0. (3.12)

Suppose that one of the diagonal elements of G1, say (G1)2,2 = wN .wN is zero. We
have therefore wN = 0. Y is therefore scalar again, with non zero element Y1,1. We
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will now determine an orthogonal matrix P that allows to transform (Bt,Mt) to a
realisation possessing the expected topology. We denote by [v1, v2 . . . vN ] = P the
column vectors of P , and set v1 = N (w1). To proceed further we define,

w2 = Mtw1 −
(Mtw1.w1)

w1.w1

w1.

As the controlability matrix of (Mt, Bt) is full rank, w2 6= 0 as otherwiseMtw1 would
be proportional to w1, which is in contradiction with N > 1. We fix v2 = N (w2), a
vector by construction orthogonal to v1. Invoking again the minimality of (Bt,Mt),
we define step by step all wk till k = N , and their normalized version vk, using the
recurrence formula for i > 2,

wi = Mtwi−1 −
(Mtwi−1.wi−1)

wi−1.wi−1
wi−1 −

(Mtwi−1.wi−2)

wi−2.wi−2
wi−2. (3.13)

Indeed, if a zero vector occurred at index i = i0, we would find a strict subspace
spanned by {w1 . . . wi0−1}, stable byMt and containing w1 the sole non-zero column
vector of Bt: a contradiction. It remains to prove that the wi form an orthogonal
family. Suppose by induction that {w1, w2 . . . wp−1} form an orthogonal family (p ≥
3). By formula (3.13) wp is orthogonal to wp−1, wp−2. So if p = 3 we are set. If
p > 3, we compute for 1 < k ≤ p− 3

wp.wp−2−k = Mtwp−1.wp−2−k

= wp−1.Mtwp−2−k

= 0.

(3.14)

The first equality in (3.14) is obtained by noting that wp decomposes as a linear
combination of the family (Mtwp−1, wp−1, wp−2), the last two vectors of which are
orthogonal to wp by the induction hypothesis. The second equality occurs because
Mt is self-adjoint. Eventually the fact that Mtwp−2−k is by construction a linear
combination of vectors of the family {wp−1−k, wp−2−k, wp−3−k}, all vectors orthogonal
to wp−1, yield the third equality. Define M = P tMtP and B = P tBt. From the
formula Mi,j = vi.Mtvj and relation (3.13) we conclude that M has the announced
topology. The only no vanishing term of B is B(1, 1) =

√
w1.w1. For 1 < i ≤ N

using (3.13) we obtain,

Mi,i−1 = vi.Mtvi−1 =

√
wi.wi

wi−1.wi−1
> 0

which implies the non-vanishing of the sur- and sub-diagonal terms of M . Unique-
ness is proven easily when starting from a circuit realisation (M,B) with correspond-
ing topology, and looking for a similarity P yielding another one with same shape.
The first vector of P needs, obviously in order to preserve the shape of B, to be of
the form v1 = (±1, 0, . . . 0)t. Then by computing Mv1 and removing its projection
on v1 we find that v2 needs to be of the form v2 = (0,±1, 0, . . . 0)t. Carrying on,
this argument finishes the proof for this case.

Suppose now that N > 2 and none of the diagonal elements of G1 are zero.
Proceeding in the same manner as before we set B = [w1, wN ], where w1 and wN
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are two non zero vectors, because w1.w1 = (G1)1,1 and wN .wN = (G1)2,2. Following
the same reasoning, we set v1 = N (w1) and vN = N (w2) and,

w2 = Mtw1 −
(Mtw1.w1)

w1.w1

w1 −
(Mtw1.wN)

wN .wN
wN .

Suppose first that w2 is not zero, we set v2 = N (w2) and continue for i > 2 with,

wi = Mtwi−1−
(Mtwi−1.wi−1)

wi−1.wi−1
wi−1−

(Mtwi−1.wi−2)

wi−2.wi−2
wi−2−

(Mtwi−1.wN)

wN .wN
wN (3.15)

till a zero vector is found, at index i = i0. Following the same scheme of proof as
before, it is verified that all wk (resp. vk) produced this way form an orthogonal
(resp. othonormal) family. The index i0 is therefore at most N . If this is the case, a
complete similarity transform has been found, and one verifies that it produces the
expected arrow form, with non-zero sub and sur-diagonals. If i0 < N we start the
orthonormalisation process "from the other side" by setting

wN−1 = MtwN −
i0−1∑

k=1

MtwN .wk
wk.wk

wk −
MtwN .wN
wN .wN

wN (3.16)

Suppose wN−1 = 0. This would imply that (w1, . . . wi0−1, wN) spans a strict
subspace, stable byMt and containing w1 and wN the two line vectors of Bt: hence a
contradiction to minimality. We continue like this following the backward recurrence
formula for all i such that i0 < i < N ,

wi−1 = Mtwi −
Mtwi.wi
wi.wi

wi −
Mtwi.wi+1

wi+1.wi+1

wi+1 (3.17)

till all vectors of P are determined. We need now to prove that the newly determined
vectors are orthogonal one to another, and orthogonal to previously determined ones.
The recurrence formula (3.17) is the backward analog to (3.13) and is initiated with
vectors wN−1 and wN . We therefore have,

∀(i, j) ∈ {i0 . . . N}2, i 6= j, wi.wj = 0.

We state now following recurrence hypothesis R(p): for a given p ∈ {i0 . . . N − 1}
we have

∀l ∈ {1 . . . i0 − 1}, wp.wl = 0.

We will prove thatR(p) impliesR(p−1). Note thatR(N−1) is true by construction
by means of formula (3.16). Suppose now that R(p) is true for a given value p ∈
{i0 + 1 . . . N − 1}. For l ∈ {1 . . . i0 − 1} we have,

wp−1.wl = Mtwp.wl

= wp.Mtwl

= 0

(3.18)

where the first equality in (3.18) comes from (3.17) and R(p), while the third one
from the fact that Mtwl is by hypothesis in span(w1, w2 . . . wi0−1, wN). This con-
cludes the proof by induction, and indicates that matrix P constructed from the
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normalized version of the vectors wp is a similarity transform. The fact that the
realisation (M = P tMtP,B = P tBt) has the announced shape, is done exactly as in
the previous case, as well as the unicity property.

Suppose now that the k < N − 1 first Markov parameters are zero. We have

(G2)1,2 = (BtMB)1,2 = B1,1BN,2MN,1,

which is to effect that MN,N = 0. Under this hypothesis

(G2)1,2 = B1,1BN,2M1,2MN,2

which proves that MN,2 = 0. Iterating like this k − 1 times yields the result and
concludes the proof. �

Figure 3.3: Arrow form that can accommodate 4 transmission zeros.

The arrow topology has shown to be very useful because of its uniqueness prop-
erty that the transversal topology, for which the ordering of resonators is arbitrary,
does not have. When all the transmission zeros are at infinity, this form becomes
the classical inline topology where one resonator is coupled to the next one, which
is probably the topology the most used in practice. However, when high selectivity
is necessary, while keeping an overall number of resonators low, finite transmission
zeros are inevitable. When one transmission zero is allowed, the arrow form ex-
hibits a triplet, that is a group of resonators coupled in a triangular manner. In
this form the triplet necessarily includes the last resonator. Remarkable techniques
to move this triplet to other locations in the filter, based on the determination of
suitable similarity transforms applied to the arrow form, have been developed [53].
When the number of transmission zeros grows, the arrow form becomes intractable
in practice (see Figure 3.3): that is, the corresponding filter is impossible to build.
This comes from the high number of couplings the last resonator has to support:
in practice these couplings need to be realised by a certain proximity of the pair
of resonators to be coupled. Three or four couplings per resonator are therefore an
absolute maximum and have led engineers to look for alternative topologies that
tend to spread the “coupling effort” across the filter. To understand how the num-
ber of transmission zeros relates to the coupling topology, we state a well known
property among filter designers. The coupling graph is a non-oriented graph where
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the vertices represent the resonators and the edges the couplings. If a coupling is
present between resonator i and j, then an edge is drawn between the vertices i and
j.

Proposition 3.1.4 We consider here topologies with N resonators, where the input
port excites only one resonator, that we call the input resonator (numbered 1), and
the output port excites only one resonator, namely the output resonator (numbered
N). If in the coupling graph, the shortest path between the input and output resonator
is of length l, then the l first Markov parameters of its admittance are diagonal.
This implies that in the Belevitch form associated to the scattering matrix S of such
circuits, the transmission polynomial p2 has at most degree N − l − 1.

Proof. A proof of this proposition is available in [54], we give a quick justifi-
cation here because it is instructive. Let (M,B) be a circuital realisation with a
given topology and associated coupling graph. From the definition of the Markov
parameter, we want to determine for which integer k the (1, N) term ofMk becomes
non-zero. If one performs the symbolic computation of Mk, it is immediately seen
that the monomials appearing to express the element (i, j) of Mk are in correspon-
dence with the possible walks of length k from vertex i to vertex j. By the formula
for matrix product we have:

[M2]i,j =
N∑

k=1

Mi,kMk,j.

So each monomial Mi,kMk,j represents a possible walk of length 2 from i to j. In
particular if the shortest path between i and j in the coupling graph is of length
strictly greater than 2, we have [M2]i,j=0, whatever the values of the couplings
involved. Iterating this procedure, we conclude that the polynomial expression of
[Mk]1,N in terms of the Mi,j is zero, as long as k < l, where l is the shortest path
between node 1 and N . This yields the announced result. If the l first Markov
diagonal parameters of Y vanish (starting from k = 0), it is easy to see that this
is also the case for those of the associated scattering matrix S. Markov parameters
correspond to the formal expansion of the frequency response in powers of 1/s: the
vanishing of the k first elements, indicates a difference of k+1 between the numerator
and denominator of the transfer function. In the Belevitch form, where the degree
of the denominator is taken to be N , this indicates that the transmission polynomial
p2 of formula (2.1.1) is of degree at most N − l − 1. �

This result shows that there is a strong relation between the coupling topology
and the type of responses that are realisable with it: by the last result it is for
example hopeless to realize a response with 2 transmission zeros by means of an
inline topology. This result is however in no way sufficient: having a coupling
topology where the shortest input/output path is shorter than l, does not guarantee
that every response with less than N − l−1 transmission zeros will be synthesisable
this way: intuitively you need also enough parameters in your topology to “control”
these zeros. Having this in mind, researchers have designed approaches based on
optimization, to realize responses under arbitrary coupling topologies [55, 56, 57,
58, 50]. The optimization involved here is not of convex type. In particular these
methods have all in common that they offer no guarantee of success, nor answers
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in a certified manner to the questions : can a given response be synthesised by a
specified topology and, if yes, in how many ways ?

We therefore developed a framework to solve this problem in a general man-
ner: the latter is based on algebraic geometry techniques and the use of com-
puter algebra. Part of this work has been supported by the Inria ARC Sila that
brought together the Apics team and two researchers of the Inria Salsa team: Fab-
rice Rouillier and Jean-Charles Faugere. We define a coupling topology to be a
set of formal electrical parameters X, as well as their associated formal matrices
(B,M) with value in the polynomial ring C[X]. A topology σ is therefore a triple
(B,M,X). For example the in-line topology is described by the set of formal vari-
ables X = {B1,1, BN,2,M1,1 . . .MN,N ,M1,2 . . .Mi,i+1 . . .MN−1,N} as well as its ob-
viously structured matrices B and M with polynomial entries in the variables X.
If x ∈ Cr (where r is the cardinality of X) we note B(x),M(x) the evaluation at
the complex point x of the polynomial matrices B,M . For every topology σ with
parameter set X of cardinality r, and parametrised realisation, (B,M), we define
following realisation map:

πσ : Cr 7→ (C2×2)
2N−1

x 7→
(
Bt(x)B(x), Bt(x)M(x)B(x) . . . Bt(x)M2N−1(x)B(x)

)
.

(3.19)

The name realisation map is justified, by following proposition.

Proposition 3.1.5 Let σ = (B,M,X) and σ′ = (B′,M ′, X ′) two topologies of state
space size m ≤ N . Let (B(x),M(x)) be a minimal realisation of size m ≤ N for
a particular x ∈ Cr, and (B′(x′),M ′(x′)) a realisation obtained for the parameter
values x′ ∈ Cr′ of size m and parameter set X ′ of cardinality r′ . Suppose that we
have,

πσ(x) = πσ′(x′), (3.20)

then:

• (B′(x′),M ′(x′)) is minimal

• there exists P a m×m matrix, such that P tP = Id and B′(x′) = P tB(x) and
M ′(x′) = P tM(x)P

• (B′(x′),M ′(x′)) and (B(x),M(x)) have the same transfer function, that is
same admittance Y given by (3.6)

Proof. The proof is very similar to proposition 3.1.2. Let Cm (resp. C ′m)
and Om (resp. O′m) be the controlability and observability matrices associated to
(B(x),M(x)) and (B′(x′),M ′(x′)). Relation (3.20) is to the effect that OmCm =
O′mC ′m, and the minimality of (B,M) implies rank(OmCm) = rank(O′mC ′m) = m. If
(B′(x′),M ′(x′)) is not minimal, then at least one of the matrices C ′m or O′m is not full
rank and rank(O′mC ′m) < m : a contradiction. (B′(x′),M ′(x′)) is therefore minimal.
From now on, the proof is exactly the same as in proposition 3.1.2, and yields the
existence of the announced similarity transform, which in turn implies equality of
the admittances. �

We now define the admissible set of a topology, as well as its non-redundant
nature.
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Definition 3.1.2 For a topology σ = (B,M,X) with r = card(X) we define V (σ) =
πσ(Cr) to be its admissible set. It is equivalent by prop. 3.1.5, up to the closure
operation, to the set of all possible admittances the topology can generate, when its
parameters range over Cr.

Definition 3.1.3 Let σ = (B,M,X) be a topology. As a polynomial map, πσ has
a Jacobian matrix. On an non-empty open Zariski set of C[X] this Jacobian has
constant rank, which is often called its generic rank. We will say that a topology is
non-redundant, if the Jacobian of its realisation map is generically full rank, that is
of rank r = card(X).

Solving our coupling matrix synthesis problem is about inverting πσ on V (σ).
We have following properties,

Proposition 3.1.6 Let σ = (B,M,X) be a coupling topology, with r = card(X).
We have,

• V (σ) is an irreducible algebraic variety.

• If σ is non-redundant, then the dimension of V (σ) as an algebraic variety, is
r.

• If σ is non-redundant there exists an integer Θ(σ) such that all fibers of πσ
are generically of cardinality Θ(σ). More precisely there exists a non-empty
Zariski set U open in V (σ) such that ∀y ∈ U , card(π−1σ (y)) = θ(σ). U is
dense in V (σ) in both topologies (Zariski and euclidean). We call θ(σ) the
order of the topology σ. For topologies with sufficiently off-diagonal couplings
(for example the sub-diagonal, like in the arrow form) the order is a multiple
of 2N , due to the invariance of their fibers by a sign matrix. In this case we
call θr(σ) = θ(σ)/2N the reduced order of the topology.

• If σ1 and σ2 are two non-redundant topologies with parameter sets of the same
cardinality, and if V (σ1) ⊂ V (σ2) then V (σ1) = V (σ2)

• If σ1 and σ2 are coupling topologies, and V (σ1) ∩ V (σ2) 6= V (σ1), then gener-
ically, on a non-empty Zariski open set U of V (σ1), we have

∀y ∈ U, π−1σ2 (y) = ∅.

Proof. The proof of the three first assertions of this proposition is contained in the
purely “algebraic geometrical” proposition 3.1.7 to come. The two last assertions are
a consequence of a classical theorem: if V1 is an irreducible variety, and V2 a strict
sub-variety of V1 then dim(V1) > dim(V2) see [59, theorem 2.15]. �

We now come to the proposition proving previous assertions: the latter might
be classical to every specialist of algebraic geometry, but is difficult to find as is
in the literature. The vocabulary here is the one of algebraic geometry: when we
speak of a variety it is a an algebraic one etc...When we say that a property is true
generically on an algebraic variety Y , we mean that the set where it is true contains
a Zariski open subset of Y that is Zariski dense in Y .
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Proposition 3.1.7 Let f be a polynomial map from Cn 7→ Cm, with m ≥ n. We
define Y = f(Cn), where the closure is taken here in the classical euclidean sense.
Assume that the Jacobian of f is generically of full rank n on Cn. We have:

• Y is an irreducible algebraic variety of dimension n

• There exists a constant integer d > 0, and a non-empty Zariski open subset
U ⊂ Y such that ∀y ∈ U , the fibers f−1(y) are discrete and of cardinality d

• There exists a non-empty open Zariski subset V of Cn such that at each point
x ∈ V , the function f is a local parametrisation of Y at y = f(x) in the
language of smooth manifolds [60]. This means that there exists an euclidean
open neighbourhood V of y in Y , and U an open neighbourhood of x such that
the restriction of f to U , is a diffeomporhism from U → V .

Proof. We define Yc as the Zariski closure of f(Cn). From the fundamental
theorem of elimination theory, we have that f(Cn) is Zariski non empty and open
in Yc [61] which in turn is to the effect, by a theorem of Mumford [62, Chap. 10,
theorem 1], that it is dense in Yc in the euclidean topology. We have therefore
Y = Yc. As the Zariski closure of the image of a polynomial map [61, Prop.5
Chap.4], Y is irreducible and the first claim of the proposition is proven.

For the second assertion recall, that polynomial map f defines an isomorphic
inclusion, between the field of fractions of the coordinate ring of the Zariski closure
of its image and the fraction field of the coordinate ring of the variety where its is
defined. This map is called the pullback map of f [63, 64, 61], and denoted f ∗. In
our case,

f ∗ : C(Y) ↪→ C(X1, . . . , Xn),

where C(Y) denotes the fraction field of C[Y ] the coordinate ring of Y , which in turn
is isomorphic to C[X1, . . . , Xm]/I(Y), where I(Y) denotes the ideal defining Y . The
dimension of Y is equal to the transcendence degree of C(Y) over C and therefore
by the inclusion f ∗, we have that dim(Y) ≤ n. Suppose that the inequality is strict,
that is dim(Y) = k < n. By Bertini’s second theorem [63, Chap. 6, theorem 2.27]
there exists a Zarisky non-empty open subset W ⊂ Y such that ∀y ∈ Y the fiber
f−1(y) is non-singular and of dimension k−n > 0 according to our hypothesis. But
f−1(U) is Zarisky open in Cn, so that we can chose y such that the Jacobian of f is
of full rank n at x = f−1(y). A contradiction, as the function f is constant on the
non-singular variety f−1(y) containing x. Hence dim(Y) = n.

From the theorem on fibers of polynomial maps [63, Chap. 6, theorem 1.25] , we
have that their dimension is dim(Y)−n = 0, that is they are discrete. The inclusion
f ∗(C(Y)) ⊂ C(X1, . . . XN) is an algebraic field extension: as the transcendence
degrees of both fields are equal, the extension is of finite degree, say d. It is now
classical, see [59, theorem 11.1], that there exists a Zariski open set U of Y such
that above every y ∈ U there exist exactly d points of Cn.

Eventually let W be the set of non-singular points of Y : it is a Zariski open
subset, and so is f−1(W ). The intersection of the latter with the set of points of Cn

where the Jacobian of f is full rank, yields the set V described in the proposition.
�

Let’s summarize for the filter’s practitioner what we have come up with so far:
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• Each non-redundant coupling topology σ has an order θ(σ): it is the number
of different circuits with topology σ, with possibly complex couplings values,
that realize the same admittance matrix Y . This number is independent of the
considered admittance, as long as the admittance stays in the admissible set
V (σ) of the coupling topology: θ(σ) is an invariant of the coupling topology σ.
The number of equivalent circuits with real valued elements is not independent
of the considered admittance: it may vary between 0 and θ(σ).

• If two coupling topologies σ1, σ2 have two different admissible sets, and one is
not included in the other, then generically an element of the admissible set of
σ1 can not be realised with topology σ2 and vice a versa.

We now define a class of admissible sets, based on the arrow form.

Definition 3.1.4 Suppose N > 1, for k ≤ N − 2 let δNk be the arrow coupling
topology with parameter set,

Xk = {B1,1, BN,2} ∪ {i = 1 . . . N,Mi,i}∪
{i = 1 . . . N − 1,Mi,i+1} ∪ {i = 1 . . . k,MN,N−1−i}

(3.21)

with the associated realisation,

B =




B1,1 0
0 0
...

...
0 BN,2


 , M =




M1,1 M1,2 0 0 0

M1,2
. . . . . . 0 MN,N−1−k

0
. . . . . . . . . ...

0
. . . . . . . . . MN,N−1

0 MN,N−1−k . . . MN,N−1 MN,N



.

(3.22)
By proposition 3.1.3 this topology realizes all loss-less responses with at most k trans-
mission zeros. Conversely by the shortest path rule, all loss-less minimal admittance
realised this way have at most k transmission zeros. We denote by EN

k = VδNk .

Proposition 3.1.8 The coupling topology δNk is non redundant. We have θr(δNk ) =
1 and the dimension of V (δNk ) is 2N + k + 1.

Proof. We first prove that the generic McMillan degree of a realisation with cou-
pling topology δNk is N . Suppose that all parameters xk are different from zero but
possibly complex. Then starting from this arrow form (B(x),M(x)), and running
the orthogonalisation process described in proposition 3.1.3 shows that the canonical
base, represented by the matrix P = Id, is spanned by vectors of the controlability
matrix of (B(x),M(x)). This also shows, that we have uniqueness of the represen-
tation in arrow form of B(x),M(x) up to a sign matrix, and even here for complex
(but non-vanishing) values of the parameters.

Suppose now that δNk is redundant, that is that the generic rank of its jacobian is
j < 2N +k+ 1. A similar reasoning to that of proposition 3.1.7 shows that VδNk is of
dimension j. A repeated application of the theorem on the dimension of fibers yields
the existence of a non-empty Zariski open subset U of V (δNk ) such that ∀y ∈ U , the
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fibers π−1
δNk

(y) are of positive dimension N + k + 1 − j > 0. Now π−1
δNk

(U) is an non-
empty Zariski open subset dense in C2N+k+1, so that we can certainly find a complex
vector x0 ∈ C2N+k+1 with non-vanishing components, such that the fiber associated
to y0 = πδNk (x0) is of positive dimension. But this fiber is made of infinitely distinct
arrow forms, similar by proposition (3.1.5) to the minimal realisation B(x0),M(x0):
a contradiction. Eventually the unicity property (up to a sign matrix) proves that
the reduced order of this coupling topology is 1. �

We now come to a result on the compatibility conditions between coupling topolo-
gies we have been working for.

Proposition 3.1.9 Let σ be a non-redundant topology of size N with parameter set
X of length 2N +k+1. Suppose that its coupling graph has a shortest path of length
N − k − 1 between resonator 1 and N , then V (σ) = Ek. In particular, generically,
every loss-less admittance Y with at most k transmission zeros can be realised in
θ(σ) different realisations with topology σ. Among these, the number of real valued
realisations may vary with Y .

Proof. First suppose that the generic McMillan degree of σ is N . We pick a real
valued parameter set x0 such that in a euclidean open set U of C2N+k+1 containing
x0 the McMillan degree of (B(x),M(x)) is constant and equal to N . Examining
again the orthogonalisation process of Proposition 3.1.3, it is easily seen that it can
be carried out in the complex in exactly the same manner, unless an isotropic vector
wk is found, that is a complex vector such that:

wk.wk = 0.

All quantities occurring in this orthogonalisation process being rational functions of
the parameters in X, that is continuous functions away from their singular locus,
we conclude that upon shrinking U , every realisation (M(x), B(x)) with x ∈ U can
be put in arrow form δNk . But this indicates, that πσ(U) ⊂ EN

k . Now let p ∈ I(EN
k ),

where I(EN
k ) is the polynomial ideal associated to the variety EN

k . We have that for
all x ∈ U ,

p(πσ(x)) = 0,

and this is to the effect that p(σ(x)) vanishes on all C2n+k+1. Hence p ∈ I(V (σ)),
and I(EN

k ) ⊂ I(V (σ)) which in turn implies

V (σ) ⊂ EN
k .

But EN
k and V (σ) are irreducible varieties of same dimension, and therefore V (σ) =

EN
k . Eventually suppose that the generic McMillan degree of σ isM < N . The same

reasoning yields that V (σ) ⊂ EM
k , and hence dim(V (σ)) ≤ 2M+k+1 < 2N+k+1,

hence a contradiction. The generic McMillan degree of σ is N . �

3.1.1 Application

This approach to the coupling matrix synthesis problem has had a significant impact
on the field of microwave filters. For the first time it was mathematically proven
that some coupling topologies admit multiple solutions and a guaranteed method
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was designed to compute them all. This method relies on the use of Groebner basis
to compute the fibers π−1σ (y) for various topologies and specific responses y. The
latter has been possible thanks to the use of the wonderful tool FGb [65] by Jean-
Charles Faugère: probably one of the most efficient Gröbner engines in the world, to
paraphrase a famous beer add ! Thanks to it most classical coupling topologies have
been classified, their reduced order computed, and a reference solution processed. In
order to render computations practical, we developed a tool based on continuation
techniques called [66, Dedale-Hf]. It uses some database containing, for a specific
value y0 in the admissible set of each topology, the corresponding fiber π−1σ (y0)
computed by FGb. At hand of the latter, and for a y specified by the user, Dedale-
HF computes by continuation the fiber π−1σ (y), and this usually in a few seconds.
A heuristic based on homotopy techniques was also derived, as part of Dedale-HF,
to tackle, but with no guaranty of exhaustivity, problems where the computation of
the associated Gröbner has shown to be intractable.

The first papers describing the approach are [67, 68], and [68] is attached at
the end of the document in section 5.3.1. A classification effort and survey on the
realisation technique is given in [69] and reproduced in the bibliographic section (see
section 5.3.2). Eventually application of our techniques to the synthesis of complex
dual-band filters in extended box topology are considered in [70], and also present
in the bibliographic section (see section 5.3.3).

As an example, the 10th order extended box topology σ represented on Figure
3.4 has been analysed. The shortest path rule indicates that it can implement
filtering characteristics with at most 4 transmission zeros. The parameter set has a
cardinality of 25, which is also dim(E10

4 ) = 2×10+4+1. We check with a computer
system the generic rank of the Jacobian of πσ, by testing it at a random point. We
find that the latter is full rank, and therefore V (σ) = E10

4 . Now using Gröbner
basis, running on a finite field, we obtain that θ(σ) = 384. Running the Dedale-HF
heuristic or FGb (on the fied Q this time) on a computer with enough memory, we
compute a particular fiber π−1σ (y0). Solving the coupling matrix synthesis problem
for any other y is done by continuation using Dedale-HF. See [66][Dedale-HF] for
a classification of all usual coupling topologies. Eventually synthesis techniques for
circuits including frequency dependant couplings have also been studied [71]: for
the latter a complete algebraic theory is still missing.
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Figure 3.4: Extended box topology accommodating 4 transmission zeros. The re-
duced order of this topology is 384.



Chapter 4

Matching problems and
Nevalinna-Pick interpolation

We now come to the final chapter of this document, relative to matching problems.
This section will be relatively short as the publication [72] that we reproduce in the
bibliographic section (see section 5.4.1) is rather complete on this topic. Matching
problems occur when chaining a 2 × 2 scattering matrix S to a given load L (see
Figure 4.1), which is not perfectly resistive. The intention pursued is usually to
transmit the maximum possible power to the load, that is when S is supposed to
be loss-less, to minimize the unwanted reflexions obtained after chaining. Matching
problems are classically experienced with antennas, the input of which is seldom
matched, that is seldom purely resistive. When feeding the antenna with a signal,
one wants to get sure that most of it is radiated to free space and not reflected
back to the input. But this is not the only situation, where matching is crucial:
in multiplexer design for example, each channel filter needs to be matched to the
load constituted by the rest of the multiplexer that is the common wave guide and
the other channel filters. In a very general setting, matching problems occur each
time that two scattering systems are interconnected together and that transmission
of power between these systems is of importance. Usually one of these systems is
already designed, and the question remains how to design the second one to obtain
the best possible power “match”, that is the best possible power transfer between
both systems.

Consider the case of a loss-less 2×2 scattering matrix S, closed at port 2 on a re-
flexion coefficientL11 (see Figure. 4.1), the reflexion coefficient of which is considered
to be strictly dissipative:

∀ω ∈ R, |L1,1(ω)| < r < 1.

In order to be coherent with paper [72] we consider transfer functions of the real
frequency variable ω analytic in the lower half-plane C−. If we call G11 the reflexion

49
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Figure 4.1: 2×2 scattering system plugged to a load L with reflexion coefficient L11

coefficient of the system obtained after closing port 2, we obtain:

G11(ω) = S11(ω) +
S12(ω)S21(ω)L11(ω)

1− S22(ω)L11(ω)

=
S11(ω)− L11(ω) det(S(ω))

1− S22(ω)L11(ω)

= det(S(ω))
S22(ω)− L11(ω)

1− S22(ω)L11(ω)
. (4.1)

Let I be a compact interval of the frequency axis R. Mathematically, the match-
ing problem can be stated as:

PH : min
S∈H

max
ω∈I
|G11(ω)| = min

S∈H
max
ω∈I

∣∣∣∣∣
S22(ω)− L11(ω)

1− S22(ω)L11(ω)

∣∣∣∣∣ = min
S∈H

max
ω∈I

δ(S22(ω), L11(ω)).

where H is for the moment vaguely determined as a class of loss-less 2 × 2
scattering matrices where S is being searched for, and δ is the pseudo-hyperbolic
distance, defined in the unit disk by:

δ(u, v) =
u− v
1− uv .

If H is the class of all loss-less scattering matrices of, say maximal McMillan degree
N , PH is the classical finite dimensional matching problem, for which Bode, Fano
and Youla [73, 74], developed one of the most aesthetic theories of electrical engi-
neering in the sixties. Instead of looking for S directly, this approach considers the
Darlington 2 × 2 extension Ĝ, of G11, and L̂ the extension of the load L, together
with compatibility conditions to ensure that the load L̂ can be de-chained from Ĝ. If
zi are the transmission zeros of L̂ (the zeros in C− of p2p∗2 in the Belevitch form [30]),
considered here for simplicity to be strictly stable, this compatibility conditions take
the form:

Ĝ22(zi) = L̂22(zi). (4.2)



51

As |Ĝ22(w)| = |Ĝ11(w)|, the matching problem reformulates as,

PĤ : minG22∈Ĥmax
ω∈I
|G22(ω)|. (4.3)

where

Ĥ = {G, G is a Schur functions of degree ≤ N verifying conditions (4.2)}.

Problem PĤ is a difficult non-convex optimization problem. When compared with
the Zolotarev problem obtained in the previous chapter, the interpolation conditions
(4.2) make it impossible to formulate the latter solely in terms of the numerators
of the associated Belevitch form. It is the inability to solve this problem in an
efficient manner, that led the electrical engineering community to consider it in very
specific classes of responses: Tchebychev, Butterworth etc...[30], and with strong
restrictions on the degree of the load. But this rigidity and the understanding
that Tchebychev responses are by no means optimal in terms of matching, led the
community to abandon Fano and Youla’s approach and consider approaches based
on optimization, like the real frequency technique of Carlin [30]: the latter however,
offer no guaranty on optimality. We are currently studying in our team convex
relaxations techniques of problem PĤ.

Another important contribution to this problem, is due to the mathematician J.
W. Helton. In his reference papers [75] he considers the problem PH in H∞. Here
the problem becomes,

PH̃ : minG11∈H̃max
ω∈I
|G11(ω)|. (4.4)

where
H̃ = {h, h ∈ H∞ and h is a Schur function}.

By noting that hyperbolic disks are indeed classical euclidean disks Helton showed
that this problem is quasi-convex. He linked it, in a very similar manner to the
extremal problems studied in the first chapter of this document, namely to the
Nehari problem that solves the best approximation problem from L∞ to H∞. It
is remarkable however, that even in the H∞ case, the criterion obtained in PH̃ is
strictly positive in most classical cases. This is easily seen by the fact that perfect
matching on a interval I by a function G0 would mean,

∀ω ∈ I, G∗0(ω) = L11(ω).

But as L11 ∈ H∞, this would indicate that L11 can be continued analytically in C\J ,
where J = R \ I . Such functions can be built by means of Markov functions, but
this is a lot to ask for a load L: for example if L11 is a Schur non-constant rational
function, it can not be analytically continued in C \ J , and the criterion in PH̃ is
therefore strictly positive. In terms of microwave circuits, this means that even if
a matching circuit is allowed to possess infinitely many resonators, there is, for a
given load, a strict bound in terms of the reflexion level |G11| that can be achieved
on a given band I. This is a major difference when compared, for example, with the
filter synthesis problem considered in chapter 2, for which an arbitrary selectivity
level can be obtained, provided no bound on the degree of the filtering function is
given. The practical computation of these lower bounds is rendered possible thanks
to Helton’s theory of broad-band matching [76].
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Although infinite dimensional bounds are important, the practical matching
problem is usually considered for rather low degrees, say of maximal 10th order
when the matching and filtering functions are conceived in the same device. This is
essentially due to considerations on ohmic losses occurring inevitably in microwave
devices, and increasing with the system’s order. In an attempt to find a good starting
point for PH we tackled following interpolation problem,

Problem P : Given N distinct real frequencies (x1, x2 . . . xN), and r 6≡ 0 a
complex polynomial of degree at most N − 1, such that r(xk) 6= 0, k = 1, . . . , N ,
find (p, q) a pair of monic complex polynomials of degree N such that,

{
p
q
(xk) = L11(xk), for k = 1, .., N

qq∗ − pp∗ = rr∗
(4.5)

and q has no root in the open lower half-plane C− (i.e. q is stable in the broad
sense).

Problem P amounts to design a rational matching system S of degree N , which
ensures N perfect matching points at specified frequency points {x1, x2 . . . xN}. The
zeros of r, when they are real, can be seen as perfect attenuation points. If syn-
thesized according to these conditions, S can therefore be seen as a matching filter,
ensuring a good match of the load on a frequency band, while rejecting the signal
for frequencies away from it. The main result of [72] is the following,

Proposition 4.0.1 Problem P has a unique solution and it can be computed by
continuation techniques.

Proof. See [77]. �
Mathematically, problem P is a Nevanlinna-Pick interpolation problem [2, 78, 79]

under spectral constraints: the transmission polynomial r is fixed. The particularity
here is that the interpolation conditions are posed on the boundary of the analyticity
domain: in this sense it is a generalisation of [80, 81, 82]. These interpolation
problems have a long history, well detailed in [77], and reproduced in section 5.4.1.

Eventually, from discussion with engineers involved in the synthesis of complex
multiplexers, it appears that a fair amount of them intuitively uses proposition 4.0.1,
by fixing the location of the transmission zeros of each channel filter and imposing, by
means of optimisation, some perfect matching points in the form of (4.5). We hope
that our result and the associated certified computation techniques will bring some
insight and robustness in their procedures. Based on proposition (4.0.1) promising
studies are also being pursued in our team to design multiplexers.
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1 Abstract

We study best approximation to a given function, in the least square sense on a subset of the unit circle,
by polynomials of given degree which are pointwise bounded on the complementary subset. We show that
the solution to this problem, as the degree goes large, converges to the solution of a bounded extremal
problem for analytic functions which is instrumental in system identification. We provide a numerical
example on real data from a hyperfrequency filter.

2 Introduction

This paper deals with best approximation to a square summable function, on a finite union I of arcs of the
unit circle T, by a polynomial of fixed degree which is bounded by 1 in modulus on the complementary
system of arcs J = T \ I. This we call, for short, the polynomial problem. We are also concerned
with the natural limiting version when the degree goes large, namely best approximation in L2(I) by a
Hardy function of class H2 which is bounded by 1 on J . To distinguish this issue from the polynomial
problem, we term it the analytic problem. The latter is a variant, involving mixed norms, of constrained
extremal problems for analytic functions considered in [12, 3, 2, 13, 18]. As we shall see, solutions to
the polynomial problem converge to those of the analytic problem as the degree tends to infinity, in a
sense to be made precise below. This is why solving for high degree the polynomial problem (which
is finite-dimensional) is an interesting way to regularize and approximately solve the analytic problem
(which is infinite-dimensional). This is the gist of the present work.

Constrained extremal problems for analytic functions, in particular the analytic problem defined
above, can be set up more generally in the context of weighted approximation, i.e. seeking best approxi-
mation in L2(I, w) where w is a weight on I. In fact, that kind of generalization is useful for applications
as we shall see. As soon as w is invertible in L∞(I), though, such a weighted problem turns out to
be equivalent to another one with unit weight, hence the present formulation warrants most practical
situations. This property allows one to carry the analytic problem over to more general curves than the
circle. In particular, in view of the isomorphism between Hardy spaces of the disk and the half-plane
arising by composition with a Möbius transform [10, ch. 10], best approximation in L2(I) from H2 of the
disk can be converted to weighted best approximation in L2(I, w) from the Hardy space h2 of a half-plane
with I a finite union of bounded intervals on the line and w a weight arising from the derivative of the
Möbius transform. Since this weight is boundedly invertible on I, it follows that the analytic problem on
the circle and its analog on the line are equivalent. One may also define another Hardy space H2, say of
the right half-plane as the space of analytic functions whose L2-means over vertical lines are uniformly
bounded. Then, best approximation in L2(I) from H2 is equivalent to best approximation from H2 in
L2(I), i.e. weight is no longer needed. Of course, such considerations hold for many other domains and
boundary curves than the half-plane and the line, but the latter are of special significance to us as we
now explain.

Indeed, on the line, constrained extremal problems for analytic functions naturally arise in Engineering
when studying deconvolution issues, in particular those pertaining to system identification and design.
This motivation is stressed in [12, 4, 5, 19, 2], whose results are effectively used today to identify microwave
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devices [1, 14]. More precisely, recall that a linear time-invariant dynamical system is just a convolution
operator, hence the Fourier-Laplace transform of its output is that of its input times the Fourier-Laplace
transform of its kernel. The latter is called the transfer-function. Now, by feeding periodic inputs to a
stable system, one can essentially recover the transfer function pointwise on the line, but typically in a
restricted range of frequencies only, corresponding to the passband of the system, say I [9]. Here, the
type of stability under consideration impinges on the smoothness of the transfer function as well as on
the precise kind of recovery that can be achieved, and we refer the reader to [6, Appendix 2] for a more
thorough analysis. For the present discussion, it suffices to assume that the system is stable in the L2

sense, i.e. that it maps square summable inputs to square summable outputs. Then, its transfer function
lies in H∞ of the half-plane [15], and to identify it we are led to approximate the measurements on I
by a Hardy function with a bound on its modulus. Still, on I, a natural criterion from the stochastic
viewpoint is L2(I, w), where the weight w is the reciprocal of the pointwise covariance of the noise
assumed to be additive [16]. Since this covariance is boundedly invertible on I, we face an analytic
problem on the line upon normalizing the bound on the transfer function to be 1. This stresses how the
analytic problem on the line, which can be mapped back to the circle, connects to system identification.
Now, this analytic problem is convex but infinite-dimensional. Moreover, as Hardy functions have no
discontinuity of the first kind on the boundary [11, ch. II, ex. 7] and since the solution to an analytic
problem generically has exact modulus 1 on J , as we prove later on, it will typically oscillate at the
endpoints of I, J which is unsuited. One way around these difficulties is to solve the polynomial problem
for sufficiently high degree, as a means to regularize and approximately solve the analytic one. This was
an initial motivation by the authors to write the present paper, and we provide the reader in Section 6
with a numerical example on real data from a hyperfrequency filter. It must be said that the polynomial
problem itself has numerical issues: though it is convex in finitely many variables, bounding the modulus
on J involves infinitely many convex constraints which makes it of so-called semi-infinite programming
type. A popular technique to handle such problems is through linear matrix inequalities, but we found it
easier to approximate from below the polynomial problem by a finite-dimensional one with finitely many
constraints, in a demonstrably convergent manner as the number of these constraints gets large.

The organization of the paper is as follows. In section 3 we set some notation and we recall standard
properties of Hardy spaces. We state the polynomial and analytic problems in Section 4, where we also
show they are well-posed. Section 5 deals with the critical point equations characterizing the solutions,
and with convergence of the polynomial problem to the analytic one. Finally, we report on some numerical
experiment in Section 6.

3 Notations and preliminaries

Throughout we let T be the unit circle and I ⊂ T a finite union of nonempty open arcs whose complement
J = T \ I has nonempty interior. If h1 (resp. h2) is a function defined on a set containing I (resp. J),
we put h1 ∨ h2 for the concatenated function, defined on the whole of T, which is h1 on I and h2 on J .

For E ⊂ T, we let ∂E and
◦
E denote respectively the boundary and the interior of E when viewed

as a subset of T; we also let χE for the characteristic function of E and h|E for the restriction of h to
E. Lebesgue measure on T is just the image of Lebesgue measure on [0, 2π) under the parametrization
θ 7→ eiθ. We denote by |E| the measure of a measurable subset E ⊂ T, and if 1 ≤ p ≤ ∞ we write Lp(E)
for the familiar Lebesgue space of (equivalence classes of a.e. coinciding) complex-valued measurable
functions on E with norm

‖f‖Lp(E) =

(
1

2π

∫

E

|f(eiθ)|p dθ
)1/p

<∞ if 1 ≤ p <∞, ‖f‖L∞(E) = ess. sup
θ∈E
|f(eiθ)| <∞.

We sometimes indicate by LpR(E) the real subspace of real-valued functions. We also set

〈f, g〉E =
1

2π

∫

E

f(eiθ)g(eiθ) dθ (1)

whenever f ∈ Lp(E) and g ∈ Lq(E) with 1/p + 1/q = 1. If f and g are defined on a set containing E,
we write for simplicity 〈f, g〉E to mean < f|E , g|E > and ‖f‖Lp(E) to mean ‖f|E‖Lp(E). Hereafter C(E)
stands for the space of bounded complex-valued continuous functions on E endowed with the sup norm,
while CR(E) indicates real-valued continuous functions.

Recall that the Hardy space Hp is the closed subspace of Lp(T) consisting of functions whose Fourier
coefficients of strictly negative index do vanish. We refer the reader to [11] for standard facts on Hardy
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spaces, in particular those recorded hereafter. Hardy functions are the nontangential limits a.e. on T of
functions holomorphic in the unit disk D having uniformly bounded Lp means over all circles centered at
0 of radius less than 1:

‖f‖Hp = sup
0≤r<1

(
1

2π

∫ 2π

0

|f(reiθ)|p dθ
)1/p

if 1 ≤ p <∞, ‖f‖H∞ = sup
z∈D
|f(z)|. (2)

The correspondence between such a holomorphic function f and its non tangential limit f ] is one-to-one
and even isometric, namely the supremum in (2) is equal to ‖f ]‖p, thereby allowing us to identify f and
f ] and to drop the superscript ]. Under this identification, we regard members of Hp both as functions
in Lp(T) and as holomorphic functions in the variable z ∈ D, but the argument (which belongs to T in
the former case and to D in the latter) helps preventing confusion. It holds in fact that fr(e

iθ) = f(reiθ)
converges as r → 1− to f(eiθ) in Lp(T) when f ∈ Hp and 1 ≤ p <∞. It follows immediately from (2) and
Hölder’s inequality that, whenever g1 ∈ Hp1 and g2 ∈ Hp2 , we have g1g2 ∈ Hp3 if 1/p1 + 1/p2 = 1/p3.

Given f ∈ Hp, its values on D are obtained from its values on T through a Cauchy as well as a Poisson
integral [17, ch. 17, thm 11], namely:

f(z) =
1

2 i π

∫

T

f(ξ)

ξ − z dξ , and also f(z) =
1

2π

∫

T
Re

{
eiθ + z

eiθ − z

}
f(eiθ) dθ , z ∈ D, (3)

where the right hand side of the first equality in (3) is a line integral. The latter immediately implies
that the Fourier coefficients of a Hardy function on the circle are the Taylor coefficients of its power
series expansion at 0 when viewed as a holomorphic function on D. In this connection, the space H2 is
especially simple to describe: it consists of those holomorphic functions g in D whose Taylor coefficients
at 0 are square summable, namely

g(z) =
∞∑

k=0

akz
k : ‖g‖2H2 :=

∞∑

k=0

|ak|2 < +∞, g(eiθ) =
∞∑

k=0

ake
ikθ, (4)

where the convergence of the last Fourier series holds in L2(T) by Parseval’s theorem (and also pointwise
a.e. by Carleson’s theorem but we do not need this deep result). Incidentally, let us mention that for no
other value of p is it known how to characterize Hp in terms of the size of its Fourier coefficients.

By the Poisson representation (i.e. the second integral in (3)), a Hardy function g is also uniquely
represented, up to a purely imaginary constant, by its real part h on T according to:

g(z) = iImg(0) +
1

2π

∫

T

eiθ + z

eiθ − z h(eiθ) dθ , z ∈ D. (5)

The integral in (5) is called the Riesz-Herglotz transform of h and, whenever h ∈ L1
R(T), it defines a

holomorphic function in D which is real at 0 and whose nontangential limit exists a.e. on T with real part
equal to h. Hence the Riesz-Herglotz transform (5) assumes the form h(eiθ) + ih̃(eiθ) a.e. on T, where

the real-valued function h̃ is said to be conjugate to h. It is a theorem of M. Riesz [11, chap. III, thm

2.3] that if 1 < p <∞, then h̃ ∈ LpR(T) when h ∈ LpR(T). This neither holds for p = 1 nor for p =∞.
A nonzero f ∈ Hp can be uniquely factored as f = jw where

w(z) = exp

{
1

2π

∫ 2π

0

eiθ + z

eiθ − z log |f(eiθ)| dθ
}

(6)

belongs to Hp and is called the outer factor of f , while j ∈ H∞ has modulus 1 a.e. on T and is called
the inner factor of f . That w(z) in (6) is well-defined rests on the fact that log |f | ∈ L1 if f ∈ H1 \ {0};
it entails that a Hp function cannot vanish on a subset of strictly positive Lebesgue measure on T unless
it is identically zero. For simplicity, we often say that a function is outer (resp. inner) if it is equal, up
to a unimodular multiplicative constant, to its outer (resp. inner) factor.

Closely connected to Hardy spaces is the Nevanlinna class N+, consisting of holomorphic functions
in D that can be factored as jE, where j is an inner function and E an outer function of the form

E(z) = exp

{
1

2π

∫ 2π

0

eiθ + z

eiθ − z log ρ(eiθ) dθ

}
, (7)

with ρ a positive function such that log ρ ∈ L1(T) (though ρ itself may not be summable). Such a
function has nontangential limits of modulus ρ a.e. on T. The Nevanlinna class is instrumental in that
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N+ ∩ Lp(T) = Hp, see [10, thm 2.11] or [11, 5.8, ch.II]. Thus, formula (7) defines a Hp-function if and
only if ρ ∈ Lp(T).

Let Ĉ = C ∪ {∞} be the Riemann sphere. The Hardy space H̄p of Ĉ \ D can be given a treatment
parallel to Hp upon changing z into 1/z. Specifically, H̄p consists of functions in Lp(T) whose Fourier
coefficients of strictly positive index do vanish; these are, a.e. on T, the complex conjugates of Hp-
functions, and they can also be viewed as nontangential limits of functions analytic in Ĉ \ D having
uniformly bounded Lp means over all circles centered at 0 of radius bigger than 1. We further single out
the subspace H̄p

0 of H̄p, consisting of functions vanishing at infinity or, equivalently, having vanishing

mean on T. Thus, a function belongs to H̄p
0 if, and only if it is of the form e−iθg(eiθ) for some g ∈ Hp.

For G ∈ H̄p
0 , the Cauchy formula assumes the form :

G(z) =
1

2 i π

∫

T

G(ξ)

z − ξ dξ , z ∈ Ĉ \ D. (8)

It follows at once from the Cauchy formula that the duality product 〈 , 〉T makesHp and H̄q
0 orthogonal

to each other, and it reduces to the familiar scalar product when p = q = 2. In particular, we have the
orthogonal decomposition :

L2(T) = H2 ⊕ H̄2
0 . (9)

For f ∈ C(T) and ν ∈M, the space of complex Borel measures on T, we set

ν.f =

∫

T
f(eiθ) dν(θ) (10)

and this pairing induces an isometric isomorphism between M (endowed with the norm of the total
variation) and the dual of C(T) [17, thm 6.19]. If we let A ⊂ H∞ designate the disk algebra of functions
analytic in D and continuous on D, and if A0 indicates those functions in A vanishing at zero, it is easy
to see that A0 is the orthogonal space under (10) to those measures whose Fourier coefficients of strictly
negative index do vanish. Now, it is a fundamental theorem of F. and M. Riesz that such measures are
absolutely continuous, that is have the form dν(θ) = g(eiθ) dθ with g ∈ H1. The Hahn-Banach theorem
implies that H1 is dual via (10) to the quotient space C(T)/A0 [11, chap. IV, sec. 1]. Equivalently, H̄1

0

is dual to C(T)/A under the pairing arising from the line integral :

(ḟ , F ) =
1

2iπ

∫

T
f(ξ)F (ξ) dξ , (11)

where F belongs to H̄1
0 and ḟ indicates the equivalence class of f ∈ C(T) modulo A. Therefore, contrary

to L1(T), the spaces H1 and H̄1
0 enjoy a weak-* compactness property of their unit ball.

We define the analytic and anti-analytic projections P+ and P− on Fourier series by :

P+

( ∞∑

n=−∞
ane

inθ

)
=

∞∑

n=0

ane
inθ, P−

( ∞∑

n=−∞
ane

inθ

)
=

−1∑

n=−∞
ane

inθ .

It is a theorem of M. Riesz theorem [11, ch. III, sec, 1] that P+ : Lp → Hp and P− : Lp → H̄p
0 are

bounded for 1 < p <∞, in which case they coincide with the Cauchy projections:

P+(h)(z) =
1

2iπ

∫

T

h(ξ)

ξ − z dξ, z ∈ D, P−(h)(s) =
1

2iπ

∫

T

h(ξ)

s− ξ dξ, s ∈ Ĉ \ D. (12)

When restricted to L2(T), the projections P+ and P− are just the orthogonal projections onto H2 and
H̄2

0 respectively. Although P±(h) needs not be the Fourier series of a function when h is merely in
L1(T), it is Abel summable almost everywhere to a function lying in Ls(T) for 0 < s < 1 and it can be
interpreted as a function in the Hardy space of exponent s that we did not introduce [10, cor. to thm
3.2]. To us it will be sufficient, when h ∈ L1, to regard P±(f) as the Fourier series of a distribution.

Finally, we let Pn denote throughout the space of complex algebraic polynomials of degree at most n.
Clearly, Pn ⊂ Hp for all p.

4 Two extremal problems

We first state the polynomial problem discussed in Section 2. We call it PBEP (n) for “Polynomial
Bounded Extremal Problem”:
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PBEP(n)
For f ∈ L2(I), find kn ∈ Pn such that |kn(eiθ)| ≤ 1 for a.e. eiθ ∈ J and

‖f − kn‖L2(I) = inf
g∈Pn

|g|≤1a.e. on J

‖f − g‖L2(I) . (13)

Next, we state the analytic problem from Section 2 that we call ABEP for “Analytic Bounded Extremal
Problem”:

ABEP
Given f ∈ L2(I), find g0 ∈ H2 such that |g0(eiθ)| ≤ 1 a.e. on J and

‖f − g0‖L2(I) = inf
g∈H2

|g|≤1a.e. on J

‖f − g‖L2(I) . (14)

Note that, in ABEP , the constraint |g| ≤ 1 on J could be replaced by |g| ≤ ρ where ρ is a positive
function in L2(J). For if log ρ ∈ L1(J) then, denoting by w1∨(1/ρ) the outer factor having modulus 1 on
I and 1/ρ on J , we find that g ∈ H2 satisfies |g| ≤ ρ on J if and only if h = gw1∨(1/ρ) lies in H2 and
satisfies |h| ≤ 1 on J . It is so because, for g as indicated, h lies in the Nevanlinna class by construction
and |h||I = |g||I while |h||J = |g||J/ρ. If, however, log ρ /∈ L1(J), then we must have

∫
J

log ρ = −∞
because ρ ∈ L2(J), consequently the set of candidate approximants reduces to {0} anyway because a
nonzero Hardy function has summable log-modulus. Altogether, it is thus equivalent to consider ABEP
for the product f times (w1∨ρ−1)|I . A similar argument shows that we could replace the error criterion

‖.‖L2(I) by a weighted norm ‖.‖L2(I,w) for some weight w which is non-negative and invertible in L∞(I).
Then, the problem reduces to ABEP for f(wρ1/2∨0)

I
.

Such equivalences do not hold for PBEP (n) because the polynomial character of kn is not preserved
under multiplication by outer factors. Still, the results to come continue to hold if we replace in PBEP (n)
the constraint |kn| ≤ 1 by |kn| ≤ ρ on J and the criterion ‖.‖L2(I) by ‖.‖L2(I,w), provided that ρ ∈ C(J)
and that w is invertible in L∞(I). Indeed, we leave it to the reader to check that proofs go through with
obvious modifications.

After these preliminaries, we are ready to state a basic existence and uniqueness result.

Theorem 1 . Problems PBEP (n) and ABEP have a unique solution. Moreover, the solution g0 to
ABEP satisfies |g0| = 1 almost everywhere on J , unless f = g|I for some g ∈ H2 such that ‖g‖L∞(J) ≤ 1.

Proof. Consider the sets
En = {g|I : g ∈ Pn, ‖g‖L∞(J) ≤ 1},
F = {g|I : g ∈ H2, ‖g‖L∞(J) ≤ 1}.

Clearly En ⊂ F are convex and nonempty subsets of L2(I), as they contain 0. To prove existence and
uniqueness, it is therefore enough to show they are closed, for we can appeal then to well-known properties
of the projection on a closed convex set in a Hilbert space. Since En = Pn∩F , it is enough in fact to show
that F is closed. For this, let gm be a sequence in H2 with |gm||J ≤ 1 and such that (gm)|I converges
in L2(I). Obviously gm is a bounded sequence in L2(T), some subsequence of which converges weakly
to h ∈ H2. We continue to denote this subsequence with gm. The restrictions (gm)|I a fortiori converge
weakly to h|I in L2(I), and since the strong and the weak limit must coincide when both exist we find
that (gm)|I converges to h|I in L2(I). Besides, (gm)|J is contained in the unit ball of L∞(J) which is
dual to L1(J), hence some subsequence (again denoted by (gm)|J ) converges weak-* to some h1 ∈ L∞(J)
with ‖h1‖L∞(J) ≤ 1. But since (gm)|J also converges weakly to h|J in L2(J), we have that

〈h1, ϕ〉J = lim
m→∞

〈gm, ϕ〉J = 〈h|J , ϕ〉J

for all ϕ ∈ L2(J) which is dense in L1(J). Consequently h1 = h|J , thereby showing that ‖h‖L∞(J) ≤ 1,
which proves that F is closed.

Assume now that f is not the trace on I of an H2-function which is less than 1 in modulus on I. To
prove that |g0| = 1 a.e. on J , we argue by contradiction. If not, there is a compact set K of positive
measure, lying interior to J , such that ‖g0‖L∞(K) ≤ 1 − δ for some 0 < δ < 1; it is so because, by
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hypothesis, J must consist of finitely many closed arcs, of which one at least has nonempty interior. For
K ′ an arbitrary subset of K, consider the Riesz-Herglotz transform of its characteristic function:

hK′(z) =
1

2π

∫

K′

eiθ + z

eiθ − z dθ , z ∈ D, (15)

and put wt = exp(thK′) for t ∈ R, which is the outer function with modulus exp t on K ′ and 1 elsewhere.
By construction, g0wt is a candidate approximant in ABEP for all t < − log(1 − δ). Thus, the map
t 7→ ‖f − g0wt‖2L2(I) attains a minimum at t = 0. Because K is at strictly positive distance from I, we
may differentiate this expression with respect to t under the integral sign and equate the derivative at
t = 0 to zero which gives us 2Re〈f − g0, hK′g0〉I = 0. Replacing g0wt by ig0wt, which is a candidate
approximant as well, we get a similar equation for the imaginary part so that

0 = 〈f − g0 , hK′g0〉I = 〈(f − g0)ḡ0 , hK′〉I . (16)

Let eit0 be a density point of K and Il the arc centered at eit0 of length l, so that |Il ∩ K)|/l → 1 as
l→ 0. Since ∣∣∣∣

eit + eiθ

eit − eiθ −
eit0 + eiθ

eit0 − eiθ
∣∣∣∣ ≤

2l

dist2(K, I)
for eit ∈ Il ∩K, eiθ ∈ I, (17)

it follows by dominated convergence that

lim
l→0

1

|Il ∩K|

∫

Il∩K

∣∣∣∣
eit + eiθ

eit − eiθ −
eit0 + eiθ

eit0 − eiθ
∣∣∣∣ dt = 0, uniformly w.r. to eiθ ∈ I,

and therefore that

lim
l→0

hIl∩K(eiθ)

|Il ∩K|
=
eit0 + eiθ

eit0 − eiθ uniformly w.r. to eiθ ∈ I.

Applying now (16) with K ′ = Il∩K and taking into account that (eit0 +eiθ)/(eit0−eiθ) is pure imaginary
on I, we find in the limit, as l→ 0 that

1

2π

∫

I

eit0 + eiθ

eit0 − eiθ
(

(f − g0)ḡ0

)
(eiθ) dθ = 0. (18)

Next, let us consider the function

F (z) =
1

2π

∫

I

eiθ + z

eiθ − z
(

(f − g0)ḡ0

)
(eiθ) dθ = − 1

2π

∫

I

(
(f − g0)ḡ0

)
(eiθ)dθ +

1

iπ

∫

I

(
(f − g0)ḡ0

)
(ξ)dξ

ξ − z
which is the sum of a constant and of twice the Cauchy integral of (f − (g0)|I )(ḡ0)|I ∈ L1(I), hence is

analytic in Ĉ\I. Equation (18) means that F vanishes at every density point of K, and since a.e. point in
K is a density point F must vanish identically because its zeros accumulate in the interior of J . Denoting
by F+ and F− the nontangential limits of F from sequences of points in D or C \D respectively, we now
get from the Plemelj-Sokhotski formulas [11, ch. III] that

0 = F+(ξ)− F−(ξ) = (f − g0)(ξ)g0(ξ), a.e. ξ ∈ I.
Thus, either g0 is nonzero a.e. on I, in which case f = (g0)|I and we reach the desired contradiction, or

else g0 ≡ 0. In the latter case, if we put id for the identity map on T, we find that t 7→ ‖f− t idk‖2L2(I) has

a minimum at t = 0 for each integer k ≥ 0, since eiθ 7→ teikθ is a candidate approximant for t ∈ [−1, 1].
Differentiating with respect to t and expressing that the derivative at t = 0 is zero, we deduce that all
Fourier coefficients of non-negative index of (f − (g0)|I ) ∨ 0 do vanish. This means this last function lies
in H̄2, but as it vanishes on J it is identically zero, therefore f = (g0)|I in all cases.
Remark: the theorem shows that the constraint |g0| ≤ 1 on J is saturated in a very strong sense for
problem ABEP , namely |g0| = 1 a.e. on J unless f is already the trace of the solution on I. In contrast,
it is not true that ‖kn‖L∞(J) = 1 unless f = g|I for some g ∈ Pn such that ‖g‖L∞(J) < 1. To see this,
observe that the set En is not only closed but compact. Indeed, if we pick distinct points ξ1, · · · , ξn+1

in J and form the Lagrange interpolation polynomials Lj ∈ Pn such that Lj(ξj) = 1 and Lj(ξ`) = 0 if
` 6= j, we get a basis of Pn in which the coordinates of every g ∈ Pn meeting ‖g‖L∞(J) ≤ 1 are bounded
by 1 in modulus. Hence En is bounded in Pn, and since it is closed by the proof of Theorem 1 it is
compact. Thus, each f ∈ L2(I) has a best approximant from En, and if (pn)

I
is a best approximant to

f with pn ∈ Pn, then for λ > ‖pn‖L∞(J) we find that pn/λ is a best approximant to f/λ in L2(I) which
is strictly less than 1 on J . This justifies the remark.
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5 Critical point equations and convergence of approximants

At this point, it is worth recalling informally some basic principles from convex optimization, for which
the reader may consult [7]. The solution to a strictly convex minimization problem is characterized
by a variational inequality expressing that the criterium increases under admissible increments of the
variable. If the problem is smooth enough, such increments admit a tangent space at the point under
consideration (i.e. the solution) in the variable space. We term it the tangent space to the constraints,
and its orthogonal in the dual space to the variable space is called the orthogonal space to the constraints
(at the point under consideration). The variation of the objective function must vanish on the tangent
space to the constraints to the first order, thereby giving rise to the so-called critical point equation. It
says that the gradient of the objective function, viewed as an element of the dual space to the variable
space, lies in the orthogonal space to the constraints. If a basis of the latter is chosen, the coordinates
of the gradient in this basis are known as the Lagrange parameters. More generally, one can form the
Lagrangian which is a function of the variable and of the Lagrange parameters, not necessarily optimal
ones. It is obtained by adding the gradient of the criterion, at the considered value of the variable, with the
member of the orthogonal space to the constraints defined by the chosen Lagrange parameters. By what
precedes, the Lagrangian must vanish at the solution for appropriate values of the Lagrange parameters.
One can further define a function of the Lagrange parameters only, by minimizing the Lagrangian with
respect to the variable. This results in a concave function which gets maximized at the optimal value of
the Lagrange parameters for the original problem. This way, one reduces the original constrained convex
minimization problem to an unsconstrained concave maximization problem, called the dual problem. In
an infinite-dimensional context, the arguments needed to put this program to work may be quite subtle.

Below we derive the critical point equation for PBEP (n) described in (13). For g ∈ Pn define

E(g) = {x ∈ J, |g(x)| = ||g||L∞(J)},

which is the set of extremal points of g on J .

Theorem 2 A polynomial g ∈ Pn is the solution to PBEP (n) iff the following two conditions hold:

• ||g||L∞(J) ≤ 1,

• there exists a set of r distinct points x1, · · · , xr ∈ E(g) and non-negative real numbers λ1, · · · , λr,
with 0 ≤ r ≤ 2n+ 2, such that

〈g − f, h〉I +
r∑

j=1

λjg(xj)h(xj) = 0, ∀h ∈ Pn. (19)

Moreover the λj’s meet the following bound

r∑

j=1

λj ≤ 2||f ||2L2(I). (20)

We emphasize that the set of extremal points {xj , j = 1, . . . , r} is possibly empty (i.e r = 0).

Proof. Suppose g verifies the two conditions and differs from the solution kn. Set h = kn − g ∈ Pn and
observe that

Re
(
g(xi)h(xi)

)
= Re

(
g(xi)kn(xi)− 1

)
≤ 0, i = 1 . . . r. (21)

From the uniqueness and optimality of kn we deduce that

||kn − f ||2L2(I) = ||g − f + h||2L2(I)

= ||g − f ||2L2(I) + ||h||2L2(I) + 2Re〈g − f, h〉I
< ||g − f ||2L2(I).

Consequently Re〈g − f, h〉L2(I) < 0 which, combined with (21), contradicts (19).
Conversely, suppose that g is the solution to PBEP (n) and let φ0 be the R-linear forms on Pn given

by
φ0(h) = Re〈g − f, h〉I , h ∈ Pn.
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For each extremal point x ∈ E(g), define further a R-linear form φx by

φx(h) = Re
(
g(x)h(x)

)
, h ∈ Pn.

Put K for the union of these forms:

K = {φ0} ∪ {φx, x ∈ E(g)}.

If we let PR
n indicate Pn viewed as a real vector space, K is a subset of the dual (PR

n )∗. As J is closed
by definition, simple inspection shows that K is closed and bounded in (PR

n )∗ (it is in fact finite unless
g is a constant), hence it is compact and so is its convex hull K̂ as (PR

n )∗ is finite-dimensional. Suppose
for a contradiction that 0 6∈ K̂. Then, since (PR

n )∗∗ = PR
n because PR

n is finite-dimensional, there exists
by the Hahn-Banach theorem an h0 ∈ Pn such that,

φ(h0) ≥ τ > 0, ∀φ ∈ K̂.

The latter and the continuity of g and h0 ensure the existence of a neighborhood V of E(g) on T such that

for x in U = J ∩ V we have Re
(
g(x)h0(x)

)
≥ τ

2 > 0, whereas for x in J\U it holds that |g(x)| ≤ 1− δ
for some δ > 0. Clearly, for ε > 0 with ε||h0||L∞(J) < δ, we get that

sup
J\U
|g(x)− εh0(x)| ≤ 1. (22)

Moreover, assuming without loss of generality that ε < 1, it holds for x ∈ U that

|g(x)− εh0(x)|2 = |g(x)|2 − 2Re
(
g(x)h0(x)

)
+ ε2|h0(x)|2

≤ |g(x)|2 − 2Re
(
εg(x)h0(x)

)
+ ε2|h0(x)|2

≤ 1− ετ + ε2||h0||2L∞(J).

The latter combined with (22) shows that, for ε sufficiently small, we have

||g − εh0||L∞(J) ≤ 1. (23)

However, since

||f − g − εh0||2L2(J) = ||f − g||2L2(J) − 2εφ0(h0) + ε2||h0||2L2(J)

≤ ||f − g||2L2(J) − 2ετ + ε2||h0||2L2(J),
(24)

we deduce in view of (23) that for ε small enough the polynomial g − εh0 performs better than g in
FBEP , thereby contradicting optimality. Hence 0 ∈ K̂, therefore by Carathedory’s theorem [8, ch. 1,
sec. 5] there are r′ elements γj of K, with 1 ≤ r′ ≤ 2(n + 1) + 1 (the real dimension of PR

n plus one),
such that

r′∑

j=1

αjγj = 0 (25)

for some positive αj satisfying
∑
αj = 1. Of necessity φ0 is a γj , otherwise evaluating (25) at g yields

the absurd conclusion that

0 =

r′∑

j=1

αjγj(g) =

r′∑

j=1

αj |g(xj)|2 = 1.

Equation (25) can therefore be rewritten as

α1Re〈f − g, h〉I +
r′∑

j=2

αjRe(g(xj)h(xj)) = 0 ∀h ∈ Pn, α1 6= 0.

Dividing by α1 and noting that the last equation is also true with ih instead of h yields (19) with r = r′−1.
Finally, replacing h by g in (19) we obtain
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r∑

j=1

|λj | =
r∑

j=1

λj | = 〈f − g, g〉I ≤ 〈f − g, f − g〉I + |〈f − g, f〉I |

≤ ||f − g||2L2(I) + ||f − g||L2(I)||f ||L2(I)

≤ 2||f ||2L2(I)

where the next to last majorization uses the Schwarz inequality and the last that 0 is a candidate
approximant for PBEP (n) whereas g is the optimum.

The next result describes the behavior of kn when n goes to infinity, in connection with the solution
g0 to ABEP .

Theorem 3 Let kn be the solution to PBEP (n) defined in (13), and g0 the solution to ABEP described
in (14). When n → ∞, the sequence (kn)|I converges to (g0)|I in L2(I) , and the sequence (kn)|J
converges to (g0)|J in the weak-* topology of L∞(J), as well as in Lp(J)-norm for 1 ≤ p <∞ if f is not
the race on I of a H2-function which is at most 1 in modulus on J . Altogether this amounts to:

lim
n→∞

||g0 − kn||Lp(T) = 0, 1 ≤ p ≤ 2, (26)

lim
n→∞

〈kn, h〉J = 〈g0, h〉J ∀h ∈ L1(J), (27)

if f 6= g0 on I, lim
n→∞

||g0 − kn||Lp(J) = 0, 1 ≤ p <∞. (28)

Proof. Our first objective is to show that g0 can be approximated arbitrary close in L2(I) by polynomials
that remain bounded by 1 in modulus on J . By hypothesis I is the finite union of N ≥ 1 open disjoint
sub-arcs of T. Without loss of generality, it can thus be written as

I =

N⋃

i=1

(eiai , eibi), 0 = a1 ≤ b1 ≤ a2 · · · ≤ bN ≤ 2π.

Let (εn) be a sequence of positive real numbers decreasing to 0. We define a sequence (vn) in H2 by

vn(z) = g0(z) exp

(
− 1

2π

(
N∑

i=1

∫ ai+εn

ai

eit + z

eit − z log |g0|dt+

∫ bi

bi−εn

eit + z

eit − z log |g0|dt
))

Note that indeed vn ∈ H2 for n large enough because then it has the same modulus as g0 except over
the arcs (ai, ai + εn) and (bi − εn, bi) where it has modulus 1. We claim that (vn)|I converges to g0 in
L2(I) as n→∞. To see this, observe that vn converges a.e. on I to g0, for each z ∈ I remains at some
distance from the sub-arcs (ai, ai + εn) and (bi, bi + εn) for all n sufficiently large, hence the argument of
the exponential in (29) converges to zero as n→∞ by absolute continuity of log |g0|dt. Now, we remark
that by construction |vn| ≤ |g0|+ 1, hence by dominated convergence, we get that

lim
n→∞

||g0 − vn||L2(I) = 0.

This proves the claim. Now, let ε > 0 and 0 < α < 1 such that ||g0 − αg0||L2(I) ≤ ε
4 . Let also n0 be so

large that ||vn0
− g0||L2(I) ≤ ε

4 . For 0 < r < 1 define ur ∈ A (the disk algebra) by ur(z) = vn0
(rz) so

that, by Poisson representation,

ur(e
iθ) =

∫

T
Pr(θ − t)vn0(reit)dt,

where Pr is the Poisson kernel. Whenever eiφ ∈ J , we note by construction that |vn| = 1 a.e on the
sub-arc (ei(φ−εn0

), ei(φ+εn0 )). This is to the effect that

|ur(eiφ)| ≤
∫

T
Pr(φ− t)|vn0

(reit)|dt

≤ Pr(εn0
)

∫

T
|vn0

(reit)|dt+

∫ +εn0

−εn0

Pr(t)dt

≤ Pr(εn0)||vn0 ||L1(T) + 1 ≤ Pr(εn0)||vn0 ||L2(T) + 1
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by Hölder’s inequality. Hence, for r sufficiently close to 1, we certainly have that |ur| ≤ 1/α2 on J and
otherwise that ||ur − vn0

||2L2(I) ≤ ε
4 since ur → vn0

in H2. Finally, call q the truncated Taylor expansion

of ur (which converges uniformly to the latter on T), where the order of truncation has been chosen large
enough to ensure that |q| ≤ 1/α on J and that ||q − ur||2L2(I) ≤ ε

4 . Then, we have that

||αq − g0||L2(I) ≤ α
(
||q − ur||L2(I) + ||ur − vn0 ||L2(I) + ||vn0 − g0||L2(I)

)
+ ||g0 − αg0||L2(I)

≤ ε.

Thus, we have found a polynomial (namely αq) which is bounded by 1 in modulus on J and close by ε
to g0 in L2(I). By comparison, this immediately implies that

lim
n→∞

||f − kn||L2(I) = ||f − g0||L2(I), (29)

from which (26) follows by Hölder’s inequality. Moreover, being bounded in H2, the sequence (kn) has a
weakly convergent sub-sequence. The traces on J of this subsequence are in fact bounded by 1 in L∞(J)-
norm, hence up to another subsequence we obtain (knm) converging also in the weak-* sense on J . Let g be
the weak limit (H2 sense) of knm , and observe that g|J is necessarily the weak-* limit of (knm)|J in L∞(J),
as follows by integrating against functions from L2(J) which is dense in L1(J). Since balls are weak-*
closed in L∞(J), we have that ||g||L∞(J) ≤ 1, and it follows from (29) that ||f − g||L2(I) = ||f − g0||L2(I).
Thus, g = g0 by the uniqueness part of Theorem 1. Finally, if f 6= g0 on J , then we know from Theorem
1 that |g0| = 1 a.e. on J . In this case, (29) implies that lim sup ||knm ||L2(T) ≤ ||g0||L2(T), and since the
norm of the weak limit is no less than the limit of the norms it follows that (knm)|J converges strongly to
(g0)|J in the strictly convex space L2(J). The same reasoning applies in Lp(J) for 1 < p <∞. Finally we
remark that the preceding arguments hold true when kn is replaced by any subsequence of itself; hence
kn contains no subsequence not converging to g0 in the sense stated before, which achieves the proof.

We come now to an analog of theorem 2 in the infinite dimensional case. We define H2,∞
J and H2,1

I

to be the following vector spaces:

H2,∞
J = {h ∈ H2, ||h||L∞(J) <∞},

H2,1
I = {h ∈ H1, ||h||L2(I) <∞},

endowed with the natural norms. We begin with an elementary lemma.

Lemma 1 Let v ∈ L1(J) such that P+(0 ∨ v) ∈ H2,1
I . Then:

∀h ∈ H2,∞
J , 〈P+(0 ∨ v), h〉T = 〈v, h〉J .

Proof. Let u be the function defined on T by

u = (0 ∧ v)−P+(0 ∨ v).

By assumption u ∈ L1(T), and by its very definition all Fourier coefficients of u of non-negative index
vanish. Hence u ∈ H̄1

0 , and since it is L2 integrable on I where it coincides with −P+(0∨v), .we conclude
that u ∈ H2,1

I and that u(0) = 0 Now, for h ∈ H2,∞
J we have that

〈vχJ , h〉T = 〈u, h〉T + 〈P+(0 ∨ v), h〉T
= u(0)h(0) + 〈P+(0 ∨ v), h〉T
= 〈P+(0 ∨ v), h〉T

(30)

where the second equality follows from the Cauchy formula because (uh) ∈ H1.

Theorem 4 Suppose that f ∈ L2(I) is not the trace on I of a H2-function of modulus less or equal to 1
a.e on J . Then, g ∈ H2 is the solution to ABEP iff the following two conditions hold.

• |g(eiθ)| = 1 for a.e. eiθ ∈ J ,
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• there exists a nonnegative real function λ ∈ L1
R(J) such that,

∀h ∈ H2,∞
J , 〈g − f, h〉I + 〈λg, h〉J = 0. (31)

Proof. Suppose g verifies the two conditions and differs from g0. Set h = (g0 − g) ∈ H2,∞
J and observe

that

Re〈λg, h〉J =
1

2π

∫

J

λ(Re(gg0)− 1) ≤ 0. (32)

In another connection, since −h is an admissible increment from g0, the variational inequality character-
izing the projection onto a closed convex set gives us (cf. Theorem 1) Re〈g0 − f, h〉I ≤ 0, whence

Re〈g − f, h〉I = Re〈g0 − f, h〉I − 〈h, h〉I < 0

which, combined with (32), contradicts (31).
Suppose now that g is the solution of ABEP . The property that |g| = 1 on J has been proven in

Theorem 1. In order to let n tend to infinity, we rewrite (19) with self-explaining notations as

〈kn − f, eimθ〉I +

r(n)∑

j=1

λnj kn(eiθ
n
j )eimθ

n
j = 0, ∀m ∈ {0 . . . n}, . (33)

We define (Λn), n ∈ N, to be a family of linear forms on C(J) defined as

Λn(u) =

r(n)∑

j=1

λnj kn(eiθ
n
j )u(eθ

n
j ), ∀u ∈ C(J).

Equation (20) shows that (Λn) is a bounded sequence in the dual C(J)∗ which by the Banach-Alaoglu
theorem admits a weak-* converging subsequence whose limit we call Λ. Moreover, the Riesz representa-
tion theorem ensures the existence of a complex measure µ to represent Λ so that, appealing to Theorem
3 and taking the limit in (33), we obtain

〈g0 − f, eimθ〉I +

∫

J

eimθdµ = 0, ∀m ∈ N.. (34)

Now, the F. and M. Riesz theorem asserts that the measure which is µ on J and (g0 − f)dθ on I is
absolutely continuous with respect to Lebesgue measure, because its Fourier coefficients of nonnegative
index do vanish, by (34). Therefore there is v ∈ L1(J) such that,

〈g0 − f, eimθ〉I + 〈v, eimθ〉J = 0, ∀m ∈ N ,

which is equivalent to
〈g0 − f, eimθ〉I + 〈λg0, eimθ〉J = 0, ∀m ∈ N, (35)

where we have set λ(z) = v(z)g0(z) ∀z ∈ J . Equation (35) means that

P+((g0 − f)χI) = −P+(0 ∨ λg0),

which indicates that P+(0 ∨ λg0) lies in H2. Thus, thanks to Lemma 1, we get that

〈g0 − f, u〉I + 〈λg0, u〉J = 0, ∀u ∈ H2,∞
J . (36)

In order to prove the realness as well as the nonnegativity of λ, we pick h ∈ C∞c,R(I), the space of smooth
real-valued functions with compact support on I, and we consider its Riesz-Herglotz transform

b(z) =
1

2π

∫

I

eit + z

eit − z h(eit) dt =
1

2π

∫

T

eit + z

eit − z χI(e
it)h(eit) dt . (37)

It is standard that b is continuous on D [11, ch. III, thm. 1.3]. For t ∈ R, define ωt = exp(tb)
which is the outer function whose modulus is equal to exp th on I and 1 on J . The function g0 ωλ is a
candidate approximant in problem ABEP , hence t 7→ ‖f − g0 ωt‖2L2(I) reaches a minimum at t = 0. By
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the boundedness of b, we may differentiate this function with respect to t under the integral sign, and
equating the derivative to 0 at t = 0 yields

0 = Re〈(f − g0)g0, b〉I = Re〈(f − g0), bg0〉I .

In view of (36), it implies that
0 = Re〈λg0, bg0〉J = Re〈λ, b〉J ,

where we used that |g0| ≡ 1 on J . Remarking that b is pure imaginary on J , this means

〈Im(λ), b〉L2(J) = 0, ∀h ∈ C∞c,R(I).

Letting h = hm range over a sequence of smooth positive functions which are approximate identies,
namely of unit L1(I)-norm and supported on the arc [θ− 1/m, θ+ 1/m] with eiθ ∈ I, we get in the limit,
as m→∞, that

〈Im(λ), (eiθ + .)/(eiθ − .)〉J = 0, eiθ ∈ I.
Then, appealing to he Plemelj-Sokhotski formulas as in the proof of Theorem 1, this time on J , we obtain
that Im(λ) = 0 which proves that λ is real-valued. Note that the argument based on the Plemelj-Sokhotski
formulas and the Hahn-Banach theorem together imply that the space generated by ξ 7→ (eiθ+ξ)/(eiθ−ξ),
as eiθ ranges over an infinite compact subset lying interior to J , is dense in Lp(I) for 1 < p < ∞. In
fact using the F. and M. Riesz theorem and the Plemelj-Sokhoski formulas, it is easy to see that such
functions are also uniformly dense in C(I). Then, using that ABEP is a convex problem, we obtain upon
differentiating once more that

Re〈(g0 − f)ḡ0, b
2〉I ≥ 0,

which leads us by (36) to

Re〈λ, ((eiθ + .)/(eiθ − .))2〉J = Re〈λg0, g0((eiθ + .)/(eiθ − .))2〉J ≤ 0, eiθ ∈ I.

By the density property just mentioned this implies that ((eiθ + .)/(eiθ − .))2|Ī is dense in the set of

nonpositive continuous functions on I, therefore λ ≥ 0. Note also that (35) implies (f − g0) ∨ λg0 ∈ H̄1,
hence it cannot vanish on a subset of T of positive measure unless it is the zero function. But this would
imply f = g a.e on I which contradicts the hypothesis. This yields λ > 0 a.e on J .

6 A numerical example

For practical applications the continuous constraint of PBEP on the arc J is discretized in m+ 1 points.
Suppose that J = {eit, t ∈ [−θ, θ]}, for some θ ∈ [0, π]. Call Jm the discrete version of the arc J defined
by

Jm = {eit, t ∈ {−θ +
2kθ

m
, k ∈ {0 . . .m}}

we define following auxiliary extremal problem:

DBEP(n,m)
For f ∈ L2(I), find kn,m ∈ Pn such that ∀t ∈ Jm |kn,m(t)| ≤ 1 and

‖f − kn,m‖L2(I) = min
g∈Pn

|g|≤1a.e. on Jm

‖f − g‖L2(I) . (38)

For the discretized problem DBEP(n,m), the following holds.

Theorem 5 For λ = (λ0, . . . , λm) ∈ Rm+1 and g ∈ Pn define the Lagrangian

L(λ, g) = ‖f − g‖L2(I) +
m∑

k=0

λk(|g(ei(−θ+
2kθ
m )|2 − 1)

, then

• Problem DBEP(n,m) has a unique solution kn,m,

12



Figure 1: Solution of DBEP at hand of partial scattering measurements of a microwave filter

• kn,m is also the unique solution of the concave maximisation problem:

to find gopt and λopt solving for max
λ≥0

min
g∈Pn

L(λ, g), (39)

where λ ≥ 0 means that each component of λ is non negative.

• For a fixed n, limm→∞ kn,m = kn in Pn.

The proof of Theorem 5 follows from standard convex optimization theory, using in addition that the
sup-norm of the derivative of a polynomial of degree n on T is controlled by the values it assumes at a set
of n+1 points. This depends on Bernstein’s inequality and on the argument using Lagrange interpolation
polynomials used in the Remark after Theorem 1.

In the minmax problem (39) , the minimization is a quadratic convex problem. It can be tackled
efficiently by solving the critical point equation which is a linear system of equations similar to (19).
Eventually, an explicit expression of the gradient and of the hessian of the concave maximization problem
(39) allows us for a fast converging computational procedure to estimate kn,m.

Figure (1) represents a solution to problem DBEP(n,m), where f is obtained from partial mea-
surement of the scattering reflexion parameter of a wave-guide microwave filter by the CNES (French
Space Agency). The problem is solved for n = 400 and m = 800, while the constraint on J has been
renormalized to 0.96 (instead of 1). The modulus of k400,800 is plotted as a blue continuous line while
the measurements |f | appear as red dots. As the reader can see, the fit is extremely good.

References

[1] L. Baratchart, J. Grimm, J. Leblond, M. Olivi, F. Seyfert, and F. Wielonsky. Identification d’un
filtre hyperfréquences par approximation dans le domaine complexe, 1998. INRIA technical report
no. 0219.

[2] L. Baratchart, J. Grimm, J. Leblond, and J.R. Partington. Asymptotic estimates for interpolation
and constrained approximation in H2 by diagonalization of toeplitz operators. Integral equations
and operator theory, 45:269–299, 2003.

[3] L. Baratchart and J. Leblond. Hardy approximation to Lp functions on subsets of the circle with
1 ≤ p <∞. Constructive Approximation, 14:41–56, 1998.

[4] L. Baratchart, J. Leblond, and J.R. Partington. Hardy approximation to L∞ functions on subsets
of the circle. Constructive Approximation, 12:423–436, 1996.

13



[5] L. Baratchart, J. Leblond, and J.R. Partington. Problems of Adamjan–Arov–Krein type on subsets
of the circle and minimal norm extensions. Constructive Approximation, 16:333–357, 2000.

[6] Laurent Baratchart, Sylvain Chevillard, and Fabien Seyfert. On transfer functions realizable with
active electronic components. Technical Report RR-8659, INRIA, Sophia Antipolis, 2014. 36 pages.

[7] J.M. Borwein and A.S. Lewis. Convex Analysis and Nonlinear Optimization. CMS Books in Math.
Can. Math. Soc., 2006.

[8] E. W. Cheney. Introduction to approximation theory. Chelsea, 1982.

[9] J. C. Doyle, B. A. Francis, and A. R. Tannenbaum. Feedback Control Theory. Macmillan Publishing
Company, 1992.

[10] P.L. Duren. Theory of Hp spaces. Academic Press, 1970.

[11] J.B. Garnett. Bounded analytic functions. Academic Press, 1981.

[12] M.G. Krein and P.Y. Nudel’man. Approximation of L2(ω1, ω2) functions by minimum– energy
transfer functions of linear systems. Problemy Peredachi Informatsii, 11(2):37–60, 1975. English
translation.

[13] J. Leblond and J. R. Partington. Constrained approximation and interpolation in hilbert function
spaces. J. Math. Anal. Appl., 234(2):500–513, 1999.

[14] Martine Olivi, Fabien Seyfert, and Jean-Paul Marmorat. Identification of microwave filters by ana-
lytic and rational h2 approximation. Automatica, 49(2):317–325, 2013.

[15] Jonathan Partington. Linear operators and linear systems. Number 60 in Student texts. London
Math. Soc., 2004.

[16] Rik Pintelon, Yves Rollain, and Johan Schoukens. System Identification: A Frequency Domain
Approach. Wiley, 2012.

[17] W. Rudin. Real and complex analysis. McGraw–Hill, 1987.

[18] A. Schneck. Constrained optimization in hardy spaces. Preprint, 2009.
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Identification of microwave filters by analytic and rationalH2

approximation
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Abstract

In this paper, an original approach to frequency identification is explained and demonstrated through an application in the
domain of microwave filters. This approach splits into two stages: a stable and causal model of high degree is first computed
from the data (completion stage); then, model reduction is performed to get a rational low order model. In the first stage the
most is made of the data taking into account the expected behavior of the filter. A reduced order model is then computed by
rational H2 approximation. A new and efficient method has been developed, improved over the years and implemented to solve
this problem. It heavily relies on the underlying Hilbert space structure and on a nice parametrization of the optimization set.
This approach guarantees the stability of the MIMO approximant of prescribed McMillan degree.

Key words: Low-pass filters; system identification; incomplete data; model reduction; analytic approximations; rational
approximation; lossless rational matrices; parametrization.

1 Introduction

The microwave filters that we consider are used in
telecommunication satellites for channel multiplexing.

Fig. 1. A microwave filter.

These electromagnetic waveguide filters are made of res-
onant cavities (see Figure 1) interconnected by coupling
irises (orthogonal double slits). Each cavity has 3 screws
which allow one to tune the filter. Using a low-pass trans-
formation these high-pass filters are usually modeled by
a low-pass electrical circuit (see Figure 2). In this model,

Email addresses: martine.olivi@inria.fr (Martine
Olivi), fabien.seyfert@inria.fr (Fabien Seyfert),
Jean-Paul.Marmorat@mines-paristech.fr (Jean-Paul
Marmorat).
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Fig. 2. Low-pass prototype.

Ω is the normalized frequency, each resonant cavity mode
is represented by a fictive resonant circuit (frequency
Mkk) and the coupling between modes (produced by the
irises) by impedance inverters (jMkl). In the remainder
of the paper we will adopt the mathematical notation, i
rather than j, for the square root of−1. Electrical power
transfer is then described by a scattering matrix. From
a mathematical viewpoint, the scattering matrix R is a
rational matrix function with complex coefficients which
is stable (poles with negative real parts) lossless (R(iω)
is unitary) and symmetric. The geometry of the filter is
characterized by the electrical parameters which appear
on a realization in particular form of the scattering ma-
trix. Namely, R(s) = I + C(s I −A)−1B with

C =

[
i
√

2r1 0 · · · 0

0 · · · 0 i
√

2r2

]
, B = Ct,

A = −R− iM, A = At r = − 1
2C

tC,

(1)
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where r1 and r2 are the input and output loads and the
matrix M is the coupling matrix. The structure of M
(non-zeros entries) specifies the way resonators are cou-
pled to one another. The McMillan degree of R corre-
sponds to the number of circuits, that is the number of
resonant modes or else two times the number of cavities.

The problem of extracting coupling parameters from fre-
quency scattering measurements is essential with a view
to reducing the cost of hardware and CAD tuning. The
direct approach consists in feeding to a generic optimizer
the function evaluating the scattering matrix from the
coupling parameters, in order to fit the data. However, it
often depends on a favorable initial guess and substantial
efforts are currently being spent to design more robust
methods. Another approach consists in first identifying
a rational (linear) model from the data. Then, the cou-
pling parameters are extracted from this rational model
using classical design methods. In the filter community,
the so-called Cauchy method is widely used to compute
the rational model [24], [1]. Let us point out three ma-
jor problems encountered in this direction, and in many
other methods proposed in the literature:

• there is no guarantee on the stability of the rational
model, i.e. the derived model can have unstable poles;
• there is no control on the McMillan degree of the

model;
• no constraint is imposed to the model outside the fre-

quency band of measurement (broadband), which may
result in unrealistic behavior there.

Many toolboxes propose input output identification,
while a few deal with frequency data. The software Vec-
tor Fitting and its Matrix Fitting extension (see [17],
[18] and the bibliography therein) has become popular
in the electromagnetic simulation community. However,
the convergence towards a stable rational approximant,
optimal in some least-square sense, is not guaranteed
by this algorithm. Moreover no control is given in the
MIMO case on the overall McMillan degree of the result,
but only on its number of distinct poles. The same prob-
lem arises with the Frequency Domain Identification
Toolbox [22] which only deals with SISO systems. This
is unacceptable for the application we have in mind,
in which the target McMillan degree is prescribed in
advance and given by the number of coupled resonators
present in the equivalent circuit of the filter.

To overcome these difficulties, we have developed a two
stage approach to identify a rational model from the
scattering data. A stable and causal model of high de-
gree is first computed from the data (completion stage);
then, model reduction is performed to get a model of the
prescribed order. The first stage will be addressed in Sec-
tion 3. Then we will consider the model reduction step.
We tackle this problem using rationalH2 approximation
and the original approach developed over the years in
[6], [14], [28]. We present here the state of the art of this

approach which includes an efficient parametrization of
balanced output pairs. The exposition is definitely ap-
plication oriented, so that the emphasis will be put on
the effective implementation of the method.

2 The Hilbert space framework

To deal with these completion and model reduction
problems, we thus favor an approach based on approxi-
mation. A relevant context to deal with approximation
is that of a Hilbert space. On the other hand, stabil-
ity and causality of a rational model are equivalent to
the analyticity of the transfer function in the closed
right half-plane (poles at finite distance in the open left
half-plane). We denote by C+ and C− the open right
and left half-planes. To properly handle stability and
causality, we embed rational functions in a larger space
of analytic functions in C+, namely a Hardy space nat-
urally endowed with an L2 norm. Note that, due to the
low-pass transformation, the frequency data and the
model that we consider do not satisfy the conjugacy
requirement. This is why we consider Hardy spaces of
complex functions.

The usual Hardy space of the half-plane, H2(C+), con-
sists of functions f analytic in C+, whose L2-norm re-
mains uniformly bounded on vertical lines,

sup
x>0

∫ ∞

−∞
|f(x+ iω)|2dω <∞.

The Hardy space of the left half-plane, H2(C−), is de-
fined in a similar way. An important fact is that the
Laplace transform gives an isometry from L2(R±) onto
H2(C±). It allows one to consider these Hardy spaces as
subspaces of L2(iR), the image of L2(R) by the Laplace
transform [32]. Moreover,

L2(iR) = H2(C+)⊕H2(C−).

Each function in L2(iR) can thus be decomposed as the
sum of a function inH2(C+) (stable part) and a function
in H2(C−) (anti-stable part).

However, a stable causal function which fails to be
strictly proper (to be 0 at ∞) does not belong to
L2(iR). In order to include these functions in our set-
ting, we shall replace the usual Lebesgue measure by
the weighted measure dµ(w) = dω

1+ω2 , which also has
the advantage to penalize high frequencies. The asso-
ciated Hardy spaces H2

µ(C+) and H2
µ(C−) are defined

in a similar way and can be viewed as subspaces of the
space L2(dµ) of functions defined on the imaginary axis
and such that

‖f‖2µ =

∫ ∞

−∞
|f(iω)|2 dω

1 + ω2
<∞.
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However, H2
µ(C+) and H2

µ(C−) fail to be orthogonal
complements, since their intersection is not empty
(it contains for example constant functions). For
f ∈ L2(dµ), we denote by P+(f) its orthogonal pro-
jection onto H2

µ(C+) (stable part) and by P−(f) its
orthogonal projection on the orthogonal complement of
H2
µ(C+) (unstable part). Hardy spaces thus provide an

interesting tool to estimate causality and stability of a
given transfer function.

3 Compensation of delay components and com-
pletion of the data

After the low-pass frequency transformation, we suppose
that the harmonic scattering measurements of the filter
yield the knowledge of a 2×2 matrix function S̃(iw) de-
fined on a strict sub-interval J of the imaginary axis. In
practice this function is obtained thanks to the interpo-
lation (splines) of a discrete set of measurement points.
The mathematical model we want to identify from these
measurements is given by

[
ei
α
2 h(w) 0

0 ei
β
2 h(w)

]
R(i w)

[
ei
α
2 h(w) 0

0 ei
β
2 h(w)

]
,

whereR is the 2×2 rational scattering matrix of the low-
pass model of the filter and the exponential terms are due
to the access lines used to perform the measurements.
The transformation h(w) maps normalized frequencies
(low-pass model) to high frequencies (original system).

In order to cast the identification problem to a ratio-
nal approximation problem we first need to identify the
non-rational delay components, that is to evaluate α and
β. We base our delay compensation procedure on ana-
lytic completion techniques [8], [7], [9]. The latter consist
in extending partial frequency measurements performed
on the broadband J to the whole imaginary axis un-
der causality constraints. In the special case of our filter
with rational response we will make the strong assump-
tion that, if the delay components are properly com-
pensated, the measurements can be extended on Jc (the
complementary of J on the imaginary axis) by a poly-
nomial of low order in the variable 1/iw such as to form
a causal transfer function. In other words, if Sij(iw) de-
notes the measurements for which the delays have been
compensated, we should be able to find a polynomial
pij(1/iw) of low degree such that the complemented el-
ements Sij(iw) ∨ pij(1/iw) have a ”small” anti-causal
component and have a smooth behavior at the bound-
aries of J . The simplicity of the extensions pij accounts
for the absence of delay and the fact that the measure-
ments on the broadband J already capture most of the
complexity of the rational responses, that can therefore
be represented on Jc by a short Taylor expansion pij at
infinity. We expose in what follows the convex optimiza-
tion problems that are considered to extract the delay

components and extend the data on the whole imaginary
axis.

To a given value τ of a delay compensation, we associate
the polynomial which gives the ”most causal” comple-
tion

pτ = arg min
p∈P
‖P−(S̃11(iw)e−iτh(w) ∨ p(1/iw))‖2µ, (2)

where P = {p; deg p ≤ nc, supw∈Jc |p(1/iw)| ≤ 1}. This
modular bound on p is meaningful as our filter is pas-
sive. We then choose the delay α to be the value of the
compensation τ that gives the smallest discontinuities
at the concatenation points between the data and pτ . To
determine β we proceed in the same manner using the
measurements of S̃22 instead of those of S̃11.

Now the delays are known, we improve the completion
by relaxing (2) and imposing a better behavior near the
concatenation points. We select a sub-collection of mea-
surement indices I = {k, |wk| > wc} where wc is cho-
sen sufficiently large (tail of the broadband J). We thus
consider the optimization problem :

min
p∈P

∑

k∈I
|p(1/iwk)− Sij(iwk)|2

under the additional constraint

‖P−(Sij(iw) ∨ p(1/iw))‖2µ ≤ E.

This problem has a unique optimal solution unless its
admissible set is empty. This will be the case provided
that E ≥ Emin where Emin is the optimal criterion ob-
tained from the preceding problem. In practice the val-
ues wc = 2.5 (normalized frequencies) and nc = 4 seem
to give very good results when the broadband is three
time bigger than the passband.

If pij are the polynomial completions computed by the
later method we define

F̃ij = P+(Sij(iw) ∨ pij(1/iw)).

Those functions can be seen as the compensated, causal,
stable projections of our initial data; note that, by con-
struction, their L2(dµ) distance to compensated data S

on J is less than
√
E.

4 From continuous-time to discrete-time

To deal with rational approximation, we shift to the disk
or discrete-time framework. A good reason to do this is
that the Hardy spaces of the disk are simpler in some
sense than that of the half-plane. The fact that the unit
disk has a finite Lebesgue measure has some nice im-
plications, as the inclusions L∞(T) ⊂ L2(T) ⊂ L1(T).
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Moreover, functions in L2(T) can be represented by their
Fourier series and we don’t have to cope with sampling.

The space L2(T) splits into two orthogonal subspaces

L2(T) = H2 ⊕H2
⊥,

whereH2 consists of functions whose Fourier coefficients
of negative index are zero, whileH2

⊥ consists of functions
whose Fourier coefficients of non-negative index are zero.
Hardy spaces H2(D) and H2(E) of the disk and its exte-
rior E = C\D may be defined as those of the half-planes
(integrals on vertical lines are then replaced by integrals
over circles). Then, by analytic continuation, H2 can be
identified with H2(D) and H2

⊥ with a strict subspace of
H2(E) (functions vanishing at infinity). We denote by
PH2 and PH2

⊥
the orthogonal projections onto H2 and

H2
⊥ respectively. Discrete-time stable and causal ratio-

nal transfer functions naturally belong to H2(E).

There are many ways to transform a continuous-time
function into a discrete-time one. We shall use either
the usual bilinear transform or a variant of it, with the
Möbius transformation from the z-plane to the s-plane

z 7→ s =
z + 1

z − 1
,

which sends T onto the imaginary axis and C+ onto E.

4.1 Bilinear transform

The bilinear transform is the map

F̃ (s) 7→ F (z) = F̃

(
z + 1

z − 1

)
.

This map is an isometry from L2(dµ) onto L2(T) which
preserves the McMillan degree. It sends the space
H2
µ(C+) onto H2(E).

4.2 H2(C+)→ H2
⊥ isometry

The map

F̃ (s) 7→ F (z) =

√
2

z − 1
F̃

(
z + 1

z − 1

)
. (3)

is an isometry from L2(iR) onto L2(T). It also preserves
the McMillan degree. It sends the space H2(C+) onto
H2
⊥. With this transformation, the formulas which al-

low us to derive a realization (A,B,C, 0) of F (z) from

a realization (Ã, B̃, C̃, 0) of F̃ (s) and reciprocally, are

completely symmetric:

C = C̃

A = −(I − Ã)−1(I + Ã)

B =
√

2(I − Ã)−1B̃

C̃ = C

Ã = −(I −A)−1(I +A)

B̃ =
√

2(I −A)−1B

Both methods are used to transport the function F̃ ob-
tained in Section 3 from continuous-time to discrete-
time. If the H2(C+) → H2

⊥ isometry is used, then the
value at infinity must be taken off. It will be reset af-
ter the approximation step. This method preserves the
value at infinity obtained in the completion stage. If the
bilinear transform is used, the value at infinity can thus
be improved by the rational approximation step. This
method usually gives better results.

5 Stable rational approximation of given
McMillan degree

In the completion stage, we dealt with each entry sepa-
rately. In rational approximation, the constraint on the
McMillan degree involves the whole scattering matrix,
and it is not possible to handle each entry independently.
A specific approach has been developed at INRIA to
cope with this problem, which is based on the following
points

• the optimization range is reduced to a compact set,
• an atlas of charts is used to parametrize the optimiza-

tion domain.

To simplify our writing, we keep denoting by L2(T), H2

and H2
⊥ the spaces of matrix-valued functions with en-

tries in L2(T), H2 and H2
⊥ respectively. The proper di-

mension of the matrix will be understood from the con-
text. The L2-norm of a matrix-valued function derives
from the scalar product

< F,G >=
1

2π
Tr

∫ 2π

0

F (eit)G(eit)
∗
dt.

The rational approximation problem we consider is,
given a p × m matrix-valued function F ∈ H2(E), to
minimize the L2 distance to the set of rational stable
functions of McMillan degree less than or equal to n. In
our application m = p = 2.

Using the orthogonal decomposition

H2(E) = C⊕H2
⊥,

we can see that any solution H must satisfy H(∞) =
F (∞). Thus, we may restrict our study to the case of
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strictly proper transfer functions, that is to the space
H2
⊥.

A number of qualitative results are available in the lit-
erature which assert that the problem is well-posed and
which pave the way to convergent algorithms. It was
proved in [5] that the global minimum of the L2 crite-
rion does exist, as well as the normality property : if F
is not of McMillan degree strictly less than n, then any
local minimum of the criterion over the set of systems of
order less than or equal to n has effective order n. The
problem can thus be stated as:

Rational approximation problem. Given F ∈ H2
⊥

of order ≥ n, find Ĥ such that

Ĥ = argminH∈ Sn‖F −H‖22 (4)

where

Sn = {H ∈ H2
⊥,degH = n}

is the set of rational strictly proper stable transfer func-
tions of exact degree n.

The following consistency result must also be mentioned:
if F has McMillan degree n, then the only critical point
of the L2 criterion is F itself [10].

The present approach was first proposed in the SISO
case [6] and then in the MIMO case [14]. The first step
is the reduction of the parameters space (see Section 6).
The second step is to find a clever parametrization of the
reduced optimization space namely the space of stable
all-pass systems of fixed order. This parametrization, an
atlas of charts, takes into account the precise structure
of the space, namely a non-trivial differentiable mani-
fold ([2], [13]). Several atlases have been proposed in the
literature (see [2], [20]). The new atlas which is used in
this paper particularly suits to state-space representa-
tions and has been preferred for computation facilities.

The question of the parametrization of LTI systems has
been widely studied. The non-zero entries in classical
canonical forms (companion, Hessenberg, tridiagonal
forms) are often used as parameters because of their
simplicity. See [37, chap.7] and [31] for an overview of
these parametrization issues and their properties. Com-
pared to these representations, our parametrization
guarantees

• the non-redundancy in the parameters (injective map-
ping)
• restrictions on the system (stability, fixed order) au-

tomatically taken into account
• numerical robustness of the algorithm due to the use

of unitary matrices

6 Reduction of the optimization set

In the SISO case, it is known that if h = p
q is a best ap-

proximant of f then the numerator p can be easily com-
puted from the denominator q by solving linear equa-
tions. The projection theorem in a Hilbert space asserts
that h must be the projection of f onto the vector space
Vq = {pq ; deg p < n}. This space is the orthogonal com-

plement of BH2
⊥ in H2

⊥, where B =
∏n
i=1

1−āiz
z−ai is the

Blaschke product whose denominator is q,

H2
⊥ = BH2

⊥ ⊕ Vq.

This approach was already developed in [33] and can
be generalized to the MIMO case. The right generaliza-
tion of the fraction description to the MIMO case is the
Douglas-Shapiro-Shields factorization: a p×m rational
matrix function H ∈ H2

⊥ can be written in the form

H = GP, (5)

where G is p× p lossless of McMillan degree n and P ∈
H2. Recall that a rational lossless matrix is a matrix
Blaschke product: G(z) is contractive for z ∈ D and
unitary for z ∈ T. Multiplication by G lossless in H2

⊥
is an isometry. In (5), G is called the lossless factor and
brings the pole structure of H and thus its dynamics. It
is unique up to a right unitary constant matrix U ∈ Up.

Now if H = GP is a local approximant of F , thus H
is completely determined from G as the orthogonal pro-
jection of F onto VG

VG = {H ∈ H2
⊥; H = GP, P ∈ H2}.

Equivalently, using multiplication by G](z) = G(z)−1

which is an isometry in L2(T), we get

< F −H,GH2 >=< G]F − C,H2 >= 0,

so that P is the orthogonal projection of G]F onto H2,

P = PH2(G]F ).

The rational approximation problem is then to minimize
the criterion

ψn : G 7→ ‖F −GPH2(G]F )‖2 (6)

over Lpn/Up the right quotient of the set Lpn of p × p
lossless functions of McMillan degree n by unitary con-
stant matrices. In least-square optimization and using a
state-space formulation, this elimination step is classical
and known under the name of Separable Least Square.
It presents some important advantages: the dimension
of the parameter space is reduced and mostly, lossless
functions enter the picture.
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Let us derive the state-space formulation which is im-
plemented in our software RARL2 [26]. Let

F (z) = C(zIN −A)−1B +D. (7)

be a realization ofF and let Ĥ(z) = D+Ĉ(zI−Â)−1B̂ be

a local approximant ofF . The errorF−Ĥ has realization

Ã =

[
A 0

0 Â

]
, B̃ =

[
B
B̂

]
, C̃ =

[
C −Ĉ

]
, D̃ = 0,

and the square of the L2 error can be computed as

‖F −H‖22 = Tr
(
B̃∗Q̃B̃

)
= Tr

(
C̃P̃ C̃∗

)
,

where P̃ and Q̃ are the reachability and observability
gramians of the error. Necessary conditions for optimal-
ity may easily be found by computing the gradient of the
square of the L2-norm with respect to the state-space
parameters. Partitioning the gramians in the same way
as Ã,

P̃ =

[
P P12

P ∗12 P̂

]
; Q̃ =

[
Q Q12

Q∗12 Q̂

]
,

we get

Q∗12B = −Q̂B̂
CP12 = ĈP̂

Q∗12AP12 = −Q̂ÂP̂ .
(8)

These necessary conditions were first obtained by Wil-
son [38] and many model reduction algorithms were pro-
posed in the literature based on these conditions (see
[29], [3], [21], [36], [19], [16] and [11]). However, to our
knowledge no other algorithm is available which guar-
antees the stability of the approximant and works in the
MIMO case.

The reduction of the optimization set translates in this
state-space setting as follows. First choose a realization
of Ĥ such that the observable pair (Ĉ, Â) is output nor-
mal

Â∗Â+ Ĉ∗Ĉ = I,

which means that Q̂ is the identity. Then, the first nec-
essary condition yields B̂ = −Q∗12B. The rational ap-
proximation problem is thus to minimize the criterion

Jn(C,A) = ‖F‖22 − Tr (B∗Q12Q
∗
12B) (9)

over the set of output normal observable pairs (C,A).
Note that Q12 is determined from A and C as the solu-
tion of the Stein equation

A∗Q12A+ C∗C = Q12. (10)

The derivative of the criterion with respect to some pa-
rameter λ can be computed as

dJn
dλ

= 2 Re Tr

(
dQ12

dλ
BB∗

)
.

Using
AP ∗12A∗ +BB∗ = P ∗12,

we get

dJn
dλ

= 2 Re Tr

(
P ∗12

[
dQ12

dλ
−A∗ dQ12

dλ
A

])
.

Now differentiating (10) with respect to A and C, we get
the relations

∂Q12

∂A
−A∗ ∂Q12

∂A
A=A∗ Q12,

∂Q12

∂C
−A∗ ∂Q12

∂C
A= C∗

so that we finally have

dJn
dλ

= 2 Re Tr

(
P ∗12

[
A∗ Q12

∂A

∂λ
+ C∗ ∂C

∂λ

])
. (11)

The connection between observable pairs and lossless
functions is stressed by the following result (see [25]).

Proposition 1 (Lossless embedding) Given an ob-
servable pair (C,A) with A asymptotically stable, let Q
be its observability gramian. Then, the rational matrix
G(z) = D + C(zI −A)−1B, with

B =−(A− νI)Q−1(I − νA∗)−1C∗

D= I − CQ−1(I − νA∗)−1C∗

is lossless for every ν such that |ν| = 1.
The lossless function G satisfies G(ν) = I. The map
(C,A) 7→ G is a one-to-one correspondence between the
set of observable pairs (C,A), A asymptotically stable,
up to similarity, and the set of lossless functions up to a
right unitary matrix.

This correspondence is in fact a diffeomorphism (see
Cor.2.1 in [2]). If in addition the pair (C,A) is output
normal, the matrix [AC]T has orthonormal columns and
the lossless embedding consists in completing it into a
unitary matrix [

A

C

]
7→
[
A B

C D

]
.

We shall call unitary realization, a realization (A,B,C,D)
such thatA is asymptotically stable and the correspond-
ing realization matrix unitary. Unitary realizations are
precisely the balanced realizations of lossless functions
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(see [20, prop.3.2]). In what follows, we shall use bal-
anced realizations and the associated unitary matrix
to represent lossless matrices. This is of course very
advantageous from a numerical viewpoint.

7 Minimization over a manifold.

We said that an atlas of charts happens to be the right
representation in order to use differential tools (as a gra-
dient algorithm). A differential manifold is precisely a
set endowed with a differential structure by means of an
atlas of charts. An atlas is a collection of charts or (coor-
dinate) maps φi : Di → Rd, where Di is an open subset
of the manifold, which satisfy some compatibility con-
ditions: the union of the Di covers the manifold and the
transition maps or changes of coordinates φi ◦ φ−1

j are
smooth. By means of the coordinate maps, differential
calculus on Rd can be carried over to the manifold. The
coordinate maps then become diffeomorphisms. The di-
mension of the manifold is d. An atlas of charts is thus
the way to parametrize a non-trivial manifold in a local
smooth manner. In the next section, we describe such
an atlas of charts for the manifold Lpn of dimension 2np.

7.1 Lossless mutual encoding

Let Ω = (W,X, Y, Z) be a unitary realization. The idea
is to attach to Ω a chart or coordinate map.

Let G(z) = D+C(zI−A)−1B be a balanced realization
of G lossless. Note that such a realization is unique up
to a state isometry. Let Λ be the unique solution to the
Stein equation

Λ−A∗ΛW = C∗Y (12)

and
V = D∗Y +B∗ΛW (13)

Remark. In fact, the matrix V satisfies

1

2iπ

∫

T
G](z)Y (zI −W )−1 dz = V, (14)

which is known as a Nudelman interpolation condition
for G] (see [27]).

Formulas (12) and (13) can be rewritten in a matrix form

[
A B

C D

][
Λ

V

]
=

[
SW

Y

]
. (15)

Note that the realization of G being balanced by as-
sumption, P = Λ∗Λ satisfies

Y ∗Y +W ∗PW = V ∗V + P. (16)

We now assume that P is positive definite, a condition
which allows for a parametrization of the set of solutions
of the Nudelman problem (14) [4]. The matrix Λ is thus
invertible and we may normalize the triple (Y,W, V ) as

(Ỹ , W̃ , Ṽ ) = (Y Λ−1,ΛWΛ−1, V Λ−1). (17)

We get from (15)

[
W̃

Ỹ

]∗ [
A B

C D

][
I

Ṽ

]
= W̃ ∗W̃ + Ỹ ∗Ỹ .

Under the assumption P > 0,

K = W̃ ∗W̃ + Ỹ ∗Ỹ = Ṽ ∗Ṽ + I (18)

is positive definite and if K1/2 denotes its Hermitian
square root, then

[
W̃K−1/2

Ỹ K−1/2

]∗ [
A B

C D

][
K−1/2

Ṽ K−1/2

]
= I.

We will now specify from V and Ω two unitary comple-
tions U , V of these orthonormal columns,

U =

[
W̃K−1/2 ∗
Ỹ K−1/2 ∗

]
, V =

[
K−1/2 ∗
Ṽ K−1/2 ∗

]

and define a map

φΩ : (A,B,C,D) 7→ (V,D0),

where D0 is the unitary matrix such that

U∗
[
A B

C D

]
V =

[
I 0

0 D0

]
. (19)

The map φΩ will be then invertible.

We must first fix the balanced realization (A,B,C,D)
of G we start with. We will say that a realization of G is
in canonical form with respect to Ω iff Λ given by (12) is
positive definite and Hermitian. Then Λ = P 1/2 where
P is the solution of (16). We denote by DΩ the set of
unitary realizations in canonical form with respect to Ω.

The matrix V is chosen according to Proposition 1 (with
ν = −1)

V =

[
(I + Ṽ ∗Ṽ )−1/2 −Ṽ ∗(I + Ṽ Ṽ ∗)−1/2

Ṽ (I + Ṽ ∗Ṽ )−1/2 (I + Ṽ Ṽ ∗)−1/2

]
. (20)
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The matrix U is computed from Ω as follows:

• perform the state isomorphism with matrix Λ = P 1/2,
(W,X, Y, Z) −→ (W̃ , X̃, Ỹ , Z):

(W̃ , X̃, Ỹ , Z) = (ΛWΛ−1,ΛX,Y Λ−1, Z).

• compute a Cholesky factorization of the matrix

[
K L

L∗ N

]
=

[
W̃ X̃

Ỹ Z

]∗ [
W̃ X̃

Ỹ Z

]
. (21)

using the well-known formula [12, Sec. 0.2],

[
K L

L∗ N

]
=

[
I 0

L∗K−1 I

][
K 0

0 M−1

][
I K−1L

0 I

]

=

[
K1/2 K−1/2L

0 M−1/2

]∗ [
K1/2 K−1/2L

0 M−1/2

]

where M−1 = N − L∗K−1L can be computed by in-
verting the matrix (21) [12, Formula (0.8)].

We thus define

U =

[
W̃ X̃

Ỹ Z

][
K−1/2 −K−1LM1/2

0 M1/2

]
. (22)

The matrices L and Z are given by

L= Ỹ ∗Z + W̃ ∗X̃ (23)

M =Z∗Z +X∗P−1X. (24)

Theorem 2 Let Ω = (W,X, Y, Z) be a unitary realiza-
tion and DΩ the set of unitary realizations in canonical
form with respect to Ω (Λ in (12) is positive definite and
Hermitian). The map

φΩ : DΩ → R2np × Up,
(A,B,C,D) 7→ (V,D0)

where V , V, U and D0 are successively computed by (13),
(20), (22) and (19), is a chart of Lpn.
The map φ−1

Ω : (V,D0) 7→ U diag(I,D0)V∗ is a local
canonical form.
The family (DΩ, φΩ), Ω unitary realization forms an atlas
of Lpn.

Note that Ω ∈ DΩ and has parameters V = 0 and D0 =
I. The chart is centered on GΩ and is called an adapted
chart for GΩ. A parametrization of the quotient space
Lpn/Up is obtained by fixing D0 within the chart and
letting only V vary.

7.2 Illustration

Up to a right constant unitary matrix, any 2× 2 lossless
matrices of McMillan degree 1 with real coefficients can
be written in the form

Ba,φ = I + (ζa − 1)

[
cos φ2

sin φ
2

][
cos φ2

sin φ
2

]T
, φ ∈ [0, 2π[,

where ζa is a normalized Blaschke factor

ζa(z) = ν
1− ā z
z − a ,

{
ν = − a

|a| , 0 < |a| < 1,

ν = 1, a = 0.
(25)

Fig. 3. The quotient space of 2 × 2, degree 1, real lossless
functions

The dimension of this manifold is 2 and it can be repre-
sented by a sphere of which the poles have been excluded
(see Picture 3). The poles of the sphere correspond to a
drop of degree.

Consider the chart centered at B0,0(z) = diag(1/z, 0).

The parameter V is a 2-vector and Λ =
√

1− ‖V ‖2, so
that the parameter domain is just the open unit disk
(‖V ‖ < 1). The canonical form is

V =

[
x

y

]
7→




−x 1− σxx∗ −σx∗y
Λ x∗ y∗

−y −σy∗x 1− σyy∗


 .

The corresponding lossless function is of the formBa,φ U
with a = −x, cosφ/2 = Λ, sinφ/2 = y and U a uni-
tary matrix. Since Λ cannot be zero, the matrices on the
meridian φ = π are not represented in this chart. They
show up on the boundary of the chart except for x = ±1
and y = 0 which correspond to the poles of the sphere.
As for the sphere, two charts at least are needed to rep-
resent the whole set. Adding the chart centered at B0,π

we get an atlas.
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7.3 Optimization in RARL2.

The software RARL2 is a Matlab based software which
performs rational approximation following the principle
we just described. It divides into two libraries

• arl2lib contains all the computations concerning
the L2 criterion and its gradient. The function can
be given by a realization or Fourier coefficients as in
our application. In this case, the matrix B̂ (see Sec-

tion 6) is computed by
∑N−1
k≥0 Fk+1CA

k, where the

(Fk)0≤k≤N are the matrix Fourier coefficients.
• boplib is concerned with the parametrization of loss-

less functions (balanced output pairs) by means of
the lossless mutual encoding method described in sec-
tion 7.1. It also provides a minimization process which
could handle any criterion defined over the manifold
Lpn/Up.

G0

G

0
G0

V
G

0

Fig. 4. Optimization over a manifold

The minimization process makes use of the Matlab solver
fmincon. It starts at some initial point G0 which is en-
coded in its adapted chart Ω = (A,B,C,D) (see section
7.1). Then fmincon performs the optimization of the
criterion submitted to the nonlinear constraint P > 0,
where P is the solution to

P −A∗PA = C∗C − V ∗V

and V the parameter of the current point in the chart.
This constraint ensures we remain within the domain
of the chart. When a constraint violation occurs, a new
adapted chart is computed and the optimization pursues
within this new chart (see Figure 4) until a minimum is
reached.

The convergence of the algorithm has been proved under
mild assumptions in the SISO case [6] but never in the
MIMO case. The main obstruction to the convergence is
if the boundary of the manifold is reached, that is to say
if the constraint violation (P singular) corresponds to
the non-minimality of the canonical realization, that is
to a drop of degree for the lossless functions. This would
result in changing chart indefinitely.

7.4 Initialization

Since the criterion may possess many local minima, the
choice of an initial point in the optimization process is
essential. Projection based model reduction proposes a
panel of low-cost computational methods to get a rea-
sonable starting point. In particular, optimal Hankel
norm model reduction [15] or balanced truncation [30]
presents guarantees of quality and error bound on the re-
sult. In RARL2, the balanced truncation method of [23]
has been implemented and is used as a starting point for
the identification of microwave filters.

8 Results and conclusion.

A long-standing cooperation with the space agency
CNES resulted in an original method to extract coupling
parameters from frequency scattering measurements,
and in two dedicated software programs which are now
fully integrated in the design and tuning process. In this
paper we have described in detail the identification step
performed by the software PRESTO-HF [35] (which
includes the rational approximation software RARL2).
In Figures 5,6,7 the results of our procedure are shown
at hand of a real-life example provided by the CNES.
It consists of measurements of a microwave filter of 8th
order in 800 frequency points. As shown by the error
function in Figure 7, an excellent agreement is obtained
between the final rational model and the measurements.
The latter is obtained in less than 15 seconds on a Intel
Core I7 processor, which makes our approach compati-
ble with a real-time tuning procedure of the filter. The
software PRESTO-HF [35] is currently used for this
purpose by several of our industrial partners.

Fig. 5. CNES 2 × 2 hyperfrequency filter; Bode diagram of
data (dots), completion (red) and approximant at order 8
(blue line).

In a second step we extract the coupling parameters
from the identified model. This step is performed by the
software DEDALE-HF [34]. Based on computer alge-
bra methods, this software computes a realization of the
form (1) in which the coupling geometry of M has been
specified.
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Fig. 6. CNES 2 × 2 hyperfrequency filter: data (dots), com-
pletion (red), and approximant (blue) at order 8 (Nyquist
diagram).

Fig. 7. CNES 2 × 2 hyperfrequency filter: Magnitude of the
point-wise error between rational approximation (including
delay components) and measurements for each entry.

The case of output multiplexers (OMUX) where several
filters of the previous type are coupled on a common
guide has also been considered. The model is obtained
upon chaining the corresponding scattering matrices,
and mixes up rational elements and complex exponen-
tials (because of the delays). This makes the identifica-
tion much more challenging. Nowadays, the new trend is
to remove the waveguides that are an important part of
the mass and bulk, in order to integrate more strongly
these devices and to simplify their architecture. The de-
vices obtained in this way (compact OMUX) differ from
a single filter by the number of ports m greater than 2.
They are described by a scattering matrix of order m.
We are currently investigating the possibility to apply
our methods to such devices. If the model reduction step
directly applies to this case, the completion as well as
the extraction of coupling parameters from the model
require new developments.
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5.1. BOUNDED EXTREMAL PROBLEMS 81

5.1.3 Detection of instabilities in power amplifiers using the
decomposition L2 = H2 ⊕H2
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Model-Free Closed-Loop Stability Analysis:
A Linear Functional Approach

Adam Cooman, Member, IEEE, Fabien Seyfert, Martine Olivi, Sylvain Chevillard and Laurent Baratchart

Abstract—Performing a stability analysis during the design of
any electronic circuit is critical to guarantee its correct operation.
A closed-loop stability analysis can be performed by analysing
the impedance presented by the circuit at a well-chosen node
without internal access to the simulator. If any of the poles of
this impedance lie in the complex right half-plane, the circuit
is unstable. The classic way to detect unstable poles is to fit a
rational model on the impedance.

In this paper, a projection-based method is proposed which
splits the impedance into a stable and an unstable part by pro-
jecting on an orthogonal basis of stable and unstable functions.
When the unstable part lies significantly above the interpolation
error of the method, the circuit is considered unstable. Working
with a projection provides one, at small cost, with a first appraisal
of the unstable part of the system.

Both small-signal and large-signal stability analysis can be
performed with this projection-based method. In the small-signal
case, a low-order rational approximation can be fitted on the
unstable part to find the location of the unstable poles.

Frequency domain simulation methods, like Harmonic Bal-
ance (HB) or a DC analysis, impose a structure on the obtained
solution of the circuit [1]: The DC analysis only allows for a
fixed solution, while HB imposes a frequency grid. Any circuit
solution that requires more than the imposed frequencies,
e.g. an extra oscillation not on the imposed grid, cannot be
represented in the constrained frequency grids of DC and
HB. The simulator will still find a valid solution, but the
obtained orbit will be locally unstable: it cannot recover from
small perturbations and will be physically unobservable in the
circuit [2]. It is therefore necessary to perform a local stability
analysis on each of the circuit solutions obtained with a DC
and HB analysis [1].

Over the years, several methods have been developed to
determine the local stability of a circuit solution. Some
techniques, like the analysis of the characteristic system [2],
require access to the simulator. Open-loop techniques, like
the analysis of the normalised determinant [1], require access
to the intrinsic device models. These classic techniques are
therefore hard to implement in commercial simulators.

Closed-loop stability analysis methods can easily be applied
as a post-processing step without any internal knowledge
of the circuit and can be used in commercial simulators.
This is the reason why they have attracted a large interest
lately [1], [3], [4]. A closed-loop local stability analysis
performs linearisation of the circuit around the orbit to check
the stability thereof: if the linearised circuit has at least one
pole in the complex right half-plane, the orbit is unstable. It

Adam Cooman, Fabien Seyfert, Martine Olivi, Sylvain Chevillard and
Laurent Baratchart are with APICS at INRIA, Sophia Antipolis. e-mail:
adam.cooman@inria.fr

is moreover assumed that, conversely, the absence of unstable
pole implies stability, although no published proof of this fact
seems available yet. The question is more subtle than it looks:
there exist delay systems which are unstable and still their
transfer-function has no unstable pole [5], moreover has an
example of an ideal circuit with this property. Nevertheless,
it is claimed in [6] that a circuit whose elements are passive
at arbitrary high frequencies must indeed have some unstable
pole if it is unstable.

The poles of the linearisation around the circuit orbit cannot
be obtained directly. Instead a FRF of the linearised circuit is
obtained with small-signal simulations on a discrete set of
frequencies. The closed-loop stability analysis then aims at
determining whether the underlying FRF has a pole in the
complex right half-plane. In a pole-zero stability analysis, a
rational approximation is fitted on the FRFs. If the rational
approximation contains poles in the complex right half-plane,
the solution is declared unstable.

Note that the FRF of circuits with distributed elements,
like transmission lines, is not rational. Therefore it must be
argued that the poles of the computed rational approximant
convey information on the poles of the true FRF. This is a
delicate issue and a particular instance of a recurring question
in approximation theory, namely: what do the singularities
of an approximant tell us about the singularities of the ap-
proximated function? We observe that no such information
can be drawn from the mere quality of approximation in a
range of frequencies, since a famous theorem by Runge entails
that a continuous function on a segment can be approximated
arbitrary well by a proper rational function with prescribed
pole location [7]. Thus, for singularity detection, the choice
of the approximation algorithm (and not just the fit of the
approximant) does matter.

For instance, methods based on linear interpolation, like
Padé or multipoint Padé approximation, are famous for gen-
erating spurious poles that wander about the domain of ana-
lyticity of the approximated function. This phenomenon was
intensively studied for meromorphic and branching functions
[8]–[10], in particular the convergence in capacity of Padé
approximants implies that spurious poles have a nearby zero
when the order gets large, leading to so-called near pole-zero
cancellations (also known as Froissart doublets). Modifications
of Padé approximants were proposed to offset this issue [11],
but they do not eliminate the problem [12]. Apparently, the
theoretically less studied vector fitting method which is a
least squares version of linear interpolation, popular today in
system analysis, is also prone to producing spurious poles and
near cancellations (see [13] for issues on convergence of this
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method).
In system identification, near cancellations are often

ascribed to overmodelling. The terminology suggests an ana-
logy with the stochastic identification paradigm: though meas-
urements may not correspond to a rational transfer function,
the basic assumption is that they arise from a well-defined
rational system R with added noise. This point of view leads
one to postulate the existence of a “correct order” to identify
the Frequency Response Function (FRF), i.e. the degree of R,
while using a higher degree results in approximating the noise
term with inessential, nearly simplifying rational elements.
However, if the transfer function is not rational, requirements
to keep the degree small conflict with the need to make the
approximation error small as well (not to incur undermod-
elling), thus calling for a compromise akin to the classical
trade-off between bias and variance from parametric stochastic
identification [14]. To quote [15]1: “it is not always trivial to
discriminate between overmodelling quasi-cancellations and
physical quasi- cancellations that really reflect an unstable
behaviour”.

To resolve this issue, the approach proposed in [15] is to
cut the frequency band into smaller intervals and use low-
order local rational approximations to assess the stability of the
FRF on each interval separately. On small enough intervals,
rational approximation can be performed accurately in low
degree, and if unstable poles occur their physical character is
checked by re-modelling the FRF locally around each of them
and verifying that the unstable pole remains present in the new
model. This procedure is commercially available in the STAN
tool [16], [17] and successful applications on several examples
are reported in [18]–[21].

Still, justifying the above-described technique presently
rests on heuristic arguments, and putting it to work is likely
to require some know-how since several parameters need to
be adjusted adequately (Appendix A, for example, shows that
local models of a stable FRFs can become unstable). This is
why the authors feel that it may be interesting to develop
an alternative viewpoint, focusing more on estimating the
unstable part of the glsFRF.

Below, we propose a closed-loop stability analysis method
devoid of local models, in which the FRF is projected onto
the orthogonal basis of stable and unstable functions. If a
significant part of the FRF is projected onto the unstable
basis functions, the circuit solution is unstable. Calculating
the projection boils down to computing a Fourier transform
once the FRF is mapped from the imaginary axis to the unit
circle. Using the Fast Fourier Transform (FFT), this can be
done fast and in a numerically robust way.

Functional projection onto a stable and unstable basis is a
linear operation, simple to implement, and no optimisation step
is required. No model-order or maximum approximation error
needs to be specified. The parameters in the projection method
are the frequency range on which the FRF is determined
and the amount of simulation points. When the amount of
simulated points is too low, an interpolation error is present

1The rational approximation technique used in this reference is described
as “frequency domain least squares identification”

Fig. 1. A Small-signal current source is connected to a well-chosen node in
the circuit under test to perform the local stability analysis.

in the result of the method. It is shown that the level of this
error can easily be estimated and used to correctly choose the
amount of needed simulation points.

Once the unstable part of the FRF has been obtained, it is
compared to the level of the interpolation error to determine
whether the unstable part is significant or not. This final
step can be done visually, or a significance threshold can be
chosen by the user, both will require some experience with
the method.

A final benefit of the projection-based approach is that it
may help exploiting the fact that the unstable part is rational
in a small-signal stability analysis [6]. The unstable part
can therefore be approximated by a rational function without
influence of the distributed elements, which are projected onto
the stable part of the FRF.

The following of the paper is structured as follows: First, the
simulation set-up used to determine the FRF of the linearised
circuit is discussed (Section I). Then, the details of the
functional projection are provided (Section II). In Section III,
the method is applied to four examples: First, an artificial
example is considered. Then, the small-signal stability of two
amplifiers is investigated and finally, the method is applied to
investigate the large-signal stability of a circuit.

I. DETERMINING THE FREQUENCY RESPONSES

In this paper, the (trans)impedance presented by the circuit
to a small-signal current source will be used as FRF (Fig. 1).
In the remainder of this paper, it will be assumed that the
unstable poles are observable in the FRF. To reduce the chance
of missing an instability in the circuit due to a pole-zero
cancellation, many different FRFs can be analysed one-by-
one. Having a fast method to determine stability of a single
FRF is therefore critical to a robust stability analysis.

The FRF of the linearised circuit is obtained by first placing
the circuit in the required orbit, using either a DC or HB
analysis and running a small-signal simulation around this
orbit.

In a small-signal stability analysis, the stability of the DC
solution of the circuit is investigated, so the FRF of the
linearised circuit is obtained with an AC simulation. The
impedance of the circuit is then obtained as:

Zmn(jω) =
Vm(jω)

In(jω)
(1)

where In(jω) is the small-signal current injected into the
selected node n and Vm(jω) is the voltage response of the
circuit measured at node m in the circuit.
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In a large-signal stability analysis, the stability of a large-
signal solution of the circuit is investigated. The circuit is
driven by a periodic continuous-wave excitation at a pulsation
ωex and the circuit solution is obtained with a HB simulation.

The FRF of the linearised system around the HB orbit is
obtained with a mixer-like simulation2. As the small-signal
will mix with the large signal, several transfer impedances
with a different frequency translation are obtained:

Z [b]
mn(jω) =

Vm(jω + bjωex)

In(jω)
b ∈ Z

The stability analysis now needs to determine whether the
obtained impedances have poles in the right half-plane. The
stability analysis of a large-signal orbit doesn’t differ much
from the analysis of a DC solution [4]. The small-signal
stability analysis can be considered a special case where only
Z

[0]
mn(jω) is analysed.

II. STABLE/UNSTABLE PROJECTION

The projection described here has been used before to per-
form stable interpolation and extrapolation of FRF data [22].
With slight modifications, it can be turned into a full-blown
stability analysis. We first start with a brief introduction to the
notion of Hardy spaces.

The Hardy space H2(C+), is defined as the set of all
functions g defined on C+ such that:
• ∀z ∈ C+, g is holomorphic at z
• supx>0

´ +∞
−∞ |g(x+ jω)|2dω <∞

A classical result [7], [23] states that every function g ∈ H2

admits a limiting function G(jω) defined on the imaginary
axis jR. The latter is obtained by taking the limit of g(z) when
z tends non tangentially toward jω. Moreover ∀z ∈ C+, g(z)
is equal to the poisson integral of G, that is:

g(z = x+ jy) =

ˆ +∞

−∞
G(jω)

x

x2 + (y − ω)2
dω. (2)

The holomorphic nature of g ensures that it is also the Cauchy
integral of its boundary value G:

g(z = x+ jy) =
1

2π

ˆ +∞

−∞
G(jω)

1

jω − z dω. (3)

There is a one to one linear correspondence between the Hardy
functions g and its boundary value function G. Using this
identification, H2(C+) becomes a subspace of the Hilbert
space L2(jR) of square integrable functions on jR. A direct
consequence of (2) is that H2(C+) is closed in L2(jR) and
therefore admits an orthogonal complement. An important res-
ult [23] asserts that,

(
H2(C+)

)⊥
= H2(C−) where H2(C−)

is defined exactly as H2(C+) above by replacing C+ by C−
and taking the supremum over x < 0. We therefore have that

L2(jR) = H2
(
C+
)
⊕H2

(
C−
)

This decomposition asserts that any square integrable function
on jR decomposes uniquely as the sum of the traces on the
imaginary axis, of an analytic function in the right half-plane

2In Keysight’s Advanced Design System (ADS), this mixer-like simulation
is called a Large-Signal Small-Signal (LSSS) analysis.

and a function analytic in the left half-plane. The projection on
H2(C+) defines the stable part of the function. The projection
onto H2(C−) is the unstable part. As an example, consider
P/Q a strictly proper (deg(P ) < deg(Q)) rational function
devoid of poles on the imaginary axis. We write its partial
fraction expansion as,

P (s)

Q(s)
=
∑

i∈I+

ki∑

k=1

ai,k
(s− λi)k

+
∑

i∈I−

ki∑

k=1

ai,k
(s− λi)k

where the λ′is with i ∈ I− are poles belonging to C−, and the
ones with i ∈ I+ belong to C+. The strict properness of P/Q
ensures its square integrability on jR. By unicity its stable
part obtained after projection on H2(C+) is found to be,

∑

i∈I−

ki∑

k=1

ai,k
(s− λi)k

,

while its unstable part is

∑

i∈I+

ki∑

k=1

ai,k
(s− λi)k

.

In the general case the projection boils down to calculating
certain inner products of Z [b]

mn(jω) with the basis functions
Bk, which form an orthogonal basis of L2(jR)

ck =
〈
Z [b]
mn(jω) , Bk

〉
=

∞̂

−∞

Z [b]
mn(jω)Bk(jω)dω (4)

Bk (s) =−
√
α

π

(s− α)
k

(s+ α)
k+1

k ∈ Z (5)

The overbar • indicates the complex conjugate. α is a positive
constant used for scaling. All Bk with k ≥ 0 create a basis for
the stable part, while the Bk with negative k form a basis for
H2(C−). Once the ck coefficients are calculated, the stable
and unstable parts are easily recovered by calculating

Zstable(jω) =
∞∑

k=0

ckBk(jω) (6)

Zunstable(jω) =

∞∑

k=1

c−kB−k(jω) (7)

The inner product in (4) runs over all frequencies while the
impedance function Z [b]

mn(jω) is only known over a frequency
range f = [fmin, fmax]. To impose the finite frequency band
on the data, the impedance is filtered before the analysis

Zf(jω) = Z [b]
mn(jω)H(jω) (8)

The filter H(jω) is a high-order elliptic lowpass filter with
its first transmission zero placed at fmax that imposes band
limitation. This filter will stabilise poles close to its cutoff
frequency, so fmax should be chosen well beyond the max-
imum frequency at which the circuit can become unstable.
fmin should be placed very close to DC. If fmin can’t be
close to DC, a bandpass filter should be used for H(jω).
The filtering ensures that Zf(jω) ∈ L2(jR) by suppressing
anything outside of the frequency band of interest. The smooth
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Fig. 2. The Möbius transform used in the analysis maps the complex right-
half plane to the inside of the unit disc. DC is mapped to −1. When α =

2πfmax

(√
2− 1

)
, fmax is mapped to ej

π
4 .

decay to zero of Zf(jω) at the edges of the frequency interval
will avoid instabilities to pop up due to the discontinuity of
Z

[b]
mn(jω).
In this paper, we use an elliptic filter of order 10 to filter

the data. The filter has one transmission zero which is placed
exactly at fmax.

A. Transforming to the unit circle

Working with the basis functions defined in (5) is troublesome
from a numeric point of view. Performing the projection when
working on unit disc yields better results [22]. The mapping
from the complex plane to the unit circle is performed with
the Möbius mapping visualised in Fig. 2:

Zf(s) 7−→
Möb

Zdisc
f =

√
πα

2

z − 1
Zf

(
α

1 + z

1− z

)
(9)

Our mapping of choice converts square integrable functions
on the frequency axis into square integrable functions of the
same norm on the unit circle. Square integrable functions
which are analytic on the right half-plane are mapped onto
square integrable functions which are analytic inside the unit
disc. Appendix B shows that the basis functions Bk map onto
powers of z

Bk(s) 7−→
Möb

Bdisc
k (z) = zk (10)

Projecting on this basis boils down to calculating the Fourier
series of Zdisc

f (z), with coefficients given by

ck =
1

2π

2π
ˆ

0

Zdisc
f

(
ejθ
)
e−jkθdθ (11)

This Fourier series can be calculated in a numerically efficient
way using the Fast Fourier Transform (FFT). The FFT requires
that the θ-values are linearly spaced between 0 and 2π. Due
to the mapping from the complex plane to the unit disc, the
samples will not satisfy this constraint. A simple interpolation,
can be used to obtain Zdisc

f on the θ-values required to perform
the FFT.

The interpolation can introduce artefacts in the unstable part
if the FRF is not sampled on a sufficiently dense frequency
grid, which will be shown on an example later. The level of
this interpolation error can be estimated by interpolating the
FRF using only the data at the even data points. The difference
between the original and the interpolated data for the odd
data points will give an indication of the interpolation error
encountered in the stability analysis. When the unstable part

lies significantly above the interpolation error, we can conclude
that the original impedance is unstable.

The threshold to determine when the unstable part lies
significantly above the level of the interpolation error will
depend on the simulation set-up for the circuit. In the examples
that follow, a level of 20 dB has been used as a threshold. A
more strict threshold could be used at the cost of requiring a
more dense frequency grid and an increased simulation time.
When measured components are used in the simulation set-
up, the noise level in those measurements should be taken
into account to choose the correct threshold.

B. Summary of the projection method

The stable and unstable parts of a FRF are determined using
the following steps:

1) Multiply the FRF with a high-order filter as in (8)
2) Transform the filtered FRF to the unit disc using (9)
3) Interpolate the transformed FRF to a linear grid and use

the FFT to calculate the ck coefficients
4) Reconstruct the stable and unstable part using (6-7)

C. Obtaining the unstable poles

A function is meromorphic on C if it is holomorphic on
C but on a countable number of isolated poles. The func-
tion tanh(ω) is for example meromorphic, having infinitely
many isolated poles on the imaginary axis placed at jπ/2 +
jkπ (∀k ∈ Z) and being analytic elsewhere. In a small-signal
stability analysis of a circuit composed of lumped elements,
transmission lines and active devices modelled by negative
resistors, the impedances can be shown to be meromorphic
functions of the frequency. Under the additional realistic
assumption that active elements can only deliver power over
a finite bandwidth, the impedances are proven to possess only
finitely many unstable poles in C+ [6]. Under the generic
condition that Z [b]

mn(jω) is devoid of poles on the imaginary
axis, and that the filtering function H(jω) decays strongly
enough in order to render Z [b]

mn(jω)H(jω) square integrable,
we conclude that the unstable part of Z [b]

mn(jω)H(jω) is a
rational function. Its poles coincide with the unstable poles of
Z

[b]
mn(jω): note here that the multiplication by H(jω) does not

add any unstable pole as H(jω) is stable. This means that most
of the complexity of the frequency response, like the delay,
will be projected onto the stable part, while the unstable part
can easily be approximated by a low-order rational model to
recover the unstable poles3.

Classic rational approximation tools can be used to approx-
imate the unstable part and determine the unstable poles. When
multiple frequency responses are analysed simultaneously, an
approximation method suited for approximation of rational
matrices is preferred [24]. In our current implementation,
Kung’s method [25], [26] is used to estimate the poles of the
unstable part of a single FRF at a time. Alternatively, more
sophisticated rational approximation engines like RARL2 [24]
can be used to recover and track unstable poles.

3Interpolation error will be present in the obtained unstable part, but its
influence can be minimised by weighting the rational estimator with the
obtained interpolation error level.
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Compared to working with a high-order rational approx-
imation of the total impedance of the circuit, the ‘split-first,
approximate later’ approach proposed here could be a faster
and easier method to recover the unstable poles. The post-
processing will be faster, but the amount of points required
to obtain a sufficiently low interpolation error might be higher
than the amount of points required for a tool based on rational
approximation.

When the circuit is stable, designers often require informa-
tion about critical stable poles, to determine how far the circuit
is from instability and to track the location of the poles as the
circuit varies. In its current form, the projection-based analysis
does not simplify finding the location of the stable poles. To
perform such an analysis, methods based on local modelling
may still be required.

III. EXAMPLES

The stability analysis will now be applied to four different
examples. The first is an artificial example generated in Matlab
on which we can demonstrate that the unstable poles in
the circuit are recovered perfectly. In the second example,
an unstable balanced amplifier is analysed to show that the
method works for RF circuits. The third example is a two-stage
GaN Power Amplifier (PA). In the final example, a large-signal
stability analysis is performed to verify the stability of a circuit
orbit obtained in a HB simulation.

All simulations were performed in Keysight’s Advanced
Design System (ADS) and the post-processing was performed
in Matlab.

A. Example 1: Random state space system
As a first example, the stability analysis is applied to a

random system of order 202 generated with the rss function
from Matlab4. The test system has an unstable pole pair at
1 GHz, as can be seen on its pole-zero map (Fig. 3). A zero
is placed close to the unstable poles. This makes that the
unstable poles are difficult to observe in the FRF. To introduce
delay in the test system, a time delay of 2 ns is added to the
system. The frequency response of the system is calculated
on 5000 linearly spaced frequency points between 0 Hz and
5 GHz and is shown in green in Fig. 4. The obtained stable
and unstable parts after projection are shown in red and blue
on the same figure. The maximum interpolation error is very
low in this example (−120 dB) . We will focus on the effect
of the interpolation error in more detail in example 2.

The obtained unstable part peaks at 1 GHz, which matches
the location of the unstable pole pair of the system. Note
also that the obtained Zunstable is very simple: it is clearly a
second-order system. Most of the complexity of the frequency
response, including the delay, is projected onto the stable part.
This observation supports the proposed approach of estimating
a rational model only after projection. A good fit was obtained
with a rational model that consisted of two unstable poles
and a single zero. The two poles obtained with a rational
approximation of Zunstable coincide exactly with the unstable
poles in the circuit as is shown in Fig. 3.

4The rss function in Matlab returns models with poles and zeroes around
1Hz. The example here was scaled up in frequency to represent an RF circuit.

Fig. 3. Pole-zero map of the test system. There are 202 poles ( ) and 200
zeroes ( ). The two poles placed in the right half-plane are easily recovered
after the projection by fitting a low-order model on the unstable part ( ).

Fig. 4. The stable/unstable projection splits the original frequency response
( ) in a stable part indicated with ( ) and an unstable part indicated with ( )

B. Example 2: Balanced amplifier

The second example is a balanced amplifier built as a
student project for operation around 3.4 GHz (Fig. 5). Two
BFP520 transistors were used to construct the amplifier. Dur-
ing measurement, the design oscillated around 1.43 GHz when
terminated with 50 Ω, so the circuit is a good candidate to
verify the proposed method to find the instability in simula-
tions.

The small-signal current source was connected to the col-
lector of the top transistor. The BFP520 has a fT of 45 GHz, so
the maximum frequency for the simulation was set to 50 GHz.
The impedance of the circuit was determined starting from
DC in 10 MHz steps. The obtained impedance is shown in
green in Fig. 6, the obtained stable and unstable parts are also
shown in the same figure. The instability around 1.46 GHz
is detected, but also some artefacts can be observed in the
obtained unstable part at higher frequencies. The high level
of the interpolation error at the frequency of these artefacts
indicates that they are due to the interpolation in step 3 of the
stable/unstable projection. At the frequency of the detected
instability, the unstable part lies about 30 dB above the error
level, which indicates that the instability is not an interpolation
artefact.

To confirm that the artefacts are caused by the interpolation,
a second simulation was run, but now 1 MHz steps were
used instead of 10 MHz. The stable/unstable projection of
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Fig. 5. Simulation set-up and photograph of the balanced amplifier. In the simulations for the stability analysis, the amplifier is excited at the collector of
one of its transistors. All transmission lines in the circuit are 50Ω lines unless stated otherwise. The length of the transmission lines is given in millimetres.
The TLINP model was used for the transmission lines with εr = 6.15, tan(δ) = 0.003 and conductor losses A = 2.5 dB/m.

Fig. 6. The separation of the impedance ( ) into the stable part ( ) and unstable part ( ) reveals the instability around 1.46 GHz. The interpolation error is
shown with ( ). In the plot on the left, there are artefacts present in the unstable part due to interpolation of the coarsely obtained impedance data. When the
impedance of the balanced amplifier is simulated on a finer frequency grid, the artefacts disappear (right).

the denser frequency response data (Fig. 6) still predicts the
instability around 1.46 GHz, but the artefacts in the unstable
part at higher frequencies are gone. The maximum of the
interpolation error went down to −80 dB(Ω).

C. Example 3: Two-stage Power Amplifier

As a third example, we consider the small-signal stability
analysis of an X-band PA designed in the 0.25µm GaN HEMT
technology GH25-10 of UMS [27]. The circuit and its design
are described in great detail in [18]. The resulting MMIC is
shown in Fig. 7.

The PA is a two-stage design where the second stage
consists of two branches with each two transistors in parallel.
In simulation, the second stage of the PA demonstrated an
odd-mode instability [18], so a stabilisation resistor was added
between the drains of the top and bottom halves of the second
stage of the PA (as indicated in the Fig.).

The simulation of the complete PA was performed in ADS.
The passive structures in the circuit were simulated with EM
simulations in Momentum and combined with the non-linear
transistor models afterwards. To verify the stability of the
amplifier, the circuit impedance was determined at the gate
of the top most transistor of the second stage.

The obtained impedance for Rstab = 500Ω is shown in
Fig. 8. The impedance is simulated on 945 logarithmically
spaced points between 1MHz and 50GHz. Because 1MHz is
not sufficiently close to DC, a bandpass filter was used in the
stability analysis. Due to the low amount of data points in the
resonances of the circuit, a Padé interpolation was used in the
stability analysis. The resulting stable and unstable parts are

shown in blue and red on the same figure. It is clear that the
circuit is unstable for Rstab = 500Ω. The unstable part peaks
around 9.5GHz and lies about 40 dB above the interpolation
error level.

The odd-mode instability can be resolved by decreasing the
resistance of Rstab [18]. In a second stability analysis, we
determined the stability of the PA for Rstab = 25Ω. The results
of this second analysis are shown in Fig. 9. The obtained
unstable part coincides with the level of the interpolation error,
which indicates that the circuit is now stable.

D. Example 4: R-L-diode circuit

The final example in this paper shows that the stability
analysis can also be used to determine the stability of HB
simulations of the R-L-diode circuit shown in Fig. 10. The
circuit is based on [28], but a realistic diode model was used to
represent the diode in the circuit instead of the three equations
provided in the original paper.

The circuit is excited by a single-tone voltage source with an
amplitude Vin and a frequency of 100 kHz. Because the diode
has a transit-time of 4 µs, the circuit generates period-doubling
solutions starting from sufficiently high amplitudes Vin. For
even higher Vin, the circuit will create chaotic solutions.

To visualise this behaviour, a bifurcation diagram is con-
structed using time-domain simulations in the same way as
is described in [28]: For every value of Vin, 1030 periods of
100 kHz are simulated and the final 30 periods are sampled
every 1/100 kHz. If the circuit solution is periodic with the same
period as the input source, all 30 sampled points will fall on
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Fig. 7. Microphotograph of the MMIC. The stabilisation resistor Rstab is
indicated in red.

Fig. 8. Impedance seen at the gate of the first stage of the PA for Rstab =
500Ω. Its obtained stable and unstable parts clearly indicate that the DC
solution of the amplifier is unstable. The interpolation error ( ) is quite high
due to the low amount of simulation points.

Fig. 9. Impedance presented by the PA at the gate of the transistor in the
first stage for Rstab = 25Ω. The obtained stable and unstable parts indicate
that the DC solution is now stable. The interpolation error is shown with ( ).

top of each-other. If a period-doubling occurs in the circuit,
two different values will be obtained.

The obtained bifurcation diagram for our R-L-diode ex-
ample is shown in Fig. 11. It is clear that a period-doubling
occurs for Vin higher than 0.8 V. Starting from 1.8 V the
period quadruples. For the highest input amplitudes, a chaotic
solution is obtained.

If this R-L-diode circuit is simulated with HB, the circuit
solution is constrained to harmonics of 100 kHz. For input
amplitudes higher than 0.8 V, where the circuit wants to go
to a period-doubling solution, the constrained HB solution will
be locally unstable.

We run two HB simulations on this circuit. Both HB
simulations have a base frequency of 100 kHz and an order
of 10. In the first simulation, Vin is set to 0.5 V, which will
result in a stable orbit. The second simulation has a Vin of
1.5 V, which will cause the orbit to be unstable.

The frequency response of the circuit around the HB solu-
tion is obtained with a mixer-like simulation, as explained in

the introduction of this paper. The small-signal excitation was
swept in both cases on a linear frequency grid starting from
(1 kHz + 1 Hz) up to (2 MHz + 1 Hz) in 1 kHz steps. The
1 Hz was added to the start and stop values of the sweep to
avoid overlap with the tones of the HB simulation.

The mixer-like simulation in ADS uses Single-
Sideband (SSB) current excitations i (t) = ejωt, which
causes the obtained frequency responses Z

′[b]
mn (jω) with

b 6= 0 to be non-Hermitian:

Z ′[b]mn (jω) 6= Z
′[b]
mn (−jω)

An alternative representation can make Z ′[b]mn (jω) Hermitian
by transferring to a sine and cosine basis from the exponential
basis [29], [30]

Z [b]
mn(jω) =

1

2

[
Z ′[b]mn (jω) + Z ′[−b]mn (jω)

]

Z [−b]
mn (jω) =

j

2

[
Z ′[b]mn (jω)− Z ′[−b]mn (jω)

]

Z
[−1]
mn (jω) Z

[0]
mn(jω) and Z [+1]

mn (jω) are then analysed with
the stable/unstable projection method. The results are shown
in Fig. 12. The HB solution obtained for Vin = 0.5 V is clearly
stable: its unstable part is more than 70 dB smaller than its
stable part.

In the case for Vin = 1.5 V, the solution is clearly unstable
as the unstable part lies far above the stable part of the
frequency response. Note that the lowest-frequency peak in the
unstable part is located around 50 kHz and that copies of the
resonance are found at 150 kHz, 250 kHz,... This behaviour
is to be expected and indicates that the circuit wants to go to
a period-doubling solution.

During the stability analysis of a periodic orbit, the unstable
part will contain both the unstable base pole and all its higher-
order copies. The unstable part will be simple, just like in the
small-signal case, and it will be possible to approximate it by
a finite set of base poles. Due to the infinite amount of higher-
order copies however, it will not be possible to approximate
it by a low-order rational approximation as is the case in the
stability analysis of a DC solution.

IV. CONCLUSION

This paper introduces a closed-loop local stability analysis
without using a rational approximation. Instead, the impedance
functions are split into a stable and unstable part by projecting
onto an orthogonal basis. Transforming the problem to the
unit disc allows to calculate this projection with the FFT
which makes the projection-based stability analysis very fast.
In a small-signal stability analysis, once the unstable part is
obtained, a low-order rational model can be used to find the
unstable poles in the circuit.

Due to the model-free nature of the proposed method, it
is a very simple method to use: no choice of model order or
approximation error needs to be made. The only requirements
of the projection-based stability analysis are that the frequency
responses are sampled on a sufficiently dense frequency grid
and that the maximum frequency of the simulations is large
enough. When the circuit impedance is simulated on a too
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Fig. 10. The circuit R-L-diode circuit is excited with a small-signal current source at
the diode.

Fig. 11. The bifurcation diagram of the R-L-diode circuit
shows that a period-doubling occurs for input amplitudes higher
than 0.8 V.

Zstable

Zunstable

Zstable

Zunstable

Z[0]

Z[-1]

Z[+1]

Fig. 12. The results of the stability analysis of Z[−1]
mn (jω) Z

[0]
mn(jω) and Z[+1]

mn (jω) in the two HB simulations show that, for Vin = 0.5 V, the orbit is
stable, but for Vin = 1.5 V, the orbit is unstable. The interpolation error in shown with ( ).

coarse frequency grid, a large interpolation error is introduced
in the results. The level of this interpolation error can easily be
determined and used to improve the accuracy of the method.

Once the stable and unstable parts of the impedance are
obtained with a sufficiently low interpolation error, the ob-
tained unstable part can be compared to the interpolation
error to determine whether it is significant or not. From
experience, we found that, when the unstable part lies more
than 20 dB above the interpolation error level, the circuit can
be considered unstable. Further work is to be done towards
automated decision making regarding stability.

The stable/unstable projection has been successfully applied
to both the stability analysis of DC and large-signal solutions
of RF circuits.

APPENDIX A
ON LOCAL RATIONAL APPROXIMATION

Due to the presence of distributed elements in microwave
circuits it is impossible to obtain a rational model of the im-
pedances of the circuit over the full simulated frequency range.
In a small frequency band however, it is possible to obtain a
good low-order rational approximation of the impedance. This
is the basis of pole-zero based stability analysis.

It is however not guaranteed that the poles of the local
model correspond to the poles of the global model. We will
demonstrate this in this appendix using an simple example
without distributed elements.

Consider the artificial example in equation (12). All poles
of this rational function lie in s = −5, so Z(s) is stable. In
the frequency band [−1, 1] however, the FRF of this stable
rational function closely resembles an unstable FRF (Figure
13)

To verify whether the global poles are obtained with a local
model, we estimate a local rational model on 1000 frequency
points on the interval ω ∈ [−0.6, 0.6] using vector fitting [31].
The model order for the local model is not known in advance,
so it is swept from 2 to 11. The maximum of the phase error
of the obtained fit is shown in Figure 14. Starting from model
order 8, the phase error lies below 10−3 degrees so the fit can
be considered sufficiently good for stability analysis [17].

The obtained local model is unstable however. In fact, an
unstable local model is obtained for all model, which shows
that the poles of a local model do not necessarily correspond
to the poles of the underlying impedance. This is an artificial
example of course, but the example indicates that the use of
local lower-order models to determine the stability could lead
to misleading results.

APPENDIX B
MAPPING OF THE BASIS FUNCTIONS ONTO THE UNIT DISC

Applying transform (9) to the basis functions of the complex
plane (5) yields the following:

Bdisc
k (z) =

√
πα

2

z − 1
Bk

(
α

1 + z

1− z

)

= −√πα 2

z − 1

√
α

π

(
α 1+z

1−z − α
)k

(
α 1+z

1−z + α
)k+1

= zk
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Z (s) =

−228.5s14 − 153.7s13 − 875.2s12 − 550.2s11 − 1364.9s10 − 789.9s9

−1118.6s8 − 584.2s7 − 520.9s6 − 239.2s5 − 140.7s4 − 54.7s3 − 21.4s2 − 5.9s− 1

(s+5)15/9.9281·1010
(12)
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Fig. 13. FRF used in Appendix A. The FRF is stable, but resembles an
unstable FRF in the interval [-1,1]. Using a local model of this FRF might
result in false positives during stability analysis.
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Fig. 14. Maximum phase error as a function of the model order obtained
when estimating a local model in the range ω ∈ [−0.6, 0.6] of the stable
impedance (12).
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Fig. 15. The obtained poles and zeroes for model order 8. The model was
estimated using data in the interval ω ∈ [−0.6, 0.6]. The red circle indicates
all points s in the complex plane for which |s| < 0.6.
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Certified Computation of Optimal
Multiband Filtering Functions

Vincent Lunot, Fabien Seyfert, Stéphane Bila, and Abdallah Nasser

Abstract—In this paper, we focus on the problem of computing
multiband filtering characteristics with a guarantee on their global
optimality with respect to a Zolotarev-like criterion. An iterative
algorithm based on linear programming is presented. This algo-
rithm ensures quadratic convergence to the optimal solution. We
also provide an equiripple-like criterion that allows one to check
in a very simple manner whether a computed filtering function is
optimal or not. The latter is used to analyze two practical design
examples based on asymmetric dual-band specifications. In partic-
ular, it is shown that the selectivity of the dual-band response does
not necessarily increase with the filter’s order. This study yields
some striking results when compared to the usual single-band sit-
uation, and introduces the idea that for certain asymmetric spec-
ifications some of the filter order values are more suitable than
others. Finally, the practical implementations of the filtering de-
vices in inline dual-mode cavities and stacked single-mode cavities
are detailed.

Index Terms—Differential correction algorithm, filter synthesis,
multiband filter, Zolotarev problem.

I. INTRODUCTION

I N BOTH space and terrestrial communications, advanced
filtering characteristics have become a major way of im-

proving and simplifying the architecture of systems. In partic-
ular, a dual-band filtering characteristic allows one to incorpo-
rate the two passbands within the single filter structure. The
latter is an interesting replacement for the doubly multiplexed
solution that combines single-band filters with a junction at the
input/output. The main advantage is to save mass and volume,
but also to simplify both the manufacturing and the tuning of the
hardware since the multiband filter architecture can be realized
with topologies and technologies commonly used for single-
band filter design.

Some recent studies [1], [2] exposed methods using fre-
quency transformations to design multiband filters. However,
these lack generality. Indeed, the response is limited by sym-
metric specifications or by the position of the transmission
zeros.

For general specifications, some optimization methods are
known [3], [4]. However, they do not guarantee the optimality
of the response.

In [5], an iterative algorithm based on linear programming
was proposed in order to compute the “best” filtering function

Manuscript received April 15, 2007.
V. Lunot and F. Seyfert are with the Institut National de Recherche en Infor-

matique et en Automatique (INRIA), 06902 Sophia Antipolis, France (e-mail:
Vincent.Lunot@sophia.inria.fr; fseyfert@sophia.inria.fr).

S. Bila and A. Nasser are with XLIM, University of Limoges, 87060 Limoges,
France (e-mail: bila@ircom.unilim.fr; abdallah.nasser@gmail.com).

Digital Object Identifier 10.1109/TMTT.2007.912234

in the Zolotarev sense. Unlike general optimization methods
that might end up at a local, but nonglobal optimum, the latter
method guarantees the global optimality of the response. A
drawback, however, is its poor rate of convergence, yielding
a high number of necessary iterations to obtain a reasonable
convergence. In this paper, modifications are introduced in the
main computation loop of the algorithm that ensure quadratic
convergence to the optimal solution. We also give a simple
characterization of the optimal filtering function in terms of
an alternation property, whereas in the single-band case, this
characterization reduces to the classical equiripple property
this is no longer true for the multiband situation: we give an
example of an optimal, but nonequiripple response.

Two examples are constructed of the design of dual-band fil-
ters when beginning from asymmetrical frequency specifica-
tions. The ability to certify the optimality of the computed re-
sponses appears to be crucial and leads to some striking results
when compared to the usual single-band situation. In the latter,
the selectivity of the response increases with the filter’s order.
This is no longer true for dual-band specifications for which spe-
cific degrees appear to be more adapted than others. A trivial
example of this is given by symmetric dual-band specifications:
in this case, one can show that the optimal filtering function
is always of even order. Adding an extra reflection zero to an
even-order characteristic will only deteriorate the response. This
type of phenomenon also occurs in a less predictable manner
when dealing with asymmetric frequency specifications. To il-
lustrate this, we analyze frequency specifications for which the
best characteristic with, at most, ten reflection zeros and three
transmission zeros is shown to be of 9–3 type.

Finally, we detail the practical implementation of the filtering
devices respectively in aligned dual-mode cavities and stacked
single-mode cavities.

II. STATEMENT OF THE SYNTHESIS PROBLEM

A. Polynomial Structure of the Scattering Matrix

The scattering matrix associated with the classical low-pass
lossless circuit prototype [6] has the following structure:

(1)

where is the number of resonators. The polynomial is of
degree and satisfies the condition
(which implies that the set of transmission zeros is symmetric
with respect to the imaginary axe, i.e., paraconjugated). is

0018-9480/$25.00 © 2007 IEEE
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of degree and monic and the denominator is the unique
Hurwitz polynomial satisfying the following spectral equation:

(2)

Using the latter equations, the squared modulus of the transmis-
sion parameter is expressed as

(3)

where is known as the filtering or characteristic
function.

In the case of a single passband and for given transmission
zeros (i.e., is fixed), the classical formula using the
function [6] allows the computation of a polynomial that
yields an equiripple quasi-elliptic filtering characteristic. The
latter formula, in fact, gives the solution to the so-called third
Zolotarev optimization problem that, roughly speaking, speci-
fies in mathematical terms the notion of a “best” filtering func-
tion for a bandpass filter, whereas in the multiband situation, ex-
plicit formulas no longer exist for , we show in the following
that the original Zolotarev problem adapted to a single passband
can easily be extended to take into account several passbands
and stopbands.

B. General Zolotarev Problem

Given a set of passbands (see Fig. 1), i.e., a collection of inter-
vals on the real axes (which union we call ), as well as
a collection of stopbands (which union we call ), the
“best” multiband response is such that the modulus of the trans-
mission is as big as possible on the intervals (passbands) and as
small as possible on the intervals (stopbands). The latter trans-
lates in a straightforward manner to the following normalized
optimization problem specifying what the best filtering function
is:

(4)

solve (5)

where is the set of polynomials of degree less than and
is the sup norm over the set (see Fig. 1). Indeed, if

is an optimal solution of (5) with monic, one may verify that
setting and yields
a scattering matrix with structure (1), with the lowest possible
transmission on all the stopbands , provided

on the passbands .

C. Real Zolotarev Problem

In this study, we consider solving (5) under the additional
condition that and are polynomials with real coefficients.
This in particular implies that the synthesized scattering matrix
satisfies and that the reflection zeros are paraconju-
gated, which is clearly an extra condition. On the one hand, the
latter guarantees, for example, that the response can be synthe-
sized in a cul-de-sac topology, but on the other hand, the solution

Fig. 1. Graph of function F=P with one transmission zero in z, two passbands
I and I , and one stopband J .

to the “complex” Zolotarev problem can achieve better results
(because it is less restricted).

III. LINEAR PROGRAMMING AND POLYNOMIAL

APPROXIMATION PROBLEMS

This section is meant as a short tutorial on the use of
linear programming in connection with polynomial approx-
imation problems like the one we just stated. Suppose we
only have one stopband and one passband

. We are interested in the all-pole filter of order
2 that solves the related Zolotarev problem, i.e., among all
polynomials of degree less than 2 that are bounded by 1 on ,
find the one with the fastest growth on . The solution to this
problem is, of course, known to be the Chebyshev polynomial

. We will now see that
this result can be recovered from a numerical algorithm in a
guaranteed manner. The advantage of this procedure is that
it will extend to multiband situations for which closed-form
formulas are not known. Once a sign has been chosen for
the polynomial on (say, positive), the
original Zolotarev problem can be formulated as the following
optimization problem:

solve

subject to
(i)
(ii)
(iii).

Here, is an auxiliary variable, which expresses the minimum
of the polynomial over . Evaluating inequalities (i) at sample
points in the interval and inequalities (ii) and (iii) at sample
points in the interval yields a set of linear inequalities in
the variables . In this manner, the original Zolotarev
problem is cast into a linear optimization problem under linear
constraints: a linear program (LP). These types of problems
have been widely studied and efficient software to solve them
in a guaranteed manner exist (e.g., Cplex, MATLAB, Maple,
LpSolve). Using the LP solver of MATLAB and taking 100
sample points over the intervals and yields the solution

, , and .



LUNOT et al.: CERTIFIED COMPUTATION OF OPTIMAL MULTIBAND FILTERING FUNCTIONS 107

The advantage of this method as compared to closed-form
formulas is that it generalizes to any number and any arrange-
ment of the intervals and . We strongly encourage the reader
to derive from what precedes a simple algorithm to solve the
multiband synthesis problem in the special case of all-pole
filters.

In the following sections, the general problem of filters with
transmission zeros at finite frequencies is tackled. This amounts
to dealing with rational fractions instead of polynomials.

The general algorithmic framework remains, however, sim-
ilar and relies in particular on the use of linear programming.

IV. SIGN COMBINATIONS AND CHARACTERIZATION

OF THE SOLUTION

A. Sign Combinations

Our goal is now to eliminate the absolute value in (5) to get a
“linear” version of the problem. If is an optimal solution
of (5) and is irreducible ( ) then, as the value of
the in (5) is positive, has no zero in and, as the
absolute value of is bounded by 1 over has no zero
in . Therefore, has a constant sign on every interval and

has a constant sign on every interval . Thus there exists a
sign function (such that ) that is constant on every
interval and such that has a representative in the
convex set

(6)
where signifies that the coefficient of in is
equal to 1.

Of course, we do not know the signs in advance, but there
are only a finite number of possible combinations of them. For
every combination of signs on the intervals, we therefore define
a signed version of (5) by

solve (7)

Solving (7) for all possible sign combinations and retaining the
overall best solution yields an optimal solution of (5).

B. Characterization of the Solution

For a given sign function , we now give a way of testing
whether a rational function of “full rank” (where no simplifica-
tion between numerator and denominator occurs) is a solution
of (7). The latter is based on an alternation property.

Let be the value of the minimum of on . We call
(respectively, ) the union of intervals such that
(respectively, ). We define the following sets of
“extreme” points:

In Fig. 1, ten “extreme” points are plotted.

A sequence of consecutive points
is called “alternant” if its points belong alternatively to the sets

and . In Fig. 1, an alternant sequence of
nine consecutive points can be found (points A and B belong to
the same set and cannot, therefore, appear consecutively in an
alternating sequence).

“Extreme” points allow to determine whether a function is
the solution of (7) or not. The following indeed holds.

• A concave maximization problem, i.e., (7), admits a unique
solution.

• is an optimal solution of “full rank” if and only if
there exists a sequence of frequency points

such that its elements belong al-
ternatively to the sets and with

.
The latter alternant sequence is, therefore, a proof of optimality
for a given filtering function.

In the single-band case, the characterization we gave is equiv-
alent to the classical equiripple property in the passband and
stopbands. However, in the multiband case, this is no longer
true in general. Fig. 2(a) shows the optimal 6–4 function for the
stopbands , , , and for the passbands

, . The attenuation level attained in the stop-
bands is of 32.2 dB, whereas the return loss is set to 20 dB.
The 12 “extreme” points certify that this 6–4 nonequiriple func-
tion is the optimal solution with respect to the specifications.
As pointed out by some reviewers, one might enlarge a bit the
passbands and try to obtain an equiripple response with different
return-loss levels in the passbands. This was done by solving the
problem with following passbands and and
return loss levels of, respectively, 25 and 20 dB. As shown
in Fig. 2(b), the optimal frequency response for these new spec-
ifications is equirriple. These new specifications are harder to
meet than the preceding ones (larger passbands and higher re-
turn loss in one passband) and result in a poorer optimal attenu-
ation level of 22.4 dB. Here again, 12 “extreme” points certify
the optimality of the response.

In the following, we present a quadratic convergent algorithm
for (7).

V. ALGORITHM

A. Geometry of the Sub-Problem

We will now study (7) from a geometric point of view. If we
denote by the value of the criterion in (7) for a given

( can be seen as the rejection level of in the
stopbands), then the convex set defined by

(8)
is, in a way, the set containing all the functions that have at least
a rejection level in the stopbands. Let be the value of the
criterion in (7) ( is the best possible rejection). By
definition of the , is then the set of representatives
of the optimal function .

The key point for computing the solution of (7) is that, for
, the following holds (see Fig. 3).
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(a)

(b)

Fig. 2. (a) Optimal, but nonequiripple filtering function with six poles and four
zeros. (b) Optimal 6–4 response with enlarged passbands and unequal return-
loss levels in the passbands.

Fig. 3. Sets E(M) forM < M < M .

• .
• .
• .

Indeed, by making a hypothesis on the possible rejection level
and by checking the emptiness of , the following in-

formation on is known.
• If is empty, .
• If is nonempty, .

Therefore, a dichotomy method testing emptiness can be used
to compute the optimal rational filtering function.

It is crucial to notice that the convexity of the set al-
lows to check nonemptiness using linear programming.

B. Detailed Equations for Checking Emptiness

One way of checking the emptiness of is to find
in , which maximizes the following function :

(9)

Computation of can be done by discretizing the and
intervals. Indeed, in this way, the equations of the constraints

in become linear in the coefficients of and . Thus, the
problem of finding is done by solving the LP problem

solve

subject to
for all
for all

for all
for all

(10)

where [respectively, ] are a discretization of (respec-
tively, ).

If the maximum is positive, then in , which
maximizes , has been computed, therefore, the set is
nonempty. Else, if , the set is empty.

Accuracy depends, of course, on the number and placement
of chosen points. On each interval, taking approximately 20
Chebyshev points gives satisfactory results.

C. Differential Correction-Like Algorithm

Instead of using dichotomy as previously suggested, we now
come to an algorithm that adjusts in a more efficient way by
using the information gained from solving (10). The latter is an
adaptation of the differential correction algorithm introduced by
Cheney [7] for rational approximation.

Step 0: Initialization.

Choose polynomials in . Compute

(11)

Step : Compute , which solves the LP problem (10)
for

(12)

If , return else compute

(13)

This iterative algorithm is proven to converge to the solution
of (7) in the nondegenerated case (degree ). Instead of
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taking the leading coefficient of equal to 1, another normal-
ization can be taken to ensure convergence in the general case.

For initialization, the choice of in does not in-
fluence the solution. One way of computing possible
is to solve (12) with properly chosen (e.g., gen-
erally works).

D. Improvements: Specifications and Quadratic Convergence

This algorithm can be easily generalized to compute the best
filtering function subject to arbitrary specifications ( is a
positive function) in passbands and stopbands: in , replace

by and in , replace bound 1 over by .
Furthermore, the rate of convergence can be greatly increased

by a slight modification of function . Indeed, for a fast com-
putation of the solution with respect to specifications , replace

at step by

(14)
The associated LP problem is defined by

solve

subject to

for all

for all
for all

for all

An adaptation of the proof for rational approximation (see [8])
shows that the convergence is quadratic whenever the solution
is of “full rank.”

VI. EXAMPLES

We consider two design examples based on asymmetric fre-
quency specifications. Here we discuss the computation of the
filtering functions, whereas their practical implementations are
considered in Section VI-A.

Example 1

A first example is taken from [5] with the following electrical
specifications:

• return loss at 20 dB in the passbands (
and on the -axis, normalized frequency);

• rejection at 15 dB in the lower and upper stopbands (
and ) and 30 dB in the

intermediary stopband ( ).
One may first think of computing a 10–3 filtering characteristic
to fit in the latter specifications. Using the previously presented
algorithm and working for practical reasons with finite intervals
(so the two chosen “outside” stopbands are set to
and [1.212, 10]), we obtain the filtering function plotted in
Fig. 4. Only nine transmission zeroes and 14 “extreme” points
appear on the graph, which seems at first glance to contradict

Fig. 4. Optimal transmission and reflection parameters (example 1).

the theory or to indicate that something is wrong with our
numerical implementation. A closer inspection of the obtained
function indicates, however, that the lacking “extreme” point is
situated in the left limit of the first stopband, i.e., in ,
together with a reflection zero that was rejected at .
If we increase the size of the left stopband, the reflection zero
is rejected further towards infinity. This amounts to saying that
the optimal characteristic with, at most, ten reflection zeros
(respectively, at most, three transmission zeros) is, in fact, of
9-3 type. In some sense, the optimization process indicates that
there is no way to improve this 9-3 filtering function by adding
an extra reflection zero. Note that here the ability to certify
the optimality of the computed filtering function is crucial.
Someone using a generic optimizer may insist on finding a
better starting point for his optimization process or try by
all means to restrict the location of reflection zeros: by the
optimality argument, this can only yield a poorer result.

Example 2

A second example from [9] is taken whose electrical specifi-
cations are defined by the following:

• return loss at 23 dB in the passbands (
and on the -axis);

• in the lower stopband ( ), rejection is set
at 10 dB on and 15 dB on .
Rejection is set at 20 dB in the intermediary stopband

and 40 dB in the upper stop-
band ( ).

Here again, one may think of using an 8–3 characteristic for
a realization in extended box topology [11]. However, the same
phenomenon as in example 1 occurs, and the optimal solution
appears to be of type 7–3. The slight difference between the fil-
tering function in Fig. 5 and the one in [9] is due to the fact
that reflection zeros were originally laboriously optimized “by
hand.” Here, transmission and reflection zeros are optimized si-
multaneously. In the upper stopband, the rejection level is lower
than in [9], but is improved in the other stopbands and, contrary
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Fig. 5. Optimal transmission and reflection parameters (example 2).

Fig. 6. Extended-box coupled resonator network for the realization of the ideal
9–3 dual-band response in Fig. 4.

to the original solution, the return loss is equiripple in the two
passbands.

VII. DESIGN AND IMPLEMENTATION AT

MICROWAVE FREQUENCIES

Example 1: Nine-Pole Three-Zero Dual-Band Filter
Implemented in Inline Dual-Mode Cavities

The low-pass specifications given in Fig. 4 correspond to the
following passbands and stopbands at microwave frequencies:
the two passbands are, respectively, GHz
and GHz and the three stopbands are, re-
spectively, GHz, GHz, and

GHz.
From these ideal parameters, a coupled resonator network

has to be derived for realizing the desired number of transmis-
sion and reflection zeros. The network is chosen to be an ex-
tended-box one (see Fig. 6) since this topology allows a practical
implementation of the filtering function with aligned dual-mode
cavities. The technology selected for realizing the microwave
filter consists in cylindrical cavities working on their dual-mode

and coupled by rectangular irises, as shown in Fig. 7.
Applying an exhaustive coupling matrix synthesis [11], 22

real solutions have been found to realize the optimal function
with the extended-box network.

A particular solution is then selected and a computer-aided
design (CAD) model is tuned, applying a coupling matrix iden-
tification at each tuning step [10]. However, in this case, an ex-
haustive computation of all the solutions to the coupling matrix

Fig. 7. Implementation of the nine-pole three-zero dual-band filter with inline
dual-mode cylindrical cavities, network topology illustrated in Fig. 6.

Fig. 8. Measurements and simulation of the nine-pole three-zero dual-band
filter physically illustrated in Fig. 7.

synthesis problem is necessary for recognizing the solution to
be tuned. In case of ambiguity between several identified solu-
tions, the solution that corresponds to the CAD model can be
recognized by perturbing some coupling elements (dimensions
of irises or screws) and by studying the coherency on the solu-
tion modifications (corresponding coupling values). The CAD
model is a finite-element model. Metallic losses are not con-
sidered during CAD tuning for facilitating comparison with the
synthesized lossless rational function. Moreover, no particular
action, i.e., predistortion, is done for compensating losses in the
current synthesis.

A hardware prototype of the filter has been built with brass.
The unloaded quality factor is approximately 4000, but can be
improved using silver-plated cavities. However, measured and
simulated results are in good agreement, as shown in Fig. 8.
Insertion losses are 2.15 dB in the first passband and 1.45 dB
in the second one.
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Fig. 9. Pseudo extended-box coupled resonator network for the realization of
the ideal 7–3 dual-band response in Fig. 5.

Fig. 10. Measurements and simulation of the 7–3 dual-band filter, network
topology illustrated in Fig. 9.

Example 2: Seven-Pole Three-Zero Filter Implemented in
Stacked Single-Mode Cavities

At microwave frequencies, the low-pass specifications
shown in Fig. 5 match into two passbands, respectively, at

GHz and GHz, and
three stopbands, respectively, at GHz,

GHz, and GHz.
The coupled-resonator network, which is selected for real-

izing the latter filtering function, is the pseudo extended-box
topology presented in Fig. 9.

This configuration of the coupled-resonator network leads to
three real solutions for realizing the ideal filtering characteristic.

A solution is chosen for being implemented in stacked single-
mode rectangular cavities, as described in [9]. The CAD model
and the practical hardware are tuned using an exhaustive cou-
pling matrix identification. Measurement results of the brass-
made prototype are compared with simulations in Fig. 10. Inser-
tion losses are, respectively, 1.4 and 1.25 dB in the passbands.

VIII. CONCLUSION AND PERSPECTIVES

We have presented an iterative algorithm with a quadratic
convergence rate to perform the optimal synthesis of multiband
filtering functions. We also provided a simple equiripple-like
optimality criterion that allows one to check for the optimality
of any filtering function. The main advantages of this approach,
as opposed to direct optimization schemes, are to provide the

user with some optimal placements for the reflection and trans-
mission zeros while validating the result. Based on the latter,
we showed that, for some dual-band specifications, an increase
of the filter’s order does not necessarily yield an improvement
of its selectivity: this is a major difference as compared to the
usual single-band situation and, to the best of our knowledge, the
analysis of this phenomenon is new to the filtering community.
Finally, the process was validated by the design of two asym-
metric dual-band bandpass filters.
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5.3 Coupling matrix synthesis problem

5.3.1 An algebraic framework for coupling matrix synthesis
problem
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ABSTRACT: In this paper a new approach to the synthesis of coupling matrices for micro-

wave filters is presented. The new approach represents an advance on existing direct and

optimization methods for coupling matrix synthesis, in that it will exhaustively discover all

possible coupling matrix solutions for a network if more than one exists. This enables a

selection to be made of the set of coupling values, resonator frequency offsets, parasitic cou-

pling tolerance, etc. that will be best suited to the technology it is intended to realize the

microwave filter with. To demonstrate the use of the method, the case of the recently intro-

duced ‘‘extended box’’ coupling matrix configuration is taken. The extended box is a new

class of filter configuration adapted to the synthesis of asymmetric filtering characteristics

of any degree. For this configuration the number of solutions to the coupling matrix synthe-

sis problem appears to be high and offers therefore some flexibility that can be used during

the design phase. We illustrate this by carrying out the synthesis process of two asymmetric

filters of 8th and 10th degree. In the first example a ranking criterion is defined in anticipa-

tion of a dual mode realization and allows the selection of a ‘‘best’’ coupling matrix out of

16 possible ones. For the 10th degree filter a new technique of approximate synthesis is pre-

sented, yielding some simplifications of the practical realization of the filter as well as of its

computer aided tuning phase. VVC 2006 Wiley Periodicals, Inc. Int J RF and Microwave CAE 17: 4–12,

2007.

Keywords: coupling matrix; filter synthesis; bandpass filter; Groebner basis; inverted characteris-

tic; multiple solutions

I. INTRODUCTION

In Ref. 1, a synthesis method for the ‘‘Box Section’’

configuration for microwave filters is introduced.

Box sections are able to realize a single transmission

zero (TZ) each and have an important advantage that

no ‘‘diagonal’’ inter-resonator couplings are required

to realize the asymmetric zero, as would the equiva-

lent trisection. Also the frequency characteristics are

reversible by retuning the resonators alone [2],

retaining the same values and topology of the inter-

resonator couplings.

The first feature leads to particularly simple cou-

pling topologies, and is suitable for realization in the

very compact waveguide or dielectric dual-mode res-
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onator cavity, while the ability to reverse the charac-

teristics by retuning makes the box-filter useful for

diplexer applications, the same structure being usable

for the complementary characteristics of the two

channel filters.

Ref. 1 continued on to introduce the extended box

configuration for filter degrees N > 4, able to realize

a maximum of (N � 2)/2 (N even) or (N � 3)/2 (N
odd) symmetric or asymmetric TZs. Figure 1 gives

extended box networks of even degree 4 (basic box

section), 6, 8, and 10, showing the particularly simple

ladder network form of the extended box configura-

tion. In each case, the input and output are from op-

posite corners of the ladder network. The extended

box network also retains the property of giving lat-

eral inversion of the frequency characteristics by

retuning of the resonators alone.

The prototype coupling matrix for the extended

box network may be easily synthesized in the

folded or ‘‘arrow’’ forms. However, it appears that

there is no simple closed form equation or proce-

dure that may be used to transform the folded or

arrow coupling matrix to the extended box form. In

Ref. 1 a method is described which is essentially

the reverse of the general sequence that reduces

any coupling matrix to the folded form, for which

a regular sequence of rotation pivots and angles

does exist. Using this method means that some of

the rotation angles cannot be determined by calcu-

lation from the pretransform coupling matrix (as

can be done from the ‘‘forward’’ method) and so

they have to be determined by optimization. Other

methods (e.g. [3, 4]) are also known to produce a

solution.

Although most target coupling matrix configura-

tions (eg propagating in-line) have one or two unique

solutions, the extended box configuration is distinct

in having multiple solutions, all returning exactly the

same performance characteristics under analysis as

the original prototype folded or arrow configuration.

The solutions converged upon by existing optimiza-

tion methods tend to be dependent upon the starting

values given to the coupling values or rotation

angles, and it can never be guaranteed that all possi-

ble solutions have been found. In Ref. 2 an approach

based on computer algebra was outlined that allows

to compute all the solutions for a given coupling ma-

trix topology, including those with complex values

(which of course are discarded from the solutions

considered for the realization of the hardware). In

this paper we detail the latter procedure as well as a

modification in the choice of the set of algebraic

equations to solve that leads to an important

improvement of the algorithm’s efficiency in prac-

tice.

Having a range of solutions enables a choice to be

made of the coupling value set most suited to the

technology it is intended to realize the filter with.

Considerations influencing the choice include ease of

the design of the coupling elements, minimization of

parasitic couplings, or resonator frequency offsets.

Some of the coupling matrix solutions may contain

coupling elements with values small enough to be

ignored without damage to the overall electrical per-

formance of the filter, and so simplifying the manu-

facture and tuning processes.

In the following section we describe the multi-

solution synthesis method, applicable to the extended

box network and others that support multiple solu-

tions. Finally we apply our procedure to the synthesis

of filtering characteristics of degree 8 and 10. We

demonstrate how the ability to choose among several

coupling matrices simplifies the practical realization

of the filter in dual-mode waveguide or dielectric res-

onator cavities. In particular an approximate synthe-

sis technique based on a post-processing optimiza-

tion step is presented and improves the approach in

Ref. 2.

Figure 1. Coupling and routing diagrams for extended

box section networks: (a) 4th degree (basic box section),

(b) 6th degree, (c) 8th degree, and (d) 10th degree.
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II. GENERAL FRAMEWORK FOR THE
COUPLING MATRIX SYNTHESIS
PROBLEM

In this section we work with a fixed coupling topol-

ogy, that is we are given a set of independent non-

zero couplings associated to a low pass prototype of

some filter with N resonators. Starting with numerical

values for the couplings (coupling matrix M) and the

input/output (i/o) loads (R1, R2) one can easily com-

pute the admittance matrix using following formula:

YðsÞ ¼ CðsI � jMÞ�1Ct ¼
X1
k¼0

CjkMkCt

skþ1
ð1Þ

with

C ¼
ffiffiffiffiffi
R1

p
. . . 0 . . . 0

0 . . . 0 . . .
ffiffiffiffiffiffi
RN

p
� �

The coupling matrix synthesis problem is actually

about inverting the latter procedure: given an admit-

tance matrix we want to find values for the i/o loads

and couplings that realize it. To formalize this we

give a name to the mapping that builds the admit-

tance matrix from the free electrical parameters and

we define

T : p ¼ ð ffiffiffiffiffi
R1

p
;

ffiffiffiffiffiffi
RN

p
. . .Mi;jÞ !
ðCCt; . . .CMkCt; . . .CM2N�1CtÞ

The above definition is justified by the fact that the

admittance matrix is entirely determined by the first

2N coefficients of its power expansion at infinity [5].

Now suppose that each of the electrical parameters

move around in the complex plane: what about the

corresponding set of admittance matrices? The latter

can be identified with the image by T of Cr (C is here

the field of complex numbers) where r is the number

of free electrical parameters. We call this set V (¼T(Cr))

and refer to it as the set of admissible admittance mat-

rices with respect to the coupling topology.

In this setting the coupling matrix synthesis prob-

lem is the following: given an element w in V com-

pute the solution set of

TðpÞ ¼ w ð2Þ

Now from the definition of T it follows that eq. (2) is

a nonlinear polynomial system with r unknowns,

namely, the square roots of the i/o loads and the free

couplings of the topology. From the polynomial

structure of the latter system we can deduce follow-

ing mathematical properties (we will take them here

for granted):

� Equation (2) has a finite number of solutions

for all generic w in V (generic means for

almost all w in V) if and only if the differen-

tial of T is generically of rank r. In this case

we will say that the coupling topology is non-

redundant.

� The number of complex solutions of the eq. (2)

is generically constant with regard to w in V.
Because of the sign symmetries this number is a

multiple of 2N and can therefore be written as

m2N. The number m is the number of complex

solutions up to sign symmetries and we will call

it the ‘‘reduced order’’ of the coupling geometry.

Remarks: The nonredundancy property ensures

that a coupling geometry is not over-parameterized,

which would yield a continuum of solutions to our

synthesis problem. We illustrate this with the 6th

degree topology of Figure 2.

� If no diagonal couplings are present (as suggested

by the gray dots in Fig. 2), the topology is redun-

dant, i.e. the synthesis problem admits an infinite

number of solutions.

� If, for example, the coupling (1,4) is removed,

the topology becomes nonredundant and is

adapted to a 6-2 symmetric filtering character-

istic. In this case the resulting coupling topol-

ogy is the so called arrow form for which the

coupling matrix synthesis problem is known to

have only one solution. The reduced order of

the latter topology is therefore 1.

� Finally, if diagonal couplings are allowed, the

topology becomes nonredundant, and is

actually the 6th degree extended box topology

of Figure 1 and is adapted to a 6-2 asymmetric

filtering characteristic. We will see in the fol-

lowing section that its reduced order is 8.

The use of the adjective ‘‘generic’’ in the latter

statements is necessary for their mathematical cor-

Figure 2. Redundant topology.
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rectness. In fact properties concerning parameterized

algebraic systems are often true for all possible val-

ues of the parameters but an exceptional set. An

example of this is given by following polynomial:

pðxÞ ¼ ax2 þ 1:

The latter polynomial has two distinct roots for

almost all complex values of the parameter a: the

exceptional parameter set where the latter property

does not hold is characterized by the equation a ¼ 0

and is very ‘‘thin’’ (or non-generic) as a subset of the

complex plan.

The constructive nature of our framework for the

synthesis problem depends strongly on our ability to

invert numerically the mapping T, i.e. compute the

solution set of eq. (2). In the next section we briefly

explain how this can be done using Groebner basis

computations.

III. GROEBNER BASIS

As an example of the use of Groebner basis, suppose

we are given the following system:

x2 þ 2xyþ 1 ¼ 0 ðaÞ
x2 þ 3xyþ yþ 1 ¼ 0 ðbÞ

�

By combining equations we get the following poly-

nomial consequences:

ðbÞ � ðaÞ: xyþ yþ 1 ¼ 0 ðcÞ
ðcÞx� ðbÞy: 3xy2 � yx� xþ y2 þ 2y ¼ 0 ðdÞ
ðdÞ � ðcÞy: �yx� x� 2y2 � y ¼ 0 ðeÞ
ðeÞ þ ðcÞ: �x� 2y2 þ 1 ¼ 0 ðfÞ
ðfÞyþ ðcÞ: �2y3 þ 2yþ 1 ¼ 0 ðgÞ

Note that eq. (g) is a univariate polynomial in the

unknown y. Solving the latter numerically yields the

following 3-digit approximations for y: {–0.56 þ
0.25j, �0.56 �0.25j, 1.19} and from eq. (f) we get

the corresponding values for x ¼ {0.42 �0.61j,
0.42 þ 0.61j, �1.84}. Now we can verify that the lat-

ter three pairs of values for (x,y) are also solutions of

eqs. (a) and (b) and therefore the only three solutions

of our original system. Equations (f) and (g) are what

is called a Groebner basis [6] of our original system

and allows us to reduce the resolution of a multivari-

ate polynomial system to the one of a polynomial in

a single unknown.

The technique that we have presented is a simple

example is called ‘‘elimination’’ and can be thought

as the nonlinear version of the classical Gaussian

elimination technique for linear systems. The fact

that the process of variables elimination by means of

combinations of equations always ends up with a poly-

nomial in a single variable is equivalent to the prop-

erty that the original system has only isolated solu-

tions [7]. In the case of our synthesis problem this is

ensured by the nonredundancy of the considered cou-

pling topology.

In practice, computing a Groebner basis can be

computationally very costly: the number of necessary

combinations of equations can be very large and

strongly grows with the total number of variables of

the system. Therefore, the use of specialized algo-

rithms and their effective software implementation is

strongly recommended. In this work we have used

the tool Fgb [8].

Table I summarizes the reduced order and the

number of real solutions observed for a particular fil-

tering characteristic for each of the extended box net-

works of Figure 1. The synthesis method is not lim-

ited to the case of extended box topologies: Table I

also mentions the case of a 10th degree topology (see

Fig. 3) adapted to 10-8 symmetric characteristics.

TABLE I. Reduced Order and Observed Number of

Real Solutions

Topology

Max. No.

of TZs

Reduced

Order

Observed

No. of Real

Solutions

Figure 1(a) 1 2 2

Figure 1(b) 2 8 6

Figure 1(c) 3 48 16

Figure 1(d) 4 384 36, 58

Figure 3 8 3 1

Figure 3. Coupling topology adapted to 10-8 symmetric

characteristics.

Figure 4. Academic example of a 5th degree coupling

topology adapted to 5-2 asymmetric characteristics.
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The reduced order of the latter is equal to 3 and is

therefore much smaller than the reduced order of 384

of its 10th degree extended box analogue. This is

something we observed empirically by testing our

method on various networks: topologies adapted to

asymmetric characteristics seem to have a much

higher reduced order than those adapted to symmet-

ric ones.

Although the reduced order depends only on the

coupling geometry, the number of real solutions

depends on the prototype characteristic the network

is realizing (position of TZs, return loss, etc. . .) and
is, by definition, bounded from above by the reduced

order. One can even construct some coupling topolo-

gies and some filtering characteristics for which the

synthesis problem admits only complex solutions. An

academic example of this is given by the topology of

Figure 4 and the filtering characteristic, the canonical

coupling matrix in arrow form of which is given on

Figure 5. In this latter case the reduced order of the

coupling topology is 2 but both solutions to the syn-

thesis problem are complex and equal to the matrix

of Figure 6 and to its conjugate.

IV. PRACTICAL IMPLEMENTATION
OF THE SYNTHESIS PROCEDURE
AND EXAMPLES

A. 8th Degree Extended Box Filter

As an application we will consider the synthesis of

an 8th degree filter in extended box configuration

(see Fig. 1c). Using a computer algebra system (e.g.

Maple), we check that this topology is nonredundant

and from the application of the minimum path rule

we conclude that the set of admissible admittances

consists of rational reciprocal matrices of degree 8

with at most 3 TZs. Using classical quasi-elliptic

synthesis techniques an 8th degree filtering character-

istic is designed with a 23 dB return loss and three

prescribed TZs, producing one rejection lobe level of

40 dB on the lower side and two at 40 dB on the

upper side (see Fig. 7a).

Now computing the 2N first terms of the power

expansion of the admittance matrix yields the left

hand term of eq. (2) which in turn could be solved

using Groebner basis computations. At this point it is

important to mention that the complexity of the

Groebner basis computations of a system increases

with its total number of complex solutions. The natu-

ral sign symmetries of the system derived from

Figure 5. Canonical coupling matrix in arrow form of a

5-2 filtering function, admitting only complex coupling

matrices when using the topology of Figure 4.

Figure 6. Complex solution to the synthesis problem

with coupling topology of Figure 4 and coupling matrix

in canonical arrow form of Figure 5.

Figure 7. (a) Original and (b) inverted rejection and

return loss performance of an 8-3 asymmetric characteris-

tic in extended box configuration.

Figure 8. ‘‘N � N’’ coupling matrices for an 8-3 asym-

metric prototype: (a) extended box configuration, (b) ‘‘cul-

de-sac’’ configuration. R1 ¼ RN ¼ 1.0878.
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eq. (2) tend to artificially increase the latter (total

number of solutions ¼ m2N) and may dramatically

increase the computation time of the corresponding

Groebner basis. Before continuing on with the syn-

thesis we therefore explain how a rewriting of eq. (2)

allows us to get rid of these unwanted sign symme-

tries.

An alternative to eq. (2) to invert the mapping T is

to use an algebraic version of the approach presented

in Ref. 9 that is based on similarity transforms. If M
is a coupling matrix in canonical form realizing the

admittance matrix, then eq. (2) is ‘‘equivalent’’ to the

following matrix equation where the unknown is a

similarity transform P.

P ¼
1 . . . 0 . . . 0

..

.
H ..

.

0 . . . 0 . . . 1

0
B@

1
CA ðaÞ

HtH ¼ Id ðbÞ
8ði; jÞ 2 I ðPtMPÞi;j ¼ 0 ðcÞ

ð3Þ

In the latter, I is the set of indices corresponding to

the couplings that must be zero in the target topology

(in our example I ¼ {[(1,3), (1,5), (1,6). . . . . . .}). If P
is a solution of eq. (3); it is readily seen that all the

similarity transforms that are obtained from P by

inverting some of the columns vectors of the subma-

trix H are also solutions of eq. (3). To break these

symmetries the ‘‘trick’’ is to slightly modify eq. (3b).

We denote by hi the ith column vector of H. Some of

the equations of eq. (3b) indicate that the vectors hi
are unitary with regard to the Euclidean norm. We

replace these normalizing equations by

utihi ¼ 1 ð4Þ

where ui is a randomly-chosen vector. We call eq.

(30) the resulting system. It can be verified that for a

generic choice of the ui’s, all the solutions of eq. (3)

that are equivalent up to sign changes of their column

vectors correspond to a single solution of eq. (30).
More precisely to every set of solutions of eq. (3) of

the form

H ¼ ð6h1;6h2 � � �6hi � � �Þ ð5Þ

there corresponds a unique solution G ¼ (g1� � �gi� � �)
of eq. (30) where the column vectors gi are given by

Figure 9. 10-2-2 asymmetric characteristic: (a) rejection and return loss (b) group delay.

Figure 10. Coupling matrix of the 10-2-2 characteristic of Figure 9 with the extended box to-

pology and a ‘‘small’’ M45 coupling, R1 ¼ RN ¼ 1.04326.
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gi ¼ hi
utihi

ð6Þ

With regard to the Groebner basis computation sys-

tem, eq. (30) has shown to be much more tractable

than the algebraic system derived from eq. (2).

Getting back to our 8th degree example, we com-

pute M the associated coupling matrix in arrow form

and set up eq. (30). The latter is an algebraic system

of linear and quadratic equations in the entries of H.
The computation of its Groebner basis leads to the

following result:

� The reduced order of the topology is 48.

� For this particular filtering characteristic, 16 of

the 48 solutions are real-valued.

Only the real solutions have a physical interpreta-

tion and are therefore of practical interest.

The criterion used to choose the best coupling ma-

trix out of the 16 realizable ones will depend on the

hardware implementation of the filter. Having in

mind a realization with dual mode cavities, we

choose to select solutions where the asymmetry

between the two ‘‘arms’’ of each cross-iris is maxi-

mized in order to minimize parasitic couplings. The

best ratios between couplings of the relevant pairs

(M14, M23), (M36, M45), and (M57, M68) are found for

the solution shown in Figure 8a, where each cross-

iris has one of its coupling values at least five times

larger than the other one.

Figure 8b illustrates that sometimes solutions

emerge which have very small values for certain cou-

plings (M12 and M78 in this case), which may be

safely omitted for the implementation without damag-

ing the final response of the network. In this case a

quasi cul-de-sac network is produced, similar to the

8-3 example given in Ref. 1. In fact one can show that

with some renumbering, the cul-de-sac network of

Ref. 1 is a sub-topology of the extended box where

the couplingsM12 andM78 are set to zero. The cul-de-

sac topology is more restrictive than the extended box

one in the sense that it is only adapted for the synthe-

sis of auto-reciprocal characteristics, such that S11 ¼
S22 holds. However, our current filtering characteris-

tic is, up to numerical errors, auto-reciprocal and this

explains why in this example a quasi cul-de-sac net-

work is found among all possible coupling matrices.

Finally it is shown that only the resonators need to

be retuned in order to obtain an inverted characteris-

tic. Figure 7b shows the rejection and return loss

obtained from the coupling matrices of Figure 8

when the signs of their diagonal elements Mi,i are

changed (see Ref. 4 for details).

B. 10th Degree Extended Box Filter and
Approximate Synthesis Technique

We consider the synthesis of a 10th degree filter in

the extended box topology of Figure 1d. Using our

procedure we check that this topology is nonredun-

dant and that it is adapted to asymmetric characteris-

tics with up to 4 TZs. A filtering characteristics

is designed with a 23 dB return loss, 2 TZs at

þj1.10929 and þj1.19518 to give two 50 dB rejec-

tion lobes on the upper side and 2 more complex

zeros at 60.75877 � j0.13761 for group delay equal-

ization purposes (see Fig. 9).

The corresponding coupling matrix in arrow form

is determined and the computation of a Groebner ba-

sis of system (2) yields the following:

� The reduced order of the topology is 384.

� For our specific filtering characteristic 36 real

and therefore realizable solutions are found.

Figure 11. Coupling matrix of the 10-2-2 characteristic of Figure 9 with a simplified topology,

(i.e. M45 ¼ 0), R1 ¼ 1.0969, RN ¼ 1.0963.

Figure 12. Simplified 10th degree topology.
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When realized with dual mode cavities this topol-

ogy requires four cross- irises. Our aim is to demon-

strate how our exhaustive approach may allow the

‘‘replacement’’ of a cross-iris by an iris with a single

arm as well as to simplify the future computer-aided

tuning process of the filter.

Among all the possible coupling matrices the

one with the smallest coupling corresponding to an

iris is selected, which leads to the matrix of Figure

10 where M45 is equal to �0.001. Setting M45 to

zero yields a small but undesirable variation of the

return loss as well as of the upper-band rejection

lobes. The remaining couplings are therefore re-

tuned, thanks to an optimization step that minimizes

the discrepancy between the original response and

the one obtained by imposing that M45 be zero

(see Fig. 11 for the resulting coupling matrix). A

quasi perfect fit is obtained between the two

responses: the least square error between the two

return losses on the normalized broadband [�3,3]

equals 8.83 � 10�5 (on the Bode plot there is visu-

ally no difference).

Finally the simplified coupling topology of Figure

12 is considered as a new topology in its own right.

Using our procedure its reduced order is found to be

equal to 2 and a second equivalent coupling matrix

with the same coupling topology is computed (see

Fig. 13). With regard to the ‘‘iris asymmetry crite-

rion’’ of the last section the latter matrix is the best

one.

Note that besides the removal of a cross-iris we

have also lowered the reduced order of our target to-

pology from 384 to 2. This is important if one wants

to use a computer-aided tuning process [10] that typi-

cally identifies a coupling matrix from measured

data. In the cases of topologies with multiple solu-

tions, such a tool will return a set of equivalent cou-

pling matrices and leave to the user the ‘‘expert’’ task

of choosing the ‘‘right’’ one. This can be done by

using some extra information concerning the physical

device, like for example an a priori estimation of the

coupling value realizable by some irises. Neverthe-

less, the latter task is of course much easier to carry

out with a short list of equivalent coupling matrices

than with a huge one.

V. CONCLUSION

In this paper, a new method for the synthesis of the

full range of coupling matrices for networks that sup-

port multiple solutions is presented. This procedure

yields an exhaustive list of all the solutions to the

synthesis problem. Based on the latter, an approxi-

mate synthesis technique is derived which allows the

reduction of the constructional complexity of high-

degree asymmetric filters in dual-mode technologies.

In addition it has been shown that a knowledge of

which solutions are possible is important when

reconstructing the coupling matrix from measured

data, during development or computer-aided tuning

(CAT) processes.

A software called Dedale-HF and dedicated to the

presented exhaustive synthesis technique has recently

been released and is accessible under: http://www.

sop.inria.fr/apics/Dedale
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5.3.2 Classification of coupling topologies: a survey

Following paper is reproduced in this section:

• Fabien Seyfert and Stéphane Bila. “General synthesis techniques for coupled
resonator networks”. In: IEEE Microwave Magazine 8.5 (2007), pp. 98–104.
doi: 10.1109/MMW.2007.4383440. url: https://hal.inria.fr/hal-
00663533

https://doi.org/10.1109/MMW.2007.4383440
https://hal.inria.fr/hal-00663533
https://hal.inria.fr/hal-00663533


98 October 20071527-3342/07/$25.00©2007 IEEE

General Synthesis
Techniques for Coupled

Resonator Networks
Fabien Seyfert and Stéphane Bila

W
ith modern communication sys-
tems, the allocated frequency
spectrum has become more
crowded and the demand for
high-performance microwave

filters complying with stringent specifications has
considerably increased. Telecommunication systems
require high selectivity to prevent interference,
together with flat in-band group-delay and ampli-
tude to minimize signal degradation. The design of
microwave filters is usually a tradeoff between vari-
ous electrical performances (selectivity, insertion loss,
group delay) along with minimization of mass and
volume, development time, and manufacturing cost
[1]. For particular applications, additional constraints
such as power handling, thermal stability, or mechan-
ical stability must also be analyzed carefully [2].

Several types and implementation technologies
of distributed microwave filters [3] are available,
and the choice is driven by the application.
However, the design is generally based on the
same scheme [4]. The first step consists of synthe-
sizing a lumped-element network from a polynomial
filtering function that fulfills the electrical specifica-
tions. The second step then converts the lumped-ele-
ment network into a practical microwave filter.

Applying this scheme, a designer has to face two
major problems: the derivation of the lumped-element

network which has to be compatible with the polyno-
mial filtering function to be realized, and the dimen-
sioning of the distributed microwave filter. This article
details previous points, focusing on the design of cou-
pled resonator filters, i.e., filters that comply with the
coupling matrix representation.
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Compatibility of Coupling
Topologies with Specific Classes
of Filtering Functions
As addressed in [5] and [6], the lowpass
prototype circuit (Figure 1) is widely used
as a coarse model for the synthesis of cou-
pled resonator filters. The coupling topolo-
gy—or, in other words, the way resonators
are coupled to each other—is imposed by
realizability issues that depend on the tech-
nology that is intended for the filter implementation. For
example, in dual-mode waveguide technology [7], the
presence of diagonal cross couplings yields severe com-
plications in the manufacturing process, and efforts have
been made to derive topologies that are “diagonal cross-
coupling free” [8]. For planar technologies, elementary
space constraints also yield some restrictions on the cou-
pling topology, and every designer inevitably faces the
following question: what kind of frequency responses
can I possibly adjust given the constraints I have on my
coupling topology? In the following, we give some
guidelines to answer this question.

The nondissipative passive nature of the circuit
(Figure 1) and its reciprocity (S12 = S21) implies
mechanically the general polynomial form of its associ-
ated scattering matrix

S =
[

S11 S12
S21 S22

]
= 1

E

[
F P
P (−1)nF∗

]
, (1)

where n is the number of resonators and F, P, and E are
polynomials with complex coefficients of the complex
variable s = σ + jω where ω is the normalized frequency.

The polynomial P is of degree m < n − 1 and satisfies
the condition P = (−1)n+1P∗ (which implies that the set
of transmission zeros is symmetric with respect to the
imaginary axis, i.e., paraconjugated). F is of degree n and
monic, and the denominator E is the unique Hurwitz
polynomial satisfying the following spectral equation

EE∗ = FF∗ + (−1)n+1P2. (2)

These properties indicate that the scattering parameters
are entirely governed by the two numerator polynomi-
als F and P, in terms of which the squared modulus of
the transmission S-parameter is expressed simply as

∣∣S21( jω)
∣∣2 = 1

1 +
∣∣∣ F( jω)

P( jω)

∣∣∣2
, (3)

where D = F/P is known as the filtering or characteris-
tic function.

This formula is the starting point of efficient fre-
quency synthesis techniques and formulas that exist,
for example, for F (given P ) in order to obtain very
selective quasi-elliptic filtering characteristics [9], [10].
Techniques based on the predistortion of the filter
response to compensate for the losses in the final device

also make heavy use of the general polynomial struc-
ture (1); in particular, the reflexion zeros (zeros of F ) are
shifted into the right complex plan by this method [11].
More recently, methods were developed to determine F
and P in an optimal manner with respect to some gen-
eral multiband specifications [12]. In all these tech-
niques, advantage is taken from the fact that F and P
can be chosen freely up to limitations on their degrees
and the paraconjugated nature of P. It is, therefore, nat-
ural to ask if these limitations are sufficient to ensure
the realizability of a general polynomial scattering
matrix of the form (1) by a low-pass prototype circuit
(Figure 1) with a specific coupling topology.

When no constraint is given on the topology of the
coupling matrix, the answer to this question is yes. A
constructive demonstration of this is given in [9], where
the author starts from a polynomial model and derives a
full coupling matrix that realizes the model (see also [13]
for mathematical details). Reduction steps, involving the
use of analytically computed similarity transforms (see
[14]), allow reducing the full coupling matrix to matrices
with well-known canonical topologies like the arrow
form (Figure 2) and the folded form (Figure 3). To tackle
more general coupling topologies, we first list necessary
conditions relevant to the compatibility question
between filtering characteristics and topologies.

Shortest Path Rule 
For a given topology, let l be the length of the shortest
path in the coupling graph from the input to the output
resonator. Then n − l − 1 is the maximum number of
transmission zeros this topology can accommodate. This
rule is an algebraic consequence of the structure of the
lowpass prototype, and a proof of it can be found in [15].

Degrees of Freedom of a Class 
of Filtering Characteristics
For specific classes of filtering characteristics, we can
evaluate the number of free parameters that define the
polynomials F and P. This number is called the dimen-
sion of the class. If m is the number of allowed trans-
mission zeros, we have:

• General Asymmetric Functions: n complex transmis-
sion zeros can be chosen independently, while m + 1
real parameters define the polynomial P (its coeffi-
cients are alternatively real and pure imaginary).
This yields a total of 2n + m + 1 free real parameters.

Figure 1. Lowpass circuit prototype, where j � symbolizes a unit inductance.
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• Symmetric Functions: For this kind of response, F
has real coefficients and P is restricted to be even
(and, therefore, m as well). This yields a total of
n + m /2 + 1 free real parameters. 

This little counting exercise leads to the following
useful rule: in order to accommodate a class of respons-
es [such as (n, m) asymmetric] characterized by a given
number of free parameters, a coupling topology must
possess at least the same number of free electrical para-
meters. If these two numbers are equal, then the real-
ization problem has a finite number of solutions (but
possibly none). 

Canonical Coupling Topologies: 
Example of the Arrow Form
The general arrow form (Figure 2) entails the following
free electrical parameters: n self couplings Mi,i, n − 1
couplings between adjacent resonators (Mi,i+1), n − 2
additional couplings between the last resonator and all
others, and two source/load couplings which yield a
total of 3n − 1 free electrical parameters. Using the min-
imum path rule, the maximum number of transmission
zeros is computed to be (n − 1) − 2 + 1 = n − 2. On the
other hand, the number of free parameters for the
(n, n − 2) asymmetric class is, according to our preced-
ing remark, 2n + n − 2 + 1 = 3n − 1, which is consis-
tent with the fact that the arrow form is a canonical
form as mentioned earlier. Moreover, we may try here
to give a precise definition of the intuitive notion of
canonical form; if C is a class of responses of dimension
k, then a form is called canonical if it entails exactly k
nonzero independent electrical parameters and if the
associated realization problem is guaranteed to have a
single solution (up to the usual sign changes) for each
element of C.

Canonical forms adapted to responses with less
transmission zeros can be obtained by enlarging the
shortest path, i.e., by canceling progressively the Mk,n
couplings. The limiting form obtained by this proce-
dure is the classical all-pole topology, where resonators
are coupled in a line. The latter is compatible with
purely Chebyshev characteristics [(n, 0) type]. 

For symmetric characteristics, the use of topologies
where all couplings Mi, j are zero if i + j is even are
commonly used; as a matter of fact, the responses of
such circuits are structurally symmetric [14], [16] so
that no additional relations between couplings are nec-
essary to ensure the symmetry of the response (i.e., the
electrical parameters are free). This yields a general
arrow form adapted to symmetric responses where all
Mi,i are set to 0 as well as every second coupling of the
form Mk,n. We leave to the reader’s curiosity the care of
verifying that the total number of free parameters in
this form is equal to n + (n − 2)/2 + 1 (for even n),
which is also the dimension of the class of (n, n − 2)

symmetric characteristics. 

General Coupling Topologies
For general topologies, one may ask if our necessary
conditions of compatibility between a topology and a
class of functions are also sufficient. Do they guarantee
the existence of a solution to the coupling matrix syn-
thesis problem? The answer to this question is, roughly,
yes for the two classes we defined previously, but addi-
tional material is needed (mathematical definition of
nonredundancy) for a proper formulation. Interested
readers will find the complete statement of this compat-
ibility condition in [16]. For practical matters, it is of
course crucial to derive a general method that performs
the realization step for filtering functions and topologies

Figure 2. General “arrow” form.
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where the compatibility rules are fulfilled. The lack of
an explicit reduction process for general topologies led
the filtering community to derive various approaches
based on optimization to solve the underlying nonlin-
ear multivariate problem [10], [17]. Even if algorithms
perform relatively well in practice, no guarantee exists
about the derivation of a solution, or all solutions, to the
coupling matrix synthesis problem. A notable exception
to this is made by [18], where a certified process is
derived for special topologies made of cascaded triplets
or quadruplets. Recently, a procedure [16] based on the
use of Groebner basis and homotopy techniques tackled
the problem of solving exhaustively the related nonlin-
ear system of equations and finally led to a complete
solution of the synthesis problem for all relevant topolo-
gies (at least for the time being). This technique has been
made accessible to the filtering community through the
software Dedale-HF [19], which is available on the Web
and free for any academic usage.

A typical application of this is made with the recent-
ly introduced extended box topologies [8], which are
especially convenient for dual-mode cavities filters with
asymmetric characteristics. Consider for example the
eight-degree extended box topology in Figure 4. The
shortest path rule indicates that, at most, three trans-
mission zeros are supported by this topology. Counting
the parameters yields eight self-couplings, ten cou-
plings, and two source/load couplings for a total of 20
free electrical parameters. On the other hand, the
dimension of the class of (8, 3) asymmetric characteris-
tics is, according to our formula, 2 × 8 + 3 + 1 = 20. The
topology and the filtering characteristics class (8, 3) are
therefore compatible (see [16] for a rigorous proof of
this). Using Dedale-HF, a strongly asymmetric (8, 3)
characteristic is computed (see Figure 5), and all 16 pos-
sible coupling matrices with the prescribed topology are
derived. It is now up to the designer to decide which
coupling matrix is most convenient for the application.
For more details about this example, see Dedale-HF’s
tutorial [19] and [20] for applications to equivalent net-
work simplification methods.

Another interesting class of characteristics is
autoreciprocal ones, which are characterized by the
additional condition S11 = S22. Topologies that admit
a symmetry plan across the center of the circuit—i.e.,
that have a coupling matrix which is symmetric across
both of its diagonals—are especially suited for this kind
of response as their scattering matrix is structurally
autoreciprocal. Such topologies are called symmetric,
and our previous counting exercise can be repeated to
derive necessary realizability conditions. For single-
band characteristics, the latter condition happens to be
sufficient, but, unfortunately, there exists autorecipro-
cal dual-band characteristics that admit no symmetric
circuit realization. This technical point is beyond the
scope of this article, but details on this will be given in
forthcoming publications.

Computer-Aided Design and Tuning
From the synthesized lowpass prototype circuit, nor-
malized couplings can be used for a preliminary
dimensioning of the distributed filter. This first-order
dimensioning is generally not sufficient for a precise
tuning, especially for narrow-band filters, even in the
presence of the tuning element within the hardware. A
more accurate dimensioning step, generally involving
an electromagnetic (EM) model together with an elab-
orated process for tuning its dimensions, is then neces-
sary. Moreover, computer-aided tuning is also neces-
sary in some cases to guide the designer while adjust-

Figure 5. (8, 3) asymmetric filtering characteristic.
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ing the tuning elements (typically tuning screws) of a
manufactured prototype.

Extracting coupling parameters from measured or
simulated scattering data is an effective approach for
tuning, step by step, an EM model or a hardware includ-
ing tuning elements. Indeed, the comparison between
identified parameters and synthesized ones provides an
accurate diagnosis of tuning deviation as well as a direc-
tion for a better adjustment.

Pioneering works on computer-aided tuning of
microwave filters [21] were based on optimizing the
coupling parameters of an equivalent lumped-element
model by fitting the measured scattering parameters.
However, the efficiency of such a straight approach
depends on a favorable initial guess of the coupling
parameters, and substantial effort has been spent up to
now to propose more robust methods.

Currently, most parameter extraction techniques
[22]–[25] consist in, first, deriving a rational approxima-
tion of the simulated or measured scattering parameters
and, second, synthesizing the resulting lowpass coupled
resonator network. A cornerstone of these techniques is
clearly the determination of a stable rational model of
scattering parameters that coincides with the number of
poles and zeros of the polynomial characteristic function
[26]. The fundamental problem is to map the simulated
or measured scattering parameters, which integrate
delays due inherently to in/out coupling systems, with
the polynomial formulation that is required for synthe-
sizing the coupled resonator network. A strategy con-
sists of estimating and then removing these delays by
adjusting input/output reference planes [26], [27] to
reduce the problem to a pure rational approximation
problem. Figure 6 compares measured scattering para-
meters with their rational approximation.

Once a good rational approximation of the scatter-
ing parameters is found, the problem becomes once
again how to synthesize the lowpass coupled
resonator network. In the case of a coupled resonator
network leading to a unique coupling matrix-for
instance, a canonical network-the synthesis always
delivers a single coupling matrix that can be exploited
for tuning iteratively the CAD model or the hardware.
However, when several coupling matrices result from
the synthesis, identifying the proper one is not always
obvious, especially when the filter is substantially
detuned.

A preliminary selection can then be completed by
eliminating coupling matrices whose coupling signs are
not consistent with the realized filter. Undeniably, cou-
pling signs are controlled by the arrangement of cou-
pling elements between resonators, and all coupling
matrices that cannot correspond to this arrangement
can be removed. A further step consists of tracking the
evolution of remaining coupling matrices between close
tuning steps. In this case, a tuning element is slightly
modified to perturb the filter response and, consequent-
ly, the coupling matrices. Since the selected tuning ele-
ment is related to a particular coupling parameter, the
proper solution can be recognized by seeking coherency
between the tuning element modification and the evo-
lution of coupling parameters within each coupling
matrix. This step is done naturally while tuning the fil-
ter, but the number of tuning elements that are adjusted
at the same time must be limited in this case to follow
the proper coupling matrix without ambiguity.

Figure 7. Normalized (lowpass) scattering parameters
(seven-pole, three-zero asymmetrical characteristic).
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Design Example
Here we use as an example the design of a seven-pole,
three-zero dual-band bandpass filter. The two pass-
bands are 50-MHz wide and centered at 8.253 and
8.265 GHz, respectively. The generation of characteris-
tic polynomials from electrical specifications is
detailed in [12]. The resultant scattering parameters,
normalized in the lowpass frequency domain, are
shown in Figure 7.

The topology of the coupled resonator network
chosen for realizing the previous characteristic is a gen-
eralized extended-box topology presented in Figure 8.
As can be verified using the guidelines of the preceding
section, this network is compatible with the class of (7, 3)
asymmetrical characteristics. Using Dedale-HF, three
possible realizations (4)–(6), shown at the bottom of the
page, of the ideal response are computed. The solution
in (4) is selected since it has the most homogeneous cou-
pling values.

The filter could be constructed with dual-mode res-
onators (cavities), but this requires a complex coupling
system, such as offsetting coupling and resonator ele-
ments [28], for controlling both couplings M57 and
M67. The filter is, therefore, chosen to be implemented
using mono-mode rectangular cavities as shown in
Figure 9. The structure consists of two stacked blocks,

each block gathering several cavities and separated by
a metallic plate with several coupling apertures. All
cavities are excited on their TE111 mode, except the
sixth cavity, which is excited on its TE112 mode for
facilitating the coupling with both cavities 5 and 7.
Rectangular windows couple the cavities within each
block, whereas rectangular or circular apertures are
used in the metallic plate for realizing either a mag-
netic or electric coupling.

The computer-aided design is performed using an
EM model of the filter. A preliminary dimensioning
stage, using simplified structures, is applied for ini-
tializing, respectively, the width of each cavity, the
width of each coupling window, and the width or the
radius of each coupling aperture with respect to the
ideal coupling parameters specified in (4). The dimen-
sions of the EM model are then adjusted more pre-
cisely, identifying, at each step, the proper coupling

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0.8990 0 0 0 0 0 0
0.899 0.076 0.265 0 −0.823 0 0 0 0

0 0.265 −0.961 0.121 0 0 0 0 0
0 0 0.121 −0.512 0.256 0 0.366 0 0
0 −0.823 0 0.256 0.151 0.434 0 0 0
0 0 0 0 0.434 0.568 0.193 0.346 0
0 0 0 0.366 0 0.193 −0.220 0.793 0
0 0 0 0 0 0.346 0.793 0.076 0.899
0 0 0 0 0 0 0 0.899 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(4)

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0.899 0 0 0 0 0 0 0
0.899 0.076 0.498 0 −0.708 0 0 0 0

0 0.498 −0.018 0.098 0 0 0 0 0
0 0 0.098 −0.916 0.242 0 −0.161 0 0
0 −0.708 0 0.242 0.078 0.666 0 0 0
0 0 0 0 0.666 0.145 0.473 0.262 0
0 0 0 −0.161 0 0.473 −0.264 0.824 0
0 0 0 0 0 0.262 0.824 0.076 0.899
0 0 0 0 0 0 0 0.899 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(5)

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0.899 0 0 0 0 0 0 0
0.899 0.076 0.570 0 −0.651 0 0 0 0

0 0.570 −0.292 0.442 0 0 0 0 0
0 0 0.442 −0.685 0.153 0 0.072 0 0
0 −0.651 0 0.153 0.305 0.595 0 0 0
0 0 0 0 0.595 0.058 0.511 0.319 0
0 0 0 0.072 0 0.511 −0.361 0.804 0
0 0 0 0 0 0.319 0.804 0.076 0.899
0 0 0 0 0 0 0 0.899 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(6)

Several types and implementation
technologies of distributed
microwave filters are available, 
and the choice is driven by the
application.
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parameters from the exhaustive set of solutions as
explained in the previous section. One can note that
during tuning iterations, the number of extracted cou-
pling matrices fluctuates since the number of real
solutions depends on the coefficients of the character-
istic polynomials.

The hardware prototype is also tuned using cou-
pling parameter extraction for adjusting tuning screws
in each cavity and coupling window. The scattering
parameters obtained from the EM model and from the
hardware prototype are compared in Figure 10.

Conclusions
This article presented general techniques for the syn-
thesis and design of coupled resonator filters. The syn-
thesis of the prototype circuit focuses on the compati-
bility between the coupling topology and the filtering
function to be realized, providing some guidelines to
select a proper coupling topology and to solve the cou-
pling matrix synthesis problem. The dimensioning of
the distributed filter is centered on parameter extrac-
tion techniques.
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Figure 10. Simulated and measured scattering parameters
of the seven-pole, three-zero dual-band filter.
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5.3.3 Design simplification via exhaustive solving of the CM
synthesis problem
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Network Simplification
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Abstract—Although the synthesis of symmetrical dual-band
bandpass filters has been studied, little seems to be known about
the general asymmetrical case. In this paper, a procedure for
the synthesis of general asymmetrical dual-band bandpass filters
implemented with inline dual-mode cavities is proposed. The
inline architecture, as well as the asymmetrical nature of the
response, lead naturally to the choice of an extended box topology
or generalizations of the latter. It was recently shown that these
topologies possess the property of multiple solutions, meaning that
the related coupling matrix synthesis problem admits several so-
lutions. On one hand, this multiplicity offers some flexibility to the
designer, but on the other hand, working with multiple solutions
may lead to ambiguities during the tuning process. Our procedure
takes the best of both worlds: using the list of equivalent coupling
matrices, simplifications of the original topology can be obtained
by canceling some particular couplings. The locations of cancelled
couplings are chosen so as to preserve the electrical response and
to provide some hardware simplifications. It is also shown that the
resulting simplified topology no longer has the multiple solution
property, therefore solving ambiguity problems. The procedure is
detailed and demonstrated on two examples.

Index Terms—Circuit synthesis, coupling matrix, dual-band fil-
ters, microwave filters.

I. INTRODUCTION

THE DEMAND for advanced filtering functions has consid-
erably increased with the development of space telecom-

munications. For example, in satellite communication systems,
highly selective transfer functions with self-equalized group de-
lays are required for input multiplexer (IMUX) channels. An-
other emerging application in this domain is the design of dual-
band bandpass filters used to transmit noncontiguous channels
to the same geographical region through one beam [1]. In this
case, a single high-power amplifier (HPA) can be used together
with the dual-band bandpass filter, dramatically simplifying the
system architecture.

An approach for implementing such a circuit consists of de-
signing two classical single-band bandpass filters, one for each
passband. Their input/output ports are then connected together
through waveguide junctions. However, this approach leads to a
complex design procedure since waveguide junctions and filters
have to be optimized together to comply with the mechanical
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constraints. Indeed, each channel must have the same length,
and input/output waveguide ports must have the same orien-
tation. Another approach consists of designing a single circuit
realizing the dual-band characteristic. This straightforward ap-
proach requires the synthesis of an advanced filtering function,
but makes the hardware implementation easier since a classical
filter architecture can be used.

Narrowband filters, dedicated to space applications, are gen-
erally implemented using cavities or resonators since they offer
better performances in terms of losses and power handling,
typically up to 150 W in output multiplexer (OMUX) channel
filters. For reducing mass and volume, these resonant elements
are often excited on dual modes. Furthermore, nonadjacent
couplings between resonant elements are generally required in
order to add transmission zeroes to the transfer function for
improving the selectivity and/or flattening the group delay. A
practical way to implement a filter with dual-mode cavities,
while permitting nonadjacent couplings, is the inline archi-
tecture, which consists of connecting dual-mode cavities in
a row. The latter architecture is used in this study for imple-
menting general asymmetrical dual-band bandpass filters with
no restriction on the placement of transmission zeroes on the
frequency axis, as opposed, for example, to [3].

The synthesis of a microwave filter starts with the selection
of a transfer function that fulfills the electrical specifications.
For single-band filtering characteristics, quasi-elliptic polyno-
mial functions given by explicit formulas are widely employed
[2]. For symmetrical dual-band characteristics of even degree
and with an even number of transmission zeroes, the latter for-
mulas may be adapted by means of frequency transformations
[3]. This is no longer the case for more general situations and
gets designers to use direct optimization methods [1], [4]–[6]. In
this study, a local optimization method detailed in [6] is applied
where the starting point is computed from the quasi-elliptic syn-
thesis of each individual channel.

In a second step, an equivalent lumped-element network is
synthesized in order to realize the selected transfer function. The
equivalent network is characterized by its coupling topology,
specifying the distribution of zero and nonzero couplings be-
tween resonators. The latter has to obviously be consistent with
the filter architecture, as well as with the transfer function it is
supposed to realize. The main difficulty comes here from the
conflicting requirements of the design; on one hand, a topology
able to realize several asymmetric transmission zeroes, while on
the other hand, the latter should remain simple enough to admit
a classical hardware implementation. In our case, the hardware

0018-9480/$20.00 © 2006 IEEE



LENOIR et al.: SYNTHESIS AND DESIGN OF ASYMMETRICAL DUAL-BAND BANDPASS FILTERS BASED ON EQUIVALENT NETWORK SIMPLIFICATION 3091

implementation is an inline dual-mode cavity architecture ide-
ally with no cross-couplings. This will lead us to consider the
use of extended box coupling topologies [7] that are consis-
tent with general asymmetrical characteristics. Generalizations
of latter topologies are also proposed in this study in order to
synthesize some extra transmission zeroes. For all these topolo-
gies, it was shown recently that the number of solutions to the
coupling matrix synthesis problem is high [8]. This differs from
[6] where the symmetrical nature of the filtering function al-
lowed the use of a canonical topology with a single solution
to the coupling matrix synthesis problem. In the current study,
an exact and exhaustive synthesis method [8] is used to deter-
mine all the solutions to the coupling matrix synthesis problem.
Furthermore, this study demonstrates how to use this extra flex-
ibility by providing rules to be applied in order to obtain sig-
nificant simplifications of the original topology while keeping
the electrical response nearly unchanged. The latter translates
into hardware simplifications like transformation of cross-irises
into single-arm irises or realignment of irises with respect to the
cavities. Such a simplification approach has been employed in
[9] for implementing a symmetrical filter architecture while re-
alizing an asymmetrical single-band transfer function.

Finally, the proposed approach is also consistent with numer-
ical modeling techniques, which are often used by designers.
These methods are used along with a coupling matrix extrac-
tion algorithm [10]–[13]: this allows driving the tuning process,
so as to converge towards a device implementing the ideal cou-
pling matrix. Nevertheless, as opposed to the classical situation
dealing with canonical topologies [6], [9]–[13], when working
with topologies, which admit multiple solutions, the latter cou-
pling matrix extraction step returns a list of several equivalent
coupling matrices. This leaves the difficult task of choosing the
right one to the designer and, thus, represents the main draw-
back of topologies with multiple solutions. The current study
shows how hardware simplifications obtained in the preceding
step of our procedure solve the addressed ambiguity and allow
us to use a tuning process based on a well-posed coupling ma-
trix extraction problem.

The approach is illustrated by the design of two asymmet-
rical dual-band filters at -band. In Section II, an 11-pole
dual-band bandpass filter with four transmission zeroes is de-
signed. The synthesis procedure is presented from the determi-
nation of the characteristic function, up to the simplified net-
work construction. The latter network allows the simplification
of cross-irises into single-arm irises without any notable effect
on the circuit behavior. A numerical model and an experimental
model are also investigated in order to demonstrate the effi-
ciency of the proposed approach. In Section III, the approach is
repeated, synthesizing an 11-pole dual-band bandpass filter with
five zeroes. Here, the simplified network allows realignment of
all the distributed elements for an easier hardware implementa-
tion of the inline dual-mode cavity filter.

II. DESIGN OF AN 11-POLE FOUR-ZERO DUAL-BAND FILTER

The electrical specifications of the dual-band bandpass filter
to be designed are: 1) a first passband centred at 18.362 GHz
with a 39-MHz bandwidth and 2) a second passband centred at
18.508 GHz with a 78.5-MHz bandwidth.

A 20-dB return loss in each passband and a 10-dB insertion
loss in the intermediate stopband are required. An insertion loss
greater than 25 dB is also desired in the lower and upper stop-
bands. Starting from these electrical specifications, the transfer
and reflection functions of the dual-band filter are calculated.

A. Characteristic Function Selection

The characteristic function can be written as a polyno-
mial rational function

(1)

where and are, respectively, the normalized reflection
and transmission zeroes, is the number of reflection zeroes,
i.e., the order of the filtering function, and is the number of
transmission zeroes.

The modulus of the transfer function admits the following
simple expression in terms of its characteristic function:

(2)

where is an adjustable real parameter.
Applying the procedure described in [6], the initial dual-band

characteristic function is constructed from two single-band
functions. In our case, the lower passband is realized with
a fifth-order quasi-elliptic function and the upper passband
is realized with a sixth-order quasi-elliptic function. Each
single-band characteristic function presents two transmission
zeroes for improving the selectivity in the stopbands.

As a result, the dual-band characteristic function is initial-
ized with four transmission zeroes and 11 reflection zeroes. The
initial reflection and transmission zeroes are then slightly re-
tuned in order to improve the transmission feature (2) within the
two passbands. Since the attenuation level of each single-band
transfer function is high in the other passband, the local op-
timization method converges rapidly, leading to the following
normalized values:

(3)

with .
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Fig. 1. Ideal 11-pole four-zero transfer (—) and reflection (- - -) functions.

Fig. 2. Coupling topology realizing 11-pole four-zero transfer functions.

The transfer and reflection functions corresponding to these
values are presented in Fig. 1.

B. Exact Synthesis

An equivalent lumped-element network that realizes the pre-
vious transfer function is now synthesized. The related cou-
pling topology has to be adapted to the exact synthesis of the
desired asymmetrical characteristic, as well as be compatible
with the inline dual-mode cavity architecture. The extended box
topology presented in Fig. 2 meets our requirements since this
coupling topology allows us to realize any asymmetrical transfer
function of order 11 with four transmission zeroes.

The exhaustive synthesis method presented in [8] is applied in
order to determine all the coupling matrices that correspond to
the previous coupling topology. The method is based on compu-
tations that exhaustively solve an algebraic system of equations
related to the synthesis problem.

Generically, an 11-pole four-zero transfer function can be re-
alized in 384 manners with the above coupling topology. This
theoretical number, called the reduced order, is the number of
complex solutions to the synthesis problem and does not de-
pend on the considered filtering characteristic (only on the cou-
pling topology). Nevertheless, the number of real solutions, i.e.,
the only ones of physical interest, depends on the numerical
values of the characteristic polynomials. For our particular fil-
tering characteristic, 66 real solutions are found.

Theoretically, any solution among these 66 could be chosen
to design the filter. Our goal is now to use this extra flexibility
in order to simplify the initial coupling topology by cancelling
one or several couplings without severely affecting the electrical
response. To this end, some rules have to be observed when
seeking to simplify the coupling topology, which are as follows.

Fig. 3. 11-pole four-zero transfer (—) and reflection (- - -) functions when cou-
plingsM andM are neglected (no compensation).

Fig. 4. 11-pole four-zero transfer (—) and reflection (- - -) functions when cou-
plingsM andM are compensated.

• The number of couplings in the shortest coupling path, be-
tween source and load, has to be preserved in order to keep
the number of transmission zeroes constant.

• Couplings corresponding to irises are cancelled in priority
since couplings realized with screws can hardly be com-
pletely set to zero in practice because of remaining residual
couplings.

The latter rule indicates that, starting from the coupling di-
agram in Fig. 1, our simplification will apply only to cancel
one or several horizontal couplings. The shortest path rule im-
poses some conditions on cancelable horizontal couplings. For
example, if coupling (between resonators 1–4) is cancelled,
all the couplings in the inferior path ( )
needs to remain nonzero.

C. Approximate Synthesis With a Simplified Network

Following latter rules, solutions with low cross couplings
and are explored. A good candidate, out of all 66

matrices, is the first matrix shown at the bottom of the following
page. The cancellation of and modifies the resulting
transfer and reflection functions, as shown in Fig. 3, but com-
pensating this effect with the remaining couplings, the original
transfer function is almost recovered, as shown in Fig. 4. The
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Fig. 5. Simplified coupling topology leading to the 11-pole four-zero approx-
imate transfer function in Fig. 4.

coupling topology is the one presented in Fig. 5 and the final
simplified coupling matrix is the second matrix shown at the
bottom of this page.

Our approach leads to the simplification of two cross-cou-
pling irises into single-arm irises. Moreover, the tuning process
through coupling matrix extraction will be simplified since the
reduced order of the simplified topology is one as computed
with methods detailed in [8]. More precisely, the previous
simplified topology does not allow to realize all the transfer
functions of eleventh order with four transmission zeroes, but
when the latter is a realizable one, there corresponds only one
coupling matrix. In other words, the original transfer function
in Fig. 1 cannot be realized exactly with the simplified coupling
topology, but the approximate transfer function in Fig. 4 can
only be realized with the final simplified coupling matrix. To
summarize the approach, the approximate synthesis yields
some important hardware simplifications, while at the same
time solving identifiability problems inherent to the use of
topologies with multiple solutions.

Fig. 6. Electromagnetic model of the 11-pole four-zero asymmetrical dual-
band bandpass filter.

D. Electromagnetic optimization

The electromagnetic model of the inline dual-mode cavity
filter is presented in Fig. 6. The filter is designed for the
mode, applying the electromagnetic optimization procedure
presented in [10]. Each electromagnetic analysis is followed by
a coupling matrix extraction step yielding some corrections on
the modeled geometrical dimensions.

The transfer and reflection functions obtained from the elec-
tromagnetic model are given in Fig. 7. The numerical model be-
havior is slightly different from the ideal one since parasitic cou-
plings between resonant elements have been compensated [14].



3094 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 54, NO. 7, JULY 2006

Fig. 7. 11-pole four-zero transfer (—) and reflection (- - -) functions obtained
with the electromagnetic model.

Fig. 8. Realized 11-pole four-zero asymmetrical dual-band bandpass filter.

Fig. 9. Experimental 11-pole four-zero transfer (—) and reflection (- - -) func-
tions.

The critical parameters governing the behavior of the structure
are the dimensions of coupling irises and cavities. The sensi-
tivities to the latter parameters are found to be consistent with
standard manufacturing tolerances (around 10 m).

E. Measurements

The filter has been built and tested. A photograph of the re-
alized prototype is presented in Fig. 8. The measured transfer
and reflection functions are presented in Fig. 9. The first pass-
band is 39-MHz wide and is centred at 18.362 GHz. The second
passband is 81-MHz wide and is centered at 18.508 GHz. The

Fig. 10. Ideal 11-pole five-zero transfer (—) and reflection (- - -) functions.

insertion losses are 1.2 and 0.6 dB, respectively, in the first and
second passbands. Therefore, a good agreement is achieved be-
tween theory and measurement, validating our design approach
with simplified coupling topologies.

III. SYNTHESIS OF AN 11-POLE FIVE-ZERO

DUAL-BAND FILTER

In order to deepen the intermediate stopband, a fifth transmis-
sion zero is added to the transfer function. The insertion loss in
the intermediate stopband is then specified to be 25 dB. The pre-
vious synthesis procedure is repeated.

A. Characteristic Function Selection

Applying the same method, the following transmission and
reflection zeros are computed:

(4)

with .
The transfer and reflection functions corresponding to these

values are presented in Fig. 10.
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Fig. 11. Coupling topology realizing 11-pole five-zero transfer functions.

B. Exact Synthesis

In order to realize and adjust an additional transmission zero,
the extended-box topology needs to be modified while keeping
in mind the following facts.

• One degree of freedom, i.e., one extra coupling, must be
added to the actual extended box topology in order to en-
able to adjust the position of the new transmission zero.

• The shortest path between resonators 1 and 11 in the new
coupling topology must be of length 5 to satisfy the min-
imum path rule.

The latter requirements are met by the coupling topology in
Fig. 11 by adding cross-coupling to the original extended
box (Fig. 2). This coupling topology allows us to realize any
transfer function of order 11 with five transmission zeroes.

The reduced order of this topology is found to be 963, and ap-
plying an exhaustive synthesis from the selected transfer func-
tion leads to 81 real coupling matrices.

The cross-coupling is the main problem of the above
coupling topology, as an angle is necessary between the last cou-
pling iris and the last cavity in order to realize it. Our approach
will, therefore, focus on simplifications of the coupling topology
that allow a realization with aligned irises and cavities.

Obviously, the rules given for the first example still hold
valid. However, one can note that now the shortest coupling
path is unique. Consequently, none of the following couplings

and can be cancelled.
In order to recover an aligned architecture, a possible way is

to suppress coupling . Indeed, the latter cancellation will
lead to the simplified coupling topology presented in Fig. 12.

C. Approximate Synthesis With a Simplified Network

Following our approach based on approximate synthesis, so-
lutions with low cross-coupling are investigated. The

Fig. 12. Simplified coupling topology proposed for realizing the 11-pole five-
zero approximate transfer function.

Fig. 13. Approximate 11-pole five-zero transfer (—) and reflection (- - -) func-
tions (neglected couplingM is compensated).

coupling matrix shown at the bottom of this page is then a good
candidate.

Considering this late matrix, couplings and also
have weak values and should also be cancelled applying the ap-
proximate synthesis; but since these couplings are implemented
with coupling screws, they are preserved in the simplified cou-
pling topology.

Neglecting the coupling , the resulting transfer and re-
flection functions are only slightly modified, and by compen-
sating with the remaining couplings, the original transfer func-
tion is recovered as shown in Fig. 13. The final coupling ma-
trix, which is consistent with the coupling topology presented
in Fig. 12, is then as shown at the top of the following page.

Applying this approach, the hardware implementation is
highly simplified since all the irises and cavities are aligned.
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Moreover, the tuning process through coupling matrix extrac-
tion will be also simplified since, here again, the reduced order
of our simplified topology is found to be one.

IV. CONCLUSION

This paper has presented an approach based on equivalent
network simplification for the synthesis and the design of
asymmetrical dual-band bandpass filters implemented with
inline dual-mode cavities. The first step involves an exact and
exhaustive synthesis yielding a list of equivalent coupling
matrices that are consistent with the extended box coupling
topology or variations of it. In a second step, the proposed
approach takes advantage of the multiple solution property
of these coupling topologies by providing some rules for se-
lecting a coupling matrix to be used as the starting point for an
approximate synthesis procedure. The approximate synthesis
allows then some substantial simplifications of the initial cou-
pling topology by cancelling one or several weak couplings
between resonators. The simplified coupling topology makes
the hardware implementation easier and also solves ambiguity
problems that may occur during the tuning phase by restoring
the well posedness of the coupling matrix extraction step.

The proposed approach is applied to synthesize and design
two asymmetrical dual-bandpass filters implemented with in-
line dual-mode cavities. When applied to an 11-pole four-zero
microwave filter, the proposed approach allows to replace two
cross irises by single-arm irises when compared with an exact
synthesis. A numerical model and an experimental prototype of
this filter have been fabricated in order to validate the theoret-
ical results. The approach is repeated with an 11-pole five-zero
microwave filter and the approximate synthesis allows realign-
ment of all of the distributed elements compared with an exact
synthesis.
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BOUNDARY NEVANLINNA-PICK INTERPOLATION WITH PRESCRIBED PEAK POINTS.
APPLICATION TO IMPEDANCE MATCHING.

LAURENT BARATCHART ∗, MARTINE OLIVI †, AND FABIEN SEYFERT ‡

Abstract
We study a generalized Nevanlinna Pick interpolation problem on the half-plane for rational functions of
prescribed degree, where peak points are imposed and interpolation conditions may lie on the real axis.
This generalizes previous work by T. Georgiou, C. Byrnes, A Lindquist and A. Megretski. The problem
is motivated by the issue of broadband matching in electronics and microwave system design. We prove
existence and uniqueness of a solution by differential-topological techniques. The approach is put to work
numerically on a real example, using a continuation method.

1. Introduction. Nevanlinna-Pick interpolation is a classical topic from function theory that has un-
dergone several generalizations and enjoys deep connections with circuits and systems theory. In its original
form, the problem consists in finding a Schur function to meet a finite set of interpolation conditions on the
disk or the half-plane; here and below, a Schur function is a complex analytic function bounded by 1 in
modulus. This kind of interpolation owns attractive necessary and sufficient conditions for a solution to ex-
ist (the non-negativity of the so-called Pick matrix), along with a parametrization of all solutions by Schur
functions (the so-called Nevanlinna parametrization) [21, Ch. I, sec. 2, Ch. IV, sec. 6]. Composing with
a conformal map, the problem can equivalently be stated in terms of Carathéodory functions, that is, an-
alytic functions with non-negative real part. The theory has been extended in various directions including
meromorphic, multiply connected, multivariable, operator-valued and non-commutative settings, as well as
boundary interpolation, see e.g. [1, 2, 4, 7, 6, 5, 17, 18, 35, 3, 39]. Meantime, the links of such interpolation
problems to sensitivity minimization and model matching, initially stressed in [37, 19], started a success
story in robust control of linear systems, see e.g. [28, 29, 30, 31, 41] and the survey in [8].

Still, the relevance of Nevanlinna-Pick interpolation to Engineering problems had been pointed at ear-
lier in a circuit-theoretic context, in relation with oscillator design, Darlington synthesis and broadband
matching of dissipative devices [40, 13, 33]. In particular, the two issues of describing rational solutions of
given degree and determining those of minimal degree were raised in [40]. Both turn out to be rather subtle.
The second is still fairly open, but the first made substantial progress through the works [22, 14, 15, 23].
These show that if there are N interpolation conditions and the Nevanlinna-Pick matrix is positive definite,
then rational Schur interpolants f of degree at most N − 1 are essentially parametrized by the zeros of
1− f f ∗, a rational function of degree at most 2(N−1) which is positive on the boundary of the analyticity
domain of f (the disk or the half-plane); here, f ∗ stands for the paraconjugate function (see definition in
section 3). The stable zeros of 1− f f ∗ (so-called spectral zeros) may in turn be regarded (except in degen-
erate cases where cancellation occurs) as extra design parameters, see for example [26] where they are used
to shape a robust feedback loop while bounding the degree of the controller. Since f ∗ = f̄ on the boundary
of the domain of analyticity, we note that if the spectral zeros lie on that boundary then they are maximum
places for | f | (i.e. places where | f |= 1), hereafter called peak points of f .

Motivated by the broadband matching problem for filters, we present in this work a still more general
result where some or all interpolation points may lie on the boundary of the analyticity domain, and still
the zeros of 1− f f ∗ essentially parametrize the interpolants. For example, given N interpolation points
inside or on the boundary of the domain, and a polynomial r of degree at most N− 1 which is nonzero at
every interpolation point, then there is a continuously invertible correspondence between sets of admissible
interpolation values and polynomials p of degree at most N−1, the correspondence being that p/q meets
the interpolation conditions with q the (normalized) stable polynomial such that qq∗= pp∗+rr∗. Moreover,
along “most” paths between two sets of interpolation conditions, this correspondence is smoothly invertible.
This allows us to tackle the problem numerically using continuation methods. Even when the interpolation
points lie interior to the domain, this procedure is more efficient than minimizing entropy-like criteria as
proposed in [14] (which are nevertheless interesting for themselves, see e.g. [26] for an application to model
reduction).

The gist of our application to broadband matching for filters is that peak points at the ends of the band-
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width (i.e. zeros of r) will ensure selectivity of the filter, while appropriate interpolation conditions in the
bandwidth will guarantee perfect match at designated frequencies. Once the location of the zeros and the
interpolation points is chosen, the results of the present paper allow one to compute the transmission param-
eter of the filter (the unique Schur rational function meeting the interpolation conditions and having zeros
as prescribed, of degree the number of interpolation conditions minus 1) from which the whole scattering
matrix is easily deduced. A scattering matrix corresponding to a physical RLC network (i.e. one with with
real elements R, L, C) is obtained upon using appropriate conjugate-symmetric interpolation conditions.
Let us stress, however, that complex elements are common when modelling microwave devices, due to the
use of a low-pass transformation. The degree constraint on the filter is here essential, for it should be kept
as small as possible, while meeting given specifications, in order to contain unmodelled losses and keep the
physical size small. In the experiments presented in Section 5, a numerical search is performed on the loca-
tion of the interpolation points so as to minimize the maximum of the reflection over the bandwidth. This
way the paper offers new avenues in broadband matching, which is today a critical step in circuit design as
passbands grow larger and efficiency concerns more stringent.

In the above-mentioned problem, interpolation values are admissible if those corresponding to bound-
ary interpolation points have modulus strictly less than 1 while those corresponding to interior interpolation
points satisfy Pick’s criterion. We also consider another interpolation problem where an additional interpo-
lation condition is imposed on the boundary, whose value has modulus 1 (we do not prescribe the angular
derivative, though); in this case solutions are sought in degree N + 1. Both problems are relevant to filter
design, in which a unimodular normalization of the filtering function at infinity is sometimes necessary (the
setting here is the half-plane). Note, however, that no interpolation value of modulus 1 is ever needed in
the bandwidth since perfect match cannot take place at frequencies where the load is fully reflective. Still,
it would be interesting to know which features of the interpolant can still be injectively and continuously
specified when some unimodular interpolation values are imposed, that is, when interpolation points may
at the same time be peak points. It is also natural to ask if in the case of matrix-valued interpolation (tan-
gential or higher dimensional), spectral factors of I−FF∗ can again be used to parametrize solutions to
the Nevanlinna-Pick problem whose McMillan degree is less than some prescribed bound. This question
has been addressed in [36, ?] in the standard setting where the interpolation points are in the interior. Both
issues are left here for future research.

The paper is organized as follows. In Section 2, we discuss broadband matching which motivates
the two interpolation problems raised in Section 3, called P and P̂ respectively. In Section 4 we state
and prove our main results concerning existence, uniqueness, and generic smoothness of a solution with
respect to the interpolation data. Though different from those in [22, 14, 23], our proofs likewise have
a differential-topological flavour. Injectivity of the evaluation map at interpolation points (cf. equation
(12)) is the most difficult issue, and is handled using ideas from orthogonal polynomials theory. The two
interpolation problems are treated in parallel, but the authors were not able to reduce one of them to the
other; in particular, Nevanlinna’s iteration does not seem to be effective to do this. Finally, some numerical
illustrations are given in Section 5. Our computational scheme uses continuation techniques, justified by
the generic smoothness previously established. For the convenience of the reader, we provide him with an
index of notation at the end of the paper.

2. Broadband matching. Communication devices such as multiplexers, routers, power dividers, cou-
plers or antenna receptor chains, are realized by connecting together elementary components among which
filters and N-port junctions are most common. For example, multiplexers are realized by plugging N− 1
filters (one per channel) to a N-port junction. In fact, filters are typical two-port components which are
present in almost every telecommunication device.

Now, when connecting a filter to some existing system, a recurring issue is to determine which fre-
quencies will carry energy to the system across the filter, and which frequencies will bounce back. In this
respect, the system L shown in Figure 1 (to be seen as the load of the filter S) is characterized by its re-
flection coefficient L11, which is a complex-valued function of the frequency ω as the latter ranges over
real numbers. We stress that the loads we consider may vary with frequency, i.e. they need not be purely
resistive. Hereafter, we abbreviate real and complex numbers by R and C, respectively. The effect of the
filter is described by a 2×2 scattering matrix S, whose entries are again C-valued functions of ω ∈ R. We
assume in our discussion that the filter is lossless, meaning that S is unitary at all frequencies:

S(ω)∗S(ω) = Id, ω ∈ R,(1)

where superscript “*” stands for “transpose-conjugate”. Then, the reflection coefficient G11 at port 1 of the



BOUNDARY NEVANLINNA-PICK INTERPOLATION WITH PRESCRIBED PEAK POINTS 3

FIG. 1. Filter plugged to a load L with reflexion coefficient L11

global system, consisting of the connected pair (S,L), is easily computed at the frequency ω to be

G11(ω) = S11(ω)+
S12(ω)S21(ω)L11(ω)

1−S22(ω)L11(ω)

=
S11(ω)−L11(ω)det(S(ω))

1−S22(ω)L11(ω)

= det(S(ω))
S22(ω)−L11(ω)

1−S22(ω)L11(ω)
.(2)

By definition, a matching frequency is some ω ∈ R for which G11(ω) = 0. This means that the filter
transmits to the load all the energy carried by the signal entering port 1 at frequency ω . If |L11(ω)| < 1,
hence also |S22(ω)L11(ω)|< 1, it follows from (2) that ω is matching if and only if

(3) S22(ω) = L11(ω).

In contrast, a stopping frequency is defined by the property that |G11(ω)| = 1. This means that all the
energy carried by the signal entering port 1 at frequency ω bounces back and does not feed the load. If
|L11(ω)|< 1, this amounts in view of (2) to say that |S22(ω)|= 1, which is in turn equivalent by (1) to

(4) S12(ω) = S21(ω) = 0.

The problem of synthesizing the filter S, or the matching network L, so that |G11| is smallest possible on
a given frequency band is a very old one. When the filter is finite-dimensional, this issue gave rise to the
matching theory of Fano and Youla [16]. Specifically, if the model for the load is rational with 2 ports, this
theory provides one with a parametrization of all responses G of those global systems that can be realized by
plugging a filter S of given degree to a given load L. Such G are characterized in terms of their transmission
zeros, which account for the fact that the load L can be "extracted" from the global response. However,
it is unknown even today how to deduce filtering characteristics from this parametrization when the load
has degree greater that one. This may contribute to explain why the Fano-Youla theory had little impact in
practice. Also, the need to derive a rational model for the load, and to estimate its transmission zeros, might
have impeded its dissemination in the engineering community. Instead, system manufacturers often use
blackbox “optimization” in spite of usual drawbacks and uncertainties pertaining to this approach. Another
method was proposed by J. Helton [25] in the infinite dimensional setting, where the matching problem
gets reformulated as a H∞ approximation problem of Nehari type whose solution is elegantly formulated
in terms of the norm and maximizing vectors of a Hankel operator. This technique amounts to convexify
the problem and it yields hard bounds on the achievable matching error, no matter the degree of the filter,
along with an optimal (non-rational) solution to match this bound. However, this optimal filter has infinite
degree which makes it hardly realizable or even computable in practice. In the present paper, we propose an
intermediate approach where a finite-dimensional filter response of prescribed degree is being synthesized
by imposing matching and stopping frequencies when the load is given.



4 L. BARATCHART, M. OLIVI AND F. SEYFERT

3. Two interpolation problems. Below, we regard the scattering matrix of a filter as a function of
a real variable, namely the frequency. This differs from the more usual convention where the transfer
function is defined on the imaginary axis rather than the real line. In the present framework, a stable finite
dimensional filter is one whose scattering matrix is rational with poles in the open upper half-plane C+ and
entries with numerator’s degree not exceeding the degree of the denominator. Equivalently, the scattering
matrix belongs to the Hardy space H∞(C−) of bounded holomorphic functions in the open lower half-plane
C−. Also, a physical RLC network has a scattering matrix whose entries are ratios of polynomials whose
coefficients in even degree are real and those in odd degree are pure imaginary (so that the function is real
on the imaginary axis).

A polynomial with no root in C− is said to be stable in the broad sense. A polynomial is called stable
if it has no root in C−, the closed lower half-plane.

The scattering matrix S of a lossless filter is termed inner in H∞(C−), meaning that it satisfies (1). By
the maximum principle, this entails that S is contractive in C−:

‖S(z)ξ‖ ≤ ‖ξ‖, ∀z ∈ C−, ξ ∈ C2,

where “‖.‖” indicates the Euclidean norm and the inequality is strict unless S(z)ξ is constant.
We denote by D the open unit disk. For a rational matrix valued function F(s), we define its paracon-

jugate F∗(s) by
F∗(s) =

(
F(s̄)

)∗
, s ∈ C.

When F is constant, this notation agrees with the one introduced previously for the transpose conjugate of
a complex matrix. Note that F∗(s) indeed takes values on R which are transpose conjugate to those of F .
Clearly “∗” is an involution: (F∗)∗ = F . If p is a polynomial, then its paraconjugate p∗ is the polynomial
obtained by conjugating the coefficients, in particular it has the same degree as p and roots conjugate to
those of p.

Recall (see e.g. [27, 20]) that the McMillan degree of a `1× `2 rational matrix R is the smallest non-
negative integer ` for which one can write R(s) = C(s I`−A)−1B+D, where A, B, C and D are complex
matrices of size `× `, `× `2, `1 × ` and `1 × `2 respectively, and I` is the identity matrix of size `×
`. Equivalently, the McMillan degree is the smallest possible degree for the determinant of an invertible
polynomial matrix P such that PR is also a polynomial matrix. A function of the form q∗/q where q is a
stable polynomial of degree d is called a Blaschke product of degree d. When a rational matrix R is inner,
then its determinant is a Blaschke product whose degree is equal to the McMillan degree of R [10].

Every 2× 2 rational inner matrix S of McMillan degree N such that lims→∞ S(s) = I2 admits the fol-
lowing representation (Belevitch form [12]):

(5) S =
1
q

[
p∗ −r
r∗ p

]
,

where p,q are monic complex polynomials of degree N while r is a complex polynomial of degree at most
N − 1 having no common real root with p and q is computed from p and r as the unique monic stable
polynomial satisfying the Feldtkeller equation:

(6) qq∗ = pp∗+ rr∗.

Sometimes we say that q satisfying (6) is a stable spectral factor of pp∗+ rr∗, see Proposition 2 for more
details about existence and uniqueness of q.

By (3), a finite set {x1 . . .xm} ⊂ R consists of matching frequencies for the filter (5) with respect to a
load having reflection coefficient L11 if, and only if

(7)
p
q
(xk) = L11(xk)

de f
= γk, 1≤ k ≤ m.

We shall assume throughout that |γk|< 1, because the matching problem at fully reflecting frequencies
for the load is ill-defined: indeed expression (2) is either of modulus 1 or indeterminate of the form 0/0
when |L11(ω)|= 1, which makes it impossible to meet G11(ω) = 0.

In addition to the interpolation conditions (7) which take place on R, it is often desirable (e.g. to prevent
oscillations of the response or to account for unmodelled resistive effects) to meet additional interpolation
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conditions inside the stability domain C−. To accomodate this case as well, we consider points {z1 . . .zl}
in C− where following "complex" matching condition should hold:

(8)
p
q
(zk) = L11(ℜ(zk))

de f
= βk,

where “ℜ” indicates the real part. Let us abbreviate (z1, · · · ,zl)
T and (β1, · · · ,βl)

T by Z and β respectively
(hereafter MT denote the transpose of a matrix M). We define P(Z,β ) to be the so-called Pick matrix
associated with the interpolation data (zk,βk), namely the Hermitian l× l matrix defined by:

(9) Pk, j(Z,β ) =
1−βkβ j

i(zk− z j)
.

It is classical that P(Z,β ) is positive semi-definite if and only if there is a Schur function f on C− (i.e.
holomorphic and such that | f | ≤ 1) to meet the interpolation conditions f (zk) = βk for 1 ≤ k ≤ l, see e.g.
[21, Ch. I, Cor. 2.3] for a version on the disk which immediately implies the present one using the conformal
map z 7→ (i+ z)/(i− z) from C− onto D. When such a function exists, P(Z,β ) is actually positive definite
unless the solution to this constrained interpolation problem is unique, in which case the unique solution is a
Blaschke product of degree equal to the rank of P(Z,β ). Conversely, if there is a solution to the interpolation
problem which is a Blaschke product of degree δ < l then P(Z,β ) has rank δ . Functions in H∞(C−), in
particular Schur functions, have nontangential limits at a.e. point of R which allow one to speak of their
boundary values [21, Ch. I, Thm. 5.3]. Moreover, knowing the boundary values on an arbitrary subset of
positive measure of R determines the function uniquely [21, Ch. II, Cor. 4.2]. This implies that positive
definiteness of P(Z,β ) is equivalent to the existence of a Schur solution to the interpolation problem whose
trace on R has modulus strictly less than 1 on a set of positive measure. Indeed, if two distinct solutions
have modulus 1 a.e. on R, then any convex combination yields another solution having modulus strictly
less than 1 at every point where the initial solutions take on distinct values.

We call P+
Z the set of those β ∈ Cl such that P(Z,β ) is positive definite. Clearly P+

Z is open in Cl ,
and it is also convex as follows easily from the equivalence of positive definiteness with the existence of
Schur solutions to the interpolation problem having modulus strictly less than 1 on a subset of R of positive
measure. In particular, P+

Z is connected. For simplicity, we often drop the subscript Z when the interpolation
points are understood, and write P+ instead P+

Z .
Next, if we want to impose N−1 stopping frequencies for S in R∪{∞} which are distinct from the xk,

it is equivalent in view of (4) to prescribes the roots of the transmission polynomial r in (5) (or of r∗ since it
has the same real zeros as r). Here, we count multiplicities by repetition and a zero at infinity means a drop
in degree. We shall first consider the situation where the leading coefficient of r is imposed as well, so that
r itself is prescribed. This leads us to raise the following matching problem.

Problem P: Given m distinct real frequencies (x1,x2 . . .xm), m interpolation conditions (γ1,γ2 . . .γm)
in Dm, l distinct "complex frequencies" (z1,z2 . . .zl) associated to l interpolation values (β1,β2 . . .βl) in P+

and r 6≡ 0 a complex polynomial of degree at most m+ l−1, such that r(xk) 6= 0, k = 1, . . . ,m, to find (p,q)
a pair of monic complex polynomials of degree N = m+ l such that,

(10)





p
q (xk) = γk, for k = 1, ..,m
p
q (z`) = β`, for `= 1, .., l

qq∗− pp∗ = rr∗

and q has no root in the open lower half-plane C− (i.e. q is stable in the broad sense).
Nothing in the formulation of Problem P prevents the denominator polynomial q from vanishing at

real points. If this happens, then the McMillan degree of S will drop since a real zero of q is a zero both of
p and r with the same multiplicity (because |p|2 + |r|2 = |q|2 on R by (10)), cf (5). Observe in this case, by
the assumption in Problem P , that a common zero to p and r cannot be one of the xk, hence p

q (xk) in (10)
is still equal to p(xk)/q(xk). Remark also that the real roots of r are peak points for the modulus of p/q, i.e.
points where the maximum value |p/q|= 1 is attained.

Problem P may be viewed as a generalization of the Nevanlinna-Pick interpolation problem with
degree constraint studied in [22], in which the interpolation points are now allowed to lie on the real axis,
whereas in [22] they are confined to the stability domain C−. We also extend the results announced in [11],
in that the polynomial r can have real roots provided these are not interpolation points. Both generalizations
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are crucial to approach the matching problem with interpolation techniques as described in Section 2, which
was the main incentive for the authors to undertake the present study.

Problem P imposes the condition (p/q)(∞) = 1 since p, q are monic of degree N. In other words
there is an implicit extra interpolation node on the real line (namely ∞) with interpolation value equal
to 1. In connection with the matching problem discussed in Section 1, where p/q is thought of as the
entry S22 of the scattering matrix S of a filter (cf. (5)), this is the right normalization in that the low-pass
equivalent model to a LC-resonant filter behaves like an open circuit at infinite frequency, which results
into the condition S(∞) = Id. However, if we add for example a transmission line in front of the filter, the
line can be modeled in the narrow band approximation by a reflexion coefficient which is unimodular (with
free phase) at infinity. This extra design parameter can be used to meet an additional interpolation condition
or, dually, to reduce the degree of p, q while keeping the interpolation properties of p/q. This leads us
naturally to the following “non-normalized” version of problem P .

Problem P̂: Given m distinct real frequencies (x1,x2 . . .xm), m interpolation conditions (γ1,γ2 . . .γm)
in Dm, l distinct "complex frequencies" (z1,z2 . . .zl) ∈ (C−)l associated to l interpolation values

(β1,β2 . . . ,βl)

in P+ and r 6≡ 0 a complex polynomial of degree at most m+ l−1, such that r(xk) 6= 0, k = 1, . . . ,m, to find
(p,q) a couple of complex polynomials of degree at most N̂ = m+ l−1 such that,

(11)





p
q (xk) = γk, for k = 1, ..,m
p
q (z`) = β`, for `= 1, .., l

qq∗− pp∗ = rr∗

where q is stable in the broad sense and normalized so that q(x1)> 0 if m> 0, q(z1)> 0 otherwise.
Although problems P and P̂ will be treated in a similar way, the authors were not able to reduce one

of them to the other.

4. Solution to P and P̂: two matching theorems. We begin with the analysis of problem P . It
relies on the study of a specific evaluation map to be defined presently. According to the statement of the
problem, we fix (x1,x2 . . .xm)

T ∈Rm, (z1,z2 . . .zl)
T ∈ (C−)l , and a polynomial r of degree at most m+ l−1

such that r(xk) 6= 0 for all k. We let PMN designate the set of monic polynomial of degree N = m+ l with
complex coefficients. This set is topologized as CN ∼ R2N , using coefficients as coordinates except for the
leading one which is equal to 1 by definition. Specifically, we identify p(z) = zN + pN−1zN−1 + · · ·+ p0
with the vector (p0, p1, · · · , pN−1)

T ∈ CN . Hereafter, the degree of a polynomial p is abbreviated as deg p.
As r is fixed with degr < N, equation (6) associates to each p ∈ PMN a unique polynomial q = q(p) ∈

PMN which is stable in the broad sense, cf. Proposition 2 to come. Since |p|2 ≤ |p|2 + |r|2 = |q|2 on R,
the rational function p/q has modulus at most 1 there. In particular it has no real pole, and no pole in C−
either since q is stable in the broad sense. Thus, by the maximum principle, we conclude that |p/q| ≤ 1
on C−. In addition, since no xk is a root of r by assumption, we have that |p(xk)/q(xk)| < 1 hence p/q is
not a Blaschke product. Therefore the Pick matrix associated with the interpolation data (zk, p(zk)/q(zk))
is positive definite, and we can define an evaluation map ψ : PMN → Dm×P+

Z by the formula

(12) ψ(p) =




p(x1)/q(x1)
...

p(xm)/q(xm)
p(z1)/q(z1)

...
p(zl)/q(zl)




∈ Dm×P+
Z .

The result which yields existence and uniqueness of a solution to Problem P , along with generic
differentiability thereof, may now be stated as follows.

THEOREM 1. ψ is a homeomorphism from PMN onto the product space Dm × P+. Moreover, the
restriction of ψ to those p ∈ PMN having no common real root with r is a diffeomorphism onto its image.

REMARK 4.1. From the uniqueness part of Theorem 1, it follows that if the set of interpolation points
xk, z` is stable under the map z 7→ −z̄, and if the interpolation values at xk and −xk (resp. z` and −z̄`) are
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conjugate, then p and q have pure imaginary coefficients in odd degree and real coefficients in even degree.
Equivalently, p/q is real-valued on the imaginary axis.

The proof of Theorem 1 will be given in sections 4.5 and 4.6, after some preparatory work.

4.1. Continuity and differentiability of ψ . For k ≥ 0 an integer, we let Pk be the space of complex
polynomials of degree at most k and PEk the subset comprising polynomials of exact degree k. We occa-
sionally write PR,k for the real subspace of polynomials with real coefficients. The space Pk identifies with
Ck+1 ∼ R2k+2, using coefficients as coordinates. Thus, p(z) = pkzk + pk−1zk−1 + · · ·+ p0 is regarded as
(p0, p1, · · · , pk)

T ∈ Ck+1. With this definition, PMN ⊂ PN is the hyperplane {pN = 1} which in turn identi-
fies with CN as pointed out earlier. We further denote by SBN the set of polynomials of degree at most N
which are stable in the broad sense, and by SBMN the subset of monic polynomials of degree N stable in the
broad sense. The set of stable polynomials of degree at most N will likewise be denoted by SN , the subset
of stable polynomial of exact degree N by SEN , and the subset of stable monic polynomials of degree N by
SMN .

We write P+
2N for the set of polynomials of degree at most 2N which are non-negative on R. Such a

polynomial must have real coefficients, even degree, positive dominant coefficient, and its real roots have
even multiplicity. Moreover, it is equal to its para-conjugate. We put PE+

2N for the subset of non-negative
polynomials of exact degree 2N and PM+

2N for the subset of non-negative monic polynomials of degree 2N.
The sets P+

2N and PE+
2N will be regarded as embedded in R2N+1, and again PM+

2N will be seen as a subset of
R2N for it is the intersection of P+

2N ⊂ R2N+1 with the hyperplane {p2N+1 = 1}.
The interior

◦
PM+

2N of PM+
2N ⊂ R2N consists of monic polynomials of degree 2N which are strictly

positive on R. Indeed, if p ∈ PM+
2N is such that p(x0) = 0, then adding a small negative constant to p will

destroy positivity at x0 and therefore p cannot lie interior to PM+
2N in R2N . Conversely, let p ∈ PM+

2N have
no zero on R. Then, there is ε > 0 such that |p(x)|> ε for x ∈ R. Write p(x) = x2N+1 + p2Nx2N + · · ·+ p0
and put a := max{1,ε +2Σ2N

j=0|p j|}. If we let (δ0, · · · ,δ2N−1)
T ∈R2N be such that Σ|δ j|a j < ε/2, we easily

get upon setting δ p(x) := Σ2N−1
j=0 δ jx j that |p+δ p|> ε/2 on [−a,a] and that

|p(x)+δ p(x)| ≥ |x|2N
(
|x|− ε/2−Σ2N−1

j=1 |p j|
)
>
|x|2N+1

2
, |x|> a.

Hence p lies interior to PM+
2N . Likewise, the interior

◦
PE+

2N of PE+
2N ⊂ R2N+1 consists of polynomials of

exact degree 2N which are strictly positive on R. In another connection, the interior of SBMN ⊂ PMN is
SMN . Indeed, if p ∈ SBMN \SMN , then p must have a real root x, and replacing the latter with x− iε for
small ε > 0 produces a nearby polynomial which is unstable. Hence p is not an interior point of SBMN .
Conversely if p ∈ SMN , then it has N-roots in C− and we can pick a smooth curve Γ ⊂ C− encompassing
them. Since Γ is compact and p does not vanish on Γ, we have that |p| > η > 0 on Γ and if q ∈ PMN is
close enough to p then |q| > η on Γ as well. By the argument principle, we have that

∫
Γ q′/qdz = 2iπn

where n is the number of roots of q inside Γ, and if q is sufficiently close to p this integral is arbitrary close
to
∫

Γ p′/pdz = 2iπN so that n = N, implying that q ∈ SMN . Thus, p lies interior to SBMN . As well, the
interior of SBN is SEN . Indeed, if p(z) ∈ SBMN has degree strictly less than N, multiplying it by (1− iεz)
for small ε > 0 yields a nearby polynomial (in the topology of SBMN) which is unstable, and if p has a real
root x then replacing x by x− iε again produces an unstable nearby polynomial. Thus, the interior of SBN is
included in SEN , and the converse inclusion follows from an application of the argument principle similar
to the one already used to show that SMN is the interior of SBMN .

After these rather mechanical preliminaries, we are in position to prove our first result:

PROPOSITION 2. To any non zero P ∈ P+
2N , one can associate q ∈ SBN such that

(13) P(t) = |q(t)|2 = q(t)q∗(t), t ∈ R.

The polynomial q(s) is unique up to a multiplicative unimodular constant, and if P has exact degree 2N
then q has exact degree N. For fixed z ∈ C− and x ∈ R, define three maps ϕz, ϕx and ϕN by the formulas:

a) ϕz : P+
2N \{0}→ SBN , with ϕz(P) the unique solution to (13) meeting q(z)> 0,

b) ϕx : P+
2N \{p ∈ P+

2N , p(x) = 0}→ SBN , with ϕx(P) the unique solution to (13) meeting q(x)> 0,
c) ϕN : PM+

2N → SBMN with ϕN(P) the unique monic solution to (13).
The maps ϕz, ϕx, ϕN are continuous and define homeomorphisms P+

2N \{0} → {p ∈ SBN , p(z)> 0}, P+
2N \

{p ∈ P+
2N , p(x) = 0}→ {p ∈ SBN , p(x)> 0},and PM+

2N → SBMN respectively.
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Moreover, the restriction of ϕN to
◦

PM+
2N is a diffeomorphism onto SMN , and the restriction of ϕz (resp.

ϕx) to
◦

PE+
2N is a diffeomorphism onto the open subset {p ∈ SEN , p(z) > 0} (resp. {p ∈ SEN , p(x) > 0})

of the linear subspace Vz (resp. Vx) of PN consisting of polynomials of degree at most N whose value at z
(resp. x) is real. Specifically, the derivatives of ϕz, ϕx, and ϕN are given by:

• if P ∈
◦

PE+
2N and δP is a real polynomial of degree at most 2N, then

Dϕz(P)[δP] = u

where u is the unique polynomial such that

(14) u∗ϕz(P)+uϕ∗z (P) = δP, u ∈ PN , u(z) ∈ R;

• if P ∈
◦

PE+
2N and δP is a real polynomial of degree at most 2N, then

Dϕx(P)[δP] = u

where u is the unique polynomial such that

(15) u∗ϕx(P)+uϕ∗x (P) = δP, u ∈ PN , u(x) ∈ R;

• if P ∈
◦

PM+
2N and δP is a real polynomial of degree at most 2N−1, then

DϕN(P)[δP] = u

where u is the unique polynomial such that

(16) u∗ϕN(P)+uϕ∗N(P) = δP, u ∈ PN−1.

Proof. It is elementary to check that q ∈ SBN satisfies (13) if and only if its roots are the real roots of
P with half their multiplicity and the non-real roots of P having strictly positive imaginary part with their
multiplicity, while its dominant coefficient has square modulus equal to the dominant coefficient of P. This
shows the existence of q and its uniqueness up to a multiplicative unimodular constant. Alternatively, the
result also follows upon applying to P(i(eiθ + 1)/eiθ − 1)) a classical result by Fejèr and Riesz asserting
that non-negative trigonometric polynomials are square moduli of algebraic polynomials on the unit circle
[34, sec. 53].

Next, we prove that ϕz is continuous. Let (Pk) be a sequence in P+
2N \{0} converging to P ∈ P+

2N \{0}.
We must show that qk := ϕz(Pk) converges to ϕz(P). As a basis of PN , pick the Lagrange interpolation
polynomials Ln, n = 0,1 . . . ,N, associated with the integer points x = 0,1, . . . ,N. In other words, to each
n ∈ {0, · · · ,N}, we have for 0 ≤ j ≤ N that Ln( j) = δn, j, the Kronecker delta function. The coordinates
of qk in this basis are (qk(0),qk(1), . . . ,qk(N)). As |qk( j)| =

√
Pk( j) is bounded since (Pk) converges,

the sequence (qk) is in turn bounded in PN . Thus we may extract a convergent sub-sequence from any
subsequence, and we claim that the limit is ϕz(P); this will prove the announced continuity. Assume indeed
that a subsequence, again denoted by (qk) for simplicity, converges to q ∈ PN . Since taking products and
conjugates of polynomials is continuous PN × PN → P2N and PN → PN respectively, we get in the limit
from the relation Pk = qkq∗k that P = qq∗. In particular q 6≡ 0. Moreover q(z) ≥ 0 because pointwise
evaluation is also continuous. In order to prove the claim, it remains to show that q ∈ SBN . Suppose for
a contradiction that q has some unstable root s0 ∈ C− with multiplicity µ . As q is not identically zero, s0
is an isolated root so there exists R > 0 such that the disk D = {s, |s− s0| ≤ R} is included in C− and the
circle ∂D = {s, |s− s0|= R} contains no root of q. As the sequence (qk) converges uniformly to q on every
compact subset of C, the argument principle implies that qk has µ roots in D counting multiplicities, as
soon as k is large enough, which yields the desired contradiction.

Next, consider the map ϕ̃ : PN → P+
2N defined by ϕ̃(q) = qq∗. Clearly, the restriction of ϕ̃ to the subset

{p ∈ SBN , p(z) > 0} (resp. {p ∈ SBN , p(x) > 0}, SBMN) is a continuous inverse to ϕz (resp. ϕx, ϕN). In
addition ϕ̃ is C∞-differentiable, and its differential Dϕ̃(q) at q acts on dq ∈ PN by the formula

(17) Dϕ̃(q)[dq] = dqq∗+qdq∗.

Let us prove that the restriction of ϕz to
◦

P+
2N is a diffeomorphism onto Hz

de f
= {p∈ SEN , p(z)> 0}. By defini-

tion, if P∈
◦

PE+
2N then q = ϕz(P) lies in Hz which is obviously an open subset of Vz. Being a linear subspace



BOUNDARY NEVANLINNA-PICK INTERPOLATION WITH PRESCRIBED PEAK POINTS 9

of PN of codimension 1, Vz identifies with R2N+1 and the restriction of ϕ̃ to Vz is in turn C∞-differentiable.

Further, the restriction ϕ̃1 of ϕ̃ to Hz is inverse to the restriction of ϕz to
◦

PE+
2N , and it is differentiable with

derivative given by (17) restricted to dq ∈Vz. We claim that this derivative is injective. Assume indeed that
Dϕ̃1(q)[dq] = 0. Then, since q and q∗ are coprime polynomials (for their roots respectively lie in C+ and
C−), we get from (17) that q divides dq so that dq = λ q for some λ ∈ C, because the degree of dq cannot
exceed N which is the degree of q. In view of (17), we conclude from Dϕ̃1(q)[dq] = 0 that (λ + λ̄ )qq∗ = 0,
and since qq∗ 6= 0 (for it has exact degree 2N) we see that λ is pure imaginary. As q(z)> 0, this implies that
dq(z) = λq(z) is pure imaginary, and since it is also real because dq ∈Vz we necessarily have that λ = 0
whence dq = 0. This proves the claim. As Dϕ̃1(q) maps Vz injectively into reals polynomials of degree at
most 2N and both spaces have dimension 2N +1, we conclude that it is invertible. Now, the inverse func-

tion theorem asserts that ϕ̃1 is a local diffeomorphism Hz→
◦

PE+
2N . But we saw that ϕ̃ is a homeomorphism

{p ∈ SBN , p(z) > 0} → P+
2N \ {0} under which the image of Hz is evidently

◦
PE+

2N , hence ϕ̃1 is a global

diffeomorphism Hz→
◦

PE+
2N This concludes the proof for ϕz.

The case of ϕx is similar, and the case of ϕN even simpler for dq in (17) will have degree at most N− 1,
making obvious that it must vanish if it is divisible by q.

REMARK 4.2. Continuity of spectral factorization can be given other, more analytic proofs based on
the Poisson representation of log-moduli of outer functions, see e.g. [9, Lemma 1] for an alternative argu-
ment on the disk that easily carries over to the half-plane.

Keeping in mind notation from Proposition 2, we may now represent the map ψ introduced in (12) as
the composition of two functions, namely the map from PMN into PMN×SBMN given by

p→ (p,ϕN(pp∗+ rr∗))

followed by the evaluation map

(p,q)→
(

p
q
(x1), . . . ,

p
q
(xm),

p
q
(z1), . . . ,

p
q
(zl)

)T

from PMN×SBMN into Dm×P+
Z . Proposition 2 immediately yields:

COROLLARY 3. The map ψ is continuous at every p ∈ PMN , and if p has no real root in common with
r, then ψ is C∞-smooth around p.

4.2. An excursion into positive real functions. Recall that a holomorphic function f on C− is a
Schur function if | f | ≤ 1, and a Carathéodory function if ℜ f ≥ 0. The map f 7→ (1− f )/(1+ f ) is an
involution from Schur functions to Carathéodory functions and back. Like Schur functions, Carathéodory
functions have non tangential limits a.e. on R from C−, allowing us to speak of their boundary values.
Unlike Schur functions, though, rational Carathéodory functions may well have poles on R. The function

(18) z 7→ −i/(z− x0), x0 ∈ R,

is an example. This difference stems from the fact that the real part of a Schur function is the Poisson
integral of a function on R, wheras that of a Carathéodory function is generally the Poisson integral of a
measure [21, Ch. I, Thm. 3.5]. In the previous example, the measure is a Dirac delta at x0.

If (p,q) is a solution to Problem P , then p/q is a Schur function as explained before (12). Our proof
of Theorem 1 rests in part on the link, to be stressed momentarily, between problem P and its analog for
Carathéodory functions.

For p∈ PMN and q = ϕN(pp∗+rr∗), we put Σ = Σ(p) := p/q. By construction, this is a Schur rational
function satisfying

(19) 1−Σ∗Σ =
rr∗

qq∗
.

We now define a Carathéodory function Y (the so-called Cayley transform of Σ) by the formula

(20) Y :=
1−Σ
1+Σ

=
q− p
q+ p

.
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Then, a straightforward computation shows that

(21) Y +Y ∗ =
(q− p)(q∗+ p∗)+(q∗− p∗)(q+ p)

(q+ p)(q∗+ p∗)
=

2rr∗

(q+ p)(q∗+ p∗)
.

By definition, the dissipation polynomial of a rational Carathéodory function is the numerator of the
fraction Y +Y ∗ when the latter is written in irreducible form. To us, given a rational Carathéodory function
π/χ with π , χ polynomials, it is more convenient to define the dissipation polynomial of the pair (π,χ) to
be the polynomial πχ∗+π∗χ . Thus, by (21), 2rr∗ is the dissipation polynomial of the pair (q− p,q+ p).

In view of (20)-(21), Problem P is equivalent to an interpolation problem for rational Carathédory
functions of the form π/χ where π ∈ PN−1 and χ ∈ SBMN , with prescribed dissipation polynomial rr∗

for the pair (π,χ). The corresponding interpolation conditions are (π/χ)(xk) = (1− γk)/(1 + γk) and
(π/χ)(z`) = (1−β`)/(1+β`). For this equivalent problem, the analog of equation (6) is

(22) πχ∗+π∗χ = rr∗,

which entails that π/χ is a Carathéodory function when χ ∈ SBMN . If r has no real root and (π,χ) is a
solution to the Carathéodory analog of Problem P , then χ is stable by (22), i.e. it lies in SMN and not
just in SBMN . This entails that χ , χ∗ are coprime so that π is uniquely determined by r and χ through
(22). In this case the Carathéodory analog to P is easier to handle than P itself, essentially because (22)
is inear in χ and π whereas (6) is quadratic in q and p. Things change when r has a real root, say x0. For
if χ ∈ SBMN satisfies χ(x0) = 0 and π ∈ PN−1 is a solution to (22) then for each a > 0 the polynomial
πa(s);= π(s)− iaχ(s)/(s− x0) is again a solution. So, when r and χ happen to have a common real root,
they fall short of determining π via (22). This discrepancy arises because the dissipation polynomial of the
pair (−ia,(z− x0)) is identically zero and still z 7→ −ia/(z− x0) is a non-zero Carathéodory function, see
example (18).

Applications of Problem P to filter design discussed in Section 1 typically involve a transmission
polynomial r having real zeros near the endpoints of the bandwidth of the filter, because these ensure
stiffness of the response there. Thus, we find ourselves in the difficult case of the Carathéodory analog to
P . Nevertheless, the latter plays an important role in our proof of Theorem 1, when showing that ψ and its
derivative are injective.

It will be convenient to introduce the Hardy space H2(C−) consisting of those holomorphic functions
f in C− satisfying

(23) sup
y<0

(∫ +∞

−∞
| f (x+ iy)|2 dx

)1/2

<+∞.

Such a function has a nontangential limit at almost every x∈R that we denote again with f (x), the argument
being now in R and not in C−. This nontangential limit lies in the Lebesgue space L2(R), and in fact
‖ f‖L2(R) is equal to the supremum in (23) [21, Ch. I, Thm. 5.3]. Moreover, for z ∈ C−, f (z) can be
recovered from f on R through a Cauchy as well as a Poisson integral [21, Ch. II, sec. 3]. In particular, a
rational function π/χ with π ∈ PEk and χ ∈ PEN does lie in H2(C−) if and only if k < N and it has no pole
in C−, in other words if it vanishes at infinity and if every zero of χ in C− is cancelled by a corresponding
zero of π . It follows easily that a rational Carathéodory function lies in H2(C−) if and only if its restriction
to the real line lies in L2(R). Every f ∈H2(C−) is the Cauchy integral of the non-tangential limit of its real
part:

(24) f (z) =− 1
iπ

∫

R

ℜ f (t)
t− z

dt, z ∈ C−,

and the non-tangential limit of its imaginary part is the Hilbert transform of the nontangential limit of its
real part [21, Ch. III, sec. 2]:

(25) ℑ f (x) =
1
π

lim
ε→0+

∫

|x−t|>ε

ℜ f (t)
t− x

dt, a.e. x ∈ R.

Consequently, the nontangential limit of f can be recovered from its real part as

(26) f (x) = ℜ f (x)+
i
π

lim
ε→0+

∫

|x−t|>ε

ℜ f (t)
t− x

dt, a.e. x ∈ R.

When f is smooth on R, in particular if it is rational, then the last formula is valid for all x ∈ R and not just
almost every x.
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THEOREM 4. Let g ∈ PM+
2N and d ∈ P+

2K , with K < N and d
g ∈ L2(R). Let further (x1, · · · ,xm)

T ∈ Rm

and (z1, · · · ,zl)
T ∈ (C−)l with m+ l = N, and assume that d(xk) 6= 0 for all k ∈ {1, · · · ,m}. Then, the

following three properties hold.
1. There exists a unique pair of polynomials χg ∈ SBMN and πd,g ∈ PN−1, such that the rational

function Yd,g =
πd,g
χg

satisfies:

(a) Yd,g ∈ H2(C−)
(b) πd,gχ∗g +π∗d,gχg = d
(c) Yd,g +Y ∗d,g =

d
g

2. Let g1,g2 in PM+
2N such that d

g1
and d

g2
are in L2(R). If

(a) ∀k ∈ {1..m} Yd,g1(xk) = Yd,g2(xk),
(b) ∀k ∈ {1..l} Yd,g1(zk) = Yd,g2(zk),

then g1 = g2 so that πd,g1 = πd,g2 and χg1 = χg2 by property 1.

3. For fixed d ∈ P+
2K , the evaluation map θ :

◦
PM+

2N → CN given by

(27) θ(g) =




Yd,g(x1)
...

Yd,g(xm)
Yd,g(z1)

...
Yd,g(zl)




is well-defined and a diffeomorphism onto its image.

Proof. Let u(z) =Π`
j=1(z−x j)

2κ j be the monic divisor of g comprising all its real roots (if g has no real
roots, then ` = 0 and u ≡ 1). If πd,g, χg satisfy (1b) and (1c), a short computation yields that χg = ϕN(g),
where ϕN was defined in Proposition 2. In particular χg is uniquely determined by g and of necessity
u1/2 := Π`

j=1(z− x j)
κ j divides χg. Then, condition (1a) implies that u1/2 also divides πd,g. Moreover, u

divides d since d/g ∈ L2(R). After cancellation of the factor u = u1/2(u1/2)∗ on both sides of (1b), we find
that πd,g/u1/2 is uniquely determined in PN−1−Σ jκ j by an equation of the Bezout type since the polynomials
χg/u1/2 and (χg/u1/2)∗ are coprime (for if χg had more real roots than those in u1/2, counting multiplicities,
they would also appear in χ∗g and thus in g, contradicting the definition of u). This establishes the uniqueness
part of property 1 and the existence part follows easily by reverting the computations.

Let Yd,g be as in property 1. It is a rational function in H2(C−) whose real part on R is d/(2g) by (1c),
therefore (26) implies for k ∈ {1 . . .m} that

(28) Yd,g(xk) =
d
2g

(xk)+
i

2π
lim
ε→0

∫

ε<|t−xk|

d(t)
g(t)

dt
t− xk

and (24) entails that ∀k ∈ {1 . . . l}

(29) Yd,g(zk) =
i

2π

∫ ∞

−∞

d(t)
g(t)

dt
t− zk

.

Suppose now that g1, g2 are as in property 2. Note that g j(xk) 6= 0 for j = 1,2 and 1 ≤ k ≤ m, since
d(xk) 6= 0 and d/g j ∈ L2(R) by assumption. Separating real and imaginary parts in (28), we see from (2a)
that g2(xk) = g1(xk) for 1≤ k ≤ m and also that

J(xk) := lim
ε→0

∫

ε<|t−xk|
d(t)

g2(t)−g1(t)
g1(t)g2(t)

dt
t− xk

=
∫ ∞

−∞
d(t)

g2(t)−g1(t)
g1(t)g2(t)

dt
t− xk

= 0,(30)

where we omitted the principal value in the integral because we claim that the integrand is in fact non-
singular. Indeed, even though g1 and g2 may have real zeros (some of which may be common to g1 and
g2), the fraction d(g2− g1)/g1g2 has no pole on R; for if λ is a zero of g j with multiplicity µ j and, say,
µ1 ≥ µ2, then λ is a zero of d with multiplicity at least µ1 (as d/g1 ∈ L2(R)) and it is a zero of (g2−g1) of
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multiplicity at least µ2. Moreover, λ cannot coincide with xk by our assumption that d(xk) 6= 0, while we
observed already that g2−g1 vanishes at xk. This proves the claim.

Similarly we get from (29) and 2b that ∀k ∈ {1 . . . l}

(31) I(zk) =
∫ ∞

−∞
d(t)

g2(t)−g1t)
g1(t)g2(t)

dt
t− zk

= 0,

and taking conjugates

(32) I(zk) =
∫ ∞

−∞
d(t)

g2(t)−g1(t)
g1(t)g2(t)

dt
t− zk

= 0.

We combine linearly equations (31), (32) and (30) using arbitrary complex coefficients a = (a1, . . . ,al)
T ,

b = (b1, . . . ,bl)
T and c = (c1, . . . ,cm)

T to obtain

l

∑
k=1

(akI(zk))+
l

∑
k=1

(bkI(zk))+
m

∑
k=1

ckJ(xk) = 0.

Putting everything over a common denominator yields

(33)
∫ ∞

−∞
d(t)

g2(t)−g1(t)
g1(t)g2(t)∏l

k=1 |t− zk|2
Pa,b,c(t)dt

∏m
k=1(t− xk)

= 0,

where Pa,b,c is the polynomial defined by

Pa,b,c(z) =
l

∑
k=1

ak ∏
j=1...l, j 6=k

(z− z j) ∏
j=1...l

(z− z j) ∏
j=1...m

(z− x j)+

l

∑
k=1

bk ∏
j=1...l

(z− z j) ∏
j=1...l, j 6=k

(z− z j) ∏
j=1...m

(z− x j)+

m

∑
k=1

ck ∏
j=1...l

(z− z j) ∏
j=1...l

(z− z j) ∏
j=1...m, j 6=k

(z− x j).

(34)

The 2l+m polynomials obtained by setting ak, bk, and ck to 0 except for one of them which is set to 1 forms
the Lagrange interpolating basis of P2l+m−1 at the points {x j,zk, z̄k} . Therefore Pa,b,c ranges over P2l+m−1 as
(a,b,c) ranges over Cm×Cl×Cl . Observing now that g2−g1 vanishes at the xk, (33) can be rewritten as

(35)
∫ ∞

−∞
d(t)

P(t)Pa,b,c(t)
g1(t)g2(t)∏l

k=1 |t− zk|2
dt = 0,

where P(t) is the polynomial (g2(t)− g1(t))/∏m
1 (t− xk). Note that P has degree at most 2N− 1 = 2l +

2m− 1 (for g1, g2 are monic of degree N). Hence, we can choose (a,b,c) so that Pa,b,c = P, and then we
conclude from (35) that

d(t)P2(t)
g1(t)g2(t)Πl

k=1|t− zk|2
= 0, t ∈ R,

because it is everywhere non-negative and its integral is zero. Since d is not identically zero, we get that
P = 0 and consequently that g2 = g1. This proves property 2.

As to property 3, observe that if g ∈
◦

PE+
2N (i.e. if g ∈ PM+

2N has no real root, see discussion before
Proposition 2), then d/g lies in in L2(R) hence also in H2(C−), and θ is well-defined by (27). Next, we
compute the derivatives of Yd,g(xk), Yd,g(zk) with respect to the coefficients of g. Put

g(x) = x2N +g2N−1x2N−1 + · · ·+g0.

Since χg = ϕN(g), we get from (16) that ∂ χg/∂g j exists in PN−1 for 0≤ j ≤ 2N−1, and that

(36) χ∗g (x)
∂ χg

∂g j
(x)+χg(x)

∂ χ∗g
∂g j

(x) = x j
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(note that (∂ χg/∂g j)
∗ = ∂ χ∗g/∂g j since ∗ is a linear operation). Moreover, by property 1 already proved,

πd,g is the solution to (1b) which is a nonsingular linear equation (for χg and χ∗g are now coprime since they
have no real root) whose coefficients depend linearly on the coefficients of χg. Hence ∂πd,g/∂g j also exists
in PN−1, 0≤ j ≤ 2N−1, and by the Leibnitz rule we have that

(37) χ∗g
∂πd,g

∂g j
+πd,g

∂ χ∗g
∂g j

+χg
∂π∗d,g
∂g j

+π∗d,g
∂ χg

∂g j
= 0.

From the differentiability of χg, πd,g just pointed out, we get since evaluation at xk is a linear operation and
because χg(xk) 6= 0 that

(38)
∂

∂g j

(
Yd,g(xk)

)
= Fd,g, j(xk),

where

(39) Fd,g, j =
(∂πd,g/∂g j)χg−πd,g(∂ χg/∂g j)

χ2
g

is a rational function in H2(C−) as it is the ratio of a polynomial of degree at most 2N − 1 by a stable
polynomial of degree 2N (namely χ2

g ). Using (39), (37), (1b), (36) and the fact that χg = ϕN(g), we
compute

(40)

Fd,g, j(x)+F∗d,g, j(x) =

(
∂πd,g
∂g j

χg−πd,g
∂ χg
∂g j

)
(χ∗g)

2
+

(
∂π∗d,g
∂g j

χ∗g−π∗d,g
∂ χ∗g
∂g j

)
χ2

g

χ2
g(χ∗g)

2 (x)

=

(
∂πd,g
∂g j

χ∗g+
∂π∗d,g
∂g j

χg

)
χgχ∗g−

(
πd,g

∂ χg
∂g j

(χ∗g)
2
+π∗d,g

∂ χ∗g
∂g j

χ2
g

)

g2 (x)

=
−
(

∂ χg
∂g j

π∗d,g+
∂ χ∗g
∂g j

πd,g

)
χgχ∗g−

(
πd,g

∂ χg
∂g j

(χ∗g)
2
+π∗d,g

∂ χ∗g
∂g j

χ2
g

)

g2 (x)

=
− ∂ χg

∂g j

(
π∗d,gχg+πd,gχ∗g

)
χ∗g−

∂ χ∗g
∂g j

(
πd,gχ∗g+π∗d,gχg

)
χg

g2 (x)

=−

(
∂ χg
∂g j

χ∗g+
∂ χ∗g
∂g j

χg

)
d

g2 (x) =− d(x)x j

g2(x) .

Since Fd,g +F∗d,g = 2ℜFd,g on R, we obtain from (26), (38) and the previous computation:

(41)
∂Yd,g(xk)

∂g j
=−d(xk)x

j
k

2g2(xk)
− i

2π
lim

ε→0+

∫

|xk−t|>ε

d(t)t j

g2(t)(t− xk)
dt,

and combining linearly these partial derivatives leads us to the formula

(42) D
(
Yd,g(xk)

)
[δg] =

−d(xk)δg(xk)

2g2(xk)
− i

2π
lim
ε→0

∫

ε<|t−xk|

d(t)δg(t)
g(t)2

dt
t− xk

, ∀δg ∈ PR,2N−1.

The companion formula

(43) D
(
Yd,g(z`)

)
[δg] =

−i
2π

∫ ∞

−∞

d(t)δg(t)
g(t)2

dt
t− z`

, ∀ δg ∈ PR,2N−1

is obtained in the same manner, appealing to (24) rather than (26). Hereafter, we drop the dependence on
d,g and we write for simplicity Yxk (resp Yz`) instead of Yd,g(xk) (resp. Yd,g(z`)). Then, we find that the
application θ is differentiable with derivative

(44) Dθ(g) : δg ∈ PR,2N−1→




DYx1(δg))
...

DYx1(δg)
DYz1(δg)

...
DYzl (δg)




∈ CN ,
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where DYxk(δg) is given by (42) and DYz`(δg) by (43).
Now, suppose that δg ∈ ker(Dθ). Separating real and imaginary parts in (42), we see that δg vanishes

at every xk. Consequently the principal value of the integral in (42) can be omitted, and this integral is
zero for all xk. Moreover, the integrals in (43) vanish for all z`. Thus, equating to zero an arbitrary linear
combination of the integrals in (42) and those in (43) together with their conjugates, as xk ranges over
{x1, · · · ,m} and z` ranges over {z1, · · · ,zl}, we get in the same manner as we got (35) that

(45) ∀Pa,b,c ∈ P2l+m−1,
∫ ∞

−∞
d(t)

δ̂g(t)Pa,b,c(t)
g2(t)∏l

`=1 |t− z`|2
dt = 0,

where δ̂g is the real polynomial δg/∏m
1 (t−xk). Picking Pa,b,c = δ̂g in (45), we conclude since the integrand

is nonnegative that δ̂g = 0, hence also δg = 0. Therefore Dθ(g) is injective, thus it is invertible and θ is a
local diffeomorphism. Finally, we know from property 2 that θ is injective, therefore it is a diffeomorphism

from
◦

PM+
2N onto its image.

4.3. Injectivity of ψ . We can now establish that the map ψ introduced in (12) is one-to-one.

PROPOSITION 5. The map ψ is injective.

Proof. Let v=(γ1, . . . ,γm,β1, . . . ,βm)∈Dm×P+
Z and assume that there exist distinct polynomials p1(z)

and p2(z) in PMN such that ψ(p1) = ψ(p2). Put q j = ϕN(p j p∗j +rr∗) for j = {1,2}, so that our assumption
means:

(46)
p1

q1
(xk) =

p2

q2
(xk), 1≤ k ≤ m, and

p1

q1
(z`) =

p2

q2
(z`), 1≤ l ≤ l.

By the Feldtkeller equation (6), |p j(t)/q j(t)| ≤ 1 for t ∈ R, and |p j(t)/q j(t)| = 1 exactly when t is a real
zero of r with multiplicity µ ≥ 1 which is not a zero of p j of multiplicity greater than, or equal to µ; here,
when p j and q j both vanish at t, the value p j(t)/q j(t) is understood as the limit of p j(τ)/q j(τ) when τ→ t.
In particular, there are at most degr real numbers t for which |p j(t)/q j(t)|= 1, hence we can find a complex
number ξ of modulus 1, distinct from −1, such that 1+ξ p j/q j is never zero on R for j = {1,2}. Consider
the rational functions G j, Yj defined by

G j(z)
de f
=

1−ξ p j(z)
q j(z)

1+ξ p j(z)
q j(z)

=
1−ξ
1+ξ

+

(
2ξ

1+ξ

)
q j(z)− p j(z)

q j(z)+ξ p j(z)

de f
=

1−ξ
1+ξ

+Yj(z).

(47)

Being the Cayley transform of the Schur function ξ p j/q j, the function G j is a Carathédory function and so
is Yj as it differs from G j by the pure imaginary constant (1−ξ )/(1+ξ ). Now, our choice of ξ ensures the
continuity of G j, hence of Yj, on the real axis. Moreover Yj vanishes at infinity, since deg(p j−q j)≤ N−1
while deg(q j +ξ p j) = N, therefore Yj lies in H2(C−). A computation similar to (21) then yields that

(48) Yj +Y ∗j = G j +G∗j =
2rr∗

(q j +ξ p j)(q j +ξ p j)∗
.

We can apply Theorem 4 to d = 2rr∗/|1+ξ |2 and g j = (q j +ξ p j)(q j +ξ p j)
∗/|1+ξ |2, because on R we

have that d/g j = ℜYj is square summable. So, if we set

(49) χ j =
q j +ξ p j

1+ξ
and π j =

(
2ξ

(1+ξ )2

)
(q j− p j),

we see from (48), since Yj = π j/χ j, that the pair of polynomials χ j,π j satisfies assertions (1a), (1b), (1c) of
that theorem. Therefore χ j = χg j and π j = πd,g j , hence property 2 of Theorem 4 implies that π1 = π2 and
χ1 = χ2, consequently p1 = p2.
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4.4. Properness of ψ . Recall that a map is called proper if the preimage of a compact set is compact.

PROPOSITION 6. The map ψ : PMN → Dm×P+
Z defined in (12) is proper.

Proof. Let K ⊂Dm×P+ be compact and put W = ψ−1(K). By the continuity of ψ , W is closed. Thus,
it remains to prove that W is bounded in PMN .

Assume for a contradiction that there is an unbounded sequence pn in ψ−1(K), and let us write ψ(pn)=

(γ{n}1 , · · · ,γ{n}m ,β {n}1 , · · ·β {n}l ). By definition γ{n}j = pn(xk)/qn(xk) and β {n}` = pn(z`)/qn(z`) with qn =

ϕN(pn p∗n + rr∗), cf. Proposition 2, item c). Extracting a subsequence if necessary, we may assume that
ψ(pn) converges to some (γ1, · · · ,γm,β1, · · · ,βl) ∈ K in Dm×P+

Z . For each n, by Euclidean division of
pn(t) by L(t) := Πm

k=1(t− xk), we can write

(50) pn(t) =
m

∑
k=1

pn(xk)Lxk(t)+L(t)hn(t)

where Lxk(t) = ∏ 1≤ j ≤ m
j 6= k

t−x j
xk−x j

is the k-th Lagrange interpolation polynomial of the set {x1, . . .xm} and

hn is a monic polynomial of degree N−m = l. It may of course happen that m = 0 (if there is no xk), in
which case we set L ≡ 1 and Lxk ≡ 0; then hn = pn. To the opposite, it may be that l = 0 (if there is no z`)
in which case hn = 1.

Let ‖pn‖ indicate the norm of pn in PMN ∼ CN . The precise norm that we use is irrelevant for they
are all equivalent. Since pn/‖pn‖ is bounded whereas ‖pn‖ is not, we may assume upon taking another
subsequence if necessary that ‖pn‖→+∞ and pn/‖pn‖→ g where g ∈ PN is such that ‖g‖= 1. In another
connection, using (6), one easily checks that

(51) ∀k ∈ {1 . . .m} |pn(xk)|2 =

∣∣∣γ{n}k

∣∣∣
2

1−
∣∣∣γ{n}k

∣∣∣
2 |r(xk)|2,

and since γ{n}k → γk ∈ D we conclude that pn(xk) is bounded independently of n. Then, dividing (50)
by ‖pn‖ and letting n→ ∞, we get that g = Lh where h is the limit of hn/‖pn‖. Observe that h ∈ Pl−1

for hn/‖pn‖ has leading coefficient 1/‖pn‖ → 0 as n→ ∞. If l = 0 we are done, because then h = 0,
contradicting the fact that ‖g‖= 1.

Suppose next that l > 0 and rewrite the Feldtkeller equation after division by ‖pn‖2 as

(52)
pn p∗n
‖pn‖2 +

rr∗

‖pn‖2 = ϕz1

(
pn p∗n
‖pn‖2 +

rr∗

‖pn‖2

)(
ϕz1

(
pn p∗n
‖pn‖2 +

rr∗

‖pn‖2

))∗
,

where the map ϕz1 defined in Proposition 2 item a) has been used since the polynomial pn p∗n/‖pn‖2 +
rr∗/‖pn‖2 fails to be monic. Because ϕz1 is continuous except at 0, as shown in that proposition, and
since rr∗/‖pn‖2 → 0 while pn p∗n/‖pn‖2 → gg∗ 6= 0, we get from (52) that ϕz1((pn p∗n + rr∗)/‖pn‖2) con-
verges to ϕz1(gg∗) in PN as n→ ∞. Moreover, as qn/‖pn‖ = anϕz1

(
(pn p∗n + rr∗)/‖pn‖2

)
for some an ∈ C

with |an| = 1 by Proposition 2, we may assume upon extracting another subsequence that an → a with
|a| = 1 and therefore that qn/‖pn‖ → aϕz1(gg∗). In addition, since L = L∗ has only real roots, it holds
that ϕz1(gg∗) = bLϕz1(hh∗) for some b ∈ C with |b| = 1. Therefore, because convergence in PN implies
pointwise convergence on C and since ϕz1(gg∗) has no zeros in C− by definition of ϕz1 , we have that

β` = lim
n→∞

β {n}` = lim
n→∞

pn(z`)
qn(z`)

= lim
n→∞

pn(z`)/‖pn‖
qn(z`)/‖pn‖

=
g(z`)

aϕz1(gg∗)(z`)
=

h(z`)
abϕz1(hh∗)(z`)

.

Hence the l× l matrix P(Z,β ) defined by (9) is the Pick matrix corresponding to the interpolation data
(z`,(h/(abϕz1(hh∗)))(z`)), and since h/(abϕz1(hh∗)) is a Blaschke product of degree at most l−1 it cannot
have full rank, see discussion after (9). This, however, contradicts the fact that P(Z,β ) is nonsingular by
definition of P+

Z .

4.5. ψ is a homeomorphism. We are now in position to prove the first claim of Theorem1. It will be
convenient to invoke a famous result by Brouwer, known as invariance of the domain [32, chap. 10, sect.
62]: if Ω⊂Rn is open and f : Ω→Rn is continuous and injective, then f is an open map; this means that f
maps open sets to open sets. Hence f (Ω) is open and the inverse map f−1 : f (Ω)→ Ω is continuous, that
is: f is a homeomorphism onto its image.
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PROPOSITION 7. ψ defined in (12) is a homeomorphism from PMN onto Dm×P+.

Proof. We may regard ψ as a map from R2N into R2N . By Corollary 3 and Proposition 5 it is continuous
and injective, hence the image ψ(PMN) is open and ψ is a homeomorphism onto this image, by invariance of
the domain. In another connection, the properness of ψ implies that ψ(PMN) is closed in Dm×P+. Indeed,
suppose that ψ(pn) is a sequence in ψ(PMN) that converges to some ν ∈ Dm×P+. Because the union of
a convergent sequence and its limit is compact, properness entails that we can extract a subsequence (pnk)
converging to some p ∈ PMN , and then ψ(p) = ν by continuity. Hence ψ(PMN) contains its limit point ν ,
thereby showing that it is closed.

Now, being the product of two connected topological spaces, Dm×P+
Z is connected. Consequently

ψ(PMN), which is both open and closed in Dm×P+
Z , is either empty or the whole space. As it is certainly

not empty ψ is surjective, as desired.

4.6. ψ is a diffeomorphism where differentiable. We established through Proposition 7 and Corol-
lary 3 that p 7→ ψ(p) is a homeomorphism PMN → Dm×P+

Z which is differentiable at every p having no
common real root with r. Clearly, such p form an open subset PMN(r) ⊂ PMN . To complete the proof of
Theorem 1, it remains to prove:

PROPOSITION 8. The map ψ is a diffeomorphism from PMN(r) onto its image.

Proof. We show that, locally, ψ restricted to PMN(r) is a composition of diffeomorphisms involving
the map θ defined in Theorem 4. This will ensure that ψ is a local diffeomorphism and, since it is a
homeomorphism PMN → Dm×P+ by Proposition 7, the proof will be complete.
If p0 ∈ PMN(r), then the polynomial q0 := ϕN(p0 p∗0 + rr∗) ∈ SBMN is devoid of real roots. Argueing as
we did before (47), there is ξ ∈C of unit modulus, ξ 6=−1, such that 1+ξ p0/q0 is never zero on R, hence
ξ p0 +q0 has no real root and since |p0/q0|< 1 on C− we conclude that (ξ p0 +q0)/(1+ξ ) ∈ SMN .

Since p0 p∗0 + rr∗ ∈
◦

P+
2N and SMN is open in PMN (cf. discussion before Proposition 2), the smoothness

of ϕN around p0 p∗0 + rr∗ and the continuity of p 7→ pp∗+ rr∗ ensures the existence of a neighborhood V
of p0 in PMN(r) such that the map η(p) := (ξ p+ϕN(pp∗+ rr∗))/(1+ξ ) is defined and differentiable on
V with η(V ) ⊂ SMN . We claim that its differential Dη is invertible at every p ∈ V . Indeed, it is enough
to show that Dη is injective. Set for simplicity q = ϕN(pp∗+ rr∗) and observe that the kernel of Dη(p)
consists of those d p ∈ PN−1 for which

(53) ξ d p+dq = 0

where dq = DϕN(pd p∗+ p∗d p) satisfies (cf. (16))

(54) q∗dq+qdq∗ = pd p∗+ p∗d p.

Combining the last two equations yields

(55) ξ (ξ p+q)d p∗+ξ (ξ p+q)∗d p = 0.

The polynomial (ξ p+q) is strictly stable and therefore it is coprime with its paraconjugate, hence it must
divide d p by (55). Since d p has degree at most N− 1 while (ξ p+ q) has degree N (remember ξ 6= −1),
this yields d p = 0 which proves the claim. Thus, η is a diffeormophism when restricted to V , in particular,
η(V ) is open in SMN .

Next, consider the map m : η(V )→
◦

PM+
2N given by m(ν) = νν∗; to check that m indeed maps η(V )

into the interior of PM+
2N , simply observe that (ξ p+q)(ξ p+q)∗ has no real root because so does (ξ p+q)

as it is strictly stable. Shrinking V if necessary, we get from Proposition 2 that m is the restriction to η(V )
of ϕ−1

N and therefore a diffeomorphism onto its image.
Then, putting g = η(p)η(p)∗ and d = 2rr∗/|1+ ξ |2, we see from Theorem 4 that the map θ defined

in (27) allows us to evaluate at the interpolation points (x1, · · · ,xm,z1, · · · ,zl) the positive real function

Yd,g = (q−ξ p)/(q+ξ p)− 1−ξ
1+ξ

in a diffeomorphic manner with respect to m(η(p)).
Eventually we need to come back to the "scattering domain", that is, we must compute the values

p(xk)/q(xk) and p(z`)/q(z`), for 1 ≤ k ≤ m and 1 ≤ ` ≤ l, in terms of the Yd,g(xk) and the Yd,g(z`) in a
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diffeomorphic manner. This is easily accomplished by smoothly inverting the correspondence p j/q j 7→ Yj
in equation (47). Specifically, upon defining τ : C+→ D by

(56) τ(z) = ξ
1−
(

1−ξ
1+ξ + z

)

1+
(

1−ξ
1+ξ + z

) , z ∈ C+,

we find that τ(Yd,g) = p/q. So, letting τN : (C+)N → DN act componentwise as τ , we find that on V

(57) ψ = τN ◦θ ◦ϕ−1
N ◦η

which expresses ψ locally as a composition of diffeomorphisms.

REMARK 4.3. In the decomposition (57), the maps τN and η depend on ξ and therefore on the point
p0 around which we carry out the local analysis of ψ . In fact, there is no global decomposition of ψ in
terms of θ , but merely a collection of local ones, taylored so as to associate a non singular Carathéodory
function Y (i.e. one having no pole on R) to the initial Schur function (i.e. scattering element) p0/q0.

Proposition 8 is of practical importance to solve Problem P numerically, because computationally efficient
algorithms for the numerical inversion of ψ can be based on continuation techniques which themselves rely
on the differentiability of ψ−1, see Section 5. In this connection, we give below a genericity result that
warrants the use of such techniques in the present context.

PROPOSITION 9. ψ(PMN(r)) is an open, dense and connected subset of Dm×P+. Suppose that ν0,ν1
both lie in ψ(PMN(r)), and that γ is a continuous path from ν0 to ν1 in Dm×P+. Then, for every ε > 0
there exists a continuous path γ̂ from ν0 to ν1 in ψ(PMN(r)) such that

sup
t∈[0,1]

‖γ̂(t)− γ(t)‖ ≤ ε,

where ‖.‖ designates an arbitrary but fixed norm on R2N ∼ CN ⊃ Dm×P+.

Proof. By Proposition 7 ψ is a homeomorphism PMN → Dm×P+. Openness, density and connect-
edness of ψ(PMN(r)) in Dm×P+ will thus follow from the corresponding properties of PMN(r) in PMN .
These are easily verified, for if {ζ1, · · · ,ζµ} are the real roots of r then PMN(r) consists of those monic
polynomials no root of which coincides with a ζ j. This is clearly an open condition. Moreover, given
any p(z) = ΠN

k=1(z− ξk) in PMN , we can find ξ ′k arbitrary close to ξk which is not a ζ j, thereby showing

the density of PMN(r). In addition, two polynomials ΠN
j=1(z− ξ (1)

k ) and ΠN
j=1(z− ξ (2)

k ) such that neither

ξ (1)
k nor ξ (2)

k is a ζ j can be deformed into each other within PMN(r) by a map t 7→ ΠN
j=1(z− ξk(t)) where

t 7→ ξk(t), t ∈ [0,1], is a continuous path from ξ (1)
k to ξ (2)

k in C which does not meet any ζ j; hence PMN(r)
is connected.

Next, pick ν0,ν1 ∈ ψ(PMN(r)) and let γ : [0,1]→ Dm×P+ be a continuous map such that γ(0) = ν0
and γ(1) = ν1. Set F : [0,1]→ PMN to be F(t) = ψ−1(γ(t)). Thanks to the Stone-Weiestrass theorem, there
is a sequence of polynomial maps Gn : [0,1]→ PMN converging uniformly to F ; here, by a polynomial map,
we mean that each component is a polynomial in t. We claim that ψ(Gn) converges uniformly to γ in the
space of continuous maps [0,1]→ Dm×P+. To see this, we can select a compact neighborhood K of the
compact set F([0,1]) in PMN and observe, by Heine’s theorem, that ψ is uniformly continuous on K. In
particular, to each ε > 0, there exists δ > 0 such that, for all t ∈ [0,1] and p ∈ PMN , ||p−F(t)|| ≤ δ ⇒
||ψ(p)− γ(t)|| ≤ ε . Letting p = Gn(t) for n large enough that ‖Gn(t)−F(t)‖ ≤ δ for all t ∈ [0,1], we get
that ‖ψ(Gn(t))− γ(t)‖ ≤ ε , thereby proving the claim.

We now show that γ can be uniformly approximated by paths contained in ψ(PMN(r)). Given ε > 0,
let n0 be so large that ||ψ(Gn0(t))−γ(t)|| ≤ ε/2 for all t ∈ [0,1]. For each root ζk of r, define a smooth map
ηk : [0,1]→ C by ηk(t) =−Gn0(t)[ζk], that is, evaluation of the polynomial −Gn0(t) at ζk. Sard’s theorem
[24, App.1] implies that the image of a smooth map from R into R2 has Lebesgue measure zero in R2,
hence ηk([0,1]) has measure zero in C. Therefore we can pick z of arbitrary small modulus in the set C \⋃µ

k=1 ηk([0,1]). In particular, invoking Heine’s theorem again, we can select |z| so small that ||ψ(Gn0(t)+
z)−ψ(Gn0(t)|| ≤ ε/2 for t ∈ [0,1], which means that ||ψ(Gn0(t)+ z)− γ(t)|| ≤ ε . By construction, the
polynomial Gn0(t)+ z vanishes at no ζk which indicates that the path γ1 defined by γ1(t) = ψ(G(t)+ z) lies
in ψ(PMN(r)) and uniformly approximates γ within a distance of ε .

Still, γ1 does not meet our needs because its origin and endpoint need not be equal to ν0 and ν1
(although they lie within ε of them). To remedy this, we concatenate γ1 with small line segments joining ν0
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to γ1(0) and ν1 to γ1(1) within ψ(PMN(r)). More precisely, as ν0 and ν1 both lie in the open set ψ(PMN(r)),
we can find an open ball therein, centered at ν0 (resp. ν1) of radius ε0 < ε . Let γ2 be a path in ψ(PMN(r))
that uniformly approximates γ within ε0/3. Such a path exists by the previous part of the proof. By uniform
continuity of γ , there exists δ > 0 such that |t0− t1| ≤ δ ⇒ ||γ(t0)−γ(t1)|| ≤ ε0/3. We define the path γ̂ by:

γ̂(t) =





(1− t
δ )ν0 +

t
δ γ2(δ ) if t ∈ [0,δ ]

γ2(t) if t ∈ [δ ,1−δ ]
(1− 1−t

δ )γ2(1−δ )+ 1−t
δ ν1 if t ∈ [1−δ ,1]

The triangular inequality yields that ||γ2(δ )− ν0|| ≤ ||γ2(δ )− γ(δ )||+ ||γ(δ )− ν0|| ≤ 2ε0
3 , which shows

that the line segment between v0 and γ2(σ) lies in ψ(PMN(r)). The same holds for the segment between
γ2(1−δ ) and v1. Besides, for t ∈ [0,δ ], we have that

||γ̂(t)− γ(t)|| ≤ ||γ̂(t)−ν0||+ ||ν0− γ(t)|| ≤ t
δ
||γ2(δ )−ν0||+ ε0/3≤ ε0 < ε.

The same inequality holds for t ∈ [1−δ ,1], while for t ∈ [δ ,1−δ ] the equality γ̂(t) = γ2(t) yields ||γ̂(t)−
γ(t)|| ≤ ε0/3< ε . This concludes the proof.

4.7. Solution to P̂ . Much like Problem P , Problem P̂ can be studied via the evaluation map:

(58) ψ̂ : p ∈ PN̂ →




p(x1)/q(x1)
...

p(xm)/q(xm)
p(z1)/q(z1)

...
p(zl)/q(zl)




,

where, this time, q is computed from p using the maps defined in point b) or c) of Proposition 2 :

(59) q =

{
ϕx1(rr∗+ pp∗) if m> 0,
ϕz1(rr∗+ pp∗) if m = 0.

Note that definition (59) is always legitimate, for pp∗+ rr∗ is not the zero polynomial since r 6≡ 0, and if
m> 0 then pp∗+ rr∗ cannot vanish at x1 because r(x1) 6= 0 by assumption.

Hereafter, we say that a polynomial p∈ PN̂ has n zeros at infinity if p has degree N̂−n. Zeros at infinity
are considered to lie on the real line.

The exact analog of Theorem 1 holds, namely:

THEOREM 10. ψ̂ is a homeomorphism from PN̂ onto Dm×P+. The restriction of ψ̂ to those p ∈ PN̂

having no common real root with r (including at infinity) is a diffeomorphism onto its image.

Remark 4.1 applies to Theorem 10 as well as to Theorem 1. It is worth emphasizing that the condition that p
and r have no common zero at infinity, which is required in Theorem 10 for ψ̂ to be a local diffeomorphism
at p, means that one of them at least has exact degree N̂.

The proof closely follows the path to Theorem 1 but with one significant difference, namely the analog
of Yj in (47), though still bounded, may no longer vanish at infinity. Thus, it needs not belong to L2(R) and
Theorem 4 does not apply. Below, we state and prove a modified version of that theorem which is valid
when d/g is merely bounded on R. Subsequently, we outline a proof of Theorem 10 which runs parallel to
that of Theorem 1. The statement refers to the notion of a smooth embedded manifold of dimension n1 in
Rn2 , namely a subset of Rn2 which is locally the image of a C∞-map ϒ : U → Rn2 , with U ⊂ Rn1 an open
set, such that ϒ is injective together with its derivative. Beyond this basic terminology, we use only two
elementary facts from differential geometry, namely that the preimage of a manifold under a submersion
(i.e. a map with surjective derivative) is a manifold with the same codimension, and that the image of
a manifold under an immersion (i.e. a map with injective derivative) is locally a manifold of the same
dimension, see e.g. [24, Ch. 1] or [38, Ch. 1]. In what follows, depending on whether m > 0 or m = 0, the
normalization induced by (59) is either q(x1)> 0 or q(z1)> 0. We shall detail the proofs when m> 0, and
indicate briefly the changes when m = 0.
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THEOREM 11. Let d ∈ P+
2N̂ and (x1, · · · ,xm)

T ∈Rm, (z1, · · · ,zl)
T ∈ (C−)l , with m+ l = N̂+1. Assume

that d(xk) 6= 0 for k ∈ {1, · · · ,m}. Then, the following three properties hold.
1. For each g ∈ P+

2N̂ such that d
g ∈ L∞(R), there uniquely exist polynomials χg ∈ SBN̂ and πd,g ∈ PN̂ ,

with χg(x1)> 0 (resp. χg(z1)> 0 if m = 0), such that the rational function Yd,g =
πd,g
χg

satisfies:
(a) Yd,g ∈ H∞(C−),
(b) πd,gχ∗g +π∗d,gχg = d,
(c) ℑ(Yd,g(x1)) = 0 (resp. ℑ(Yd,g(z1)) = 0 if m = 0),
(d) Yd,g +Y ∗d,g =

d
g .

2. Let g1,g2 in P+
2N̂ be such that d

g1
and d

g2
are in L∞(R). If

(a) ∀k ∈ {1..m} Yd,g1(xk) = Yd,g2(xk),
(b) ∀k ∈ {1..l} Yd,g1(zk) = Yd,g2(zk) ,

then g1 = g2 whence πd,g1 = πd,g2 and χg1 = χg2 , by 1.

3. For fixed d, the evaluation map θ̂ :
◦

PE+
2N̂ → R×CN̂ given by

(60) θ̂(g) =




Yd,g(x1)
...

Yd,g(xm)
Yd,g(z1)

...
Yd,g(zl)




is well-defined and a diffeomorphism onto its image (observe that if m > 0 then Yd,g(x1) is real-
valued and all other components of θ̂ are complex valued, whereas if m = 0 then there are no xk
and Yd,g(z1) is real valued while other components are complex valued).

4. The set M2N̂(d) = θ̂−1({1}×CN̂) is a smooth embedded submanifold of of
◦

PE+
2N̂ of dimension

2N̂. For G the canonical projection from R×CN̂ onto CN̂ given by (x,y1 . . .yN̂)
t → (y1, . . .yN̂)

t ,

the map θ̂red
de f
= G◦ θ̂ : M2N̂(d)→CN̂ is a diffeomorphism onto its image. Moreover, it holds that

(61) M2N̂(d) =
{

g ∈
◦

PE+
2N̂ , g(x1) = d(x1)/2

}

(62)
(

resp. M2N̂(d) =
{

g ∈
◦

PE+
2N̂ ,
∫ ∞

−∞

d(t)
g(t)

dt
|t− z1|2

=− 2π
ℑ(z1)

}
if m = 0

)
.

Proof. As to property 1, observe from (1b) and (1d) that necessarily χg = ϕx1(g) (resp. ϕz1(g) if
m = 0) . Let us check that equation (1b) is then solvable with respect to πd,g ∈ PN̂ . In doing so, we may as
well assume that 2N̂ is the exact degree of g, and therefore that degd ≤ 2N̂ ( since d/g ∈ L∞(R)) as well as
deg χg = N̂. Let ∆ be the monic g.c.d. of χg and χ∗g . Clearly all roots of ∆ are real, and ∆ = ∆∗. Of necessity,
∆2 divide g, therefore also d since d/g ∈ L∞(R). Since χ/∆ and χ∗/∆ are coprime, we can certainly solve
the Bezout-type equation Aχ∗g/∆+Bχg/∆ = d/∆2 with A,B ∈ PN̂−deg∆. Since (d/∆2)∗ = d/∆2, we may
replace A with A1 = (A+B∗)/2 and B with B1 = (A∗+B)/2. Then, πd,g = ∆A1 solves for (1b) and (1d) is
satisfied by construction. Equation (1b) characterizes πd,g up to the addition of a pure imaginary multiple
of χg only, but the latter is determined by condition (1c). Clearly Yd,g just constructed belongs to H∞(C−),
because it is a rational Carathéodory function with no pole on R since ∆ divides πd,g. This shows both
existence and uniqueness of the pair χg,πd,g).

We turn to property 2. Note that the vanishing at infinity of Yd,g in Theorem 4 (induced by the condition
deg χg = N > N−1 ≥ degπd,g) is replaced here by the normalization condition (1c) at some interpolation
point. This is to the effect that Yd,g (which belongs to H∞(C−)) may not belong to H2(C−) because it may
not vanish at infinity. For that reason, slightly different kernels than those in (28) and (29) are required to
represent Yd,g in terms of its real part on R. Below, we discuss the case where m > 0 so that (1c) bears on
x1.

First, let d, g, χg and Yd,g be as before. Then, it holds by (1c), (1d) that

(63) Yd,g(x1) =
d
2g

(x1).
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By Euclidean division, we can write Yd,g(z) =C+H(z) where H ∈ H2(C−) and C = Yd,g(∞) is a complex
constant. Since C = Yd,g(x1)−H(x1), we get from (1c) and (25) that

(64) ℑ(C) =− i
π

lim
ε→0+

∫

|x1−t|>ε

ℜ(H(t))
t− x1

dt,

ensuing by (1d) and (25) again that

Yd,g(xk) =
d
2g

(xk)+
i
π

lim
ε→0

∫
ε<|t−xk|
ε<|t−x1|

ℜ(H(t))
(

dt
t− xk

− dt
t− x1

)

=
d
2g

(xk)+
i
π

lim
ε→0

∫
ε<|t−xk|
ε<|t−x1|

ℜ(H(t))
(xk− x1)dt

(t− xk)(t− x1)
.(65)

In another connection, it is elementary to check that

(66) lim
ε→0

∫
ε<|t−xk|
ε<|t−x1|

dt
(t− xk)(t− x1)

= 0,

therefore ℜ(H) may be replaced by ℜ(Yd,g) under the integral sign in (65) to yield

(67) Yd,g(xk) =
d
2g

(xk)+
i

2π
lim
ε→0

∫
ε<|t−xk|
ε<|t−x1|

d(t)
g(t)

(xk− x1)dt
(t− xk)(t− x1)

, k ∈ {2 . . .m},

where we used (1d) again. Note that the kernel in (67) decays like |t|−2 for large |t|, hence this singular
integral makes sense even though d/g may not vanish at infinity. In the same manner, we obtain using (24)
instead of (25) that

(68) Yd,g(z`) =
i

2π

∫

ε<|t−x1|

d(t)
g(t)

(z`− x1)dt
(t− z`)(t− x1)

, ` ∈ {1 . . . l}.

Now, let g1, g2 be as in property 2. Then, in view of (63) and (67) where we separate real and imaginary
parts, we get from property (2a) and (1d) that g1(xk) = g2(xk) for 1≤ k≤m. Next, writing by (2a) again that
Yd,g1 −Yd,g2 vanishes at xk, z` for 2≤ k ≤ m, 1≤ `≤ l, and adjoining the equations conjugate to those at z`
while using representations (67) and (68), we get m+2l−1 equations that we can linearly combine together
so as to get (33), where this time Pa,b ranges over P2l+m−2 and again d(g1−g2)/g1g2 has no real pole while
g1−g2 vanishes at xk for 1≤ k≤m. Since (g1−g2)/Πm

k=1(z−xk) has degree at most 2N̂−m = m+2l−2,
we can pick Pa,b to be that polynomial thereby making the integrand nonnegative in (33). Consequently
this integrand is identically zero whence g1 = g2, as desired. The case where m = 0 and (1c) bears on z1 is
similar but easier, since we no longer need (67) and we can base the whole argument on the representing
formula

(69) Yd,g(z) =
i

2π

∫ ∞

−∞

d(t)
g(t)

(
1

t− z
− t−ℜ(z1)

|t− z1|2
)

dt, z ∈ C−,

where we note that the kernel in between parentheses behaves like |t|−2 at infinity, locally uniformly with
respect to z, so that the integral converges and defines a holomorphic function of z∈C− by the boundedness
of d/g. To check the validity of (69), observe on the one hand that the right side has real part the Poisson
integral of d/2g (recall that the Poisson kernel for C− is π−1ℑ(1/(z− t)), compare [21, Ch. I, Eqn. (3.4)]).
On the other hand, as Yd,g lies in H∞(C−), it real part is a bounded harmonic function on C− and therefore
it is the Poisson integral of its nontangential limit [21, Ch. I, Thm. 5.3]. Therefore both sides of (69) have
the same real part, thus they represent the same analytic function in C−, up to an additive pure imaginary
constant. But since ℑ(Yd,g(z1)) = 0, this constant must be zero because it is obvious that the right hand side
of (69) is real when z = z1. This confirms that (69) holds.

To prove property 3, first note that d/g ∈ L∞(R) when g ∈
◦

PE+
2N̂ , since the latter consists of strictly

positive polynomials on R having exact degree 2N̂, see discussion before Proposition 2. Hence θ̂ is well-
defined with domain an open subset of R2N̂+1 and values in R×R2N̂ = R2N+1 Observe also that χg is

strictly stable when g ∈
◦

PE+
2N̂ , hence χg and χ∗g are coprime. So, if we write

g(x) = g2N̂x2N̂ +g2N̂−1x2N̂−1 + · · ·+g0,
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the differentiability of χg with respect to the coefficients g j follows from (15), while the differentiability of
πd,g with respect to the g j comes from the fact that it solves a nonsingular linear system of equations whose
coefficients are smooth (in fact: linear) in the coefficients of χg. Thus, θ̂ is differentiable, and since it is
injective by property 2 it remains to show that its differential Dθ̂(g) is injective (and therefore invertible)
at every point g. Assume first that m > 0. Then, differentiating Yd,g(x1) = d(x1)/(2g(x1)), we get since
evaluation at x1 is linear that

(70) DgYd,g(x1)[δg] =−δg(x1)d(x1)

2g2(x1)
, δg ∈ PR,2N̂ ,

where Dg indicates the partial differential with respect to g. Moreover, equations (36) and (37) hold for
0≤ j ≤ 2N̂, hence (38) and (39) remain valid and we obtain as in (40) that

(
∂

∂g j
Yd,g

)
(x)+

(
∂

∂g j
Yd,g

)∗
(x) =−d(x)x j

g2(x)
, 0≤ j ≤ 2N̂.

Thus, writing the analogs of (67), (68) for ∂Yd,g/∂g j rather than Yd,g and combining the corresponding
equations linearly, we find for all δg ∈ PR,2N̂ and 2≤ k ≤ m that

(71) Dg
(
Yd,g(xk)

)
[δg] =

−d(xk)δg(xk)

2g2(xk)
− i(xk− x1)

2π
lim
ε→0

∫
ε<|t−x1|
ε<|t−xk|

d(t)δg(t)
g(t)2

dt
(t− x1)(t− xk)

,

while for 1≤ `≤ l it holds that

(72) Dg
(
Yd,g(z`)

)
[δg] =− i(z`− x1)

2π

∫

ε<|t−x1|

d(t)δg(t)
g(t)2

dt
(t− x1)(t− z`)

.

Assume now that δg lies in the kernel of Dθ̂(g):

DgYd,g(xk)[δg] = 0, 1≤ k ≤ m,(73)
DgYd,g(z`)[δg] = 0, 1≤ `≤ l.(74)

In view of (70), and since d vanishes at no xk by assumption, we deduce firstly from (73) that δg(x1) = 0,
and secondly taking real parts in (73) and (71) that δg(xk) = 0 for 2 ≤ k ≤ m. In particular δ̂g(x) =
δg(x)/Πk(x−xk) is a real polynomial, and the principal part of the integral can be omitted in (71) and (72).
Next, combining linearly (with arbitrary complex coefficients) the equations (73) for 2 ≤ k ≤ m together
with the equations (74) augmented with their conjugates, we get upon substituting therein (71) and (72)
while making use of δg(xk) = 0 that (45) holds, where this time, Pa,b,c ranges over P2l+m−2. Since δ̂g has
degree at most 2N̂−m = 2l +m− 2, we can pick Pa,b,c = δ̂g thereby making the integrand in (45)non-
negative. Therefore the integrand is identically zero, implying that δg = 0, as desired. The case where
m = 0 is similar but easier, applying the analog of (69) to ∂Yd,g/∂g j rather than Yd,g.

As to property 4, remark that Dθ̂(g) is surjective at every g∈
◦

PE+
2N̂ by property 3. Therefore, the preim-

age θ̂−1({1}×CN̂) of the affine submanifold {1}×CN̂ of ⊂ R×CN̂ is a smooth embedded submanifold

of
◦

PE+
2N̂ with the same codimension, namely 1 (see [24, Ch. 1, p.28]). This shows that M2N̂(d) is a smooth

embedded submanifold of
◦

PE+
2N̂ of real dimension 2N̂. Moreover, the tangent space TgM2N̂(d) to M2N̂(d)

at g is the preimage under Dθ̂(g) of the tangent space to {1}×CN̂ at θ̂(g) which is but {0}×CN̂ (see
[24, Ch. 1, p.32, ex. 5]). This implies that G ◦Dθ̂(g)(v) 6= 0 whenever 0 6= v ∈ TgM2N̂(d), otherwise
Dθ̂(g)(v) would be zero (since the first component is already known to vanish), thereby contradicting the
injectivity of Dθ̂(g). Hence the restriction of Dθ̂(g) to TgM2N̂(d) is injective, therefore an isomorphism
onto {0}×CN̂ . In view of the local inversion theorem, this proves that θ̂red , which is already known to be
a homeomorphism M2N̂(d)→{1}×CN̂ (being a restriction of θ̂ ), is in fact a diffeomorphism.

Finally, characterization (61) follows directly from formula (63), while characterization (62) is obtained
upon evaluating (69) at z1 and equating the result to 1.
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Proof. (of Theorem 10) If m > 0, then pp∗+ rr∗ cannot vanish at x1 since r(x1) 6= 0 by assumption.
Thus, the continuity of ψ̂ follows from (59) and the continuity of ϕx1 (resp. ϕz1 if m = 0) in Proposition
2. Injectivity is proved like in Proposition 5 upon choosing ξ so that G j defined by (47) lies in H∞(C−)
for j = 1,2, and appealing to property 2 of Theorem 11 (rather than of Theorem 4) with d = 2rr∗, g j =
(q j + ξ p j)(q j + ξ p j)

∗, χg j = (q j + ξ p j) and πd,g j = (q j− ξ p j). To secure the choice of ξ , as p j, q j are
no longer monic, we trade the requirement made in Proposition 5 that ξ 6= −1 for the requirement that
deg(q j + ξ p j) = degq j, which is obviously possible since degq j ≥ deg p j by (59) and (6). Properness of
ψ̂ is established as in Proposition 6, noting that now deghn ≤ l− 1 by construction. Then, reasoning as
in Proposition 7 shows that ψ̂ is a homeomorphism. Finally, let PN̂(r) ⊂ PN̂ be the subset of polynomials
having no common real root with r including at infinity, which is easily seen to be open. As in corollary 3
one checks that ψ̂ is differentiable on PN̂(r). To prove that ψ̂ restricted to PN̂(r) is a local diffeomorphism,
we write it locally as a composition of local diffeomorphisms, like we did to obtain (57). The arguments,
however, are a little different and we detail them below. We consistently denote with qp (or simply with q
if p is understood) the polynomial defined by (59).

As in Theorem 11, let G be the canonical projection from R×CN̂ onto CN̂ . We define

PN̂,x1
= {p ∈ PN̂ , p(x1) = 0},

(
resp. PN̂,z1

= {p ∈ PN̂ , p(z1) = 0} if m = 0
)
,

and

PN̂,x1
(r) = {p ∈ PN̂(r), p(x1) = 0},

(
resp. PN̂,z1

(r) = {p ∈ PN̂(r), p(z1) = 0} if m = 0
)
.

Note that PN̂,x1
(resp. PN̂,z1

) is isomorphic to R2N̂ and that PN̂,x1
(r) (resp. PN̂,z1

(r)) is an open subset thereof. In

a first step, we prove that the map ψ̂red
de f
= G◦ψ̂ defines a homeomorphism from PN̂,x1

onto {0}×Dm−1×P+

(resp. {0}×P+
z2,··· ,zN̂+1

if m = 0) and a diffeomorphism onto its image when restricted to PN̂,x1
(r) (resp.

PN̂,z1
(r)). In fact, as q(x1)> 0 (resp. q(z1)> 0 if m = 0), the relation p(x1) = 0 (resp. p(z1) = 0) amounts to

(p/q)(x1) = 0 (resp. (p/q)(z1) = 0), and since we know ψ̂ is a homeomorphism PN̂ → Dm×P+ it follows
from its very definition that it induces by restriction a homeomorphism from PN̂,x1

onto {0}×Dm−1×P+

(resp. {0}×P+
z2,··· ,zN̂+1

). Obviously then, ψ̂red is a homeomorphism from PN̂,x1
onto Dm−1 ×P+ (resp.

P+
z2,··· ,zN̂+1

).
Next, the differentiability of ψ̂red on PN̂,x1

(r) (resp. PN̂,z1
(r)) follows from the differentiability of ψ̂ on

PN̂(r), and it remains to show that ψ̂red has non-singular differential there.

If p∈ PN̂,x1
(r) (resp. PN̂,z1

(r)), then pp∗+rr∗ ∈
◦

PE+
2N̂ (for p in PN̂(r) has no common root with r includ-

ing at infinity), hence q belongs to SEN̂ and is a smooth function of p by Proposition 2. In a neighborhood V
of p0 ∈PN̂,x1

(r) (resp. PN̂,z1
(r)), define η̂(p) = ξ p+q where ξ ∈C is such that |ξ |= 1 and ξ p0+qp0 ∈ SEN̂ .

That ξ exists can be shown as in the beginning of the proof of Proposition 8, replacing the condition ξ 6=−1
by ξ p0[N̂] 6= −qp0 [N̂] which is clearly an open condition by the continuity of p 7→ qp (here, the symbol
[N̂] means that we select the coefficient of degree N̂). Shrinking V is necessary, we may assume that
ξ p+qp ∈ SEN̂ for all p ∈V . If d p ∈ PN̂,x1

(resp. PN̂,z1
) lies in the kernel of the derivative Dη̂(p), then (55)

holds. As (ξ p+ q)∗ is coprime to ξ p+ q by stability of the latter, and since degd p ≤ N̂ = deg(ξ p+ q),
it follows that d p = λ (ξ p+ q) for some λ ∈ C. Evaluating at x1 (resp. z1) yields λ = 0 for qp(x1) > 0
(resp. qp(z1) > 0). The derivative Dη̂(p) : PN̂,x1

→ PN̂ is therefore injective at p0 and so, for sufficiently
small V , the map η̂ is a diffeormorphism from V onto a smooth embedded submanifold η̂(V ) ⊂ SEN̂ of
dimension 2N̂ [38, Ch. 1, Cor. (f)]. Note that, by construction, η̂(V ) ⊂ {P ∈ SEN̂ , P(x1) > 0} (resp.
{P ∈ SEN̂ , P(z1)> 0}).

Consider now the map m̂ : η̂(V )→
◦

PE+
2N̂ given by m̂(ν) = νν∗. Clearly m̂ is the restriction to η̂(V ) of

ϕ−1
x1

(resp. ϕ−1
z1

), and we get from Proposition 2 that it is a diffeomorphism onto an embedded submanifold

W ⊂
◦

PE+
2N̂ of dimension 2N̂. By construction, the elements of W can uniquely be written as (ξ p+qp)(ξ p∗+

q∗p) with p ∈V ⊂ PN̂,x1
(r). Thus, the elementary computation

(q−ξ p)(ξ p+q)∗+(q−ξ p)∗(ξ p+q) = 2rr∗

together with the fact that (ξ p+q)(x1) = q(x1)> 0 (resp. (ξ p+q)(z1) = q(z1)> 0) and the relation

q−ξ p
q+ξ p

(x1) = 1
(

resp.
q−ξ p
q+ξ p

(z1) = 1
)
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allow us for an application of Theorem 11 with d = 2rr∗ and g = (ξ p+qp)(ξ p∗+q∗p) = m̂◦ η̂(p). In the
notation of that theorem we have that πd,g = q− ξ p and χg = q+ ξ p, hence Yd,g = (q− ξ p)/(q+ ξ p).
In particular, we deduce from point 4 that m̂ ◦ η̂(V ) ⊂M2N̂(d). Moreover, letting τ̂ : (C+)N̂ → DN̂ act
componentwise as z 7→ (1− z)/(1+ z), we easily check that

ψ̂red =
1
ξ

τ̂◦θ̂red ◦ m̂◦ η̂

where θ̂red is the diffeomorphism from M2N̂(d) into CN̂ introduced in Theorem 11 point 4. This indicates
that ψ̂red admits a local representation as a composition of diffeomorphisms on the neighborhood V of p0.
Since the latter was arbitrary in PN̂,x1

(resp. PN̂,z1
) and ψ̂red is already known to be a homeomorphism, it

follows that it is a diffeomorphism from PN̂,x1
(r) (resp. PN̂,z1

(r)) onto its image in in CN̂ . This completes the
first step.

In a second step, we pass from ψ̂red to ψ̂ . For this, observe that for any α ∈ D

(q−α p)(q−α p)∗− (αq− p)(αq− p)∗ = (1−|α|2)(qq∗− pp∗)

= (1−|α|2)rr∗,
(75)

and that

(76)
αq− p
q−α p

=
α− p

q

1−α p
q
= Mα (p/q)

where Mα(z)
de f
= (α− z)/1− ᾱz) is the familiar automorphism of the unit disk swaping 0 and α . Together,

(75) and (76) imply that if (p,q) is the pair of polynomials solving for problem P̂ with interpolation
values (0,γ2, . . .γm,β1 . . .βl) (resp. (0,β2 . . .βN̂+1) if m = 0), then 1√

1−|α|2
(αq− p,q−α p) is the pair of

polynomials solving for P̂ with interpolation values

(77)
(

α,
α− γ2

1−αγ2
. . .

α− γm

1−αγm
,

α−β1

1−αβ1
, . . . ,

α−βl

1−αβl

) (
resp.

(
α,

α−β2

1−αβ2
, . . . ,

α−βN̂+1

1−αβN̂+1

))
,

where it should be observed that if (β1, · · · ,βl) ∈ P+ then (Mα(β1), · · · ,Mα(βl)) ∈ P+ also, because if f is
a Schur function on C− which is strictly less than 1 in modulus on a subset of R of positive measure, then
so is Mα( f ). Thus, if we let f̂α : DN̂ → DN̂ act componentwise as Mα , we find since the latter is involutive
that

(78) ψ̂(p) =




p
q (x1)

f̂ p
q (x1)
◦ ψ̂red

(
1√

1−| pq (x1)|2
( p

q (x1)q− p)

)

 ∀p ∈ PN̂ if m> 0,

(79) ψ̂(p) =




p
q (z1)

f̂ p
q (z1)
◦ ψ̂red

(
1√

1−| pq (z1)|2
( p

q (z1)q− p)

)

 ∀p ∈ PN̂ if m = 0.

This completes the second step.
Finally, we make use of the previous two steps to compute ψ̂−1 and show that it is differentiable at

ψ(p) when p ∈ PN̂(r). This will achieve the proof. We give the argument when m > 0 only, as the case
m = 0 is entirely similar, replacing formally ϕx1 by ϕz1 and PN̂,x1

by PN̂,z1
.

Define κ : Dm×P+→ PN̂,x1
by

(80) κ(y) = ψ̂−1
red ◦ f̂y1(G(y)), y = (y1, . . . ,yN̂+1)

t ∈ Dm×P+.

Note that (κ(y),qκ(y)) is the solution to P̂ with interpolation values (0, f̂y1(y2 . . .yN̂+1)
T ). Therefore, it is

readily checked from (77) that the inverse of ψ̂ : PN̂ → Dm×P+ is given by

(81) ψ̂−1(y) =
1√

1−|y1|2
(y1ϕx1(κ(y)κ(y)

∗+ rr∗)−κ(y)), y = (y1, . . . ,yN̂+1)
t ∈ Dm×P+.
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To prove that ψ̂−1 is differentiable at every y ∈ ψ̂(PN̂(r)), observe from (75) that p has no real common
root with r if, and only if αq− p does. Applying this with α = (p/q)(x1), we deduce from (78) that
y→ f̂y1 ◦G(y) maps ψ̂(PN̂(r)) into ψ̂red(PN̂,x1

(r)). The kth component of this map is:

(82)
y1− yk+1

1− y1yk+1
,

which is differentiable with respect to the components of y as the denominator of (82) is locally bounded
away from zero. The differentiability of ψ̂−1

red on ψ̂red(PN̂,x1
(r)) is then to the effect that κ is differentiable

on ψ(PN̂(r)). The differentiability of ϕx1 and formula (81) then yield that ψ̂−1 is differentiable at each
y ∈ ψ̂(PN̂(r)), as desired.

To conclude this section, let us point out an interesting relation between problems P and P̂ . In
the statement below, we write ψr and ψ̂r to emphasize the dependency of ψ and ψ̂ with respect to the
polynomial r.

PROPOSITION 12. Suppose that y ∈ Dm×P+ and that (αk) is a sequence of real numbers tending to
+∞. Let pk = ψ−1

αkr(y) and put eiβk for the leading term of ϕx1(α
2
k rr∗+ pk p∗k) (resp. ϕz1(α

2
k rr∗+ pk p∗k) if

m = 0), noting that βk ∈ R (because degr < m+ l while pk ∈ PMm+l). Then, it holds that

lim
k→∞

eiβk
pk

αk
= ψ̂−1

r (y).

Proof. Set qk = ϕN(α2
k rr∗+ pk p∗k) and note that eiβk qk = ϕx1(α

2
k rr∗+ pk p∗k) (resp. varphix1(α

2
k rr∗+

pk p∗k) if m = 0). The polynomials (pk/αk) verify the Feldtkeller equation:

pk p∗k
α2

k
+ rr∗ =

qkq∗k
α2

k
,

and argueing as in Proposition 6 we see that (pk/αk) is bounded independently of k, for otherwise y would
lie on the boundary of Dm×P+. Thus, we can extract from any subsequence (eiβkn

pkn
αkn

) and (eiβkn
qkn
αkn

) a sub-
sequence that converges to some polynomials p and q. Of necessity, p and q have degree strictly less than N
because pkn and qkn are monic. By continuity we get that p/q verifies (11) with y = (γ1, . . . ,γm,β1, . . . ,βl)

T ,
and that q = ϕx1(rr∗+ pp∗) (resp. ϕz1(rr∗+ pp∗)) which indicates that (p,q) is the solution of P̂ .

5. Numerical experiments. In order to invert the maps ψ and ψ̂ , a continuation method has been
implemented as follows. Suppose we want to compute ψ−1 (resp.ψ̂−1) at ν1 ∈ Dm×P+

Z . We pick an
aritrary p0 ∈ PMN devoid of common real zero with r, and we compute ν0 = ψ(p0) (resp. ν0 = ψ̂(p0)).
Then, we select γ to be a smooth path in Dm×P+

Z joining ν0 to ν1. Now, using a classical predictor-corrector
method, we lift γ to the path λ = ψ−1(γ) by numerically integrating the differential equation:

(83)
dλ
dt

= Dψ−1(γ(t))
[

dγ
dt

]

with initial condition λ (0) = p0. Note that Dψ , thus also Dψ−1 is easily computed from Proposition 2, and
that Proposition 9 ensures the integration process will run smoothly along γ at the cost of jiggling the latter
slightly if near-singular places are met.

Below we consider the case of an antenna functioning around 2.4 Ghz. The red curve on Figure 2
represents the reflexion coefficient L1,1 of the antenna. The latter was designed to match well a load of
50Ω at the frquency 2.454Ghz, whith a value of −23.54dB. Our objective here is to improve this match on
the whole frequency pass-band I = [2.2,2.5]Ghz, while requiring strong rejection outside of this band. For
this we solve Problem P̂ in degree 5, choosing r to have two transmission zeros at 2.17Ghz and 2.53Ghz
respectively. The interpolation points are initially placed as Tchebychev nodes on the frequency interval
I (i.e. the roots of the Tchebychev polynomial of the first kind with degree 5 on I). Then, we iteratively
adjust the interpolation points by feeding the whole process to a blackbox optimizer from Matlab so as to
minimize the maximum of the reflexion level (see equation 2):

(84) |G1,1(w)|=
∣∣∣∣

p/q−L1,1

1− p/qL1,1

∣∣∣∣

over the segment I. The obtained reflexion level G1,1 is presented on Figure 2, showing a clear improvement
with respect to the initial reflexion level of L1,1, while exhibiting strong selectivity at both ends of the pass-
band. The whole procedure takes less than 3 sec. on a pc equipped with a PentiumI7 cpu, which makes
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it perfectly suited to design matching circuit responses. If needed, these can be further adjusted using
dedicated local optimization procedures.
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Notations. The main notations used in this paper are listed below.
C field of complex number
C+ open upper half-plane
C− open lower half-plane
T unit circle
D open unit disk
P(Z,β ) Pick matrix associated with the sequence of interpolation data (zk,βk)
P+

Z the set of interpolation values β ∈ Cl such that P(Z,β )> 0
PN complex polynomials of degree at most N
PEN complex polynomials of exact degree N
PMN monic complex polynomials of degree N
P+

2N non negative real polynomials of degree at most 2N
PE+

2N non negative real polynomials of exact degree 2N
PM+

2N non negative real monic polynomials of degree 2N
SN stable (no roots in C−) complex polynomials of degree at most N
SEN stable complex polynomials of exact degree N
SMN stable monic complex polynomials of degree N
SBN polynomials of degree at most N stable in the broad sense
SBMN monic polynomials of degree N stable in the broad sense
PMN(r) the subset of PMN of polynomials having no common root with r
PN̂,x1

the set of polynomials p ∈ PN̂ vanishing at x1
PN̂,x1

(r) the set of polynomials p ∈ PN̂ vanishing at x1, having no common root with r
H∞(C−) the space of bounded holomorphic functions in the lower half-plane
H2(C−) the Hardy space of exponent 2 of the lower half-plane
L2(R) the space of square integrable functions on the real line
F∗(s) = F(s̄)∗ the para-Hermitian conjugate of a rational matrix function F(s)
V̊ denotes the interior of a set V in a topological space
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