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INTRODUCTION

In interactive communication of visual content, the goal is to give a user the ability to freely navi-
gate within a three-dimensional (3D) scene. For example, in an interactive video system, the user can
change the location or orientation of the camera and watch the scene from the viewpoint that he wants.
Nowadays, there exist various interactive communication systems for visual content, such as virtual
tours, free-viewpoint television, 3D Virtual Reality (VR) and Augmented Reality (AR) to explore iconic
locations in 3D, etc. These systems differ in the number of Degrees of Freedom (DOF) and the type of
visual content (real vs virtual) they provide.

These interactive communication systems are being used more and more these days because they
offer better user experience, and therefore can attract more attention. For instance, different studies
show that customers are more likely (almost twice as likely) to visit a business (e.g., restaurant, shop,
apartment selling/renting) when an interactive virtual visit (virtual tour) is available [93, 37]. Moreover,
the technology needed to provide and present these contents has been improved and become more
affordable. According to Cisco Visual Networking Index, VR and AR Internet Protocol (IP) traffic will
increase 12-fold between 2017 and 2022 globally [17].

An example of interactive media with 3 DOF is omnidirectional images and videos. This type of
content is used in different applications such as geographical information systems like Google street
view [3] (in which each capture point is an omnidirectional image), Cinematic VR [111], and robotics.
An omnidirectional content can be modeled as a spherical signal because they provide a 360-degree
view of the scene from a single point. When viewing these images, the users are placed at the center
of the sphere, and they can freely change their viewing direction and observe the portion of the sphere
facing them using a Head-Mounted Display (HMD).

3D models and environments take one step further than spherical contents by allowing the user to
look around a VR environment more naturally with 6 DOF (consisting of three in translation and three in
orientation) [41]. A 3D model must be represented in a structure suitable for rendering and display. The
most common such structure is the 3D mesh [79, Chapter 14]. A 3D mesh object is usually described as
a combination of several entities including geometrical information (a set of polygons in 3D) and some
texture atlas/maps that are mapped to the 3D object surface at the rendering stage. With the recent
advances in automated 3D reconstruction algorithms, high-quality 3D maps of locations and objects
are widely accessible. In these virtual 3D environments the system simulates the physical presence of
the users and a natural human vision using a virtual perspective camera (with a specific field of view)
moving in the scene. This way, users can freely navigate within the scene and discover part of the 3D
model they are interested in with great realism [41]. When looking at these 3D models, only subpart of
the model and consequently a portion of the textural information is observed at any given moment.

To experience a real sense of immersion, such that the user feels he is in a virtual world that is a
precise copy of reality, it is necessary to capture and store the data in high-resolution with large sizes
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Introduction

(large database). However, during the interaction, only a small portion of the data is requested by each
user and this part is also in high quality by itself. For example, nowadays with recent HMDs, the spatial
resolution of the viewport (i.e., the screen that shows the portion of the visual data the user observes)
has at least 4K (4096 x 2160) resolution. This forces the whole spherical content to have a resolution of
at least 12K [20]. This holds also for a texture map of a 3D model. For instance, the texture map of a
historical site shown in [47] has a texture map of size 8192x8192 pixels.

The interactive feature that these media are providing has sparked new challenges in compressing
them because it necessitates the distinction between storage and transmission rates. On the one hand, to
compress these contents efficiently, the encoder must use all the existing dependencies between the data.
This way the data can be stored in the most compressed state on the server. On the other hand, during
delivery of the data, only a subpart of the compressed data is requested by the user, and this request
is random from the encoder point of view. The randomness of the request is due to the fact that the
request depends on the user’s choice and the system is not aware of it during compression. Therefore,
the database must be compressed and stored considering all dependencies, but the compression scheme
must also have the ability to extract and send only the requested part in the most compressed state.
However, efficient compression conflicts with the idea of random access to a portion of the data because
the data is compressed considering the dependencies with also non-requested parts. More precisely,
a subset extraction to reduce the transmission cost is usually incompatible with the joint compression
aimed for reducing the storage size.

Motivation

Available classical compression methods do not allow access to part of the compressed data (random
access ability). However, they can be adapted to meet random access constraints. There are several
possible ways to do this. One way is to send the entire compressed database to each user. Although
this method is appropriate in terms of storage, it is certainly inefficient in terms of data transmission
(delivery). The second method is to split the database into separate pieces and compress each part
separately. Upon transmission, only the pieces that the user has requested are sent. This method reduces
the transmission cost (because only pieces that are related to the user’s request are transmitted), but it
is not suitable for the storage as it does not consider the dependencies between pieces. Besides, the user
may request only a small fraction of a piece, but the system still needs to send the whole piece. Thus,
this method fails to achieve the transmission cost of an oracle coder, i.e., a hypothetical optimal coder that
knows the requests in advance and encodes the requested parts only. In other words, this method is not
perfectly optimal from the transmission point of view as well.

To achieve the ideal transmission rate, as the third method, one could encode and store all possible
requests, but this exhaustive solution leads to a huge storage cost. As the fourth method, one can assume
that the entire database is decoded at the server and again only the requested part is re-compressed
and sent. Although this method is both optimal in terms of storage and transmission, it is practically
infeasible, especially when the number of users is high, because it imposes an extensive computation on
the server.

It can be seen that existing methods cannot achieve the optimal transmission rate unless they sacri-
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fice the storage size with high overhead. Interestingly, it has recently been shown in [70] that by using
incremental codes and with reasonable storage overhead, a dataset can be compressed jointly with ran-
dom access ability such that upon user’s request only the required portion of the data can be extracted
from the compressed data and transmitted to the user. More precisely, using the incremental codes, we
can expect no coding performance drop from the transmission rate perspective (compared to the oracle
coder) with reasonable storage overhead.

As can be seen, there is a gap between what can be achieved theoretically [70] and what has been
achieved already in practice. The goal of this thesis is to fill in the gap between theory and practice by
proposing practical solutions for compression of interactive media. We construct an interactive coder
that compresses the whole image but is able to extract and transmit a subpart of it in a compressed
way. This interactive coder is generic in the sense that it can deal with various interactive media. This
genericity is achieved by projecting the interactive media onto a two-dimensional (2D) image. In this
thesis, we will consider two image modalities: 360◦ images and 3D models texture map. However,
the proposed generic coder is also fitted to other interactive visualization scenarios (e.g., panorama,
ultra-high-resolution images, city/country map). To achieve this goal, we need to answer four essential
questions in this regard:

— How to evaluate different interactive coding schemes for compression? By moving away from classical
communication methods towards interactive communication, the first point that draws attention
is the need to distinguish between storage and transmission rates. This is not the case in classi-
cal methods in which all the stored data is sent to the user. Given the fact that data is usually
lossily compressed (which introduces distortion), it arises the question of how to compare differ-
ent methods that provide interactive communication from the compression perspective, while all
three factors, i.e., storage, transmission rates, and distortions are considered together.

— How to relate interactive compression of 2D visual contents with the theoretical results obtained in [70]?
The aim is to look for the connection between the information theoretical result and the practical
compression task of 2D images with random access ability. For that, there is a need for a problem
definition that allows modeling in the 2D image the equivalents for definitions such as source,
side information (as a helper to compress the data), neighborhood and dependencies between
sources, etc., that are defined in [70]. This leads to the definition of a generic coding strategy.

— How to bring this generic coding structure into a practical interactive coder for the two imaging modalities
considered in this dissertation (360◦ images and texture maps of 3D models)? Each of these modalities
has its own unique characteristics. Therefore, it is necessary to take into account the assump-
tions about user’s request that are specific to each modality. More precisely, for each media, the
neighborhood between sources that enables users navigating between them must be determined.
Moreover, the 2D representation is only used in the community to have common representation
among different interactive media. However, the underlying geometry of the data is not neces-
sarily two-dimensional. For instance, the 360◦ contents lie on a spherical surface, or the texture
information lie on the mesh of a 3D model. Therefore, it is necessary to take into account also the
specific properties of the data geometry.

— How to save rate with model selection? The incremental coder proposed in [70] is based on model-
based coding, i.e., the joint distribution between sources, called model, is needed at both encoder
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and decoder for compressing and decoding the sources. Therefore, knowing the model is a key
assumption. Since the nature of visual contents is non-stationary, sending the model description
to the decoder is critical. However, sometimes sending the model is very costly and requires a lot
of bits to describe them. Therefore, there is a need to estimate the relation between the number of
bits we can save by sending a simpler approximate model and the rate that is needed to decode
the source using this approximate model.

Thesis roadmap

The dissertation is divided into 5 chapters. Following this introduction, Chapter 1 reviews the state
of the art in compression for interactive communication. Specifically, with the help of introducing a
navigation graph, we propose a common framework by which we can compare different approaches
from the information-theoretic perspective. We derive achievable transmission and storage rates of each
approach and compare them together. We then review existing solutions that are proposed to compress
interactively the two 2D image modalities tackled in this work: 360◦ contents and texture map of 3D
models. For that, first, we explain how these contents are presented with 2D planes, and then we explain
how the interactivity compression is provided for these modalities.

Next, in the following chapters we present our different contributions.
— Chapter 2: This chapter answers the first question posed in the previous section. Despite many

contributions that have been proposed so far for interactive compression of 2D images, not much
has been done to evaluate different interactive approaches. Here we propose an evaluation frame-
work that considers storage, transmission rate, and distortion at the user’s side altogether. This
brings the ability to compare different methods based on the storage capacity on the server and
network bandwidth of users.

— Chapter 3: In this chapter, we tackle the second question of the previous section. We propose a
new generic interactive compression scheme for 2D images that achieves the oracle transmission
cost while keeping the storage cost reasonable. All conventional 2D image compression schemes
work block-wise, and to have efficient compression, it is necessary to predict each block based on
the blocks already decoded. Classical schemes use a fixed pre-defined scanning order for encod-
ing and decoding of the blocks, which contradicts the idea of having random access ability to part
of data. Therefore, these schemes impose to send more blocks than what is needed. In contrast,
we propose a solution to encode the blocks using incremental codes such that any decoding order
is possible at the decoder’s side. For that, for each block to be encoded, several predictions are
generated corresponding to different decoding order of blocks. Then, a bitstream is generated for
each block based on incremental entropy codes. With this bitstream, we are able to decode the
block for the worst prediction. For better quality predictions, a substream can be extracted from
the same bitstream to perform the decoding operation. Therefore, only the information which is
needed is transmitted once the user’s request is received.

— Chapter 4: This chapter finds answers to the third question of the previous section. Based on
the generic coder proposed in Chapter 3, we design compression tools to encode two imaging
modalities that provide interactivity by their nature: 360◦ images and texture maps of 3D models.
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Each of these imaging modalities has its own characteristic that needs to be studied separately.
For each, we propose a strategy that allows starting the decoding procedure whatever the user’s
request is. The requested sources are decoded one after the other with a scanning order that is
optimized to reduce the transmission rate. To capture the redundancies within an image, we
propose novel prediction modes that can be adapted to any decoding order and consequently
any user’s request. Moreover, we also proposed new representations for each of these modalities
that help to compress the images more efficiently.

— Chapter 5: The proposed interactive coder relies on correlation models to compress the database.
The more accurate the model is, the better compression can be achieved for the data. However,
since this model has to be sent to the user for decoding, the use of a more accurate model requires
a large number of bits to describe the model itself which increases the storage and transmission
rates. An alternative way to solve this problem is to approximate the correlation model with
a simpler parametric model and transfer it instead. Nevertheless, using an incorrect model in-
creases the compression rate. Therefore, when we describe a model with an approximate model,
the number of bits we save in the model description must be greater than the number of bits we
lose due to the data compression using this approximate model. The goal of this chapter is to
compute this excess rate for interactive compression. With the tools provided in this chapter, we
can select the model that requires lower rates while both the compressed data size and the model
description size are taken into account simultaneously.

As a remark, we focus on compression of static scene images without considering the temporal as-
pects. In fact, this step is the first key step in video compression schemes because it allows resynchro-
nization. Nevertheless, inspired by the tools provided in this dissertation, the proposed generic coder
can be extended to cover the temporal aspect as well.

Finally, we conclude this dissertation with a summary and provide an outlook on possible directions
for future work. The list of publications produced by the author can be found in the section of author’s
publications.
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CHAPTER 1

STATE OF THE ART

In interactive communication, users can make requests to a database, and each request concerns only
a subpart of the database. These requests are not known in advance by the server, and are classically
modeled as random. A desirable system should be able to extract the relevant part from the compressed
stream on the server. Theoretical results show that this is achievable using a coding tool called incre-
mental codes. However, most of the existing practical solutions rely on classical compression schemes
which are not designed for this purpose. To enable random access ability these coding schemes are
adapted to the problem, and this results in sub-optimality of the compression scheme.

In this chapter, we first introduce the mathematical set-up and notations we have used throughout
the dissertation in Section 1.1. We then review the related works in interactive communication from the
information-theoretic perspective in Section 1.2. In Section 1.3, we study existing practical solutions for
interactive compression of two modalities which are interactive media by their nature, i.e., 360◦ contents
and texture map of 3D models.

1.1 Notations and Definitions

A random scalar source/variable X is denoted by uppercase and consequently, we define the fol-
lowing notations:

— Lowercase italic letter x denotes the realization of X .
— Calligraphic letter X represents the alphabet of random variable X .
— The cardinality of the set X is denoted by |X | .
— Uppercase bold letter Xn = (X1, ..., Xn) denotes a random sequence of length n.
— Lowercase bold italic letter xn is used to show the realization of random sequence Xn.
— PX(x) denotes the Probability Mass Function (PMF) of the discrete random variable X .
— The cross-entropy of PMFs PX(x) and QX(x) is denoted by

H
(
PX(x), QX(x)

)
, −

∑
x∈X

PX(x) log2QX(x).

— The entropy of PX(x) is denoted by H(X) , −H
(
PX(x), PX(x)

)
.

— The Kullback–Leibler (KL) divergence between PMFs PX(x) and QX(x) is denoted by

DKL(P ||Q) , H
(
PX(x), QX(x)

)
−H(X).

We denote the joint probability distribution between discrete sources X and Y by PX,Y (x, y). The
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two sources are said to be independent if and only if PX,Y (x, y) = PX(x)PY (y), otherwise they are
dependent. As a consequence we have:

— The conditional PMF of the discrete source X given Y is denoted by PX|Y (x|y).
— The cross-entropy of conditional PMFs PX|Y (x|y) and QX|Y (x|y) given Y = y is denoted by

H(PX|Y , QX|Y |y) , −
∑
x∈X

PX|Y (x|y) log2QX|Y (x|y).

— The conditional entropy of X given Y is written as

H(X|Y ) ,
∑
y∈Y

PY (y)H(PX|Y , PX|Y |y).

We denote a deterministic vector also by lowercase bold letters. Sets that are not alphabet of random
variables are denoted either by blackboard bold letter typeface like G or within brackets {}. For example
N is the set of natural numbers, i.e., {1, 2, ...}. An ordered occurrence of events (sequence) is written with
round parentheses ().

1.2 Review of the compression schemes for interactive communica-

tion

Consider a large database of several sources in which there are many redundancies among the sources.
This database must be compressed efficiently before being stored on a server. Therefore, the dependen-
cies between the sources have to be exploited to capture the redundancies. Now consider the situation
that a large number of users are navigating through the sources and each user requests a small subset of
the data (this subset differs among users). To have an efficient transmission, the server should avoid
transmitting all the stored bitstreams, and it should be able to extract and transmit only the requested
part to the user. The user’s request is modeled as a random access process from the server’s perspective
because the choice of the subset depends on the user only. However, for each source the server knows
the possible set of sources from which the user can navigate from. Moreover, we assume that the requests
of each user are sequential meaning that he requests sources one after the other and the previous re-
quests are kept in memory to help the decoder and therefore improve the compression efficiency. The
compression of this paradigm is often called interactive coding or more precisely Sequential Massive
Random Access (SMRA) [29, 28, 30].

The applications of such a sequential model are widespread nowadays, a well known of which is
free-viewpoint television (FTV) [90] where users can navigate (with some constraints) within views
of a multiview video dataset to control the viewpoint. A common scene such as a sporting arena is
captured using a large number of cameras placed around the scene (large database). Since the cameras
are capturing the same scene, there are many redundancies among views that must be exploited to have
efficient compression. Besides, as is the case in broadcasting a soccer match, a large number of users may
view the scene. Each user requests one view at a time (a subset of the dataset) and the choice of the view is
random from the server perspective because it depends on the user and differs between different users.
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View

Time

v1

v2

v3

t1 t2 t3 t4

(a)

Gnav = {Vnav,Enav}
v1, t1 v1, t2 v1, t3 v1, t4

v2, t1 v2, t2 v2, t3 v2, t4

v3, t1 v3, t2 v3, t3 v3, t4

(b)

Figure 1.1 – Navigation graph of a multiview video for FTV system where a user can navigate within
the views. (a) The thin lines with arrows (in gray) show the allowed navigation transitions between the
views. The thick dashed line (in green) shows an example of user navigation. (b) The corresponding
navigation graph. Circles (graph nodes) represent views at different times as sources and gray arrows
show directed edges of the graph. Access sources are shown with circles inside hexagons. A user’s
navigation is shown with green arrows.

However, usually the system restricts the navigation of the user by imposing some navigation constraints
to propose smooth navigations to the user. For instance, the system shown in Fig. 1.1a does not allow
the user to jump directly from view 1 to view 3, and it forces the user to pass the middle view (view 2)
before watching view 3. Note that this makes it possible for the system to know what the possible previous
requests of the user are before requesting a given view.

Interactive compression has been done in many different ways. Some approaches partition the
database into separate pieces and encode each one separately. Upon request of a user, the pieces that the
user has requested are transmitted [53, 62, 113, 68, 39]. Some others, encode and store all possible re-
quests, at the cost of increasing the storage size, so that the system can extract the exact sources that users
are interested in [57, 44, 20, 5]. To review all these works, with the help of terminologies defined in [29],
we propose a common framework to compare different approaches fairly. For that, we first formally
define the interactive coding problem and then using this formal definition, we theoretically analyze the
achievable performance of each interactive coding scheme. Finally, we study different interactive image
modalities and review the existing coding schemes applied in these modalities.

1.2.1 Problem formulation

Let {X(l)}1≤l≤L be a database of a set of L sources with joint distribution P (X(1), ..., X(L)). Assume
that a user is able to navigate in the database by sequentially asking (one source after the other) n real-
izations of K sources (K ≤ L). As proposed in [29], the user’s navigation is constrained by a structure
defined between sources {X(l)}1≤l≤L and this structure depends on the application (like FTV transition
constraints shown in Fig. 1.1). This structure is known at the encoder and can be described by a graph
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Gnav = {Vnav,Enav}, in which the set of L vertices Vnav represents sources {X(l)}1≤l≤L and Enav is the
set of edges between vertices. The edges can be directed or undirected. If it is directed, there is an edge
from vertex l to vertex l′ if the user is allowed to request source X(l′) right after requesting source X(l).
An undirected edge means that a user can navigate in both directions. An example of the data structure
graph with undirected edges is shown in Fig. 1.2a. The corresponding graph with directed edges for the
FTV example explained above is depicted in Fig. 1.1b.

The user can only initiate a request from a specific set of sources. These sources are called access
sources and their indices are available in the set A. In order words, a sequence of requests is valid if the
index of the first requested source is in A. For subsequent requests, only the requests that respect the
defined neighborhood for each source in the navigation graph Gnav are accepted. Given the structure
Gnav , if a user requests a sourceX(k), the encoder knows the set of indices of possible neighboring sources
J(k) from which the user can request X(k). In other words, as shown in Fig. 1.2b, for each source X(k)

the encoder is sure that the previous user’s request can not be outside of this set.

Gnav = {Vnav,Enav}

(a)

: Requested source X(k)

: Source {X(l)}

: {X(j)}j∈J(k)
Possible previous requests

: Previous
requested source

: user’s navigation

: {X(j)}j∈A
Access source

Gnav = {Vnav,Enav}

(b)

Figure 1.2 – The navigation graph of an interactive system. (a) Navigation within the database is mod-
eled by a graph. (b) An example of the user navigation in the graph is shown in green. For a given node
(black node), the possible previous requests are depicted by grey nodes.

1.2.1.1 Related problems: interactive compression

It is worth noting that this definition of interactive coding is different from the one proposed by El
Gamal and Orlitsky [31]. They define interactive compression as follows: given two sources X and
Y at two sides of a two-way channel. Suppose that the two terminals wish to communicate over the
channel such that at the end of the communication process, they both know X and Y . They showed
that at least H(X|Y ) +H(Y |X) bits must be exchanged on average and H(X,Y ) + 2 bits are sufficient.
In other words, in [31] the scheme is completely symmetric and the two sides perform compression and
decompression. Instead, in this thesis, interactive compression is asymmetric and one side performs
compression (the sender) whereas the other part (the user) performs decompression by using part of the
compressed stream provided by the other side (server).
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1.2.1.2 Definitions: achievable rates and coding/decoding functions

The critical aspect of interactive coding is to study the storage size and the transmission rate together.
The storage size is the size of the entire database stored on the server, and the transmission rate refers to
the size of the subpart of the database that is sent from the server to the decoder. These two terms are
denoted by S and R, respectively. The main challenge in interactive compression is that a user requests
a small part of the entire database, but the encoder is not aware of the requests during compression.
Therefore, the request can be modeled as random. As a result, in this system, the entire database must
be compressed and stored in such a way that the system can be adapted to the user’s request during
data transmission. More precisely, the system should be able to extract the requested parts from the
compressed stream to avoid sending all the stored bitstream to the user. It is worth noting that due to
the large number of users, this extraction operation must be very simple. In particular, re-encoding the
data is not acceptable.

The overall scheme of interactive compression is shown in Fig. 1.3 and includes the following steps:

1. First, the offline encoding is performed. All proposed schemes in the literature can be efficiently
explained by introducing the notion of encoding graph. This encoding graph differs from the
navigation graph and describes the SI sources used to encode each source while allowing the
navigation possibilities explained in the navigation graph. Let

Genc = {Venc,Eenc}

where Venc represents the sources {X(l)}1≤l≤L as in Gnav , i.e. Venc = Vnav . There is an edge from
vertex i to vertex j in Eenc, if source X(i) is encoded given source X(j) as Side Information (SI).
The edge weight is equal to the cost of encoding X(i) given X(j).

Finally, given this encoding graph, the offline encoder compresses the sources while taking into
account their connections depicted in the encoding graph. More specifically, for each source
X(k), 1 ≤ k ≤ L, there exists a function f(k) to compress length-n random sequences Xn

(k), gener-
ated from sourceX(k). Encoding function f(k) assigns a sequence of |J(k)| indices to each possible

set of realization vectors
(

xn(k), (xn(j))j∈J(k)

)
∈ Xn ×Xn·|J(k)|:

f(k) : Xn ×Xn·|J(k)| →
|J(k)|∏
i=1
{1, .., 2n·rk,i}

xn(k),
(

xn(1), ...,x
n
(j), ...,x

n
(|J(k)|)

)
j∈J(k)

7→ (bk,1, ..., bk,j , ..., bk,J(k))
(1.1)

where the set of rates {1, .., 2n·rk,m} is introduced in order to allow extraction. Each bk,j is a
sequence of compressed bitstreams. The storage size per source k is S(k) = |bk,1| + |bk,2| + ... +
|bk,J(k) |.

2. Upon request of the source X(k), the server extracts part of the stored bitstream according to
the user’s previous requests and sends it to the user. More specifically, consider the user is re-
questing source with index k, and the index of the actual previous source in the memory at the
decoder is j∗ (j∗ ∈ J(k)). The online extractor g(k)|(j∗) extracts a subsequence of bitstreams from
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(bk,1, ..., bk,j , ..., bk,J(k)):

g(k)|(j∗) :
|J(k)|∏
i=1
{1, .., 2n·rk,i} →

∏
m∈I(k)|(j∗)

{1, .., 2n·rk,m}

(bk,1, ..., bk,j , ..., bk,J(k)) 7→ (bk,i1 , ..., bk,ij , ..., bk,i|I(k)|(j∗)|
)ij∈I(k)|(j∗)

(1.2)

where I(k)|(j∗) ⊆ {1, ..., |J(k)|} and R(k)|(j∗) =
∑
m∈I(k)|(j∗)

|bk,m| ≤ S(k).

3. Assuming that the previous user’s request j∗ ∈ J(k) with realization xn(j∗) is available in the
memory (at the decoder), the decoding function h(k)|(j∗) recovers an estimate x̂n(k) by xn(k). More
specifically,

h(k)|(j∗) :
∏

m∈I(k)|(j∗)

{1, .., 2n·rk,m} × Xn → Xn

(bk,i1 , ..., bk,ij , ..., bk,i|I(k)|(j∗)|
)ij∈I(k)|(j∗) ,x

n
(j∗) 7→ x̂n(k)

(1.3)

Gnav = {Vnav ,Enav}

Online
Extractor Decoder

User’s memory

User’s new requestOffline
Encoder

{X(l)},G

S =
∑L

k=1 S(k)

R(k)|(j∗)

X(k)

X̂(k)

X(k)

Genc = {Venc,Eenc}

X(k)

Figure 1.3 – Overall scheme of an interactive coder. The database is stored with rate S on the server. The
offline extractor builds an encoding graph Genc that can differ from the navigation graph Gnav , and uses
this graph to encode the database. Each time a user requests a new source, the online extractor extract
part of stored bitstream considering the sources available in user’s memory. For the same navigation
requests depicted in Fig. 1.2b, the user’s previous requests are shown in blue and the current request is
shown in red.

A summary of the notations and definitions related to problem formulation is given in Table 1.1

1.2.2 Information theoretical bounds

Here we study the storage and transmission cost for different coding schemes that propose interac-
tivity. To ease the comparison, we assume that lossless compression is performed in each scheme. Note
that this comparison gives also insights to compare practical lossy compression, since lossy compression
is usually achieved by quantizing the transformed values of the signal. The quantized values are then
compressed using a lossless entropy coder.
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Table 1.1 – Notations and definitions used for problem formulation of compression for interactive com-
munication

L Number of sources in the database
X(l) Source l in the database (1 ≤ l ≤ L)
J(k) Neighborhood of source k which indicates the set of possible previously requested source indices
A Set of indices of access sources

Gnav Navigation graph Gnav = {Vnav,Enav}
(Vnav : Nodes of the navigation graph, Enav : Edges of the navigation graph)

Genc Encoding graph Genc = {Venc,Eenc}
(Venc: Nodes of the encoding graph, Eenc: Edges of the encoding graph)

S(k) Storage rate cost for coding the source of index k

j∗
Index of the source actually requested by the client at previous instant before requesting source k
(j∗ ∈ J(k))

R(k)|(j∗) Transmission rate cost for coding the source of index k with source j∗ in memory

1.2.2.1 Interactive coding based on classical predictive coding

Interactive compression can be achieved with classical predictive coding scheme. Predictive coding is
based on the principle of conditional coding illustrated in Fig. 1.4. Given two i.i.d. sources X and Y , in
this scheme sourceX is compressed losslessly while source Y is available at both encoder and decoder as
SI source to help the compression. The achievable lossless compression rate is the conditional entropy
H(X|Y ) which is smaller that the rate H(X) when no SI is available [21, Theorem 5.4.1], [82]. This
approach is efficient, but it imposes a fixed pre-defined encoding and decoding order, which contradicts
the idea of random access to part of the database. To achieve interactivity, two approaches are used to
adapt predictive coding scheme to interactive coding: tile-based approach and exhaustive storage.

X

Encoder Decoder
X̂

Y Y

H(X|Y )

Figure 1.4 – Lossless predictive coding [21] when SI Y is available at both encoder and decoder. The
source X is compressed at rate H(X|Y ), which is smaller than its entropy H(X).

a) Predictive coding for interactive compression based on tile-based approach
In this scheme the database is partitioned into separate pieces. Each piece is encoded separately from

the others, but all the sources in one piece are coded all together with the predictive coding scheme.
Therefore, there exists one compressed bitstream per piece. We can see this partitioning under the scope
of a graph as follows. First, the encoding graph is built from the navigation graph by removing edges to
obtain separated subgraphs. Then, the sources in each subgraph are compressed. The used compression
algorithm defines the edges of the subgraph, which may differ from the navigation graph. Then, upon
user’s request, any piece (subgraph) which contains at least one requested source, must be transmitted.
An example of such an encoding graph for a navigation graph depicted in Fig. 1.2 is shown in Fig. 1.5a.
As shown in Fig. 1.5b, due to the imposed dependencies between sources in the compression of each
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subgraph, more sources are being transmitted than needed.

Genc = {Venc,Eenc}

1

4
3

5

6

7

6 1

5

4

3

2

4

3
2

1

2

G1
G2

G3

(a)

: Requested sources

: Source {X(l)}

: Extra sources that will be
transmitted

: user’s navigation (Iu)

: Some of the lost dependencies

: Subgraphs which represent
tiles (clusters)

3 : Number shows processing
order of the source

Gnav = {Vnav,Enav}

G3

G1

G∗

(b)

Figure 1.5 – Encoding graph for the tile-based approach. (a) An example which shows the partitioning
of the encoding graph for the same navigation graph shown in Fig. 1.2. Numbers in each node show the
encoding/decoding order within each subgraph. (b) A sample of user navigation and subgraphs that
will be transmitted. The elements of graph G∗ is also shown in blue dashed line.

More formally, the steps of the scheme are as follows:

1. The offline encoder converts the navigation graph Gnav into an encoding graph that is a set of
separated subgraphs

Genc = GTile = {G1,G2, ...,G|GTile|},where


Gc = {Vc,Ec}
|GTile|⋃
c=1

Vc = Venc, Venc = Vnav

Gi ∩Gj = ∅ ∀i, j ∈ [1, ..|GTile|], i 6= j

where the combination of edges within each subgraph varies between different encoders. An
example of such a subgraph partitioning is shown in Fig. 1.5a. Here, to ease the comparison,
we assume that the encoder is optimal within a tile (subgraph) such that all the previously com-
pressed sources are used in the compression of the current source, i.e., the source with index
cv(Xcv ∈ Vc) is encoded given c1, c2, ..., cv−1. However, in practice a Markov chain of order one
or two is assumed for the dependencies between sources, so only one or two of the previously
coded sources are used for compression. The sources within the same tile are jointly compressed
and this leads to a non separable compressed bitstream. The cost of compressing the sources,
whose nodes are in the same subgraph is:

costTile(Gc) =
|Vc|∑
v=1

H(Xcv |Xc0 , Xc1 , ..., Xcv−1), where Xc0 = ∅ (1.4a)

= H(Xc1 , Xc2 , ..., Xcv ) = H(Vc) (1.4b)
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where (1.4b) is the result of the chain rule property of conditional entropies [21, Theorem 2.2.1]
and H(Vc) represents the joint entropy of sources within each subgraph. The storage cost per
source of storing all compressed subgraphs is

STile = 1
L

|GTile|∑
c=1

costTile(Gc) = 1
L

|GTile|∑
c=1

H(Vc) (1.5a)

≥ H(Venc). (1.5b)

whereL = |Venc| is the number of all the sources in the data base andH(Venc) is the joint entropy
which represents the cost of encoding all sources all together. The relation (1.5b) comes from the
fact that some inter-graph dependencies are not exploited (red edges in Fig. 1.5a).

2. In this scheme, the access to the sources is at the tile level rather than the source level. Therefore,
the extractor identifies a set of tiles such that this set of tiles contains at least all requested sources.
Finally, it transmits the compressed streams of the corresponding tiles to the user. Consider user
u is sequentially requesting a sequence of sources

Iu = (i1, i2, ..., i|Iu|),where


Xit ∈ Venc

i(t−1) ∈ J(it)

|Iu| � |Venc|
(1.6)

where it is the index of the source requested by the user at time instance t. An example of such a
sequential request is depicted with green arrows in Fig. 1.5b. The transmission cost per requested
source is

RTileu = 1
|Iu|

∑
c∈Cu

costTile(Gc) = 1
|Iu|

∑
c∈Cu

H(Vc) (1.7a)

≥ 1
|Iu|

cost(G∗) (1.7b)

= H(V∗) (1.7c)

where Cu is the smallest set of subgraph indices such that all requested sources are in the union
of subgraphs, i.e., V∗ =

⋃
c∈Cu

Vc and Iu ⊆ V∗. For the example shown in Fig. 1.5b, Cu = {1, 3}.

The graph G∗ = {V∗,E∗} in (1.7b) is a graph that contains all graphs in Cu and it considers also
the missed dependencies between subgraphs. (1.7b) holds because G∗ considers the inter-graph
missed dependencies in Cu.

3. The decoder receives the subgraphs Cu and decode the sources in the subgraphs. Each subgraph
is decoded separately. Finally, an estimate X̂(k), k ∈ Iu is assigned to each recovered source
requested.

b) Predictive coding for interactive compression based on exhaustive storage approach
Another approach to use predictive coding scheme in interactive compression is to encode each

source with respect to all possible navigations that user can request. With this exhaustive solution, we
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can achieve the transmission rate of an oracle coder: a hypothetical coder which knows the request in
advance and encodes the requested sources only. However, this scheme results in an enormous storage
overhead. More formally, the steps of the exhaustive storage coding scheme are as follows:

Gnav = {Vnav,Enav}

X(j1)

X(j2)
X(j3)

X(j4)

J(k) =
{ji}1≤i≤4

X(k)

(a)

X(j2)

X(k)

X(j1)

X(j3)

X(k)

X(j4)

X(k)

X(k)

G(k) = {G(k)|(j1),G(k)|(j2),G(k)|(j3),G(k)|(j4)}

G(k)|(j1) G(k)|(j3)

G(k)|(j2) G(k)|(j4)

e(k)|(j1)

e(k)|(j2) e(k)|(j4)

e(k)|(j3)

(b)

Figure 1.6 – Encoding graph for the exhaustive storage approach. (a) The neighborhood sources (in gray)
of a given sourceX(k) (in black) is a set of sources which their indices are in J(k). (b) The encoding graph
related to source X(k). This graph is composed of several graphs where each consists of two vertices
and one edge.

1. The encoding graph is defined per source and it contains |J(k)| subgraphs. In other words, for
each source X(k) a subgraph per element of the set J(k) is generated. For each l ∈ J(k), the
corresponding subgraph has two vertices X(k), X(l) and one edge from X(l) to X(k). An example
of such a graph for a source X(k) is shown in Fig. 1.6. Let

Genc(k) = GEx(k) = {G(k)|(1), ...,G(k)|(|J(k)|)},where


G(k)|(j) = {V(k)|(j), e(k)|(j)}
V(k)|(j) = {X(l), X(k)}, l ∈ J(k)

e(k)|(j) ∈ Enav
(1.8)

be the encoding graph related to the source X(k) which consists of several sub graphs. Each
subgraph G(k)|(j) contains two vertices with an edge e(k)|(j) between them such that the union of
all edges is equal to the edges of the navigation graph:

L⋃
k=1

|J(k)|⋃
j=1

e(k)|(j) = Enav

where L = |Vnav| is the total number of sources in the database. Then exhaustive storage scheme
encodes each subgraph of each source independently. The cost of compressing each subgraph is

costEx
(
G(k)|(j)

)
= H(X(k)|X(j)),where j ∈ J(k). (1.9)
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The average storage cost per source is

SEx = 1
L

L∑
k=1

|J(k)|∑
j=1

costEx
(
G(k)|(j)

)
= 1
L

L∑
k=1

|J(k)|∑
j=1

H(X(k)|X(j)) (1.10a)

� H(Venc). (1.10b)

Comparing (1.5) with (1.10) one can conclude that the storage overhead of exhaustive storage is
much larger than tile-based approach.

2. Considering what the user has in the memory from the previous request, for each navigation
request, the online extractor picks the compressed stream of the corresponding subgraph and
transmits it to the user. Considering the same sequential request of user u in (1.6), the transmis-
sion cost per requested source is

RExu = 1
|Iu|

|Iu|∑
t=0

costEx
(
G(it)|(i(t−1))

)
= 1
|Iu|

|Iu|∑
t=0

H(X(it)|X(i(t−1))), where Xi0 = ∅ (1.11a)

≈ H(X(i1), X(i2), ..., X(i|Iu|)) (1.11b)

= Roracle (1.11c)

where (1.11b) is the joint entropy of all requested sources and the approximation holds because
it is usually assumed the sources are Markov processes of order one, i.e.,

H(X(it)|X(i1), X(i2), ..., X(i(t−1))) = H(X(it)|X(i(t−1))). (1.12)

Therefore, with the exhaustive storage approach we can achieve the oracle transmission rate.

3. Finally, the decoding function (1.3) decodes the requested source using the received bitstream
and what it has in the memory.

1.2.2.2 Interactive coding using model-based coding schemes

To have a flexible encoding/decoding for interactive communication, an encoding graph same as the
navigation graph is desired (see Fig. 1.3). More precisely, the source has to be compressed once in a single
encoding process, but it is decoded in several ways depending on which SI (from the neighborhood)
is available at the decoder. The compression in this case, i.e. when the encoding graph is equal to
navigation graph, is an instance of model-based coding [29, 30]. In this scheme, the SI is not available
at the encoder and only the statistical model between the source and its SI is used to determine the
compression rate and encode the source. However, the SI is available at the decoder and the decoder
uses both the model and the SI to recover the source from the compressed stream.

The first step to model-based coding is provided by Slepian and Wolf [82]. In their seminal work,
they show that both the predictive coding and the model-based coding approaches can achieve the
same compression rate even though they have completely different setups. More precisely, consider two
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correlated source sequences xn and yn generated from the sources X and Y , respectively. To compress
xn, the predictive encoder explicitly uses the realization yn of the other source, while the Slepian-Wolf
encoder does not have access to yn and it uses only the joint distribution (called model) between Xn

and Y n for compression. However, Slepian and Wolf showed that both approaches can achieve the
compression rate of H(X|Y ).

Later, Sgarro generalized the Slepian and Wolf results to the problem of source coding with multiple
decoders, where different correlated sources are available at the decoders as SI [77]. The sources are
considered to be discrete, memoryless, and stationary. Fig. 1.7 shows the coding scheme proposed in
[77] where sourceX(k) is transmitted to |J(k)| decoders with different side informationX(j), j ∈ J(k). The
source is compressed considering all SI sources and then the same compressed bit stream is transmitted
to each decoder. Let us denote the storage rate per source symbol for encoding source X(k) by S(k).
Sgarro showed that in this case the source can be compressed with respect to the least correlated source:

S(k) = max
j∈J(k)

H(X(k)|X(j)). (1.13)

Moreover, no extractor is considered in this approach and the same bitstream is transmitted to all de-
coder. Therefore, considering X(j∗) is in user’s memory where j∗ ∈ J(k), the transmission rate for
delivering the compressed bitstream of source X(k) is

R(k)|(j∗) = max
j∈J(k)

H(X(k)|X(j)) = S(k). (1.14)

Offline Encoder
X(k)

S(k)

{X(j)}j∈J(k)

X̂(k)

X(j1)

Decoder

X̂(k)

X(j2)

Decoder

X̂(k)

X(j3)

Decoder

X̂(k)

X(j4)

Decoder

j1 6= j2 6= j3 6= j4 and {ji}1≤i≤4 = J(k)

R(k)|(ji) = S(k)

Figure 1.7 – Source coding with different side information at decoders propose by Sgarro [77]. Note
that due to maintaining the connection with interactive coding, the scheme is shown for asymmetric
case, i.e., the recovered side information source is available at the decoder, but [77] proves the results for
symmetric encoding as well.
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Compound conditional source coding
Draper and Martinian [27] proposed the first version of interactive coding from an information-

theoretic perspective. In their approach, named compound conditional source coding, they do not make
any distinction between transmission and storage and similar to [77] the server transmits the same
stored bitstream to all users. Therefore, in a compound setting each source is compressed according
to the worst-case joint distribution between the source under compression and the sources which are in
J(k) (user is allowed to navigate from them to the source). The authors prove that same result as in (1.13)
and (1.14) can be stated for compound conditional coding. The scheme of this coding scheme is shown
in Fig. 1.8.

Offline Encoder
X(k)

S(k)

{X(j)}j∈J(k)

R(k)|(j∗) = S(k)
X̂(k)

X(j∗)

Decoder

j∗ ∈ J(k)

Figure 1.8 – Compound conditional source coding proposed by [27].

Sequential Massive Random Access (SMRA)
Although the storage rate (1.13) sounds logical because the offline encoder is not aware of the sources

that users will request, the transmission rate can be improved because the server knows the user’s pre-
vious requests during delivery of data. By using incremental codes and considering an online extractor
module, authors in [70, 28, 30] show that the knowledge of current and previous user’s request can be
used during data delivery to send the data at the optimal rate:

R(k)|(j∗) = H(X(k)|X(j∗)). (1.15)

The encoding steps are as follows:

1. The encoding graph is equal to the navigation graph. For each source X(k), the offline encoder
uses the neighborhood J(k) defined by the navigation graph and sorts the sources in J(k) by an
ordering mapping function

π(k) : J → [1, J(k)]

j 7→ π(k)(j)

such that

H(X(k)|X(π−1
(k)(1))) ≤ ... ≤ H(X(k)|X(π−1

(k)(m))) ≤ ... ≤ H(X(k)|X(π−1
(k)(|J(k)|)))

where m denotes the order of a particular source index j : m = π(k)(j). Finally, the encoder f(k)
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provides an incremental codes that stores the bitstreams corresponding to the ordered sources
as in (1.1). The existence of such incremental codes is proved in [70, 28, 30]. In practice, this
encoding function can be achieved using rate-adaptive incremental codes such as low-density
parity-check (LDPC) accumulate (LDPCA) codes [97] and protograph-based LDPC codes [109].
The average storage cost per source for compressing all subgraphs is:

SSMRA = 1
L

L∑
k=1

max
j∈J(k)

H(X(k)|X(j)) (1.16a)

≥ H(Venc) (1.16b)

where (1.16b) holds because in model-based coding the encoding graph is equal to the navigation
graph.

2. Upon user’s request, the online extractor is aware of the previous user request. The extractor
function (1.2) extracts the exact amount of bitstream that is needed based on what user has in
the memory. Considering the same sequential request of user u in (1.6), the transmission cost per
requested source is

RSMRA
u = 1

|Iu|

|Iu|∑
t=0

H(X(it)|X(i(t−1))), where Xi0 = ∅. (1.17a)

≈ H(X(i1), X(i2), ..., X(i|Iu|)) (1.17b)

= Roracle (1.17c)

where same as (1.11b), the approximaiton of (1.17b) is because usually, the dependency between
sources are Markov chain of order one.

3. The decoder function (1.3) decodes the requested source using the received bitstream and what it
has in the memory. In practice the decoding function can be achieved with LDPC iterative Belief
Propagation (BP) decoding.

Note that there is no obligation for the elements of J(k) to be single sources and they can be combi-
nation of multiple sources as well. For example, if the user is allowed to navigate from sources X(l) and
X(m) to X(k), then the set J(k) can be J(k) = {l,m, {l,m}}. This means that not only each source can
be used alone as SI, but also their joint distribution can be used as SI. Note that this doesn’t have any
impact on storage cost because

H(X(k)|X(l), X(m)) ≤ H(X(k)|X(l))

H(X(k)|X(l), X(m)) ≤ H(X(k)|X(m)).
(1.18)

Therefore,
S(k) = max

(
H(X(k)|X(l)), H(X(k)|X(m)), H(X(k)|X(l), X(m))

)
= max

(
H(X(k)|X(l)), H(X(k)|X(m))

)
.

(1.19)

The advantage of combining sources is that it not only has no storage overhead but can also reduce
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the transmission rate because according to (1.18) this joint distribution can decrease the entropy if both
sources X(l) and X(m) are available at the decoder. The result can be extended to multiple sources
similarly.

Using this property, we can extend the results to higher-order Markov chain dependencies between
sources without having any overhead on the storage. Let F(k) denote the family of any possible combi-
nation of source indices except k with at least one index of J(k) in each combination (J(k) ⊂ F(k)). More
specifically, the difference between J(k) and F(k) is that J(k) restricts itself to the navigation structure
Gnav and contains only the indices of the sources which users are allowed to navigate from them to
source X(k) while F(k) is a set of subsets which contains any possible combination of source indices. If
we encode the source X(k) with respect to F(k) rather than J(k), we have

SSMRA = 1
L

L∑
k=1

max
j∈F(k)

H(X(k)|W(j)) (1.20a)

= 1
L

L∑
k=1

max
j∈J(k)

H(X(k)|X(j)) (1.20b)

where W(j) is the combination of sources which their indices are the j-th element of F(k) and (1.20b)
holds due to (1.19). The transmission rate per requested source is:

RSMRA
u = 1

|Iu|

|Iu|∑
t=0

H(X(it)|X(i1), X(i2), ..., X(i(t−1))), where Xi0 = ∅. (1.21a)

= H(X(i1), X(i2), ..., X(i|Iu|)) (1.21b)

= Roracle (1.21c)

where (1.21a) holds because any possible combination of sources is an element of F(k). Therefore, the
approximation of (1.17b) turns into an equality for higher-order Markov chains. This shows that with
no storage overhead, one can achieve the optimal rate as an oracle coder with SMRA. It is worth noting
that although considering all combinations for encoding a source has no storage overhead and improves
transmission rate, it increases the complexity of the encoding and decoding functions. Later in Chapter 4
we will explain what combination of sources must be exploited depending on the imaging modality that
is used.

1.2.3 Different compression schemes for interactive communication at a glance

Consider an oracle coder as the baseline defined as a non-interactive coder which knows the user’s
request in advance or as a coder that encodes all sources in the database jointly (to have optimal storage
size) and upon user’s request, it decodes the compressed stream, re-encodes only the requested part,
and transmits it to the user (to have optimal transmission rate). Comparing SMRA and the tile-based
approaches, it can be observed that SMRA can achieve the optimal transmission rate of the oracle en-
coder, while the tile-based approach is suboptimal in terms of the transmission rate. As for the storage,
both approaches experience storage overhead, but no ordering of the two storage costs can be done.
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The ordering depends on the source statistics. Comparing the results with the exhaustive storage ap-
proach reveals the fact that both SMRA and exhaustive storage have the same performance in terms
of transmission rate, which is equal to the optimal transmission rate of the oracle coder. Nevertheless,
SMRA can achieve much lower storage cost than the exhaustive storage approach (maximum entropy
for SMRA vs sum of entropies for exhaustive storage). Comparing SMRA with compound conditional
coding, one can see that both have the same storage overhead, but the SMRA approach can achieve the
transmission rate of the oracle coder.

The achievable rates of these interactive coding schemes are summarized in Fig. 1.9. For the tile-
based approach we depicted only the two extreme case of tiles: (i) i.e. each source is encoded separately
(number of tiles is equal to the number of sources in the database). (ii) all sources are jointly compressed
(1 tile). For tile size in between, the performance depends on the source statistics.

1
L
H(X(1), ..., X(L))

1
L

∑L

k=1

∑|J(k)|
j=1 H(X(k)|X(j))

1
L

∑L

k=1H(X(k))

1
L

∑L

k=1 maxj∈J(k) H(X(k)|X(j))

1
|Iu|
∑

i∈Iu
maxj∈J(i) H(X(i)|X(j))

1
|Iu|
∑

i∈Iu
H(X(i))

1
|Iu|

H(X(1), ..., X(L))

1
|Iu|

H(X(i1), X(i2), ..., X(i|Iu|)
)

Storage
(S)

Transmission rate (Ru)
0

Tile-based: each source is coded separately
(L tiles)

Exhaustive storage

Tile-based: all sources are jointly encoded
(1 tile)

SMRA
Compound conditional

coding

Oracle coder with
re-encoding ability

Figure 1.9 – Achievable rates for each interactive compression scheme. The database has L sources and
the user requests a sequence Iu of sources as in (1.6).

1.3 Image modalities for interactive compression

After reviewing the theoretical bounds of different coding schemes in Section 1.2, we now study
existing solutions proposed for different image modalities that are well suited for interactivity. A generic
representation of interactive image modalities is 2D images. Therefore, these imaging modalities are
usually mapped onto 2D images (if they are not already represented in 2D) to be compressed. In this
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section, we introduce three interactive imaging modalities, and then we review existing coding schemes
that allow interactivity for each modality. The problem formulation for interactive compression of 2D
visual data will be discussed in the next chapter (Section 2.2).

Part of the past works have focused on multiview visual contents for FTV systems in which the user
is able to navigate between views. Nowadays, omnidirectional contents and 3D models have gained a
lot of interest to be used as interactive media. In this section, for the sake of completeness, we briefly
review some of the coding schemes proposed for interactive communication of FTV. We then review
compression schemes used for omnidirectional images and texture maps of 3D models which are the
main focus of this dissertation.

1.3.1 Multiview for FTV

A tile-based approach is used in [53] to encode multiview images capturing a static scene. In par-
ticular, the multiview navigation domain is partitioned into segments. Then each navigation segment
is encoded and stored independently of the others on a server. Upon sending a navigation segment,
the user can navigate freely in the segment without any further data request to the server. The server
transmits additional data only when the user moves to a different segment.

In [15, 14], a compound conditional coding scheme is proposed for intearctive compression of mul-
tiview videos. More precisely, a Distributed Source Coding (DSC) solution is used to merge multiple
decoding paths (each with a different predictor) into an identical reconstruction. This technique is called
merge-frame (M-frame) and is used to avoid error propagation (coding drift) in the subsequent frames.
Then, the compound conditional coding scheme is used to exploit the worst-case correlation between
the set of potential predictor frames and the target frame.

In [24], another approach to achieve M-frame is proposed using a piecewise constant function as
the merge operation. In this technique, the difference between the set of predictors and the M-frame
is coded using an optimized type of exhaustive storage. More precisely, to avoid storing all possible
navigations, rate-distortion optimization techniques are used to choose whether a frame must be coded
independently or with the M-frame technique. Later, this technique is extended for interactive light
field streaming [57]. To do so, by proposing an interaction model, typical user navigation tendencies are
taken into account to store only navigations that are highly likely to be requested by the user. Then, a
greedy algorithm is proposed to find redundant frame structures while minimizing a weighted sum of
expected transmission cost and storage.

1.3.2 Omnidirectional content

Omnidirectional or 360◦ images/videos are spherical visual signals that can represent the scene from
one point with full 360◦ Field of View (FOV). These contents are becoming increasingly popular as
they offer an immersive experience in virtual environments. Although these images are modeled as
spherical images [56], a single omnidirectional camera sensor with a full 360◦ FOV does not exist in
practice. Therefore, commercial omnidirectional cameras consist of multiple sensor systems in which
their images are stitched together to provide the final 360◦ image [88].
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Before speaking about interactive compression, we discuss here the specificity of 360◦ image modal-
ity. For that, we start by presenting different 2D representations that exist for these contents and we
then review the drawbacks of these 2D representations in terms of compression. Finally, we review the
current solutions that are proposed for their interactive compression.

1.3.2.1 Omnidirectional content representations

The output of the stitching process, which in principle is a spherical signal, is often projected onto
one or multiple 2D planes. The planar representation allows re-using latest technologies (which are
optimized for the 2D planar video) to compress, store and transmit the 360◦ contents. Different repre-
sentations have been proposed, such as equirectangular, cube map, rhombic dodecahedron, etc. [13]. In
the following we review the most commonly used representations.

Equirectangular projection. The most popular mapping for 360◦ images is the equirectangular (also
called equiangular) projection which samples the spherical signal based on an equiangular grid of lon-
gitude (∈ [−π, π)) and latitude∈ [−π/2, π/2] values. More specifically, it maps the equidistant meridians
and equidistant circles of latitude to an image plane where rows represent the circles of latitudes and
columns represents meridians [85]. This can be seen as unfolding the sphere along a meridian seam
that connect the north pole to the south pole (see Fig. 1.10). For compression, the equirectangular repre-
sentation is fed into conventional 2D compression tools to compress the signal. The main drawback of
this projection is its horizontal oversampling near the poles of the sphere which stretches the shape of
objects around this area and results in large shape distortion.

Cube map projection. Another projection that is often used to represent 360◦ contents is the cube map
projection in which the sphere is circumscribed by a cube [58]. Then, the sphere is projected onto the
faces of the cube using a radial projection. Fig. 1.11 shows this projection. To store the data, the faces
of the cube are packed together into one planar image and then compressed using conventional 2D
compression tools. Facebook reported that cube map projection reduces file size by 25 percent against
the equirectangular projection [44].

Dyadic projection. To solve the horizontal oversampling problem of equirectangular projection, dyadic
projection is proposed in [110]. In this projection, they halve the horizontal resolution for areas where
the absolute of latitude values is greater than or equal to π/3.

Rhombic dodecahedron projection. Authors in [35] propose a rhombic dodecahedron projection. As
shown in Fig. 1.12, a circumscribed rhombic polyhedron of the sphere is constructed such that the center
of each rhombus touches the sphere surface. Then the 12 rhombi are projected on the sphere surface us-
ing radial projection to have 12 equal area spherical rhombi on the sphere. Then, to have a finer uniform
sampling, each spherical rhombus is subdivided hierarchically using a skew great circles technique. Fi-
nally, for compression, the 12 rhombi are packed into 4 rectangular planes with 4× 3 arrangement, and
each plane is compressed separately.
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(a)

(b)

(c)

Figure 1.10 – Equirectangular projection. (a) spherical image. (b) Unfolding along a meridian seam
to generate equirectangular image. (c) Equirectangular projection. The original image is taken from
"Ansgar Koreng / CC BY-SA 4.0":https://fr.wikipedia.org/wiki/Fichier:Oberkaisern,_Ellmau,
_Tirol,_360x180,_160620,_ako.jpg.

1.3.2.2 Drawbacks of 2D representations

To achieve good compression performance, a 2D projection must satisfy the three following prop-
erties. First, (i) the projection should lead to the same distortion and the same image statistics as the
ones induced by perspective projection, such that the projected images have the characteristics which
the conventional 2D video coders have been optimized for. Second, (ii) the sampling should be uniform
on the sphere, to achieve fair rate-allocation. Finally, (iii) the connectivity between neighboring samples
on the sphere should be preserved after projection, to better exploit spatial dependencies.

(i) Same statistics as perspective projection. The traditional 2D compression tools are optimized for
images which are captured by perspective cameras. To preserve their encoding efficiency for compres-
sion of the spherical contents, the mapping between the 2D representation and the sphere must be an
isometric isomorphism. This means that the mapping must be a distance-preserving transformation
that preserves the shape of the objects. In other words, to have the same encoding performance as we
expect in perspective images, the objects should have the same shape in both the perspective image and
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Figure 1.11 – Cube map projection. (a) A sphere is inscribed in a cube. (b) Packing of the 6 faces into one
2D rectangular plane.

spherical image. However, an interesting theory proven by Carl Friedrich Gauss states that there exists
no mapping between a 2D plane and a sphere that preserves the statistics. More precisely, the theorem
is stated as follows:

Theorem 1 (Gauss’s Theorema Egregium [61]). The Gaussian curvature of a surface is preserved by isometry.

This implies that if two surfaces do not have the same curvature, there is no isometry between them
[18]. As a consequence, a sphere which has a curvature value of 1 cannot be displayed on a "flat" 2D
plane (with 0 curvature) without distortion, or vice versa. A comprehensive review of visual distortion
in spherical content is given in [1]. The existence of this distortion states that the 2D representation of
a sphere cannot have the same statistic as a perspective image thus traditional 2D encoding tools lose
their optimal performance when they are encoding spherical images.

(ii) Uniformity of the sampling. An ideal representation positions the pixels such that the number of
stored pixels in the representation participating in viewport production be almost equal to the number
of pixels in the viewport. For instance, if the viewport has 10000 pixels, it should almost require 10000
pixels of the stored representation file. A useful visual method to analyze the uniformity of spacing
between different projection types is to use saturation maps [9]. A saturation map shows a color-coded
ratio of video pixel density to display pixel density for each direction the viewer is looking at. Note that
saturation is highly dependent on the size of the image as well as the resolution of the viewport and
we can change the overall colors on a saturation map by increasing the resolution of the representation.
Therefore, an ideal representation is a representation that has less variation, i.e., it must have uniform
color in the saturation map as much as possible.

The saturation maps for the two most commonly used representations, i.e., equirectangular and cube
map representations, are shown in Fig. 1.13. As can be seen, in the equirectangular projection there are
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(a) (b)

Chop the fish into five pieces Merge head and tail

(c)

Figure 1.12 – Rhombic dodecahedron projection. (a) A paper model of rhombic dodecahedron (special
thanks to Joachim Wiest for providing this paper model). (b) A sphere is inscribed in a rhombic dodec-
ahedron. Each rhombi is projected on the surface of the sphere using radial projection . (c) Packing into
4 rectangular planes for compression.

too many wasteful pixels around the poles and on the contrary, the equator has too many few pixels
compared to the poles. In the cube map representation, one can see the improvement with the removal
of the wasteful areas around the poles, but the variation of pixel densities is high around the equatorial
region.

(iii) Connectivity preservation. A sphere is a closed surface, i.e., a surface that has no boundaries. There-
fore, any projection of a surface into the 2D plane (which are not closed by their nature) imposes dis-
connectivity in some regions of the spherical content. For example, in the equirectangular projection the
vertical boundaries which are far from each other in the 2D image are highly correlated because they are
connected on the sphere surface, or in the cube map projection as can be seen in Fig. 1.11b, there is no
continuity between the upper and lower parts around the centerline of the image. The dis-connectivity
in rhombic dodecahedron is also obvious due to the fact that it projects the spherical signal into four
different 2D planes. By losing these connectivities, the encoder is not able to exploit the spatial depen-
dencies, which is a vital operation in 2D compression schemes and this results in a performance drop of
the compression tool.
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(a) (b)

Figure 1.13 – Saturation maps for the equirectangular and cube map representations taken from [9].
Green indicates an optimal pixel density ratio that is near 1:1. Red, orange and yellow indicate insuf-
ficient density (too few projected pixels with respect to the pixels on the sphere), and blue indicates
wasted resources. (a) Equirectangular representation. (b) Cube map representation.

To sum up, all the 2D projections listed in Section 1.3.2.1 fail to meet simultaneously these three re-
quirements (see Table 1.2 for more details). For these reasons, there is the need to redesign conventional
video coders to adapt to the characteristics of spherical contents.

Table 1.2 – Characteristics of different 2D representations in 360◦ contents

projection cube map
[58, 44]

rhombic
[35]

equirect.
[85]

dyadic
[110]requirement

(i) same statistics as
perspective projection almost Yes No* No No

(ii) uniform sampling
on the sphere No almost Yes No approx. Yes

(iii) connectivity preservation No No No No
* Due to fitting rhombi to rectangles

To cope with these drawbacks, one approach is to extend the 2D plane compression algorithm and
take into account the 3D geometry. For instance, new motion compensation predictions are proposed in
[25, 99, 100]. In [25], instead of applying block matching on the equirectangular domain, the motion is
modeled as a translation on a plane tangential to the sphere and the block matching is performed among
all motion vectors on this tangential plane. In [99] the authors propose a rotational motion model to
perform motion compensation. For that, they map the center of the coding block in the equirectangular
domain on to the sphere. Then, they apply a radial search pattern around the center of the block by
shifting the longitude and latitude values and the rotation corresponding to this shift is computed.
Finally, all neighboring pixels in the block are rotated with the same rotation and mapped back to the
reference frame in the equirectangular domain. Later, the authors extended this idea for the case when
the camera has translational motion [100].

Another approaches focus only on the transform coding of the content (no prediction is used to
further remove the spatial correlation within the image). In [67], a graph-based coder adapted to the
spherical surface is proposed for equirectangular projection. This graph transform compensates for the
non-uniform sampling by weighting the graph with the geodesic distance between samples. In [94], by
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proposing a redundant dictionary of atoms living on the 2D sphere, the geometry of the data is taken
into account. Then, the matching pursuit algorithm is used to choose atoms from the dictionary. Finally
the sorted atoms are quantized using an adaptive quantization.

We can see that all these methods compensate for some of the drawbacks of the projection but do
not handle all of them. Later in Section 4.2 we propose a spherical compression scheme that performs
all processing operations directly on the sphere.

1.3.2.3 Interactive communication of 360◦ contents

In the spherical visual contents, users can freely observe the surrounding area by means of HMDs
or hand-held pointing devices as with the Google Maps Platform. When a user watches a 360◦ video in
direction θ, at each time only a portion of the whole spherical content is displayed on the user’s viewport.
This viewport (shown in Fig. 1.14a) is the projection of the spherical image onto a plane perpendicular
to the direction the user is pointing to (θ), and is tangent to the sphere. It can be generated by placing a
virtual camera at the center of the sphere and rendering the spherical video in its FOV.

(a) (b)

Figure 1.14 – Viewport requested from a 360◦ visual content. (a) An example of a viewport (in blue)
requested by the user. The viewport plane is tangent to the sphere at the viewport center. The user
direction is shown with a green line inside the sphere (from the sphere center to the viewport center).
(b) An example of a portion corresponds to a request of full HD viewport with FOV of 110◦. A request
of a the viewport corresponds to a small portion of the spherical content.

With today’s technologies, available HMDs on the market provide up to 4K (HP Reverb VR headset 1)
or 8K (Pimax 8K VR Headset 2) viewport resolution with around 110◦ to 220◦ of FOV, which covers
only around 15%-40% of the whole spherical content (Fig. 1.14b). This means that to provide a high
feeling of immersion the original spherical content should be stored with resolution 12K or higher [20].
Consequently, compression of this data must be performed interactively so that only the portion of
the data that the user needs can be extracted from the compressed data. To relate the subject to the
formal definition given in Section 1.2.1, it can be said that the user moves smoothly within the content
and cannot make sudden jumps in the content. This allows the system to know the set of possible

1. https://www8.hp.com/us/en/workstations/mixed-reality-headset/index.html
2. https://pimaxvr.com/products/8k
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next requests per request. We explain in more details the definition of sources and navigation graph
constraints in 3.

A number of viewport-dependent streaming, also called viewport-adaptive or viewport-aware, schemes
have been proposed to exploit this fact. In contrast to the viewport-independent 2D representations (dis-
cussed in Section 1.3.2.1) in which the whole content representation is transmitted, these representations
consider the FOV and try to transmit (as much as possible) the needed information requested by the
user. These approaches are divided into two categories: The approaches that rely on Quality Empha-
sized Region (QER) and the ones that are based on tile-based approaches. It is worth noting that all
these approaches use classical predictive coding technique (see Section 1.2.2.1) to compress the data.

In the tile-based approach, the video is split into interdependently decodable parts (tiles) and each
tile is encoded separately. In [62], the system guesses the next user request using a head movement
prediction system, and then the server transmits only the tiles (in the equirectangular domain) corre-
sponding to the request. In [113] the tiles containing visible area are transmitted in high quality and
the other tiles are streamed in low-quality level. Other works reduce the transmission rate from the
network perspective by considering the interactive information to choose the best tile configuration to
download at the client’s side. For example, a navigation-aware transmission strategy is proposed in
[68] to optimize user viewport quality while respecting the network bandwidth. Representations other
than equirectangular are also considered. A cube map representation with tiles is proposed in [89]. In
[39] along with the video, the underlying 3D geometry of the sphere is also divided into six 3D sub-
meshes (called hexaface) with a unique identifier. Then, a mapping between the tiles in the video and
sub-meshes is defined using the MPEG-DASH-SRD.

One problem with tile-based approaches is that the video at the user’s side must be reconstructed
from independent tiles. This can increase the latency [20]. To solve this problem, QER-based approaches
are proposed. This scheme can be considered as a variant of the exhaustive storage scheme in which a
certain area is favored in the representation with higher quality than the rest of the spherical regions. As
an example, a pyramid projection is proposed in [44]. In this projection, the spherical content is mapped
to multiple pyramids (30 pyramids in different directions) where the base of each pyramid presents a
pre-defined viewport in higher resolution and the rest of the pyramid represents the non-viewport part
in lower resolution. Upon user request, the pyramid whose base is closer to the user’s viewing direction
will be transmitted to the user. A similar approach is proposed with the truncated square pyramid which
uses quadrangular frustum pyramid [5]. In [20] the authors show that among different geometrical
layouts with QER property which are used for spherical-to-plane projections (equirectangular with 8x8
tiles, cube map, pyramid, and dodecahedron), cube map projection offers the best quality for a given
bit-rate budget. It is worth noting that although these schemes reduce the transmission cost, they lead
to high storage overhead due to the overlap between QER in different directions.

1.3.3 3D model texture

With the recent development of 3D scanning technologies, 3D models have been finely detailed. This
has made the 3D representation a trending media format for novel applications, such as architectural or
historical heritage presentation [59], virtual reality [48], etc. As a result, the ability to store and transmit
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these content easily through networks has attracted great attention in both academia and industry. A 3D
model is usually represented by 3D meshes (shown in Fig. 1.15) where a mesh contains some geometrical
information and several texture/atlas maps. The geometrical information consists of some 3D vertices
and their corresponding topology (connectivity among elements usually represented by triangles), as
well as optional attribute information such as normals, colors, etc. To make the rendering more realistic,
usually, giant 2D texture maps such as the diffusion, specular and bump maps are applied on mesh
surface to present material properties, high-frequency details, etc.

(a) (b) (c)

Figure 1.15 – Components of a 3D model. (a) A 3D model. (b) The triangular mesh and (c) its texture
atlas.

The compression of 3D mesh geometry has been widely studied. A survey of such methods can be
found in [51]. Since the focus of this thesis is on compression of imaging modalities, in the following
we briefly review the available techniques exist in compression of mesh geometry for the sake of com-
pleteness. In general, the compression of the mesh geometry can be categorized into static mesh and
dynamic mesh compression approaches. Static mesh compression approaches by themselves are di-
vided into three categories: single-rate algorithms try to build a compact representation of an input mesh.
In progressive algorithms, as in [54], the input mesh is iteratively decimated until a base mesh is generated.
This provides a successive levels of details for the input mesh in which a coarse version of the mesh can
be quickly displayed to the user and as more data are decoded, this coarse mesh is then progressively
refined. Random-accessible algorithms like [50] allow decompressing only the required parts of the mesh
to avoid the need to load and decompress the full model. On the other hand, dynamic mesh compression,
also known as mesh sequence compression, can be classified into two types: the approaches that try to
compress temporally coherent mesh sequences in which each frame has the same number of vertices
and connectivity and the ones that try to compress temporally incoherent mesh sequences like [107] that
have variable connectivity.

The textural information generally consists of a giant image describing the whole texture informa-
tion. While the compression of textures from the perspective of rendering systems has been thoroughly
studied [7, 43], the texture compression from the perspective of transmission or storage is almost over-
looked. The former aims at compressing the texture maps to reduce the memory usage at the run-time
and to provide the ability to render directly from the compressed textures loaded in rendering systems
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(having fast access to image pixels in graphics processing unit). The latter compresses the texture for
storage and transmission, i.e., to reduce download or disk size.

Figure 1.16 – An example of user’s navigation around the 3D model (left), what he observes at a given
instant (center), and the corresponding visible blocks V (in red) in the atlas (right). For better visibility
of the blocks, the black background area is turned into white in the atlas.

Up to now, traditional still image compression schemes such as JPEG [101], are often used for storing
texture maps. Although such approaches may provide up to 50:1 compression rate for texture maps of
the meshes [43], they are not optimal yet for this type of content because of the two following reasons.
First, a texture image is usually defined as an atlas of texture patches, with a flat/smooth background (see
Fig. 1.15(c)). Even if optimizations of the patching arrangement have been proposed to lower the back-
ground size [6, 34, 98, 108], the projection of the texture content onto a 2D image introduces unavoidable
artificial edges, and this leads to a rate overhead when the encoding is performed with a regular image
coder. Second, the atlas encoder inherits its property from conventional coder, i.e., the whole image
has to be decoded. Nevertheless, this is not desirable since during user navigation in the scene only a
subpart of the 3D model, and therefore part of the atlas, is usually observed at a given time during the
rendering(Fig. 1.16). It would be much more efficient in terms of rate or memory load if only the needed
part of the model could be decoded, as pointed in [81].

1.4 Summary

In this chapter, we first introduced the problems that exist in interactive compression of data. Then,
with the help of a navigation graph structure that introduces the possible set of navigation per request,
we proposed a framework to revisit different interactive coding schemes from a theoretical perspective.
More specifically, by making a distinction between storage and transmission rates, which is a critical
property in interactive compression, we analyzed the transmission and storage theoretical bounds that
are achievable in each approach. In general, the existing solutions for interactive compression can be
divided into two categories. The first is the classical approaches which are based on predictive coding
of the data. The second category is the methods that use model-based coding to provide interactive
compression.

The predictive coding scheme by nature is not efficient for interactive coding as it imposes a fixed
pre-defined encoding and decoding order of sources. To support interactivity, this scheme is modified by
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Table 1.3 – Performance of different interactive coding schemes.

Predictive coding Model-based coding
Tile-based Exhaustive storage Compound conditional SMRA

Storage rate Not optimal High storage overhead Reasonable storage overhead Reasonable storage overhead
Transmission rate Not optimal Optimal* Not optimal Optimal*

* Optimal for interactive coding, i.e. as an oracle coder

one of the two following methods: tile-based approach or exhaustive storage approach. The tile-based
approach provides interactivity by partitioning the data into separated parts. Let’s consider an oracle
coder as the baseline defined as a non-interactive coder which knows the user’s request in advance
or as a coder that encodes all sources in the database jointly (to have optimal storage size) and upon
user’s request, it decodes the compressed stream, re-encodes only the requested part, and transmits
it to the user (to have optimal transmission rate). The tile-based approach is neither optimal in terms
of storage rate nor transmission rate. This is mainly because by splitting the database into separate
pieces, some dependencies between sources that could help to have better compression are lost. This
approach is also inefficient for transmission because more sources that what is needed are transmitted.
To achieve optimal transmission rate, exhaustive storage is proposed in which all possible navigations
are compressed separately. However, this method imposes a very high storage overhead.

The model-based coding scheme is a good alternative to the classical predictive coding approaches
of interactive compression. This coding scheme inherits its power from DSC. The first version of this
coding scheme is compound conditional coding where a source is compressed with respect to a set of SI
sources knowing that one of them is available at the decoder. The compression is performed according
to the worst SI (less correlated). An interactive coding scheme based on the compound scheme does not
make distinction between storage and transmission, and it results in a small overhead for both storage
and transmission rates with respect to the oracle scheme. Therefore, even if a better SI is available at
the decoder, the system still transmits the information according to the worst-case SI. Recently, SMRA
approach was proposed and it is proved that by the help of incremental codes, we can perform better
in terms of the transmission rate. Therefore, with the same storage overhead as compound conditional
coding, we can achieve the optimal transmission rate with SMRA. A summary of the performance of
each method is given in Table 1.3.

We then studied the existing solutions proposed for different interactive imaging modalities. For
that, we mostly focused on omnidirectional contents and texture images of 3D models which are tack-
led in this dissertation. We first reviewed existing suggested 2D representations for omnidirectional
contents and their drawbacks in compression. We then studied different approaches that are currently
used for their interactive compression. For texture maps of 3D models not much has been done for in-
teractive compression of such images, and often the entire image is compressed and sent upon request.
One can notice that all practical solutions proposed so far for interactive compression of these contents
rely on classical predictive coding which is unfortunately not optimal neither in terms of storage rate nor
transmission rate. However, the theoretical results of SMRA show that we can expect no transmission
rate penalty with reasonable storage overhead. The focus of this dissertation, which will be discussed
in later chapters, is to fill this gap by providing a generic interactive compression scheme that can deal
with various image modalities.
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CHAPTER 2

EVALUATION FRAMEWORK WITH

VIEW-DEPENDENT TRANSMISSION

The immersive visual experience is obtained by allowing the user to navigate in the visual content.
Usually, these contents are mapped onto 2D images for presentation. These data are stored in high res-
olution and need a large amount of memory on the server to store them. However, the transmission
depends on the user, and only the spatial region requested by the user is sent to prevent wasting net-
work bandwidth. Splitting the rates into storage and transmission has not been formally considered
in the literature for evaluating interactive compression algorithms of 2D images. In this chapter, we
first formulate the compression problem of interactive 2D visual contents by extending the result of
Section 1.2.1 to 2D images and considering lossy compression. This formulation will be the basis for
the rest of this dissertation. We then propose a framework to evaluate the interactive coding efficiency
while discriminating between storage and transmission rate and taking into account the user-dependent
requests. This brings the flexibility to compare different coding methods based on the storage capacity
on the server and the network bandwidth of users.

The organization of the chapter is as follows. After giving the motivation, with the help of Sec-
tion 1.2.1, we reformulate the interactive coding problem for 2D imaging modalities. We then explain
the proposed evaluation framework. Finally, we illustrate the evaluation methodology using the exist-
ing classical coding schemes on 360◦ content.

2.1 Motivation

The first step before presenting any method to compress different interactive imaging modalities is
to provide a framework for comparing different methods. We have already introduced two important
components of interactive compression, namely storage S (the amount of data stored on the server), and
transmission rate R (the amount of data sent to the user). However, these interactive visual data, which
are represented with 2D images, are often lossily compressed. Therefore, a distortion D of the images
(quality of the view displayed to the user) should also be considered in the evaluation process.

Despite several contributions that have been made to improve user-dependent compression of inter-
active 2D media, there is no proper evaluation framework to compare different coding schemes. This
might be explained by the fact that the proposed methods (see Section 1.3) rely on classical 2D compres-
sion standards. Therefore, the evaluation of these coding schemes still relies on classical 2D metrics.
For instance, the classical rate-distortion (RD) plots are used for the evaluation in [110] because the

35



Part , Chapter 2 – Evaluation framework for interactive 2D visual contents with user view-dependent transmission

whole 360◦ content is sent to the user (R = S). They state that to have a proper evaluation for the
quality of experience, the distortion must be computed on the viewport shown to the users. They showed
experimentally that the computation of the average users’ viewport quality can be approximated by
a weighted spherical Peak Signal-to-Noise Ratio (PSNR). In [96], again the whole 360◦ content is sent
(R = S), and the authors provide subjective quality evaluation and compare the results with a range of
objective quality metrics. In [39], a rate allocation strategy is proposed to lower the transmission rate,
therefore only R is considered and not the trade-off between R and D. In [112], the trade-off between
R and D, displayed with RD curves, and the sum of storage are used for the evaluation. However, the
trade-off between S and D is not considered. Moreover, to reduce the computational cost of comput-
ing the distortion on each requested viewports, they approximate the distortion using a set of discrete
viewing orientations that do not depend on the requests of the users.

To the best of our knowledge, none of the existing evaluation methods in interactive communication
consider jointly storage, transmission rate, and distortion. The goal of this chapter is to provide a frame-
work that can evaluate the efficiency of different interactive compression algorithms while considering
all these three criteria together. For that, we propose a user-dependent evaluation framework to compare
different compression methods in which the coding error is computed in the viewport shown to users
(same as [110]). Therefore, the distortion that users sense at their side is considered for the evaluation.
Moreover, the framework differentiates the transmission rate from storage. More specifically, we pro-
pose three metrics. First, we propose to use Bjontegaard metric [8] to compute average storage and
transmission rate saving for the same quality experienced by the user. Second, we propose iso points to
compare methods when the system must satisfy fixed constraints. Finally, we extend the Bjontegaard
metric by combining the transmission rate and storage to take into account further constraints in the
evaluation. The evaluation framework brings the ability to achieve a compromise between the capacity
of the server to store the data and users’ bandwidth.

2.2 Problem formulation for interactive compression of 2D visual

contents

Before describing the evaluation framework, we first formulate the compression problem of inter-
active imaging modalities represented in 2D. We extend the formulation explained in Section 1.2.1 to
2D visual data by considering mapping function for data representation and lossy compression. This
model is depicted in Fig. 2.1 for 360◦ contents and 3D models, and includes the three steps of interactive
compression: encoding (Section 2.2.1), extraction (Section 2.2.2), and decoding (Section 2.2.3).

2.2.1 Data model, projection and compression for storage on the server

For interactive visual media, the data Γ is first mapped onto a Euclidean space. One reason for this
mapping is that available coding schemes are mostly optimized to compress 2D image/video formats,
so the data is mapped onto 2D to be able to use these compression tools. The other reason is that this
2D Euclidean space can be used as a common representation to deal with various types of interactive
media. We denote this Euclidean 2D representation, also called the 2D image, by I . For instance, the
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The 3D model is
taken from [40].

3D model Texture map
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Figure 2.1 – Processing pipeline of compressing an interactive medium Γ. Mapping and encoding op-
erations are performed offline whereas extraction, decoding and viewport construction are performed
online, upon user’s request.

equirectangular projection of spherical images consists in uniformly sampling the spherical coordinates
(latitude and longitude values) and replacing them by euclidean coordinates: (u, v) ≈ θ, or texture
mapping of a triangular mesh consists in piecewise affine mapping of the 2D texture image to the 3D
mesh triangles defined by assigning (u, v) coordinates of the texture image to the vertices of the 3D
mesh. The mapping is denoted by

m : Γ 7→ I. (2.1)

Then, compression is performed with the encoding function f . To allow interactivity, the compres-
sion leads to a set of independently extractable bitstreams (b1, . . . , bn):

(f ◦m)(Γ) = (b1, . . . , bn) (2.2)

where ◦ stands for the composition of functions. The storage cost, i.e., the size of the data stored on the
server is defined as:

S = |f ◦m(Γ)| =
n∑
i=1
|bi| (2.3)

2.2.2 Bitstream extraction

A user’s observation with parameter θ triggers a request of a subpart of Γ denoted by γ(θ). For in-
stance, θ for spherical images denotes the user’s viewing direction determined by latitude and longitude
values of spherical angles, while θ for 3D models denotes the user’s position and viewing direction (6
DOF). Upon request, the server extracts parts of the stored bitstreams with indices i ∈ Iθ related to γ(θ)

gθ : (b1, . . . , bn) 7→ (bi)i∈Iθ
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and sends it to the user at rate
Rθ = |gθ(b1, . . . , bn)| =

∑
i∈I(θ)

|bi| (2.4)

where Rθ is called the transmission rate and Rθ ≤ S.

2.2.3 Bitstream decoding

At the user’s side, the received extracted bitstreams allow to reconstruct γ(θ), i.e., the requested
subset of the spherical content, with the decoding function hθ:

hθ : (bi)i∈Iθ 7→ ̂(m ◦ γ)(θ)

m−1 ◦ hθ : (bi)i∈Iθ 7→ γ̂(θ),
(2.5)

Note that due to lossy compression γ(θ) 6= γ̂(θ).

Finally, the viewport v(θ) is displayed to the user (Fig. 2.1). This image is generated by assuming a
virtual camera positioned at the center of the sphere (for spherical images) or the position determined by
the user (for 3D models) which orients towards user’s viewing direction. The viewport is the projection
result (denoted by φ) of γ(θ) onto this virtual camera’s image plane. Note that the size and resolution of
the viewport determine the subset γ(θ) of pixels requested.

To measure a realistic quality of experience at the user side, the distortion is measured on the image
displayed to the user [110]. Formally, the distortion is

Dθ = ||v(θ)− v̂(θ)||22 = ||φ(γ(θ))− φ(γ̂(θ))||22. (2.6)

This distortion is usually presented in terms of PSNR.

Both distortion Dθ and rate Rθ vary significantly with θ. Therefore, to be able to compare perfor-
mance between different methods, the expected values over all users’ requests are computed for these
quantities. Compared to classical 2D video/image coding, the use of expected values for these quanti-
ties is new and derives from user-dependent navigation. In general, for the same amount of storage S
and the same expected transmission rates Eθ(Rθ), a method which has lower expected distortion Eθ(Dθ)
is preferred. Therefore, unlike conventional 2D image/video evaluation methodologies in which 2D RD
plots are used for comparison, here we need to compare different interactive compression schemes with
3D Storage-Rate-Distortion (S-R-D) curves. For simplicity from now on we omit the term expected and
simply call S-R-D.

For 2D images, the lossy compression is usually achieved by quantizing the transform values of the
signal and the quantization indices are then coded with a lossless compression algorithm. By changing
the Quantization Parameter (QP) of the encoder, different qualities of the content are generated. It is
worth noting that since the only free parameter that is adjustable is the QP value, the S-R-D values
generate 3D curves rather than surfaces.
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2.3 Proposed evaluation framework

Performing a formal comparison between 3D curves is a difficult task especially when the curves
have different domains as is the case for typical S-R-D curves (see Fig. 2.2). We propose three ways to
compare methods based on the constraints imposed by the system.
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Figure 2.2 – Examples of S-R-D curves. Comparison between different methods is difficult in 3D. We
propose three solutions to compare between methods.

2.3.1 Average storage and transmission rate saving

Bjontegaard-Delta (BD) rate [8] is a commonly used metric as it performs a fair comparison between
two coding methods. More precisely, in this metric, a common PSNR range is determined, and the
average bitrate reduction/increase is computed for this PSNR range. We extend the BD measure for
storage and transmission rate by projecting S-R-D curves to R-D and S-D planes, and we name them
BD-R and BD-S respectively. The BD-S represents the average reduction/increase in the amount of
data stored on the server for the same PSNR range while the transmission rate is omitted. BD-R is
equivalent to classical BD-R and represents the average bit rate saving/increase in the same PSNR range
transmitted to each user while the storage is not taken into account. To evaluate different methods, the
pair (BD-R, BD-S) must be considered jointly. The geometrical interpretation corresponding to BD-R
(BD-S) is shown in Fig. 2.3 and it is computed based on the projection of the S-R-D 3D curve onto a
plane which is perpendicular to the ignored axis S (R).

It is worth noting that BD-R and BD-S have not been considered simultaneously so far. For instance,
the BD-R and the sum of storage over all stored data are considered in [112] to compare different interac-
tive coding schemes. However, although the storage is considered, the sum of the stored data size may
not cover the same range of distortion between different methods, which leads to an unfair comparison.
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Figure 2.3 – The geometrical interpretation corresponding to BD-R and BD-S. The S-R-D 3D curves are
projected on rate-distortion (in red) and storage-distortion (in green) planes, respectively. Then the
Bjontegaard-Delta (BD) rate is computed separately on each plane.

Introducing BD-S solves this issue because it considers the same range of PSNR for both methods.

Despite the benefits of (BD-R, BD-S) pairs, two problems can happen with this metric. The first one
is due to the fact that sometimes it is not clear how to compare between pairs. For instance, assume
(-20%, 10%) and (15%, -10%) for (BD-R, BD-S) pairs between two different methods (negative values
represent percentage saving w.r.t. the reference). Here the former performs better on average in terms
of transmission rate and the latter consumes less space on the server for the same PSNR. This problem
will be tackled in Section 2.3.3. The second problem is that BD represents the average performance, but
in some cases, constant metric bitrate rather than average bitrate must be satisfied. As a solution to this
problem, we propose iso values in the next subsection.

2.3.2 Iso values

Iso values can be used as an evaluation tool when the system must satisfy some constraints. For
instance, the service might be constrained to serve the clients with a minimum distortion level d. To
choose and compare the coding schemes, we introduce the iso-distorsion values:

{(Si, Ri, PSNRi)|PSNRi = d and i = indices of method}

where PSNRi is the PSNR value computed from distortion Di. To compute the isocurve, linear inter-
polation of the S-R-D curve is used.

Similarly, iso storage (iso transmission rate) can be proposed which shows the trade off between
distortion and transmission rate (distortion and storage) at the same storage (transmission rate). De-
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pending on what the constraints of the streaming system are (distortion or transmission rate or storage),
one can plot iso points and compare methods in iso values domain. This metric can be geometrically in-
terpreted as observing the 3D curves in a plane that is perpendicular to the coordinate axis of the entity
chosen as a constraint.

An example of iso distortion values is shown in Fig. 2.4. Comparing method A and B, which have
iso distortion values, reveal that method A consumes less bandwidth than method B and it needs lower
space on the server to store data. Therefore, method A is preferred over method B. Sometimes iso curves
do not help to determine which method is better than the other. For instance, in Fig. 2.4b method C takes
lower space on the server and method D performs better in terms of transmission rate.
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Figure 2.4 – Iso distortion metric for the analysis of immersive coding schemes. (a) Geometrical interpre-
tation of the metric can be interpreted as a plane perpendicular to the distortion axis. (b) Iso distortion
points: each point corresponds to the R,S performance of a compression method for the same fixed
distortion. Therefore, all points have the same distortion.

2.3.3 Weighted BD

To solve the ambiguities occurred with iso curves and (BD-R,BD-S) pairs, there is a need to adjust
the tradeoff between rate and storage. This can be done by introducing a weighted combination:

Eθ(Rθ) + λ · S (2.7)

where λ balances the importance between storage and transmission rate and is determined by appli-
cation constraints (a high value of λ means that storage is more important than transmission rate). As
shown in Fig. 2.5a, this mapping yields a projection of the 3D S-R-D curve onto the 2D plane defined
by the distortion D axis and the line S = λ · R. With the definition of (2.7), all points lied on a line
perpendicular to S = λ · R, are projected on the same value on Eθ(Rθ) + λ · S axis. This projection is
shown in Fig. 2.5b where the axis corresponding to Eθ(Rθ) + λ · S is depicted in blue. Examples of such
curves with different λs are shown in Fig. 2.5c and Fig. 2.5d. Then, from two such curves, a BD measure
can be computed. We call this metric weighted BD for the rest of this dissertation.
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The choice of the regularizer parameter λ is crucial, and may yield opposite conclusions when com-
paring compression methods (see Figs. 2.5c and 2.5d). We can also give an objective interpretation to
the regularization parameter. For instance, (2.7) can result from

α · Eθ(Rθ) + β · S (2.8)

where the regularizers α, β can be used to impose another criterion like delay time for each method.
For example, if β represents the time per byte that it takes to read the data from the hard drive on the
server and α represents the inverse of the bandwidth, then (2.8) represents the overall delay time which
consists of delay time for the server to read data from its hard drive plus the delay time for the data to
be received by the users through the network. By performing BD over this new metric we can compare
the delay time between two approaches over the same PSNR range.
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Figure 2.5 – Interpretation of weighted BD metric for the analysis of immersive coding schemes. (a) The
plane where S-R-D values are projected on. This plane is defined by the distortion D and the weighted
combination (2.7). (b) Projection of the S-R plane onto the new axisR+λS (in blue). (c) and (d) Projected
S-R-D curves for different λ where λ1 < λ2.

2.4 Experimental illustration

In this section, we illustrate the usefulness of the proposed framework with current solutions pro-
posed for interactive compression of 360◦ images. Four large size 8960x4480 equirectangular images
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from the SUN360 database [106] are considered in our experiments: two from indoor environments and
two from outdoor environments. Images are shown in Fig. 2.6.

(a) Image church (b) Image workshop

(c) Image plaza (d) Image pool

Figure 2.6 – 360◦ images used to illustrate the proposed evaluation framework. The first row shows the
indoor images and the second row shows the outdoor images.

As for the compression methods, we consider tile-based coding of equirectangular images with three
tile sizes (640x320, 1280x640 and 4480x2240) which partition the panoramic image into 14x14, 7x7 and
2x2 tiles respectively. We denote them by E. 14x14, E. 7x7 and E. 2x2 respectively in the following (E.
stands for the equirectangular projection because the tiling is defined on the equrectangular image).
Each tile is intra-coded independently using High Efficiency Video Coding (HEVC) compression tool
[86]. Upon user request, the server sends only the tiles related to the requested viewport. If any tile has
been sent already in a previous request, the server avoids sending the tile again. We also implemented
the cube map representation with two different face resolutions: 2560x2560 and 3008x3008 (the sum of
six cube faces of size 2560x2560 is almost equal to the panoramic image size). We denote them by C.
lower and C. higher respectively. Each cube face is encoded separately with HEVC intra-coding. Then,
the server sends only the cubes faces which participate in the production of the requested viewport.

Our proposed evaluation framework does not rely on a specific user navigation model: it simply
needs a set of user head position no matter how they are generated. We restrict our experiments to
images, but one can perform similarly with videos. Since there is no long duration navigation dataset
with large number of users for this image database, we simulate close-to-reality users’ navigation using
the probabilistic model explained in the following (Section 2.4.1).
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2.4.1 Simulation of user navigation for 360◦ contents

In particular, it is observed in [110] that users more frequently view areas around the equator (up to
latitude ±π/6) than the poles. Moreover, when users are moving their head by changing the longitude
and latitude angles, it is more likely for them to continue their previous direction rather than changing
the head movement to the opposite direction.

We simulate the user’s navigation using a markov chain probabilistic model of order one. For the
first request, the user’s viewing direction is initialized by sampling from a uniform distribution in the
interval [−π/6, π/6] and [−π, π] for latitude and longitude values, respectively. We then continue the
navigation by defining three probabilities p1, p2, p3, and a step ∆ per longitude and latitude random
variables. p1 is the probability of continuing the previous movement, p2 is the probability of stopping at
the current state and p3 is the probability of changing movement to the opposite direction while p1 > p3.
Note that ∆ can be positive or negative depending on in which direction the user is continuing his
previous movement. For example if for the latitude (longitude) angle, the previous direction is towards
increasing latitude (longitude), then ∆lat (∆lon) is positive, otherwise, it is negative. We then sample
from this discrete distribution for each longitude and latitude value. If the sample is generated from
p1 we continue the previous movement by adding ∆ to the previous value. If it is sampled from p2,
then the current value would be equal to the previous value. If the sample is generated from p3 we first
change the sign of step direction ∆ ← −∆ to change the previous movement direction and then add it
to the previous value.

For longitude values we used (plon1 , plon2 , plon3 ) = (0.983, 0.01, 0.007) with step ∆lon = 0.5◦ and for
latitude values we used (plat1 , plat2 , plat3 ) = (0.405, 0.59, 0.005) with step ∆lat = 0.3◦. We generate navi-
gation for 20 users where each has 600 requests (in total 12000 requests per image). The corresponding
color-coded heatmaps are shown in Fig. 2.7 in which colors represent the aggregated frequency of each
pixel (in the equirectangular domain) to be inside the viewport for the whole users’ navigations. One
can see that the proposed simulated navigations are similar to the real user’s navigation collected in
[19]. Finally, for each image, Eθ(Rθ),Eθ(Dθ) are computed by averaging over all users’ requests.

2.4.2 Storage and transmission rate saving

Intuitively, approaches with smaller tile size should perform better in terms of transmission, but be
less efficient in terms of storage. This is because small tiles bring more flexibility to send only the parts
which are requested, but larger tiles result in better encoding performance. The proposed (BD-R, BD-
S) criterion allows to assess quantitatively to what extent the tile size influences the tradeoff between
transmission rate and storage. For instance, the first two rows of Table 2.1 give the (BD-R, BD-S) pair
averaged over all images, where 7x7 tiling is used as a reference (positive values show they perform
worse than 7x7 tiling and negative values show they perform better). Interestingly, we observe that
when tiles are intra-coded the tile size influences much more the transmission rate (from∼-6% to∼32%)
than the storage (∼-4% to ∼10%).

Our proposed S-R-D characterization of the performance of an immersive coding scheme can also
be plotted in terms of joint R-D and S-D curves, as shown in Fig. 2.8 for two images church and plaza.
In this representation, we observe that the cube map approach saturates at high bit rates in both R-D
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2.4. Experimental illustration

(a) (b)

(c) (d)

Figure 2.7 – Color-coded heatmaps of the frequency of pixels observed in the user navigation simulated
by the proposed probabilistic model. Colors represent aggregated frequency of each pixel to be inside
the viewport. The frequency is increasing from red to yellow, i.e., yellow pixels participate more in view-
port generation. (a) Image church heatmap. (b) Image workshop heatmap. (c) Image plaza heatmap.
(d) Image pool heatmap.

and S-D curves. This can be explained by the fact that the original images are stored in equirectangular
format, and there is a loss in quality in the cube map approach, due to the extra projection from the
equirectangular to the cube map representation.

2.4.3 Iso distortion values

The proposed iso distortion values allow to compare schemes at a given operating point and can
help guiding the design of the compression scheme. For instance, one can evaluate the influence of the
face resolution on the performance of the cube map approach in Fig. 2.9 for two images church and
plaza. At low PSNR (33-34 dB), lower face resolution achieves a smaller transmission rate and storage

Table 2.1 – BD measures averaged over all four images. 7x7 tiling is used as a reference. The first 2 rows
are (BD-R, BD-S) pair. The last three rows are weighted BD computed over the same PSNR range for
(2.7).

.

E. 14x14 E. 2x2 C. lower C. higher
BD-R -5.67 % 27.71 % 28.74 % 32.03 %
BD-S 9.84 % -3.94 % 2.97 % 5.68 %

λ = 0.01 8.10 % -0.52 % 5.77 % 8.55 %
λ = 1e−3 1.21 % 13.37 % 17.10 % 20.14 %
λ = 1e−4 - 4.52 % 25.28 % 26.77 % 30.02 %
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Figure 2.8 – R-D and S-D curves of interactive compression using tile-based approach in which each
tile is intra-coded with HEVC. First row shows the results for image church and second row shows the
result for image plaza. (a) R-D curves (church). (b) S-D curves (church). (c) R-D curves (plaza). (d) S-D
curves (plaza).

than higher face resolution, whereas, at high PSNR (39 dB), higher face resolution performs better in
both storage and transmission rate. This highlights the strategy that for cube map projection, instead of
playing with QP values, it is better to change the resolution of the cube faces. More precisely, we should
consider a multi-resolution strategy where at lower bitrates (low PSNR values) cube maps with lower
face resolution perform better in terms of both storage and transmission rate. At high bitrates (higher
resolution) by increasing the resolution of the cube faces we can expect better performance again in both
transmission rate and storage.
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Figure 2.9 – Iso distortion values for interactive compression of images using tile-based approach while
each tile is intra-coded with HEVC. (a) Image church. (b) Image plaza

2.4.4 Weighted BD

Weighted BD was introduced in this dissertation to deal with cases where the comparison between
two coding schemes is not straightforward. This occurs in particular, when one scheme achieves a
lower transmission rate but at the cost of higher storage rate with respect to another scheme. In con-
trast, the new weighted criterion (2.7) used to compute weighted BD can help to discriminate between
these schemes by fixing λ. Depending on the application, this weighting coefficient balances the cost
between storage and transmission rate, as shown in the last three rows of Table 2.1. For example, in our
experiment the storage is about 700-1000 times larger than the transmission rate. Imposing λ = 1e−3

means that storage and transmission rate are both of the same importance. In this scenario, 7x7 tiling
performs better than the other ones. In other words, when storage and transmission rates are both of
the same importance, tiling the equirectangular image into 7x7 tiles brings a good compromise between
storage and transmission rate. For smaller λ = 1e−4, transmission is more important and 14x14 tiling
should be chosen. Weighted BD for different λs are plotted in Fig. 2.10, where the lowest weighted BD
corresponds to the best method. More precisely, when λ < 0.0008, 14x14 tiling achieves the best perfor-
mance, whereas the reference 7x7 tiling is better in 0.0008 ≤ λ < 0.009 and 2x2 tiling should be chosen
for λ ≥ 0.009.

2.5 Summary

In this chapter, we proposed an evaluation framework to compare different interactive compres-
sion schemes. First, we reformulate the compression problem of interactive coding schemes (previously
defined in Section 1.2.1) where 2D images are used to represent the interactive imaging modality (projec-
tion of 360◦ images or texture map of 3D models). More precisely, we considered storage and transmis-
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Figure 2.10 – Weighted BD for different λs when church is coded using tile-based approach while each
tile is intra-coded with HEVC.

sion rate along with distortion sensed on the user side altogether, as all of them affect decision making
in the streaming system. Three different metrics were proposed: pair of (BD-R, BD-S), iso values, and
weighted BD. The (BD-R, BD-S) pair represents the average bit rate saving/loss in the transmission
rate and storage rate for the same range of PSNR qualities displayed to the users. The iso values are
useful when we want to evaluate the performance under fixed constraints rather than average perfor-
mance. However, ambiguity in decision can happen in both approaches. The weighted BD solves the
ambiguity that can happen in the previous two metrics. Finally, we illustrated the proposed framework
experimentally using classical tile-based approach used for 360◦ images.
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CHAPTER 3

CODING FOR GENERIC 2D
REPRESENTATIONS OF INTERACTIVE

IMAGE MODALITIES

A generic representation of many interactive image modalities can be a 2D image. For instance, it
was shown in the previous chapter (Section 2.2) that 360◦ images and texture maps of any arbitrary
3D models are projected on a 2D image to represent the content. In this chapter we propose a new
interactive compression scheme for this 2D representation of interactive image modalities. Therefore, it
can handle different kinds of interactive image modality that is projected on a 2D image. For the rest of
this dissertation we assume that the interactive media is represented in 2D.

An interactive coding scheme must fulfill two characteristics: efficient compression of data, to lower
the storage cost, and random access ability to extract part of the compressed stream requested by the user
(for reducing the transmission rate). For efficient compression, classical schemes perform a prediction
by a series of references that have been pre-defined and compressed. This introduces a coding and
decoding order of the data which contrasts with the spirit of random accessibility. However, it is proven
theoretically that with the SMRA approach and incremental codes we can relax this fixed ordering [70,
28, 30] (see Section 1.2.2.2 for more details). In this chapter, we propose solutions to put these theoretical
results into practice. This leads to a generic coding solution based on incremental codes implemented by
rate-adaptive channel codes. This scheme encodes the image while adapting to any user’s request and
provides efficient coding that is flexible in extracting data depending on the available information at the
decoder. Therefore, when the user requests part of the image, only the information which is needed to
be displayed at the user’s side is transmitted. This allows achieving the same transmission rate as if the
requests were already known at the encoder (the oracle coder).

3.1 Modeling interactivity through a navigation graph

Following the formal definition of the interactive coding given in Section 1.2.1, interactivity in these
2D images can be modeled by a navigation graph. To do so, first the granularity of the data has to be
defined. Usually, in all compression schemes, the granularity is at the block level and as a result the
image is split into non-overlapping blocks. Therefore, a block corresponds to the smallest entity (source)
that can be requested, and it is represented by a node in the graph.
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Depending on the application, the interactive system authorizes the user to ask a given set of permit-
ted requests where each request corresponds to a set of blocks. For instance, as shown in Fig. 3.1, when a
user observes a set of pixels, this observation corresponds to a request which consists of a set of blocks.
One way to model this permitted set of requests is to first order each request. This is compliant with
the sequential way to classically serve the requests. Then, the navigation graph is built such that all se-
quences of permitted requested can be represented by paths in the graph. In this case, the graph nodes
represent the blocks in the image, and the edges between the nodes are defined such that starting from
a block in the image one can traverse all requested blocks.

(a) (b)

Figure 3.1 – In interactive 2D image modalities, a user observes a set of pixels which corresponds to a
request of a set of blocks. Image pixels (in black) are grouped into non-overlapping blocks (in red). (a)
The observed area by a user (in green). (b) The corresponding request (in green), which consists of a set
of blocks.

An example of a navigation graph is shown in Fig. 3.2. It is worth noting that the blocks of a re-
quest are not necessary adjacent, and a request may consist of several disconnected regions as shown
in the figure. As explained, the edges between the nodes should make it possible to cross all the nodes
representing the requested blocks. For the example shown in Fig. 3.2, this implies that there exist some
links (edges) between some blocks (nodes) of these separated connected blocks (nodes). Therefore, the
connection between blocks is not necessary a 4-connected neighboring. For this example, edges such
as links A, B, and C are common in the texture map of 3D models because although these parts are
disconnected on the 2D image, they are connected on the 3D surface (this will be explained later in
Section 4.3.1). Edges like D and E occur in spherical images that are mapped to the 2D equirectan-
gular plane, again because although the two vertical boundaries are far apart in 2D, they are actually
connected on the sphere.

Navigation between the requested blocks can only start from specific blocks called access blocks whose
indices are kept in a set A. Any request of a set of blocks that do not contain an access block inside itself
is an invalid request. Finally, for each request, starting from an access block, the remaining requested
blocks are traversed one after the other following the neighborhood defined for each block within the
navigation graph. More precisely, the neighborhood J(k) represents the set of possible blocks from which it
is possible to navigate directly to the current block k (the notations and definitions are summarized in
Table 1.1 of Chapter 1). Based on these assumptions, our user’s navigation definition is compliant with
i) the theoretical definition introduced in Chapter 1, and ii) the practical user’s navigation that occur in
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interactive image visualization.

(a) (b)

B

A

C

D

E

: Requested source

: Source (block) {X(l)}

: {X(m)},m ∈ A

: Allowed
navigation

(c)

Figure 3.2 – Navigation graph for interactive 2D image modalities. A request (in green) may consist
of one or several connected components. (a) Observed region in pixel domain. (b) Corresponding
requested blocks. (c) The navigation graph Gnav where the image blocks are represented as source.

3.2 Existing schemes to compress interactive 2D image modalities

Whenever the decoder wants to decode a block, one or a combination of several previous decoded
blocks can be used to create a prediction of the current block to capture the correlations between blocks.
These predictions are used as SI sources which help to store and transmit the blocks more compactly.
The better the prediction is, the more compact representation can be achieved. Therefore, the choice of
scanning order impacts the performance of the interactive system.

In conventional coders, this correlation is captured thanks to the predictive coding scheme explained
in Section 1.2.2.1. Let sourceX model the image block to be compressed, and Y model the prediction ofX
using another block(s). Assuming X and Y are independent and identically-distributed (i.i.d.) sources,
with the help of prediction Y , the achievable compression rate is the conditional entropy H(X|Y ) [21],
which is smaller than the rate H(X) achieved when no SI is available.
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Despite the efficiency of predictive coding, this method is not suitable for random access compres-
sion because it imposes a fixed pre-defined scanning order of the blocks. To allow random access, or equiv-
alently separable bitstreams defined in (2.2) (see Section 2.2), state-of-the-art coders divide the 2D image
I into sub-elements. Finally, each sub-element is encoded independently with f , the encoding function
of a classical 2D video codec, such as HEVC [104].

For instance, in the tile-based approach the image is partitioned into several tiles in which each tile
consists of multiple blocks located in a particular rectangular area of the image. Each tile is compressed
separately. More precisely, for each tile an encoding graph is created which imposes the ordering for
encoding/decoding of the blocks within a tile. Note that the encoding graph differs from the navigation
graph and determines which of the already encoded/decoded blocks are used to generate a prediction
of the current block as SI. An example of tile-based approach is shown in Fig. 3.3 where the tiles are
depicted by blue rectangles. In each tile, there is a reference block (red block with yellow border) that is
coded independently of the other blocks as the starting block. Remaining blocks are encoded/decoded
in a fixed order depicted by numbers within circles. Then, upon request, all tiles containing part of the
requested green area are sent and decoded. The disadvantages of this method is that the correlation
between the tiles is not exploited and also potentially more blocks are needed to be sent than required.
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Figure 3.3 – Tile-based approach for compression of interactive 2D image modalities and the correspond-
ing encoding graph Genc. Tiles are shown in blue and each one is coded separately. For the tiles that are
transmitted to the user, the blocks are shown in red. The non-transmitted tiles and their corresponding
subgraph are shown transparent. The filled red block with yellow border corresponds to the reference
blocks. The green region is the requested blocks of the 2D image. The encoding/decoding order of the
blocks are shown with numbers within circles. Any tile that part of it is requested must be transmit-
ted. The arrows depict the edges of the encoding graph. More blocks are sent than needed. Moreover,
dependencies between tiles are not exploited in the compression.

Considering the works presented for interactive 2D image modalities in Section 1.3, one can notice
that all state-of-the-art approaches use the same predictive coding function f (like HEVC), and they
only differ in the mapping m that maps the data into 2D images. For example, for 360◦ images different
variants of QER (like pyramid) and tile-based approaches are proposed, or for texture mapping of the
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3.3. Principle and overview of the proposed interactive coding scheme

meshes, different mapping are optimized to have less background area (see Fig. 1.15 (c)). Therefore,
these methods attempt to solve

min
m

λS + Eθ(Rθ).

such that Eθ(Dθ) ≤ δ
(3.1)

where the storage S, the request θ, the transmission rate Rθ, and the distortion Dθ have been defined in
Section 2.2. Eθ is the expectation over all users’ requests. The optimization is performed over the map-
ping function (defined in (2.1)). Ideally, to achieve the oracle compression rate of Roracle, an interactive
system should be able to send only the blocks that a user requests while the redundancies between
blocks are captured. However, these predictive coding schemes either cannot achieve Roracle or even if
they can, they will sacrifice the storage size with a huge overhead cost (exhaustive storage).

3.3 Principle and overview of the proposed interactive coding scheme

In contrast to these classical schemes, here we propose a new 2D interactive coding scheme in which
the fixed scanning order constraint is relaxed. In this case, the encoding graph is equal to the navigation
graph (see Section 1.2.2.2). Therefore, as long as the scanning order respects the navigation graph, the
system can decode the blocks. Fig. 3.4 shows two examples of scanning blocks. This coder differs from
state-of-the-art methods in several ways. First, our goal is to achieve the same transmission rate as the
oracle scheme Roracle which knows the request in advance (i.e., upon encoding). Second, the storage
should not be significantly penalized. Finally, to achieve this goal, the encoding and decoding functions
(f, gθ, hθ) are optimized for a given mapping m. So, our method attempts to solve

min
f,gθ,hθ

S

such that Eθ(Dθ) ≤ δ

Eθ(Rθ) = Roracle.

(3.2)

Here, similarly to the predictive predictive coding approach, blocks represent sources that we want
to encode, but a block (rectangle with a red border in Fig. 3.4) can be decoded whatever neighboring
block(s) are available at the decoder. Then, for each user’s request, only the needed blocks are transmit-
ted, and the correlation between the blocks is optimally taken into account. Therefore, our scheme can
reach the oracle compression rateRoracle, while maintaining the constraint that the request is not known
in advance.

The aforementioned optimality can be explained from [70], which studies lossless coding of a source
with several SI sources available at the encoder. The source is encoded in a single bitstream and once it
is known which SI source is available at the decoder the corresponding part of the compressed bitstream
is extracted. More precisely, let X(k) model the image block k to be compressed and each Yj correspond
to the prediction for X(k) using one or a combination of the neighboring blocks whose indices are in the
set J(k) representing the set of neighboring blocks (see Section 1.2.1 for the formal definition of J(k)). In
[70], it is shown that incremental coding optimally exploits the dependence between the sources because
the extraction can be made at rate H(X(k)|Yj), i.e., at the same rate as if the encoder knows in advance
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(a)

(b)

Figure 3.4 – Examples of different allowed block scanning in the proposed method for the navigation
graph given in ??. The decoder can decode each block with any scanning order that respects the naviga-
tion graph. Transmitted blocks are shown in red (including the filled one that corresponds to the access
block). Compared to the tile-based approach, for the same request, the proposed scheme reduces the
amount of information sent but not displayed. Moreover, the correlation among the blocks is still taken
into account with our coder.

the index of the SI.

3.4 Detailed description of the proposed interactive coding scheme

We now detail our interactive coding scheme. We first present the overall architecture, and then we
explain the strategy proposed to start the decoding process (first block). We then detail the practical
implementation of the incremental entropy coder and its integration within an interactive image coder
in Section 3.4.3. Finally, we formulate the scanning order problem.
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3.4. Detailed description of the proposed interactive coding scheme

3.4.1 Proposed architecture

The encoder first splits the input image into several blocks X(k). For each block, several predictions
are computed. There is one prediction per possible set of neighboring blocks available at the decoder.
We will explain how these predictions are produced for different modalities in Chapter 4. For some of
these blocks, the so-called access blocks ({X(a)}a∈A), i.e., an empty prediction, is added to the prediction
set. These access blocks can be decoded independently to start the decoding process. These blocks need
to be carefully located to ensure that any possible request of the user can be decoded, but their number
should not be too high to minimize the storage. Then, each block X(k) is encoded with an incremental
coder as a function of different predictions. This incremental coder, together with the quantizer and the
transform must be carefully integrated in the image scheme to avoid the error propagation problem (see
Section 3.4.3).

At the decoder, given a requested viewport, one access block is first decoded. Then the remaining
blocks are sequentially scanned one after the other. This block decoding order should be optimized to
reach a better transmission efficiency. Each block is consecutively decoded by first generating a predic-
tion based on the already decoded neighboring blocks. Then, the necessary bitstream is extracted, and
the incremental decoder is executed (see Section 3.4.3).

3.4.2 The access blocks

Access blocks, {X(a)}a∈A, are blocks that are coded with an incremental coder as the other blocks,
but can be decoded independently of the others if necessary. They act similar to reference blocks in
predictive coding (red shaded blocks with yellow borders in Fig. 3.3) to serve as the starting point for
the decoding process, but only if needed. If a block X(a) is an access block, its corresponding set of
prediction is complemented by a Y∅, being an empty prediction. Therefore, this block can be decoded
independently or as a function of the neighboring blocks if they are already decoded. In other words, an
access block X(a) is stored with a rate H(X(a)) but can be transmitted at the proper rate, i.e., H(X(a)|Yj)
if a prediction can be generated for it from the already decoded blocks (meaning that it is not the first
block to be decoded) and H(X(a)) if the block is the first block to be decoded.

Since access blocks are more costly to store than other blocks, their number should be as limited as
possible. On the other hand, to avoid sending unrequested blocks and therefore minimize the transmis-
sion rate, they must be located such that with any request of users (for instance, rotation angles θ of the
HMD device), there exists at least one access block belonging to the mapped visible region (m ◦ γ)(θ)
(see Section 2.2). The problem is thus formulated as follows:

min
A
|A| while ∀θ, ∃ k ∈ A s.t. Xk ∈ (m ◦ γ)(θ). (3.3)

where |A| represents the cardinality of the set A. A solution to this problem is proposed in Section 4.1.1
for 360◦ images and in Section 4.3.2 for texture maps of 3D models.

55



Part , Chapter 3 – Coding for generic 2D representations of interactive image modalities

3.4.3 Practical implementation of incremental source code

A practical solution to implement incremental codes can be achieved by rate-adaptive channel codes
such as LDPCA codes [97]. Channel codes have been used in other interactive coding schemes such as
stream-switching [15, 16] where DSC is used to merge multiple SI frames. More precisely, and similar
to our context, a set of SI frames is computed at the encoder and only one of them is available at the
decoder. However, the current frame is encoded by exploiting the worst-case correlation between a set of
potential SI frames and the target frame using compound conditional coding (see Section 1.2.2.2 for more
details). Here, thanks to the theoretical work obtained in [70] for the incremental code, we propose to
store the data with respect to the worst-correlated prediction (or equivalently SI), but transmit optimally
by extracting the amount of data required to decode based on what is available at the decoder.

The proposed incremental coding scheme for encoding and decoding a blockX is depicted in Fig. 3.5.
The input block X is first transformed, for example, with Discrete Cosine Transform (DCT), and then
quantized. This results in a signal X̄ that is split into several bitplanes X̄1, . . . , X̄P . We now assume that
the predictions Y1, . . . , YN are sorted from the best to the worst, i.e., Y1 is more correlated with X than
YN . These predictions are also transformed and quantized resulting to Ȳ1, . . . , ȲN . Note that doing so,
encoder and decoder are consistent, which avoids the error propagation phenomenon.

Each bitplane X̄p is encoded thanks to a binary rate adaptive channel coder, with Ȳ1, . . . , ȲN as SI se-
quences. It is worth noting that since the correlations between the source and its SI sources are known in
advance at the encoder, the symbol-based (Q-ary) and binary-based rate-adaptive coder (with bitplane
extraction) perform equally [103]. However binary-based encoding is less complex than its symbol-
based version. This generates N bitstreams (bp1, . . . , b

p
N ) that are stored on the server. For decoding of

X , if the prediction Yj is available, the bitstreams that need to be transmitted are (bp1, . . . , b
p
j ). It is no-

ticeable that a bitstream is not only dedicated to one particular prediction, but can serve the decoding
of several predictions. This is the reason why the storage cost remains limited. Indeed, the stored bit-
stream does not depend on the number of possible SI sources N but only on the correlation of the worst
SI source.

For the access blocks, an additional empty prediction Y∅ (a source of zero entropy) is considered as
possible SI source. Then, the encoding process is identical, which means that on top of (bp1, . . . , b

p
N ),

a bitstream bp∅ is added to complement the decoding in the case where the block has to be decoded
independently. Note that the bitstream bp∅ serves as a complement of the other bitstreams in case of
independent decoding, which means that

∑N
j=1 |b

p
j |+ |b

p
∅| = H(X̄p).

3.4.4 Decoding order and navigation

Blocks are decoded one after the other until all blocks in the requested area are processed. The
choice of the decoding order is important since it impacts the quality of the predictions that are made,
and therefore the transmission rate. More formally, let H(θ) denote indices of the blocks in the user’s
request θ, i.e.,

H(θ) = {j | X(j) ∈ (m ◦ γ)(θ)} (3.4)
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Bit plane
Extraction

LDPCA

LDPCA

LDPCA
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Figure 3.5 – Proposed lossy coding scheme of an image block X as a function of its predictions
Y1, . . . , YN . (a) Offline encoding function. (b) Decoding procedure.

where (m ◦ γ)(θ) represents the requested region in the 2D mapped domain (see Section 2.2 for the
related notations). We need to seek for a scanning order for decoding, i.e., a permutation τ of this set
such that the transmission rate is minimized. τ(j) stands for the position of j in the new arrangement.

To solve this optimization problem, one needs to know the encoding rates of each block for each
possible SI source. This can only be solved at the encoder, and the scanning order must be sent to the
decoder. However, transmitting the scanning order may impose overhead on the transmission rate.
Instead, to avoid this overhead, one can use heuristics used at both encoder and decoder to determine
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Part , Chapter 3 – Coding for generic 2D representations of interactive image modalities

the processing order. Heuristics will be proposed in Section 4.1.3 for 360◦ images and in Section 4.3.3 for
texture maps of 3D models.

3.5 Summary

In this chapter, we proposed a novel interactive coding scheme for 2D representation of interactive
images modalities. This scheme achieves the oracle transmission cost while keeping the storage cost
reasonable. More precisely, the storage size is far less than the exhaustive storage solution and close to
the solution without random access.

Classical compression schemes work block-wise, and use a fixed block scanning order for compres-
sion and decompression which is not suitable for interactive compression. However, it is proven theo-
retically that with incremental codes (the SMRA approach), we can relax this fix ordering and encode
the data as it is defined in the navigation graph. This way a source is encoded once, but it is decoded
in several ways depending on which SI is available at the decoder. We proposed solutions to put these
theoretical results into practice. More precisely, we defined a navigation graph in the 2D image. Using
the graph, blocks are encoded such that any decoding order is possible at the decoder’s side. As a con-
sequence, i) only the useful blocks are sent and decoded, ii) the correlation between the blocks is still
taken into account. Therefore, i) and ii) enables our coder to reach the same transmission rate as the
oracle coder.

In practice, for each block to be encoded, several predictions are generated (corresponding to dif-
ferent block decoding order), and a bitstream is built based on the incremental entropy codes studied
in [70]. This bitstream compensates for the worst prediction, and a substream can be extracted from
it to compensate for any other prediction. For some blocks, called access blocks, an empty prediction
is added to the prediction set that brings the ability to decode the block independently. These blocks
are spread over the image so that the system can initiate the decoding operation at any request. Upon
request of a set of blocks from the user, the system starts the decoding from an access block and then
the remaining blocks are decoded one after the other with a specific scanning order. This way, only the
requested blocks are transmitted.
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CHAPTER 4

CODING DESIGN FOR

OMNIDIRECTIONAL IMAGES AND

TEXTURE MAP OF 3D MODELS

In the previous chapter, we proposed a generic 2D image coder based on incremental codes that
provide the ability to access part of the image. With this incremental coder, the system can decode
any scanning order that respects a given navigation graph. However, a scanning that provides a better
prediction is preferred because it reduces the transmission rate. Therefore, the choice of scanning order
is critical and has an impact on the performance of the interactive system. Moreover, the existence of
access blocks that can be decoded independently is undeniable, but the larger the number of access
blocks, the larger the storage size. Therefore, the number and position of these blocks should be such
that they respond to every request, but at the same time, their number should be as minimal as possible.

In this chapter, according to the proposed compression scheme, we consider the interactive com-
pression of two imaging modalities that are interactive by their nature: 360◦ images and texture map of
3D models. Each of these images has its own characteristics that need to be studied separately. More
precisely, we study the access block placement in each of these modalities. We also explain how the
predictions of each block are generated depending on different scanning order. Finally, we propose
solutions to optimize the scanning order based on the properties of each modality.

4.1 Interactive compression of 360◦ images

As stated in Section 3.3, the proposed coder is compatible with any mappingm of 360◦ images. Here,
without loss of generality, we adopt the equirectangular projection as this projection is the most common
projection used in the community. To build an efficient end-to-end coder, a new strategy is developed
to spread the access blocks over the image such that the decoding process can be triggered whatever the
requested viewport is. We then propose novel prediction modes to adapt not only to interactivity but
also to the geometrical properties and discontinuities of the 360◦ equirectangular mapped data. Finally,
a new scanning order is proposed to further lower the transmission rate.
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4.1.1 The access block placement problem

Recalling the access block placement formulation stated in (3.3), the access blocks must be located
such that with any rotation angle θ of the HMD device, there exists at least one access block in the
corresponding requested region of the equirectangular image.

We apply a greedy algorithm to find the location of access blocks. For that, we sweep the sphere from
the north pole to the south pole by changing the viewing direction θ and generating the corresponding
viewport. At each step, we check if an access block exists in the requested region of the equirectangular
image corresponding the the viewport, i.e., (m ◦ γ)(θ). If not, the centeral block of the corresponding
area is added to the A set. The details of the algorithm can be found in Algorithm 1. The obtained access
blocks located in the equirectangular image is shown in Fig. 4.1. The advantage of this method is that
it depends only on the size of the blocks, size of the equirectangular image, and the FOV of the HMD
device. Therefore, once they are set, this greedy algorithm can be performed once, and we can use the
same placement of access blocks for all similar settings.

Algorithm 1 Algorithm for placing access blocks

Input:
θ = (θ1, θ2)
θ1: longitude, θ1 ∈ [−π, π)
θ2: latitude, θ2 ∈ [−π/2, π/2]
∆θ1,∆θ2: predefined steps
center(θ): returns the block index in m(Γ) which contains the center of γ(θ)

Output: A
Initialization: A = ∅

1: for θ2 = −π/2 to θ2 ≤ π/2 do
2: for θ1 = −π to θ1 < π do
3: θ = (θ1, θ2)
4: if @ k ∈ A s.t. Xk ∈ (m ◦ γ)(θ) then
5: A← A ∪ {center(θ)}
6: end if
7: θ1 ← θ1 + ∆θ1
8: end for
9: θ2 ← θ2 + ∆θ2

10: end for
11: return A

4.1.2 Set of possible side information and prediction functions

Recall from Chapter 3 that for each block, several predictions are generated corresponding to differ-
ent block decoding orders. In 360◦ images the adjacent blocks can be used to produce the prediction.
The prediction of a given block by one or several blocks of its neighbors is performed by adapting the
intra-prediction module of conventional video coding standards [104]. More precisely, the boundary
row/column pixels from the adjacent blocks are combined to form a directional or planar prediction.
By construction, the prediction depends on which adjacent blocks are already decoded and available to
serve as a reference. In conventional video coding, the blocks are encoded and decoded with a raster
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4.1. Interactive compression of 360◦ images

Figure 4.1 – Position of the access blocks (in red) in the equirectangular image using the proposed algo-
rithm. The equirectangular image is of size 8960x4352 with the horizontal FOV of 110◦ and vertical FOV
of 77.5◦. Blocks are of size 256x256.

scanning order, which means that the reference blocks are always the left and/or the top blocks.

In our case, the order depends on the requested viewport and therefore, the decoder should be
able to address any possible order. This decoding order influences which blocks are used as references
(also called context or causal information). Given these references, new prediction functions have to
be defined. We categorize the reference blocks used to generate prediction according to the number of
neighboring blocks available at the decoder. This leads to three types, as illustrated in Fig. 4.2:

— Type 1: Only one of the adjacent blocks of 4-connected neighboring has been decoded.
— Type 2: A vertical and a horizontal border at the boundaries are available to perform the predic-

tion. This means that a block at the top or bottom and a block at the right or left side of the current
block have been decoded already.

— Type 3: This type is similar to type 2 except that, in addition to the vertical and horizontal border,
the corner block between them has also been decoded.

For each type, there exist 4 possibilities, which lead to 12 possible contexts. Each context gives rise to
a possible prediction (denoted by Y1, Y2, . . . , YN ). Prediction functions are deduced from the predic-
tion modes of conventional video coding standards by a rotation of multiples of 90◦. Each prediction
corresponds to one possible SI. In order to be consistent both at encoder and decoder, and avoid error
propagation, the predictions are generated from the lossy version of the neighboring blocks.

In general, if there is no limitation for the navigation, all of these 12 predictions are generated and
used to encode the block X . For the blocks which are on the top (bottom) row of the equirectangular
image, since there exists no block on top (bottom), the non-available side information predictions are
removed from the possible set. By contrast, for the blocks which are on the left and right boundaries of
the equirectangular image, since when they are wrapped to the surface of the sphere they are adjacent to
each other, they can be used as a reference to predict the opposite side. For example, for a block which
is located at the rightmost part of the equirectangular image, the leftmost block at the same row can be
used as a reference for its prediction and vice versa. This corresponds to edges D and E of the navigation
graph depicted in Fig. 3.2c.
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X X

X X

(a)

X X
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Figure 4.2 – Reference pixels used to predict the block X from the neighboring blocks in the proposed
360◦ interactive compression. The prediction serves as SI for the entropy coder. The available neigh-
boring blocks are depicted in dark gray. (a) Type 1 references (4 predictions). (b) Type 2 references (4
predictions). (c) Type 3 refrences (4 predictions).

4.1.3 Decoding order and navigation

As noted in Section 3.4.4, transmitting the scanning order can waste the network bandwidth. We
instead propose a heuristic to estimate the decoding order at the decoder from its already available data.
Indeed, the quality of the prediction, which impacts the transmission rate, increases with the number of
neighboring blocks that are served as reference (Type 1, 2 or 3 in Fig. 4.2). Therefore, we propose to find
a decoding order that maximizes the overall number of blocks used for predictions i.e.

max
τ

∑
k∈H(θ)

|{j′ | τ(j′) < τ(k), Xk ∼ Xj′}|, (4.1)

where as explained in (3.4), H(θ) represents the set of requested blocks, function τ sorts the blocks to
determine the ordering, and ∼means that two blocks are neighbors (j′ ∈ J(k)).

Moreover, according to the experiments done, we found that the correlation between horizontal
blocks are higher than vertical blocks, i.e. the prediction that is generated by the left or right block
generates less distortion than the prediction generated from the top or bottom block. Therefore, we
augmented the criterion to favor horizontal predictions

max
τ

∑
k∈H(θ)

|{j′ | τ(j′) < τ(k), Xk ∼ Xj′}|+ 1E(k)

E = {k|∃j′, Xj′ ∼ Xk, Xj′ ∈ same line as Xk}
(4.2)

where 1E(k) is the characteristic function of the set E .

Solving the problem (4.2) requires an exhaustive search among all admissible decoding orders. We
propose instead to directly implement a solution inspired by the one-scan connected component label-
ing technique [2]. The solution is a snake-like scan that is adapted to the characteristics of a requested
area. The algorithm is detailed in Algorithm 2. Indeed, the proposed solution can start at any position of
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4.1. Interactive compression of 360◦ images

a block inside the requested region (not necessarily at a corner) and is adapted to any shape (not neces-
sarily blocks arranged in the shape of a rectangle). These latter adaptations are made possible through a
recursive implementation of the scanning order. The scanning is well adapted to our problem because,
first, almost all blocks have at least two causal neighbors, except for the first scanned line, and second,
the number of horizontal transitions is significantly larger than the number of vertical transitions. More-
over, the algorithm enables to traverse horizontally from a boundary block on one side to the boundary
block on the opposite side of the image (at the same row) because these two regions are connected on
the sphere surface (see line 10 of Algorithm 2). An example of such a scanning is shown in Fig. 4.3.

Figure 4.3 – An example of the proposed scanning of the blocks for interactive compression of 360◦

images based on Algorithm 2.

Navigation within a 360◦ image is also handled by our interactive coder. Indeed, navigation con-
sists of successive requests of viewports caused by the continuous change of the user’s viewing direc-
tion. Therefore, for any newly requested viewport, the already decoded blocks of this viewport and its
boundary are determined. Then, one of these blocks is chosen as the starting point. In this case, the
proposed method performs even better since it is no longer necessary to send a block as an access block
independently, and one of the already decoded blocks in the previous viewport request is chosen as the
starting point. A decoding order is computed for the remaining non-decoded blocks. In conclusion, our
scheme efficiently handles navigation by sending only the unknown blocks.

4.1.4 Experimental results

For the experiment, 8 large panoramic images of size 9104x4552 are chosen from SUN360 database
[106]. Four of them have already been shown in Fig. 2.6, and the other four are shown in Fig. 4.4. Blocks
have size of 32 × 32. The images are resized to 8960x4480 to be divisible by the size of blocks and also
have an aspect ratio of 2:1 as commonly adopted in the community [63].

Two rate-adaptive (RA) codes have been considered in our approach: LDPCA [97] and Protograph-
Based LDPC codes [109]. The results presented here are based on LDPCA and Protograph-based LDPC
performance evaluated by our collaborators [109]. For the sake of fairness, we adopted pessimistic
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Algorithm 2 Algorithm for decoding order when m(Γ) is equirectangular projection. Comments are
shown in italic between /* and */.
Input:

H(θ): set of requested blocks
A: set of access blocks

Output: permutation τ
(
H(θ)

)
Initialization:
B← H(θ)
i← 0

1: Find k ∈ A s.t. k ∈ B
2: recursive_processing_neighbor(k)
3: return τ

(
H(θ)

)
Function recursive_processing_neighbor(k):

pos : k 7→ (x, y), converts block k index to position in m(Γ)
nrow: number of blocks per row in m(Γ)
ncol : number of blocks per col in m(Γ)
/* dx, dy give the priority to process the horizontal neighbors first */
dx = [1,−1, 0, 0]
dy = [0, 0,−1, 1]

1: τ(k)← i
2: B← B \ {k} /* remove k from set B */
3: if B = ∅ then
4: return
5: end if
6: i← i+ 1
7: (x, y)← pos(k)
8: for j = 0 to 4 do
9: xneighbor ← x+ dx[j]

/* to enable circular traversing for 360◦ video in x direction: */
10: xneighbor ← xneighbor mod nrow
11: yneighbor ← y + dy[j]
12: if yneighbor ≥ ncol or y < 0 then
13: continue
14: end if
15: k ← pos−1(xneighbor, yneighbor)
16: if k ∈ B then
17: recursive_processing_neighbor(k) /* recursive call */
18: end if
19: end for
20: return
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4.1. Interactive compression of 360◦ images

(a) Image Exhibition (b) Image Museum

(c) Image Room (d) Image Ruins

Figure 4.4 – The other four images used in our experiments to evaluate interactive coder for 360◦ images.

performance evaluation. The full coder integrating the channel code is being currently implemented.

We consider two coding schemes as baselines to evaluate the proposed coder, namely tile-based
scheme and exhaustive storage. For the tile-based approach, we consider five different tile sizes which
partition the equirectangular image into 7×7, 7×5, 5×5, 5×4, 4×4 and 2×2 non-overlapping tiles. We
denote them by “T. m× n" where m and n are the numbers of, respectively, vertical and horizontal tiles.
We also consider the case when the whole equirectangular image is sent in the first request (T. 1 × 1).
The Exhaustive Storage (ES) approach does not really exist in practice, but it illustrates the intuitions of
some baselines adopted in other contexts [44, 57, 24, 14, 42]. As in our coding scheme, the ES scheme
considers all the predictions for each block, but stores a residue for each of them. It is thus well adapted
for transmitting at the oracle transmission rate Roracle, but has a huge storage cost.

We simulate user navigation as explained in Section 2.4.1. We generate navigation paths of U = 20
users where each has T = 600 requests. For each image, the transmission rate per user and per request
r(θt, u), u = 1, ..., U, t = 1, ..., T is computed together with distortion in the viewport according to (2.6).

4.1.4.1 Achievability of the oracle transmission rate

We recall that the aim is to propose a coder that is able to achieve the oracle transmission rate Roracle,
obtained if the user head movement was known at the encoder. For that purpose, we compute the
accumulated transmission rate for one user during successive requests, i.e.,

R(θT ′ , u) =
T ′∑
t=1

r(θt, u).
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We show in Fig. 4.5 an illustration of what we obtain at iso-distortion of PSNR 37 dB for two of the
images. Similar behaviors were observed for other images and other PSNR values. We can see that, in
theory, our proposed coder achieves the oracle transmission rate. In practice, the suboptimality of the
adopted coders leaves a gap between the practical performance and the theoretical one. However, we
can see that our implementation obtains much better performance than the tile-based ones, especially
at the beginning of the request. Moreover, we can observe that our method has a behavior that is better
suited to interactivity than the tile-based approach. Indeed, it has a smooth R(θT ′ , u) evolution during
the user’s head navigation, meaning that our scheme transmits only what is needed upon request. By
contrast, the tile-based approaches have a staircase behavior, meaning that there is a burst of rate at the
moment when a new tile is needed (in which some blocks are useless).
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Figure 4.5 – Accumulated transmission per request at iso-distortion PSNR 37dB for image Ruins (top
row) and image Church (bottom row). Left column shows the accumulated transmission for the first
user. Right column shows the accumulated transmission averaged over all users’ requests.

Another way to analyze the performance of the interactive coder is by means of the usefulness of the
transmitted data. In the following, the usefulness is defined as the proportion of displayed pixels among
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4.1. Interactive compression of 360◦ images

all the decoded ones for a request θ:
U = Eθ(Uθ)

where
Uθ = ] displayed pixels for a request θ

] decoded pixels for a request θ
. (4.3)

The usefulness averaged over all users is shown in Fig. 4.6 and confirms that our scheme sends blocks
that are all observed by the user, contrary to the tile-based approach.
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Figure 4.6 – Usefulness of the observed pixels per request average of all users’ requests for 360◦ images
Ruins (left) and Church (right).

In all these experiments, the ES scheme performs as good as our solution in terms of the transmission
rate. More exactly, it performs as good as our theoretical performance when using an optimal rate-
adaptive code. In practice, they use an arithmetic coder that does not suffer from some sub-optimality
of rate-adaptive-based channel coder implementation. However, in the ES approach, the focus is on
the transmission rate only, and this is why in the following we present an evaluation that includes the
storage cost.

4.1.4.2 Analysis of the Rate-storage trade-off

We now discuss the performance of different coders in terms of rate and storage performance. In
Section 2.3.3, a weighted Bjontegaard metric is introduced, in which the weight λ balances the relative
importance between the rate and the storage, as a function of (2.7). In the following, we first study
the two extreme scenarios where either the rate or the storage is neglected which result in storage-
distortion (SD) and rate-distortion (RD) performances respectively. Then, we show results for more
realistic scenarios where both matters.
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RD and SD performances

In Fig. 4.7 we compare the performance when either the storage (λ = 0) or the transmission rate
(λ =∞) is neglected, for queries of length 10 averaged over all users. We see that the proposed method
with protograph-based rate-adaptive codes performs better than tiling approach with only a small extra
cost in storage. Compared to the ES approach, the ES performs better on the transmission rate, which
is basically because rate-adaptive channel codes are not optimal for short-length sequences but, as ex-
pected, the ES approach performs poorly in terms of storage.
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Figure 4.7 – Comparison of storage and transmission performance for requests of length 10 using the
proposed interactive coder. (top row) Image Ruins. (bottom row) Image Church.

The averaged bitrate difference in transmission rate and storage is summarized in Table 4.1 showing
the performance of each method relative to the no tiling (T. 1 × 1) approach. Negative values indicate
bitrate saving with respect to no tiling approach. Due to space preservation, intermediary tile sizes
are removed from the table and only the important baselines are shown. It is observed that while the
performance of protograph-based rate-adaptive codes does not exactly reach its theoretical rates, they
still perform better than the tile-based approach in terms of transmission rate even at a long duration
of 400 requests per user: -44.80% for protograph-based rate-adaptive coder against -42.92% for T. 7 × 7
(the lower the negative value, the better the performance). In terms of storage performance, we observe
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that the proposed method performs significantly better than exhaustive storage (the greater the positive
value of BD, the worse the performance). In other words, the proposed method loses 56.26% of storage
with respect to no tiling approach while exhaustive storage loses 1097.56%. If we look at the theoretical
results of the proposed coder, we see that in theory this coder should only lose 6.34% in terms of storage
and gain 86.22% in transmission rate, which clearly shows there is a lot of room for improvement in
designing rate-adaptive codes.

Table 4.1 – BD measures (in percent) averaged over all users relative to the no tiling approach (T. 1x1).
BD-R n is the BD metric for transmission rate for requests of length n. BD-S is the BD-storage measure.

Plaza Church Exhibition Museum Room Ruins Workshop Pool Average

BD-R 10

T. 2x2 -23.61 -19.85 -13.85 -21.27 -12.47 -15.07 -12.46 -15.00 -16.70
T. 7x7 -73.08 -73.09 -72.17 -72.92 -72.31 -72.57 -73.43 -73.22 -72.85

ES -85.64 -86.11 -85.81 -86.24 -85.81 -86.15 -86.27 -86.32 -86.04
Ours theoretical -85.82 -86.29 -85.97 -86.43 -85.98 -86.34 -86.46 -86.50 -86.22
Ours protograph -78.76 -79.47 -78.99 -79.68 -79.00 -79.55 -79.73 -79.79 -79.37

BD-R 400

T. 2x2 0.01 0.01 -1.29 0.01 0.02 0.00 0.01 0.01 -0.15
T. 7x7 -42.22 -42.84 -42.41 -44.28 -42.61 -42.97 -41.77 -44.26 -42.92

ES -62.88 -62.64 -60.75 -63.50 -62.17 -63.90 -62.17 -63.15 -62.65
Ours theoretical -63.35 -63.13 -61.21 -64.01 -62.62 -64.38 -62.70 -63.64 -63.13
Ours protograph -45.12 -44.79 -41.91 -46.12 -44.03 -46.68 -44.17 -45.57 -44.80

BD-R 600

T. 2x2 0.01 0.01 -1.29 0.01 0.02 0.00 0.01 0.01 -0.15
T. 7x7 -34.18 -35.84 -36.39 -38.32 -35.61 -34.69 -35.72 -36.73 -35.93

ES -54.32 -54.82 -51.58 -55.83 -54.60 -53.49 -55.02 -55.75 -54.43
Ours theoretical -54.90 -55.41 -52.15 -56.44 -55.14 -54.12 -55.65 -56.34 -55.02
Ours protograph -32.48 -33.24 -28.34 -34.79 -32.83 -31.31 -33.61 -34.64 -32.66

BD-S

T. 2x2 0.01 0.01 0.01 0.01 0.02 0.00 0.01 0.01 0.01
T. 7x7 0.03 0.04 0.06 0.06 0.07 0.02 0.04 0.03 0.04

ES 1097.19 1097.43 1099.70 1100.38 1102.33 1092.96 1095.41 1094.95 1097.54
Ours theoretical 5.94 6.38 5.75 7.32 6.75 5.75 6.47 6.36 6.34
Ours protograph 55.68 56.36 55.77 57.56 57.05 55.28 56.25 56.17 56.26

Weighted BD

The weighted BD is presented for more realistic scenarios, where both storage and transmission
rates matter, with relative importance. Lower values of λ given in (2.7) mean that the importance is
given more to transmission rate and, on the contrary, higher λ values give the importance to storage.
Weighted BD of different methods is summarized in Table 4.2. In our experiments, for tile-based and our
approach, the storage is 10− 100 times larger than the transmission rate and for the exhaustive storage,
the storage is usually 800 − 1000 times the transmission rate. Therefore, imposing 1e−3 ≤ λ ≤ 0.01
gives the same importance between transmission rate and storage. It can be seen from Table 4.2 that for
λ = 0.01, 1e−3 the protograph-based RA code performs better than others which means that if storage
and transmission rates are of the same importance, the proposed method performs better. Decreasing
λ to 1e−4 emphasizes the transmission rate where exhaustive storage is more suitable. Finally, if the
storage is more important than the transmission rate (λ ≥ 0.1) tiling approaches perform better.

4.1.5 Conclusion of the results for the proposed interactive coder

Experimental results show that our scheme balances the trade-off between transmission rate and
storage. In addition, the usefulness of the transmitted blocks shows that the proposed scheme better
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Table 4.2 – Weighted BD for requests of length 10 averaged over all users relative to the no tiling ap-
proach (T. 1x1).

Plaza Church Exhibition Museum Room Ruins Workshop Pool Average

λ = 0.1

T. 2x2 -11.80 -9.92 -6.92 -10.63 -6.22 -7.53 -6.23 -7.50 -8.34
T. 7x7 -36.52 -36.52 -36.05 -36.43 -36.12 -36.27 -36.70 -36.59 -36.40

ES 505.90 506.04 506.89 507.21 508.13 503.39 504.69 504.49 505.84
Ours protograph -11.51 -11.50 -11.61 -11.04 -10.99 -12.13 -11.72 -11.79 -11.54

λ = 0.01

T. 2x2 -21.47 -18.04 -12.59 -19.33 -11.33 -13.70 -11.33 -13.64 -15.18
T. 7x7 -66.43 -66.44 -65.60 -66.29 -65.73 -65.97 -66.75 -66.56 -66.22

ES 21.92 21.55 21.96 21.66 22.18 21.04 21.18 21.10 21.58
Ours protograph -66.53 -67.11 -66.74 -67.20 -66.64 -67.29 -67.37 -67.42 -67.04

λ = 1e−3

T. 2x2 -23.38 -19.65 -13.72 -21.06 -12.34 -14.92 -12.34 -14.85 -16.53
T. 7x7 -72.35 -72.36 -71.45 -72.20 -71.60 -71.85 -72.71 -72.49 -72.13

ES -73.92 -74.38 -74.07 -74.49 -74.05 -74.48 -74.57 -74.62 -74.32
Ours protograph -77.43 -78.12 -77.65 -78.32 -77.66 -78.21 -78.39 -78.44 -78.03

λ = 1e−4

T. 2x2 -23.59 -19.83 -13.84 -21.24 -12.45 -15.05 -12.45 -14.99 -16.68
T. 7x7 -73.00 -73.01 -72.09 -72.85 -72.24 -72.50 -73.36 -73.15 -72.78

ES -84.46 -84.93 -84.62 -85.05 -84.62 -84.97 -85.09 -85.14 -84.86
Ours protograph -78.63 -79.33 -78.85 -79.55 -78.87 -79.41 -79.60 -79.65 -79.24

adapts to the queries of the users and the transmission rate increases gradually with the duration of the
request. This avoids the staircase effect in the transmission rate that occurs in tile-based approaches and
makes the encoder perfectly suited for interactive transmission.

4.2 Beyond the 2D representation: Towards a better representation

for 360◦ contents

As mentioned, the methods available for compressing spherical images all rely on first presenting
them with 2D rectangular images. However, as explained in Section 1.3.2.2, these 2D representations
have major drawbacks. To solve these issues, in this section, we propose to compress and process the
spherical content directly on the sphere. The goal is to avoid projecting the data onto 2D planes. There-
fore, requirements (ii) and (iii) of Section 1.3.2.2 needed to represent the 360◦ contents are fulfilled, and
the property (i) is no more required. To show the efficiency of the representation, we perform com-
pression on the whole 360◦ image, but the proposed representation can be used in the interactive coder
proposed in the previous section.

Moreover, we focus again on intra coding, where images are coded independently of the others to
allow resynchronization. Intra coding is a key element in video compression, as the bitrates devoted
to intra-coded frames occupy a significant portion of the coded video bitrate. Therefore, reducing the
compression rate of intra coded frames will have a significant impact on the overall video compression
performance. Nevertheless, we believe that this approach can be easily extended to inter-frame coding
as already some efforts have been made to perform motion compensation directly on the sphere [25,
100, 99].

The proposed approach relies on a quasi-uniform sampling of the sphere (as illustrated in Fig. 4.8)
to get a pixelization of the spherical content, called HEALPix (Hierarchical Equal Area isoLatitude Pix-
elization) [38]. Then, a complete image coder is built. This coder follows the key steps of 2D plane
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image compression but is defined on the sphere. More precisely, from the obtained discrete representa-
tion of the spherical content, a partitioning of the content into Spherical Blocks (S-blocks) is performed.
Both pixelization and S-block partitioning are presented in Section 4.2.1. Then the proposed coder is
explained in Section 4.2.2. For that, a scanning order is proposed on the sphere. This order induces the
causal information that can be used to process the current S-block. Then, prediction on a S-block level
is proposed to exploit redundancies between S-block. Scanning order and prediction are presented in
Section 4.2.2.1. Finally, the output of the prediction is further processed to remove redundancies within
the S-block. To do so, a graph transform is used (see Section 4.2.2.2), similar to the transform used in
[60].

Figure 4.8 – Uniform sampling of the sphere.

4.2.1 Sphere pixelization and S-block partitioning

Uniform sampling of the sphere is obtained with the HEALPix scheme [38], a popular sampling
scheme used in cosmology and astrophysics. The process starts with a tessellation of the sphere into 12
equal-area regions (base resolution). This tesselation is shown in Fig. 4.9a. Each region is a quadrilateral
with curvilinear non-geodesic boundaries. The centers of the 12 regions are located on only three iso-
latitude circles. Then, to increase the resolution, each region is further divided into 4 equal-area regions,
see Fig. 4.9b. Finally, the partitioning is repeated to reach the desired resolution, see Fig. 4.9c. Once the
desired resolution has been achieved, the pixelization is obtained by assigning one pixel to the center of
each region.

The first and principal property of the HEALPix pixelization is to yield uniform sampling of the
sphere. Second, the iso-latitude property allows fast and efficient processing of huge size data. These
properties were the original requirements that motivated the construction of HEALPix and are also
important in the context of image compression. Moreover, HEALPix offers other properties, which are
of great interest in our context. First, the hierarchical division of pixels into 4 equal-area pixels to obtain
higher resolution can be used to define blocks. More specifically, as conventional 2D coders, pixels can
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(a) (b) (c)

Figure 4.9 – HEALPix hierarchical pixelization of the sphere. (a) Base-resolution decomposition into 12
pixels. (b) Second decomposition into 48 pixels. (c) Third decomposition into 192 pixels.

be gathered into blocks of pixels, where the number of pixels in each side is a power of two. The blocks
are called Spherical Blocks (S-blocks) as they differ by construction from planar 2D blocks (see Fig. 4.10).
Second, the iso-latitude property allows to define S-blocks which are spread on iso-latitude circles i.e.
with horizontal neighbors. This is a figure of merit, as the correlation between neighboring horizontal
S-blocks is greater than between vertical ones.

Figure 4.10 – Partitioning of the sphere into S-blocks of 8x8 pixels. An example is shown with a reso-
lution of 12288 pixels. Pixel centers are depicted by red dots, and base-resolution tessellation is shown
with black boundaries. S-blocks of 8x8 pixels which correspond to the third decomposition of the base-
resolution tessellation are depicted in yellow or violet.
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4.2.2 Proposed coder

Prediction and transform are two key steps in image compression. Their goals are to exploit the short
and long range spatial redundancies of an image. More precisely, the prediction exploits the redundan-
cies between S-blocks whereas the transform rather exploits local redundancies i.e., within a S-block. In
this section, we present a novel image coder, where these two types of redundancy are exploited directly
on the sphere, and not in a projected domain as classically done.

4.2.2.1 Intra-prediction and scanning order

From the partitioning of the sphere into S-blocks, one can define a block-based prediction algorithm
to remove redundancies between adjacent S-blocks. The principle is to predict the current S-block from
neighboring S-blocks that have already been encoded/decoded and are therefore available at the de-
coder. This requires to define a scanning order of the S-blocks.

One property of omnidirectional images is that the correlation between S-blocks with the same lat-
itude is higher than between S-blocks with the same longitude. Therefore, we propose a horizontal
scanning order, where S-blocks are processed ring by ring. Moreover, at the beginning of the compres-
sion, less neighboring S-blocks are available. So it is important to start the compression with smooth
S-blocks for which directional prediction is not needed. This motivates to start the scanning at the north
pole since, in 360◦ content, smooth scenes such as sky or ceiling are usually depicted at the north pole.
In a nutshell, the coder starts scanning at the north pole, then it moves down from the north pole to the
south pole along each iso-latitude ring (Fig. 4.11). It is worth noting that the proposed scanning order is
fixed and therefore does not require any signalization.
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Figure 4.11 – Proposed scanning order of the spherical order for the case when S-blocks are 2x2 and
sphere is pixelized into 192 pixels. S-blocks are processed ring by ring starting from the north pole. Red
lines are the border of the S-blocks and black thin lines are the border of the pixels. (a) S-blocks on the
sphere. (b) Cylindrical projection of S-blocks and pixels.

The prediction consists in predicting the current S-block from neighboring S-blocks. The neighboring
S-blocks are the closest (to achieve reliable prediction) and already decoded (to avoid error propagation)
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S-blocks. We adapt the intra prediction method that exists in conventional 2D coders [45] with the
difference that the neighboring S-blocks participate in producing the prediction are the ones placed
north-east, north, and north-west of the current S-block (these blocks are already decoded based on our
proposed scanning order). For instance, the S-block with index 13 in Fig. 4.11 is predicted from the S-
blocks with index 4, 0 and 5, whereas the S-block with index 5 is predicted only from the S-block with
index 0 because this is the only neighboring block which has been decoded so far. Note that since the
neighboring S-blocks are defined directly on the sphere, the connectivity between S-blocks is preserved.
This is different from the compression methods based on a 2D projection followed by the classical 2D
plane intra prediction algorithm [86].

4.2.2.2 Residual coding with graph transform

The residual signal is generated by subtraction of the prediction signal from the current S-block. To
further decorrelate the residual signal, a transform is applied to the residual signal. When the signal
is defined on a 2D-regular grid, the 2D DCT [86] is very efficient to exploit local dependencies. In our
context, the signal is defined on the sphere. Therefore, we propose to apply a transform that takes the
sphere geometry into account. Indeed, a Graph Fourier Transform (GFT) [80] is defined based on the
geodesic distance between pixel samples.

More precisely, for each S-block we construct a weighted undirected graph G = (V,E,W), where
the set of nodes V in the graph represents the set of pixels, E is the set of edges which represents the
connectivity between pixels, and W is the weighted adjacency matrix. We use 8-connected neighbors
(except for the boundary pixels of the S-block which have fewer neighbors) to define E. We use the
weighted adjacency matrix W suggested in [60]

Wij =
{

exp
(
− d(xi,xj)2

ρ2

)
if pixels i and j are neighbors

0 otherwise,

where d(xi, xj) represents the geodesic distance between pixels i and j, and

ρ = 1
|E|

∑
(vi,vj)∈E

d(xi, xj)

is the average geodesic distance over all connected pixels in the S-block.

Following [80], the combinatorial graph Laplacian L = D−W can be used to define a Fourier basis
on the graph. The degree matrix D is a diagonal matrix where Dii =

∑
jWij . By construction, L is

symmetric positive semi-definite and has a complete set of orthonormal eigenvectors U = [u1, ...,uN ]
with non-negative eigenvalues λ1, ..., λN where N is the number of pixels in the S-block. The graph
Fourier basis is defined as the Laplacian eigenvectors. The GFT of a signal s ∈ RN is its projection on
the eigenvectors given by U

ŝ = UT s.

The coefficients are then quantized and compressed using an arithmetic coder.

Finally, to avoid error propagation, a Differential Pulse-Code Modulation (DPCM) encoder scheme
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[75] is performed as in all classical compression schemes [86]. More precisely, encoded S-blocks are
decoded and used as a reference to predict next S-blocks.

4.2.3 Experimental results

In this section, we compare the proposed spherical coder with several baselines. In the following,
the rate of each coding scheme corresponds to the amount of bits that are necessary to describe the
compressed image. Computing the quality loss due to 360◦ image compression is less straightforward
since the input images differ between different coding schemes. We adopt the strategy proposed in
[110]. Since 360◦ images are aimed to be partly visualized by users, the compression loss is estimated
on the viewport images.

For that purpose, we take four high-resolution 360◦ images from [106]: Exhibition, Pool, Workshop,
Plaza. These images are in equirectangular format. We generate several ground-truth viewports. Then,
to perform a fair comparison of the compression performances of the schemes, we follow the recommen-
dations of [110]. In particular, we down-sample the input equirectangular to a lower resolution such that
each method has the same number of input pixels to process. Hence no method is favored over another.
Then the same viewports are generated from the compressed images and the PSNR is calculated on each
of them. The final given PSNR value corresponds to the PSNR averaged over all viewports.

We compare our proposed spherical coder with two mapping-based baselines: the equirectangular
and the rhombic dodecahedron [35]. The number of pixels for the three methods have been set to be
almost identical (equal to 3145728 pixels). For the equirectangular-based coder we keep the aspect ratio
of the down-sampled equirectangular image to be equal to the ground truth. The rate-distortion plots
are displayed in Fig. 4.12. We can see that our spherical coder clearly outperforms the equirectangular-
mapping based coder.

More interestingly, the proposed spherical coder also outperforms rhombic-dodecahedron mapping-
based coder which uses similar HEALPix pixelization technique. The main difference between our pro-
posed coder and the rhombic-dodecahedron is that in rhombic-dodecahedron the sphere is mapped to
four planar rectangular images which introduces distortion and discontinuities, but our coder performs
everything directly on the sphere. In particular, Table 4.3 shows that the proposed method allows to
reduce the rate by 2% on average, and up to 5.6%, with respect to the method based on a 2D mapping
of the spherical content onto the faces of the rhombic dodecahedron [35]. Whereas both approaches rely
on the same HEALPix pixelization technique, we can conclude that processing the data directly on the
sphere is more efficient than mapping and perform 2D processing. This validates the intuitions brought
by our spherical coder.

Table 4.3 – BD-rate gain of the proposed method with respect to the the rhombic dodecahedron approach
proposed in [35].

Exhibition Pool Workshop Plaza Average
BD-rate gain -5.63 % -2.89 % 0.20 % -0.12 % -2.11 %
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Figure 4.12 – RD curves of the proposed spherical coder against the baselines. (a) Image Exhibition. (b)
Image Pool. (c) Image workshop. (d) Image Plaza.

4.2.4 Conclusion of the results for the proposed spherical coder

In this section, we proposed a new coder for 360◦ images which performs the compression directly
on the sphere. Based on a uniform sampling of the sphere, our coder extends the regular tools of image
compression to the spherical domain. Experiments demonstrate the benefits of such an approach, in
particular with respect to conventional non-uniform sampling methods, and also based on a uniform
sampling method which is mapped to several 2D image planes for compression. To show the efficiency
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of the representation, we performed compression on the whole 360◦ image, but the proposed represen-
tation can be used in the interactive coder proposed in the previous section.

4.3 Geometry-aware compression of 3D mesh texture

The second imaging modalities we consider in this dissertation is the texture map of 3D models. The
first challenge in this regard is that adjacent parts of the 3D mesh might not be adjacent in the associated
2D texture maps, even though the texture on the surface of the object seems continuous. We propose a
geometry-aware prediction that takes into account the geometry information to predict a block from its
neighbors in 3D space. We then explain the strategies used to place the access blocks, and the scanning
order used to decode the requested blocks. We assume that the mesh geometry is already coded and available
at the decoder and we use it to find more relevant references for texture prediction.

4.3.1 Neighborhood construction and prediction generation

Consider a block k. The neighborhood construction consists in finding the set J(k) of the adjacent
block’s indices. In a classical 2D image, J(k) is simply composed of the 4-connected neighbor indices
placed on the previous/next column/row. However, some textural information that are neighbors in
the 3D model can be split into distant blocks in the atlas (recall links A, B, and C of Fig. 3.2c). Thanks to
the mesh topology, we retrieve this proximity and describe it in J(k). This is illustrated in Fig. 4.13.

For the boundary blocks, i.e., blocks located on patch borders, the conventional intra prediction ap-
proach is not able to distinguish between informative and non-informative parts of a texture atlas.
Therefore, its use for texture compression produces poor prediction due to the inaccuracy of non-
informative references which results in increasing the compression rate. To address this problem, the
topology of the mesh is used to provide more correlated references for intra prediction. For that, dis-
crete patches on texture atlas are mapped to continuous 3D texture using mesh triangles, as shown in
Fig. 4.14(a). The algorithm proposed here uses this information to fill the empty set of references when
the block is positioned on a patch border (Fig. 4.14(b)).

For this purpose, first, the neighbors of a boundary block are detected using the mesh connectivity.
Then, if they are already coded, their border pixels are copied to fill the references of the current block.
Such neighbors may be far apart in the 2D texture atlas, yet, adjacent on the 3D mesh. Fig. 4.14(c) shows
how the proposed algorithm copies the inner border of the reference triangles on the outer border of the
other triangle. Barycentric coordinates [26] between the two triangles are used to find the corresponding
points.

The references that were replaced on the border of the patches with such an approach are irregularly
positioned. This is in contrary with the conventional intra prediction algorithm, where the references
are regularly placed on the top row and left column. This makes the conventional block prediction
challenging. For instance, the block prediction algorithm of HEVC performs a backward projection
along with a linear interpolation on the reference pixels in order to produce the prediction values within
the block [45]. The formulation of this process requires the reference pixels to be aligned in one row and
one column.
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Figure 4.13 – Retrieving the neighborhood information using the mesh topology. (a) Triangles 1 and 2
in the black block (the right patch in green circle) are neighbors to triangles 3, 4, and 5 in blue blocks
(the left patch in red circle). As can be seen from the image in the middle, these two patches are far from
each other in the texture map. (b) The corresponding triangles are neighbors of each other on 3D model
(the seam between patches are shown in white). To predict black block with triangles 3, 4, and 5, the
blue blocks must be decoded before the black block. More precisely, if we denote the black block by k
the combination of the three blue blocks are in J(k) as an element of this set.

To address the above problem, our algorithm integrates a forward reference projection, instead of
the regular backward one. This process is shown in Fig. 4.15 and consists of two steps: 1) forward di-
rectional projection of reference pixels with a specified angle on the non-integer positions in the block,
2) interpolation of integer positions either with a simple nearest neighbor approach or with bilinear in-
terpolation of four non-integer neighbors. For comparison, Fig. 4.15 also shows the resulting prediction
with the conventional intra prediction algorithm on a boundary block.

In addition to the prediction function described above, for the sides of the block which are in the
informative region, the corresponding SI prediction generated with reference pixels depicted in Fig. 4.2
is added to the possible set of SI (see Section 4.1.2 for more details). Therefore, for the non-boundary
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Figure 4.14 – Process of copying border references from remote neighbors in texture map of 3D models.
A 3D mesh in (a) is mapped into a 2D atlas in (b). According to this mapping, the block F1 can be used
as the remote neighbor of F7, hence, its interior border is copied to the exterior border of F7 (c).

blocks, in which all 4 surrounding sides of the blocks are available, all 12 SI predictions are considered
in the set of possible side information. These predictions corresponds to different decoding order that
might appear at the decoder side.

After exploiting the inter-block dependencies with the above-mentioned prediction approach, in
order to compact the signal energy on a sparse basis and exploit the redundancies within the block, a
transformation is then performed on each block and each of its prediction blocks. Blocks of the texture
image differ from the classical 2D image block because for a boundary block which lies on a patch edge,
only a subset of pixels is informative. To address this problem, we exploit the mesh connectivity to find
the mask of informative pixels. Then, boundary blocks and their predictions are transformed using GFT
[80] as follows:

Let us denote the size of a block by B × B, and M denote mask of informative pixels in the block
such that M(u, v) = 1 indicates pixel (u, v) of the block is informative. We form an undirected graph
G = (V,E,A) from the mask in which the set of nodes V in the graph represents informative pixels.
E is the set of edges which is formed by using 4-connected neighboring. There is an edge between a
pixel and its neighbor if both are informative. The adjacency matrix A is constructed from the edges
with A(i, j) = 1 if and only if there is an edge between pixels i and j where i, j = 1, ..., N and N

represents number of informative pixels in the block. The graph Laplacian L = D−A is then calculated
in which degree matrix D is a diagonal matrix whose diagonal elementD(i, i) isD(i, i) =

∑
j A(i, j). By
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a) Original block with surrounded pixels.

b) Conventional intra prediction.

c) Proposed intra prediction with irregular
references.

Figure 4.15 – Block prediction of a boundary block using the proposed geometry-aware compression
scheme. Left: set of reference samples. Middle: propagation of reference samples (reference projection).
Right: intra prediction (interpolation).

construction, L is symmetric positive semi-definite and has a complete set of orthonormal eigenvectors
U = [u1, ...,uN ] with non-negative eigenvalues λ1, ..., λN . The graph Fourier basis is defined as the
Laplacian eigenvectors. The GFT of a signal s ∈ RN is its projection on the eigenvectors given by U

ŝ = UT s.

For the non-boundary blocks in which all pixels are informative still DCT is used as a GFT with full
4-connected neighboring is equivalent to DCT. The transformed values are then quantized using a uni-
form quantizer.

4.3.2 Placement of access blocks

As explained in Section 3.4.2, the access blocks must be located such that there exists at least one
access block within the requested region. We determine all boundary blocks as access blocks. The main
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reason for that is because sometimes more than one block in other patches may be needed to decode a
boundary block (see Fig. 4.13), and it is highly likely that at least one of these blocks has not yet been
decoded. Therefore, to prevent failure in decoding, all boundary blocks are referred to as access blocks.
The central block of each patch is also designated as the access block to ensure movement within the
patch. An example of access block placement is shown in Fig. 4.16.

(a) (b) (c)

Figure 4.16 – An example of access blocks localization for texture maps of 3D model. (a) Texture map.
(b) Mask of informative pixels. (c) the positioning of access blocks (in red) after partitioning the texture
map into blocks of size 32x32.

4.3.3 Decoding order and navigation

Due to patch discontinuities, the requested blocks also do not fit into one connected component (see
Fig. 1.16). The proposed scanning process is as follows: First, we apply a connected component analysis
on the requested blocks to provide a list of connected blocks with the 4-connected neighborhood. We
then start from the connected component that has an access block in it. Starting from the access block, we
scan all blocks in the same connected component using Algorithm 2. Once all blocks in the requested
connected component have been processed, the algorithm explores the other connected components.
Two possibilities may happen: (i) At least one boundary block in the other connected components can
be decoded with already decoded blocks. In this case, we decode this boundary block and then the
remaining blocks in the same connected component are processed using Algorithm 2. (ii) If no boundary
block in any of the connected components could not be decoded, since all boundary blocks are also
access block, we select one of these blocks and decode it independently. We repeat the process for
the remaining connected components. Note that this process only requires the geometry of the mesh
which we assumed is decoded before decoding the texture map. Therefore, the same scanning can be
performed at decoder without any need to send the order of block scanning.

For the later requests of the same user, some blocks are already in memory. In that case, instead of
starting by the access block, the decoding order begins with any of these blocks in the memory and then
proceeds as explained above.
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Figure 4.17 – Proposed scanning order for texture map of 3D models. The non-black blocks are the ones
requested by the client. First, a connected component to be decoded is selected (here in yellow). This
connected component is the first to be decoded because some blocks of it either are already available
at the decoder (previous request), or an access block (in red) is available inside it that can be decoded
independently of the other blocks. The the whole yellow patch is decoded. Then, the scanning will
explore all other connected components.

4.3.4 Experimental results

In this section, we first show the efficiency of the proposed geometry aware representation by com-
pressing the whole texture image of the 3D models. We then examine our interactive compression using
all proposed tools.

4.3.4.1 Compression of the whole image

We compress the whole image in a predictive coding manner. This way we have only on prediction
per block. We use the same scanning algorithm proposed in Section 4.3.3. More precisely, we assume
all informative blocks are requested by the user. We start from the central block of the biggest con-
nected component and encode this block independently. We then continue the scanning as explained
in Section 4.3.3 and encode blocks within the same connected component using regular intra prediction
with available sides (see Fig. 4.2). Whenever scanning within a connected component is finished, we
search for the border block of the other connected components that can be predicted using the decoded
blocks until now with the prediction function proposed in Fig. 4.15. For encoding each block, instead of
applying GFT on the signal and its prediction separately, we apply GFT on their residual. Finally, the
transformed residual is quantized and encoded with an arithmetic coder.

The input data comes from [84], which consists of three ancient objects with different maps ( normal,
diffusion, etc.). We call them Panel, Ewer, and Vase (see Fig. 4.18). Here, only the diffusion map is
encoded which represents the “natural" texture of the object. The proposed Geometry-Aware (GA)
compression algorithm is compared against the conventional intra prediction as the anchor, in terms
of BD-R [8]. In this case, the anchor algorithms are encoded using normal raster scanning that scans
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all blocks in the image (informative and non-informative). Two configurations are considered for the
anchor algorithms. The first configuration (Anc-1) applies GFT on the residuals of the border blocks.
The second anchor (Anc-2) performs similarly to Anc-1, except that DCT is used instead of GFT on the
border blocks. To have a fair comparison, PSNR is calculated only on the informative pixels of the atlas.
The results are provided as the average BD-R gain over different block sizes, namely 16×16, 32×32 and
64×64.

Table 4.4 summarizes the BD-R gain of the proposed GA algorithm against the two anchor methods.
Each negative value indicates the percentage of compression gain achieved by the “GA" configuration
against the “Anc” configuration of the corresponding column, when applied on the 3D sample of the
corresponding row. Moreover, Fig. 4.18 demonstrates the rate-distortion curves of different configura-
tions on each test sample. As can be seen, a promising compression gain can be achieved by using the
proposed geometry-aware intra coding tools.

Table 4.4 – Performance comparison of the the proposed GA algorithm against the two anchors in terms
of BD-R (%). For each column the corresponding anchor is used as the reference.

Anc-1 Anc-2
Panel -16.1% -29.6%
Ewer -11.0% -23.2%
Vase -17.3% -19.4%

4.3.4.2 Interactive compression of mesh texture

In this experimental section, we compare our interactive coder with two baselines. The first one
encodes the whole atlas with predictive coding using the GA approach proposed in the previous section.
We call it Whole Atlas (WA). This method is very competitive for compression, and thus minimizes the
storage S, but requires, for every user’s request, to transmit the entire atlas. Another baseline is called
All Intra (AI), and corresponds to a method that is interactive, but is not able to take into account the
correlation between the blocks. In other words, the method AI encodes each block independently as
JPEG [101] does. For a fair comparison, the graph-based transform is performed in the method AI (as in
ours and WA) by taking into account the mask of informative pixels.

We used two 3D objects in our experiments, one is the Ewer model [83] used also in the previ-
ous section (with texture size of 4096x4096), and the other one named Tombs [47] (with texture size of
8192x8192). The objects are depicted in Fig. 4.19. We compress these two models with the three coding
schemes leading to three storage costs: Sours, SWA and SAI. We also asked three users to navigate around
each model, each last for 30 requests corresponding to successive changes of camera orientations and
positions. For our proposed method, we consider the theoretical results and the results that can obtain
with Protograph-Based rate-adaptive LDPC codes [109]. In Fig. 4.20, we plot the accumulated transmis-
sion rates at a PSNR of 38dB for the two models during successive requests, i.e.

R(T ) =
T∑
t=1

r(t).
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Figure 4.18 – RD curves of the proposed geometry aware compression algorithm against two configura-
tions of the anchor (Anc) on 3 diffusion maps. First row shows the RD performance. Second row shows
the corresponding texture map of each model. Left column is model Panel. Middle is for model Ewer.
Right column is for model Vase.

Similar behaviors were observed for other PSNR values.

We can see that the theoretical results of our proposed method always performs better than all other
schemes for two reasons. First, our scheme always has the smallest transmission cost (for the same
quality), which demonstrates the great compactness of the compression. Second, we can see thatRours(t)
evolution is smooth with the request which shows that our scheme transmits what is needed at every
instant, and not everything at the beginning of the navigation as the scheme WA does. This is also
the case for the scheme AI, but with a higher rate. However, in practice, the sub-optimality of the
adopted rate-adaptive coder results in performance deficiency compared to AI which shows room for
improvement by designing better rate-adaptive codes. Moreover, we notice that for a very large 3D
model such as Tombs, as shown in the bottom row plots of Fig. 4.20, user’s do not request to view the
whole mesh and as a results there is a large gap in the transmission rate between the proposed method
and the WA approach which transmits the whole image in the beginning. This implies that the idea of
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gradual data transmission is perfectly reasonable for large 3D models. For small 3D model like Ewer,
the top row plots in Fig. 4.20 shows that two users request the whole model after about twenty requests,
and in this case, WA method performs better for long-time requests.

(a) (b)

Figure 4.19 – 3D models used for experiments of interactive compression. (a) Model Ewer. (b) Model
Tombs.

The rate results demonstrate the benefits of our approach. This comes however with a small storage
size overhead. In order to evaluate its impact, we rely on a comparison methodology proposed in
Section 2.3.3, where the Bjontegaard metric is computed on the curve (PSNR,Eθ(Rθ)+λ·S), for different
values of λ. Results are shown in Table 4.5. We can see that when λ = 2, meaning that storage matters
more than transmission, the best method is the WA. This value corresponds to the size’s increase on
the server. In other words, both All Intra and the proposed method have a small storage overhead, but
for smaller λs, i.e., when a trade-off between storage and transmission is desired (transmission cost is
becoming important), gradual transmission of compressed data performs better.

Table 4.5 – Weighted BD averaged over all users relative to whole atlas approach

λ = 2 λ = 0.01 λ = 1e−3

All Intra Proposed
Theoretical

Proposed
Protograph All Intra Proposed

Theoretical
Proposed

Protograph All Intra Proposed
Theoretical

Proposed
Protograph

Ewer 5.13 7.18 59.69 -18.18 -20.03 19.63 -24.42 -27.32 8.89
Tombs 1.17 3.27 53.81 -60.93 -60.79 -41.46 -77.56 -77.94 -66.97
Average 3.15 5.23 56.75 -39.55 -40.41 -10.91 -50.99 -52.63 -29.04

4.3.5 Conclusion of the results for the proposed geometry-aware compression of
3D model texture map

In this section, we propose a framework for compressing texture atlases of 3D models. Conventional
image compression methods treat atlas of 3D objects simply as 2D signals and do not benefit from their
geometry information. Here, a block prediction method with a proper reference selection from the 3D
geometry is proposed with a block scanning strategy and an alternative transformation. Experimental
results show that the proposed tools increase the coding efficiency of texture maps. We then extended
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Figure 4.20 – Transmission rate evolution over the user’s navigation for the 3D model Ewer at PSNR
38dB. First row represents the results for the Ever model and second row is for model Tombs. (Left
column) User 1. (Middle) User 2. (Right column) User 3.

these tools with the help of generic coder proposed in Chapter 3 to provide interactive compression
of mesh textures. By replacing classical predictive coding scheme with an incremental coding, and by
adapting the intra-prediction and the block scanning order, we have enabled our coder to transmit only
what is requested by a user when looking at the 3D model from some points of view. The experiments
demonstrate that only the useful information is sent to users and that the compression efficiency ob-
tained by the non-interactive coders is maintained.

4.4 Summary

In this chapter, we considered compression of two imaging modalities which are interactive by their
nature: 360◦ images and texture maps of 3D models. We used the generic coding scheme of the pre-
vious chapter and designed efficient interactive compression scheme for each of these two modalities.
For 360◦ images, we proposed a greedy algorithm to spread the access blocks all over the equirectangu-
lar image while their number is as minimum as possible to avoid increasing the storage size. Indeed,
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the number of access blocks increases the storage and not the transmission, as extraction of the stored
bistream for these blocks can be performed to adapt to the blocks known at the decoder. Considering
the geometrical property of 360◦ images, we proposed novel prediction modes and efficient scanning of
the blocks that treats the two vertical boundaries of the equirectangular images as if they are connected.
A scanning order has been proposed to maximize the number of horizontal transitions. This is because
horizontal blocks generate better predictions of their neighbors, which results in a lower transmission
rate. Experimental results showed that the proposed scheme is perfectly suited for interactive trans-
mission because it balances the trade-off between transmission rate and storage. The transmission rate
increases gradually with the duration of the request and the system transmits only the blocks which are
requested.

We also presented a better way to compress 360◦ images by proposing a spherical coder in which
all encoding procedure is performed directly on the sphere. For that, the sphere is pixelated with a
quasi-uniform sampling tool called HEALPix. We then introduced the notion of S-blocks on top of this
pixelization, which are blocks defined on the sphere. The proposed scanning order, prediction, and
transformation of S-blocks are adapted to the nature of the spherical signal. For that, the scanning starts
from the north pole of the sphere and processes blocks ring by ring until it reaches the south pole. Then
S-blocks are predicted based on previous scanned S-blocks. Finally, a GFT is proposed to transform
the residual signal generated by subtraction of the prediction signal from the S-blocks. Experimental
results show the efficiency of this approach compared to non-uniform sampling methods that map the
spherical signal to 2D rectangular images.

Finally, we proposed solutions to encode texture maps of 3D models. The texture maps of 3D models
consist of separate patches. To compress these textures, we proposed a new representation that uses the
3D geometry to find the neighbors. More precisely, a novel prediction tool is proposed that takes advan-
tage of the topology of the associated 3D models. A block scanning strategy and a GFT are proposed
to increase the performance of the coder. Experimental results demonstrate that this geometry-aware
representation improves the coding efficiency compared to conventional coders that simply use raster
scanning of blocks with conventional intra prediction. We then extend our coder to support interactivity.
The placement of access blocks is discussed that enables to decode the blocks whatever the request of
the user is. Again, same as before, the scanning algorithm of blocks and the prediction take into account
the geometry to find the neighborhood. Experimental results confirm the benefit of using interactive
compression for large 3D models.
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CHAPTER 5

MODEL DESCRIPTION COST

EVALUATION FOR MODEL SELECTION

IN INTERACTIVE CODING

The encoding and decoding operations of the data depends on the source statistics defined by prob-
ability distributions. The decoder can not estimate these distributions and it is necessary to transmit it
to the decoder to recover the compressed data. In our interactive coder, it is generally costly to store and
transmit the source distributions, even though it is crucial to make the decoding work in ideal condi-
tion. An alternative is to approximate the distribution by a parametric distribution and to send only its
parameters, even if this results in an excess rate. Selecting the best approximate distribution requires to
accurately estimate this excess rate. Although this estimation is straightforward for some source coding
problems, it is still an open problem when channel codes are used for source coding as it is the case in
our interactive coder. This chapter studies the estimation of this excess rate in practice by proposing
a code optimization framework to design LDPC codes in the presence of mismatched decoding. We
also study the excess rate estimation with rate-adaptive codes through doping technique. We experi-
mentally show that the Kullback–Leibler (KL) divergence is a good measure to estimate the excess rate
when LDPC codes with Belief Propagation (BP) decoding are used.

5.1 Motivation

Recall that in our interactive coder, each block is considered as a source to be compressed, while a set
of predictions (corresponding to different possible navigations) is considered as SI to make the source
more compact. The encoder encodes the source considering all these SI sources because it does not know
which prediction will be available at the decoder. Let X denote the block that needs to be encoded as a
source and Yj denote its j-th SI source. The encoder applies a transformation and then quantization on
the source and its corresponding SI sources. This results in pairs of length-n sequences of quantized val-
ues (xn,ynj ) generated from sourcesX and Yj . Finally, the system uses the joint probability P (xn,ynj ) for
encoding/decoding procedure. These empirical probability distributions, often called type of a length-n
sequence in the community, play a key role in compression performance because the performance of the
compression depends on the data distribution.

In our experiments (related to interactive compression) in the previous chapter, we assumed that
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these distributions are known at both encoder and decoder for both the baselines and the interactive
coder. However, in practice the decoder can not estimate the distribution (type) and it is necessary to
transmit it to the user side for decoding. This transmission can be very costly, especially for images and
videos because the dependency between the source and the SI is non-stationary and the corresponding
distribution has a large alphabet. There are several ways to transmit the type. The naive approach is
to transmit the frequency of the occurrence per any possible symbol in the set of source alphabet. In
this case, if we denote the cardinality of the source alphabet by |K|, (|K| − 1) log(n) bits are required to
transmit the type to the decoder [22, Chapter 6] which is not negligible.

An alternative approach is to approximate the type with a parametric model and send only the pa-
rameters. However, this simplification imposes an excess rate on the compressed data. Therefore, it is
necessary to solve a trade-off between the amount of data transmitted to describe the source distribution
(model) and the excess rate imposed on the compressed stream due to using the model for compression.
In this case, the model must be chosen such that it minimizes the sum of the description length of both
the model and the compressed data [66]. In other words, when we describe a model with an approx-
imate model, the number of bits we save in the model description must be greater than the number of
bits we lose due to data compression using this approximate model. To perform this minimization and
select the best model (not necessarily the true one), we need to characterize the coding length of the data
according to any model or in other words, we need to know the effect of using a wrong model on the
length of the compressed data (excess rate).

The objective of the chapter is to characterize the excess rate when a wrong model is used during the
encoding and/or decoding procedures. The contributions are explained as follows: first, we characterize
the excess rate for different source coding schemes in Section 5.3. We show that for classical source
coding, either with or without SI source, the excess rate is equal to the KL divergence between the
true and the wrong model. However, when the code used for compression is a channel code (model-
based coding), as in our interactive coder, the excess rate can be related to the capacity of a channel
under mismatched decoding which is an open problem since the 1990s [55]. We conjecture that for some
practical implementations, KL divergence can also be a good estimate of the excess rate. Therefore,
as a second contribution, we propose a whole framework to characterize this excess rate in practice.
For that, as commonly adopted in interactive coding schemes, we use LDPC codes with BP decoding.
These codes encode and decode the source with linear complexity in the block-length. In Section 5.4 we
propose a two-step algorithm to design LDPC codes under BP and mismatched decoding. As a third
contribution, in Section 5.5, we propose an algorithm to estimate the excess rate of a class of suboptimal
LDPC codes that achieve rate adaptivity using doping. The contribution includes also an analysis of the
performance of this type of code.

We focus our attention on binary LDPC codes. First, it is because they are more popular than symbol-
based LDPC codes due to their lower complexity. Second, it is shown in [103] that when the correlations
between the source and its SI sources are known in advance at the encoder, which is the case in interac-
tive coding as well, binary-based LDPC and symbol-based LDPC perform equally.

It is worth noting that, maximum-likelihood decoding over the Binary Symmetric Channel (BSC)
does not depend on the crossover probability since the decoding algorithm is equivalent to minimum
Hamming distance. So, if the wrong model is another BSC, no excess rate will be observed even if the
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relative entropy is not zero. However, this conclusion holds for the maximum-likelihood decoder only
and not for the suboptimal BP decoder, considered here.

5.2 Notations and Definitions

Consider a lossless source coding problem for a discrete memoryless source X with finite alphabet
X . At the encoder, the length-n source sequences xn is compressed at rate R bits per source symbol
on average. The fixed-length encoding is a mapping function from Xn into an index in the set M =
{1, 2, .., 2nR} where each element in the set uses the same number of R bits. On the contrary, a variable-
length encoding functions assigns to each xn ∈ Xn an encoded sequence whose length depends on the
probability of xn. More formally, the encoding function of variable-length coding transforms xn ∈ Xn

into set I∗ = {0, 1}∗ which represents all binary sequences of finite length (including length 0). For the
rest of this chapter, whenever it is necessary to distinguish between fixed-length and variable-length
coding, we denote the the rate per symbol of fixed-length encoding by Rf and the average rate per
symbol of variable-length decoding is denoted by Rv . The decoding error probability is defined as
Pne = P{X̂n 6= Xn}. A decoding function assigns an estimation x̂n(M) or an error message e to each
element which is in the range of encoding functions, i.e. each elements ofM or I∗.

Throughout this chapter variables X,Y are used for source coding problem and variables V,U are
used to present its dual channel coding problem. Assume V ⊆ R, a binary input (U = {−1, 1}) memory-
less channel pV |U (v|u) is symmetric if pV |U (v|u) = pV |U (−v| − u) for all u ∈ U and v ∈ V . A symmetric
channel satisfies consistency condition if pV |U (v|u) = e−vpV |U (v| − u). log is of base 2, unless otherwise
stated.

5.3 Theoretical excess rate under mismatched decoding

5.3.1 Source coding with helper

Fig. 5.1 depicts the source coding schemes considered in this thesis. It has been proved that a single
source X with distribution PX(x) can be compressed at rate HP (X) [78]. In general, the existence of an
SI source helps to decrease the rate of the compression. For instance, in conditional (predictive) coding,
the source Y is available as a helper during both encoding and decoding operations which reduces the
achievable compression rate to the conditional entropyH(X|Y ) (see Section 1.1). By contrast, in all types
of model-based coding, there is no explicit reference to the SI realization at the encoder. More precisely,
although an SI source is available at the decoder, at the encoder there is either no SI or a set of possible SI
sources is available (the encoder doesn’t know which one would be available at the decoder). Therefore,
instead of relying on SI realization (because it is not available), the encoder must rely on a correlation
model between X and Y .

Model-based coding covers different variety of source coding problems. The problem of source cod-
ing with SI only at the decoder, namely DSC, was first introduced by Slepian and Wolf in their seminal
work [82]. They showed that it is possible to have lossless compression and encode correlated sources
(X,Y ) separately at optimal rate R = H(X|Y ), provided that joint decoding of the sources is performed
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Figure 5.1 – Different source coding schemes based on the availability of SI source at encoder and de-
coder. The objective is to compress length-n sequence xn into nR bits, where R is the rate of the com-
pression.

at the decoder. In other words, one can compress correlated sources separately at rates no larger than
those needed when they are compressed jointly. In compound conditional coding [27], a possible set of
L SI realizations yn1 , yn2 , ..., ynL are available to the encoder and only one of them, ynk , is observed at the de-
coder. The encoder doesn’t know which SI is available at the decoder. In this coding scheme the source
is encoded with respect to the worst-case correlation at rate R = maxiH(X|Yi) where i ∈ [1..L]. SMRA
is the extended version of compound conditional coding which distinguishes the storage and transmis-
sion rate [29]. Here same as compound conditional coding, the source is compressed and stored with
respect to the worst case assumption, but during the transmission, the system can send the exact amount
of data which is needed for decoding considering the SI source available at the decoder.

5.3.2 Problem formulation

There is a subtle assumption in all these source coding scenarios: the encoder and the decoder both
know all distributions. However, this hypothesis is often ruled out in practice and mismatched decoding
happens. This can occur either due to the fact that in practice it is costly to transmit the type of the
sequence in universal coding or because of the constraints to have low complexity decoding. Therefore,
it is of considerable interest to study the impact of using the wrong distribution at the decoder on the
compression rate. To be able to derive theoretical results, for the rest of this chapter we assume vanishing
decoding error probability is required and the length of the sequence goes to infinity.

Note that the final rate of the code contains both contribution to the data and the model description.
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However, the excess rate computed here is related to the data only, as the description length of the
model can be directly derived from the number of parameters used. Therefore in the following, we only
consider the excess rate needed to compress the data.

5.3.3 Achievable rate for the excess rate under mismatched decoding

For the sake of completeness, we first consider the classical problem of compressing a single source
X which will be a basis for the derivation of new results in the case of source coding with a helper. In
variable length coding, if instead of true distribution PX , a wrong distributionQX is used to encode and
decode the data, [21, Theorem 5.4.3] shows that the average sufficient and necessary rate for lossless
compression is HP (X) + DKL(PX ||QX), where DKL(PX ||QX) is the KL divergence from PX to QX .
Therefore, for variable length codes, the excess rate is:

DKL(PX ||QX). (5.1)

The next theorem studies the performance of a fixed length code under mismatched decoding, when a
single source X is to be compressed.

Theorem 2 (Wrong model excess rate for fixed-length classical source coding without SI). Let X be a
discrete i.i.d. source with unknown distribution to be compressed losslessly and decoded with parametric decoding
metric QX . Consider an encoder that estimates the type of the source Pxn and then builds a codebook for a fixed-
length code based on both Pxn and QX . The codebook depends merely on the parameters of QX , denoted by ΘQ,
and the rate. The encoder sends to the decoder the ΘQ, the rate used to encode the sequence and an index of length
nRf . The decoder builds the same codebook as the one at the encoder from ΘQ and the rateRf and finally estimates
the input sequence from the received index. The excess rate due to using wrong decoding metric QX instead of
type Pxn is:

∆Rf = DKL(Pxn ||QX).

Note that the KL divergence as the excess rate holds even if the true distribution PX of the source
X (rather than type Pxn ) is known at the encoder, but not the decoder. In this case, the excess rate in
Theorem 2 becomes

∆Rf = DKL(PX ||QX). (5.2)

Remark: Since the type converges to the true distribution [21, Theorem 11.2.1], we will denote P for
both the type and the true distribution, without loss of generality.

Proof. Achievability. For every Rf > R∗f , where R∗f = HP (X), there exists a sequence of codes with
lim
n→∞

Pne = 0.
Code construction: Let us first consider the set

AnεRf ,Q
(X) = {xn : | − 1

n
logQ(xn)−Rf | < ε} (5.3)

and label each element of this set with a different index M . Assign M = e to all xn 6∈ AnεRf ,Q
(X). If
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Rf = HP (X) +DKL(P ||Q), we can derive

1 ≥
∑

xn∈AεRf ,Q ,
Xn∼PX(Xn)

Q(xn)

≥
∑

xn∈AεRf ,Q ,
Xn∼PX(Xn)

2−n
(
HP (X)+DKL(P ||Q)+ε

)

= 2−n
(
HP (X)+DKL(P ||Q)+ε)

)
|AnεRf ,Q |

where the second line follows from (5.3) and |AnεRf ,Q | represents the cardinality of the set AnεRf ,Q . There-

fore |AnεRf ,Q | ≤ 2−n
(
HP (X)+DKL(P ||Q)+ε

)
and n(HP (X) + DKL(P ||Q) + ε) bits are sufficient to describe

all these sequences without ambiguity. The encoder for mismatched decoding consists in assigning for
each sequence xn its label. The decoder uses the receiving index M and declares x̂n = xn(M) for the
unique xn(M) ∈ AnεRf ,Q(X), otherwise, if xn 6∈ AnεRf ,Q(X), it returns an error.
Error Probability: Since Xi are i.i.d., so are logQ(Xi):

− 1
n

logQ(Xn) = − 1
n

n∑
i

logQ(Xi)

Hence, by the weak law of large numbers it converges in probability to

− 1
n

∑
i

logQ(Xi)→ −
∑
x∈X

PX(x) logQ(X)

= −
∑
x∈X

PX(x)
(

logPX(x)− log PX(x)
Q(x)

)
= HP (X) +DKL(P ||Q)

That is, for any δ > 0,

lim
n→∞

Pr
(∣∣− 1

n
logQ(Xn)−HP (X)−DKL(P ||Q)

∣∣ > δ
)

= 0

setting δ = ε one can conclude that as n goes to infinity Pne = Pr{Xn 6∈ AεRf ,Q} tends to zero.
Converse. if there exists a sequence of codes with Pne → 0, then Rf ≥ Rf∗.
It has been shown that any sequence of variable length code with vanishing error probability satisfies
R ≥ R∗f [21, Theorem 5.4.3]. However, fixed-length codes are a particular case of variable-length codes.
Therefore, any sequence of fixed-length code with vanishing error probability also satisfies Rf ≥ R∗f ,
which shows the converse.

The proof of Theorem 2 admits the following interpretation: if we denote the set of length-n typical
sequences with respect to distribution PX withAnεP (X), by enlarging the setAnεP (X) to the setAnεRf ,Q(X)
we can insure that all the true typical sequences in AnεP (X) are included in the set AnεRf ,Q(X) and the
excess rate that is needed to be paid is DKL(P ||Q).
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For the case of source coding with SI, since in all scenarios the SI is available at the decoder the uncer-
tainty in QX,Y as the decoding metric can only caused by Q(X|Y ), thus QXY (x, y) = QX|Y (x|y)PY (y).

Corollary 1 (Wrong model excess rate for predictive coding). Let PXY be the joint distribution of a pair of
i.i.d. sources (X,Y ) where xn is a length-n sequence from source X to be compressed losslessly and yn is the
SI realization available at both encoder and decoder. Assume that the true distribution PXY and the parametric
decoding metric QXY are available at the encoder only. The codebook depends merely on the parameters of QXY
and the rate. The encoder sends both the parameters of QXY and the rate such that the decoder is able to build the
same codebook as the one at the encoder. For fixed-length and variable-length codes, the average excess rate due to
mismatch decoding of using wrong distribution QXY (x, y) = QX|Y (x|y)PY (y) is:

∆Rf = ∆Rv = DKL(PXY ||QX|Y PY ) (5.4)

Proof. Let us first consider the problem of compressing the source X for a given y (a realization of
source Y ). This is similar to classical source coding with probability PX|Y (x|y). Thus, from (5.1), (5.2)
and conditioning on y we have:

∆R(X|y) = DKL(PX|Y (x|y)||QX|Y (x|y))

=
∑
x∈X

PX|Y (x|y) log
PX|Y (x|y)
QX|Y (x|y)

Averaging over all realizations y ∈ Y and adding the term PY (y) to the numerator and denominator of
log function we have:

∆R =
∑
y∈Y

PY (y)
∑
x∈X

PX|Y (x|y) log
PX|Y (x|y)PY (y)
QX|Y (x|y)PY (y)

= DKL(PXY ||QX|Y PY )

Corollary 2 (Wrong model excess rate for Slepian-Wolf coding). Let PXY be the joint distribution of a pair
of i.i.d. sources (X,Y ). Let xn be a length-n sequence from source X to be compressed at the encoder and yn the
SI realization available only at the decoder. Under the type-level duality (nonlinear codes) the encoder sends the
type of xn which is approximately PX(x) and QY |X(y|x) to the decoder and under linear codebook-level duality
the encoder sends QXY (x, y) to the decoder. Assume that QXY (x, y) is the decoding metric (QXY (x, y) =
PX(x)QY |X(y|x) for type-level duality). The excess rate for the fixed-length and variable-length codes is related
to the mismatch capacity of its dual channel with:

∆R = CM (PXY , PXY )− CM (PXY , QXY ) (5.5)

where CM (PXY , PXY ) and CM (PXY , QXY ) are the matched and mismatched capacities of the dual channel,
respectively and their definitions depend on the type of duality (type-level or linear coodbook-level duality) [11,
Theroem 1, Theorem 2].
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Proof. proofs can be found in [11, Theroem 1, Theorem 2].

Corollary 2 shows that the excess rate (5.5) for the Slepian-Wolf (SW) problem under mismatched
decoding can not be derived directly as this is tantamount to deriving the mismatched capacity, which
is still an open problem [76]. Another interesting issue, is that [11] shows unlike SW coding under
matched decoding, (where linear codes suffice to achieve SW limit and its encoding rate is equal to
nonlinear fixed-length and variable-length codes), the minimum rate achievable with linear codes under
mismatched decoding is strictly higher than that achievable with nonlinear codes.

Corollary 3 (Wrong model excess rate for SMRA coding). Let for all i ∈ [1, .., L] the distribution PXYi be the
pair-wise joint distribution between sourceX and SI source Yi. Let xn and yni be the length-n sequences generated
from source X (to be compressed) and SI sources Yi, respectively. The encoder observes realizations xn and yni for
all i ∈ [1, .., L]. There are many decoders and each can have a different SI ynk where k ∈ [1..L]. Under the type-level
duality the encoder sends the type of xn to the decoder which is approximately PX(x) and QYk|X(yk|x). Under
linear codebook-level duality the encoder sendsQX|Yk(x|yk) to the decoder. Assume thatQXYk(x, yk) is the decod-

ing metric
(
QXYk(x, yk) = PX(x)QYk|X(yk|x) for type-level duality and QXYk(x, yk) = PY (y)QX|Yk(x|yk)

for linear codebook-level duality
)

. Let (∆S,∆Rk) denote the tuple of excess rates (storage and transmission
excess rates, respectively) under mismatched decoding metric QXYk(x, yk) for the SI Yk. For both fixed-length
and variable-length codes the excess rates having L SI source realizations yn1 , yn2 , ..., ynL is equal to

∆S = max
j∈[1..L]

CM (PXYj , PXYj )− max
i∈[1..L]

CM (PXYi , QX,Yi)

∆Rk = CM (PXYk , PXYk)− CM (PXYk , QXYk)
(5.6)

where CM (PXYk , PXYk) and CM (PXYk , QXYk) are the matched and mismatched capacities of the dual channel,
respectively and their definition depend on the type of duality (type-level or linear codebook-level duality) [11,
Theroem 1, Theorem 2].

Proof. The proof for matched compression of SMRA [29] relies on embedded random binning and the
optimal rate under matched decoding for storage is S∗ = maxi∈[1..L]H(X|Yi), and the transmission
rate when SI ynk is available at the decoder is R∗k = H(X|Yk) [29]. Due to the random binning code
construction, the results are similar to SW coding and same duality between channel coding and SMRA
coding can be derived. Therefore, one can use the excess rate results of SW coding under mismatched
decoding (5.5).

Corollary 4 (Wrong model excess rate for compound conditional coding). Let for all i ∈ [1, .., L] the distri-
bution PXYi be the pair-wise joint distribution between the source X and the SI Yi. Let xn and yni be the length-n
sequences of source X (to be compressed) and SI sources Yi, respectively. The encoder observes realizations xn

and yni for all i ∈ [1, .., L]. The decoder observes only one of the SI sources ynk . Under the type-level duality
the encoder sends the type of xn which is approximately PX(x) and QYk|X(yk|x) to the decoder. Under linear
codebook-level duality the encoder sends QX|Yk(x|yk) to the decoder. Assume that QXYk(x, yk) is the decod-

ing metric
(
QXYk(x, yk) = PX(x)QYk|X(yk|x) for type-level duality and QXYk(x, yk) = PY (y)QX|Yk(x|yk)

for linear codebook-level duality
)

. For fixed-length and variable-length the excess rate ∆R having L SI source
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5.4. Achievable rate of linear codes under BP and mismatched decoding

realizations yn1 , yn2 , ..., ynL is equal to

∆R = max
j∈[1..L]

CM (PXYj , PXYj )− max
i∈[1..L]

CM (PXYi , QX,Yi)

where CM (PXYk , PXYk) and CM (PXYk , QXYk) are the matched and mismatched capacities of the dual channel,
respectively and their definitions depend on the type of duality (type-level or linear codebook-level duality) [11,
Theroem 1, Theorem 2].

Proof. Compound conditional coding is a special case of SMRA coding where the source will be com-
pressed and stored with respect to the least correlated SI and the transmission rate is equal to the storage
rate. Therefore, same proof as in Corollary 3 can be used.

5.3.4 Suggestion for the missing formula

The estimation of the excess rate for model-based coding under mismatched decoding, mentioned
in Corollaries 2, 3 and 4, is a difficult problem in general and it is related to the capacity of its dual
channel. Unfortunately, the mismatched capacity is still an open problem and only some lower bounds
are known and even the lower bounds are difficult to compute [36, 76, 55]. A commonly used approach
to implement model-based coding in practice is to use linear LDPC codes with syndromes, in which
the asymptotically optimal sequence of codes and the asymptotically optimal decoding scheme (e.g.,
maximum-likelihood or typical-set decoding) are replaced by LDPC codes and BP decoding, respec-
tively. This is because in practice encoding and decoding with linear complexity in the block-length are
desired. Since KL divergence fits for other source coding approaches, we propose a conjecture that, for
the cases where the uncertainty in QXY depends only on QX|Y (same as the case of predictive coding),
an approximation of the excess rate in the case of linear codebook might be the same KL divergence
DKL(PXY ||QX|Y PY ) as in classical and predictive coding, Next section gives experimental evidences
for the correctness of this formula using SW linear codes and BP decoding.

5.4 Achievable rate of linear codes under BP and mismatched decod-

ing

The goal of this section is to provide an estimation of the mismatched capacity CM (PXY , QXY ) men-
tioned in (5.5), (5.6), or equivalently, if we denote the corresponding dual channel variables by V,U , the
goal is:

C(PV |U , QV |U ) = max
Cn:Pe(Cn,PV |U ,QV |U )−−−−→

n→∞
0
R(Cn) (5.7)

where PV |U , QV |U : U → V stands for the dual channel and the dual mismatch decoding metric (due to
the duality [11]), Cn ⊆ Un represents the codebook, vn ∈ Vn is the channel output, R(Cn) = 1

n log |Cn| is
the rate of the block channel code Cn and Pe(Cn, PV |U , QV |U ) denotes its decoding error probability.

Since the mismatched capacity is an open problem, we estimate (5.7) for practical schemes where
LDPC codes with BP decoding is used. To do so, in Section 5.4.1, we first transfer the source coding
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problem to its dual channel code and formulate the code optimization problem (5.7) for LDPC codes.
later in the same section, we review the existing optimization solutions (without mismatch), and propose
a novel optimization solution that combines beneficially advantages of all these methods. The new
optimization with mismatch consists in a two-step optimizer in which at each step the objective of the
optimizer is to optimize the code parameter with respect to (5.7). In the first optimizer, we propose a
way to have a first rough, but not far from optimum, estimation of the code parameters (Section 5.4.2),
followed by a verification and refinement stage to ensure zero decoding error probability for this rough
estimation (Section 5.4.3). Finally, in the second optimizer we optimize again this rough estimation with
a more accurate method (Section 5.4.4).

It is worth noting that there exist researches which have studied the performance of LDPC codes with
BP decoding of Binary Input Additive White Gaussian Noise (BIAWGN) in the presence of noise power
estimation error [73, 72], However, these works have studied the problem from the channel threshold
point of view, i.e. for a fix LDPC code they have analyzed the effect of using an incorrect estimation of
noise power on the threshold. To the best of our knowledge, our effort is the first to study the problem
from the excess rate point of view when BP decoding is used to design and decode linear codes for
source coding problem under mismatched decoding.

5.4.1 Code optimization under mismatched decoding

It is well known that there is an intimate connection between channel coding and SW coding prob-
lems [105, 12, 102, 49]. The duality between channel coding and SW coding problem with general distri-
bution structure has been established in [12] for linear coding framework. Using this linear codebook-
level duality one can transform any general SW coding problem to its corresponding dual channel prob-
lem and expect the same decoding error probability from both problems under maximum likelihood or
even BP decoding.

Suppose that we want to encode the length-n sequence Xn with decoder SI Y n coming from the
joint probability distribution PXY under the decoding metric QXY . Optimal decoding rule achieves in
matched decoding when PXY (x, y) = QXY (x, y) for all x ∈ X and y ∈ Y . Assuming input U in the
alphabet X and output V = [V1, V2] in the alphabet X × Y , the joint distributions are first converted to
cyclic-symmetric channels PV |U (channel) and QV |U (decoding metric) [11, 12], respectively, with

V1 = U ⊕X, V2 = Y (5.8)

where U is independent of (X,Y ) and ⊕ denotes the addition in the finite field X .

This linear codebook-level duality also holds when BP decoding algorithm is used for decoding
[11]. Assuming an all-zero codeword, for a source distribution PXY under decoding metric QXY , let
mQ

0 denote the initial Log-Likelihood Ration (LLR) messages of the equivalent channel QV |U . For any
binary input messages (X = {0, 1}), this initial message and its associated probability distribution are
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computed as:

mQ
0 (v = (v1, v2)) = ln

QV |U (v = (v1, v2)|u = 0)
QV |U (v = (v1, v2)|u = 1)

= ln
QX|Y (x = v1|y = v2)

QX|Y (x = v1 ⊕ 1|y = v2)

(5.9)

P0 =
|X |·|Y|∑

v=(v1,v2)∈X×Y

PX,Y (x = v1, y = v2) · δmQ0 (v) (5.10)

where the superscript Q in mQ
0 indicates that the initial values are computed using the decoding metric

QXY , δt is a Dirac delta function at point t and ⊕ is the modulo-2 addition in the finite field X .
Having the initial messages and their associated probabilities, which can be computed through (5.9) ,

(5.10), we are able to apply Density Evolution (DE) [65] to analyze the performance of the decoding for a
specific LDPC code ensemble. Consequently, given any source distribution PXY and the corresponding
decoding metric QXY , one can design capacity-achieving LDPC codes to encode X with SI Y based on
the dual channel model using the existing algorithms [64, 74, 92]. Let us denote the degree distributions
of the LDPC code ensemble for Variable nodes (VNs) and Check nodes (CNs) with λ(x) =

∑dv
i=2 λix

i−1

and ρ(x) =
∑dc
j=2 ρjx

j−1, respectively, where the coefficient of xi represents the percentage of edges
connected to nodes of degree i+ 1. The rate of the channel is equal to:

R
(
Cn(ρ, λ)

)
= 1−

∑dc
i=2 ρi/i∑dv
i=2 λi/i

. (5.11)

Assuming infinite block length (cycle-free graph), two approaches exist to optimize the degree dis-
tributions: Traditional way to solve the code optimization problem is to fix the rate of the code and find
the channel with the maximum threshold that can be decoded for this code rate [64]. This leads to

max
(ρ,λ):R(Cn(ρ,λ))=R0

σ∗ = max
(ρ,λ):R(Cn(ρ,λ))=R0

 max
PV |U :Pe(Cn,PV |U )−−−−→

n→∞
0
σ(PV |U , Cn)

 .
The second approach optimizes the rate instead of the threshold. There exist ways to solve directly

the rate optimization
max

(ρ,λ):Pe(Cn(ρ,λ),PV |U )−−−−→
n→∞

0
R
(
Cn(ρ, λ)

)
(5.12)

however, the difficulty is due to the fact that the decoding process (BP) is iterative, and that the van-
ishing error probability constraint is evaluated not only when the blocklength goes to infinity but also
when the number of iterations of BP also goes to infinity. The infinite number of iterations makes this
constraint be an infinite order polynomial of the code parameter (ρ, λ). Solutions to this problem consist
in either simplifying the analysis with extrinsic information transfer (EXIT) charts which yields to a lin-
ear constraint [92], or to expand the constraint into multiple linear constraints [74]. Both methods have
drawbacks: the first one is not only too optimistic but also not always consistent, and the second one
requires an accurate initialization. Therefore, we propose a way to solve the consistency problem of the
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EXIT chart analysis and combine the EXIT chart based optimization (Section 5.4.2) with a novel channel
hardening approach (Section 5.4.3) to yield an efficient initialization to [74]. In the following, we detail
our approach for the case of mismatch decoding, but note that this can also efficiently apply for the case
without mismatch.

5.4.2 Rough solution with consistency or channel decomposition

An EXIT chart [91], is a technique which tracks the mutual information between the transmitted bit
U and the soft LLR messages L corresponding to this bit. This mutual information can be computed as
[91][71, chapter 9.6]:

I(U ;L) = 1−
∑
u=±1

1
2

∫ ∞
−∞

pL|U (l|u) · log2

(pL|U (l|u = −1) + pL|U (l|u = 1)
pL|U (l|u)

)
dl (5.13)

The technique relies on the Gaussian approximation of messages exchanged between VN and CN
processors, in which the output extrinsic information of one processor is the input a priori information
for the other one and vice versa. Here the same notation of [91] is used i.e. the mutual information
between the extrinsic (a priori) information coming out of (into) a processor and the code bit associ-
ated with that processor is denoted by IE (IA). In a BIAWGN channel, the input LLR messages have
also Gaussian distribution and are consistent. Assuming consistency condition is also valid for other
Gaussian messages exchanged between VNs and CNs, (5.13) for VNs will be simplified to:

I(U,L) = J(σ) = 1−
∫ +∞

−∞

e−
−(l−σ

2
2 )2

2σ2

√
2πσ

log2(1 + e−l)dl

Let σA and σE denote the standard deviations of the consistent-Gaussian distribution of the messages
coming into and out of a VN of degree dv , respectively. The extrinsic and a priori mutual information of
the VN is equal to:

IAC = J(σA) and IEV = J
(√

σ2
in + σ2

0

)
(5.14)

where σ2
0 represents the standard deviation of the initial LLR message distribution and σ2

in = (dv−1)σ2
A

is the variance of the Gaussian input messages coming from the neighboring CNs to VNs of degree dv .

For non-Gaussian SW coding problems which have discrete LLR distribution as in (5.10), the output
distribution of VN update with consistent-Gaussian input messages is indeed a mixture of Gaussian as:

pL|U (l|u = +1) = P0 ~N (σ
2
in

2 , σ2
in) =

|X |·|Y|∑
v=(v1,v2)∈X×Y

PX,Y (x = v1, y = v2) · N (σ
2
in

2 −m
Q
0 (v), σ2

in)

where ~ represents the convolution operation. Therefore, when we have discrete output, the messages
are no more consistent (they are still symmetric) and thus (5.14) is no longer valid for IEV . We pro-
pose two solutions to compute IEV (extrinsic mutual information of VN), first by assuming that the
distribution is still consistent, and second by decomposing the output distribution to BSC [46].

1- Assuming consistency assumption: Inspired by [69, eq. 35] one can assume the distribution is still
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consistent, let us define the two variable function J(σ, t) as follows:

J(σ, t) = 1−
∫ ∞
−∞

e−
(l−σ

2
2 −t)

2

2σ2

√
2πσ

log2(1 + e−l)dl

the EXIT function for SW coding problem under decoding metric QXY (x, y) of a source with joint dis-
tribution PXY (x, y) is equal to:

IEV =
dv∑
d=2

λd ·
|X |·|Y|∑
v=(v1,v2)
∈X×Y

PXY (v)J
(√

(d− 1)[J−1(IAV )]2,mQ
0 (v)

)
(5.15)

we then approximate this mutual information with Gauss-Hermite quadrature.

2- Decomposition into BSCs: A binary-input symmetric memoryless channel can be separated into
sub-channels which are BSCs [46]. Since pL|U (l|u) is symmetric, using a quantizer we can decompose it
to (W + 1) BSCs with intervals 0 < ζ0 < ζ1 < ... < ζW < +∞. We have

Pw =
∫ ζw

ζw−1

pL|U (l|u = +1)dl +
∫ −ζw−1

−ζw
pL|U (l|u = +1)dl

εw = 1
Pw

∫ −ζw−1

−ζw
pL|U (l|u = +1)dl

Iw = 1− hb(εw)

where Pw is the probability of sub-channel w, εw is its corresponding cross-over probability of the BSC
sub-channel and Iw is the corresponding mutual information of the sub-channel. hb(ε) denotes the
binary entropy function. Without loss of generality, the sub-channel w = 0 can be interpreted as a
BSC with crossover probability 0.5 [46]. The mutual information of IEV can be obtained by taking the
expectation of the mutual information of the subchannels:

IEV =
dv∑
d=2

λi Ew{Idw} =
dv∑
d=2

λi

W∑
w=0

P (d)
w I(d)

w (5.16)

As it can be seen in (5.15) or (5.16), the EXIT function for the VNs depends on the initial messages
and IAV . To obtain the CN EXIT function, the approximate duality property is exploited [4, 92]. This
states that a degree-d single parity-check code and that of a degree-d repetition code are related as

IE,SPC(d, IA) = 1− IE,REP (d, 1− IA)

the EXIT function for CN only depends on IAC .

EXIT curves can be used to design LDPC codes [92]. We will consider only check-regular LDPC
codes. In order to converge to a vanishingly probability of error for decoding, the EXIT chart of the
VN has to lie above the inverse of the EXIT chart for the CN. The target in the code optimization is to
maximize the rate (5.11) while considering a fixed CN degree distribution and a fixed P0. Therefore, we
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obtain the optimization method as
maximize

∑dv
i=2 λi/i

subject to I−1
EC(IAC) < IEV (IAV , P0)

and to
∑dv
i=2 λi = 1, λi ≥ 0, i = 2, 3, .., dv

(5.17)

where it is solved by discretization of IAV ∈ (0, 1) and applying linear programing. Using this optimizer
we can have a first rough estimate of the code parameters which satisfies (5.7) approximately.

5.4.3 Refined solution for a fake harder channel

In general, the EXIT chart optimization is optimistic in the sense that the optimized degree distri-
bution might not have vanishing probability of error [69]. To make sure that the optimized degree
distribution is valid, after the EXIT chart optimization we evaluate the decoding error probability of its
output degree distribution with discretized DE [74]. If the optimized degree distribution coming out
of the EXIT chart optimization didn’t have a zero decoding error probability, we optimize the degree
distribution for a more difficult channel.

Keeping in mind that for the initial messages, the position of the LLRs in the space and their asso-
ciated probabilities will be determined by the decoding metric QXY and the source distribution PXY ,
respectively, the term difficult channel means that with the same decoding metric we assume that the
probability of receiving the wrong symbol is higher than the true one. This affects the probabilities of
the initial messages and can be achieved by decreasing the probability of positive LLRs and increasing
the negative LLRs probabilities in P0 by a gap ε:

PXY (x = v1, y = v2) =

PXY (x = v1, y = v2)− ε · PY (y = v2) if mQ
0 (v = (v1, v2)) > 0

PXY (x = v1, y = v2) + ε · PY (y = v2) if mQ
0 (v = (v1, v2)) < 0

(5.18)

This way we are sure that the decoding metric is fixed and only its probability distribution is chang-
ing. For a binary-input binary-output source, this corresponds to increasing the crossover probabilities
(PX|Y (x = 1|y = 0) and PX|Y (x = 0|y = 1)) by ε.

We increase the difficulty of the channel until the optimized degree can converge to zero decoding
error by DE test. In the EXIT curve computations, we apply the both VN EXIT curves of (5.15) and (5.16)
and pick the one which provides the higher rate.

5.4.4 Final solution

With the EXIT chart optimization we are able to have a rough estimation of the LDPC degree distri-
butions, but this estimation is not optimal. Indeed, the assumption of having Gaussian density for the
messages used in EXIT chart, was to simplify and stabilize the numerical computation of the evolution
of the message densities. In order to relax this Gaussian assumption, we tune this rough estimation by
another optimization, proposed by Chung et al. [74], which uses discretized DE in its “inner" loop and
takes as input the rough estimation of degree distribution and tries to optimize it iteratively. The details
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of the algorithm can be found in [74]. For the case of SW coding, again the initial message density of
(5.10) is used during the calculation of message densities.

To design LDPC codes using discretized DE, again the channel rate is maximized using linear pro-
gramming which results in optimizing the λ(x) for a fixed ρ(x). For that, unlike EXIT chart optimization,
the algorithm must be initiated with a λ(x) that results the channel code rate lower than the desired rate.
Then the optimization is run to update the degree distributions to λ′(x) and increase the channel code
rate maintaining the following constrains:

maximize
∑dv
i=2 λi/i

subject to
∑dv
i=2 λi = 1, λi ≥ 0, i = 2, 3, .., dv

and to λ′(x) is not significantly different from λ(x)
and to λ′(x) produces smaller probability of error

(5.19)

We recursively tune the output of (5.19) until the output λ(x) does not change much. The details of
the algorithm is given in Algorithm 3. Here EXIT_opt(mQ

0 , P, dc) is the exit chart optimization function
discussed in Section 5.4.2 which takes as input the initial messages and their associated probabilities
for a fixed check-regular LDPC codes with ρ(x) = xdc−1. The output of this function is the optimized
variable degree distribution λ. The function DE(mQ

0 , P, (λ, ρ)) analyzes the performance of LDPC code
ensemble for a pair of degree distribution (λ, ρ) using DE algorithm and the output of this function
is the probability of error pe. The function QDE_opt(mQ

0 , P, λinit, dc) optimize the degree distribution
starting from λinit for fixed mQ

0 , P, dc using quantized/discretized DE discussed here. The overall block
diagram of the algorithm is also shown in Fig. 5.2.

5.5 Rate estimation of rate-adaptive linear codes under mismatched

decoding

Since the code optimization of an LDPC code is a heavy process, the mismatched decoding may not
be handled that way. Instead, another technique exists which consists in adapting the rate of an already
optimized code using a rate-adaptive technique. When the possible set of SI sources is available at the
encoder, the encoder has the ability to run the decoding algorithm at the encoder and check if zero
decoding error can be achieved. Using this ability and by relaxing the fixed-length requirement, we are
able to use closed loop iterative doping technique for source coding [10], which consists of feeding the
source symbol with least reliability to the BP decoder.

We propose a way to mimic this behavior in DE analysis which has infinite block length and all-zero
codeword assumption, in which an area ∆P is reduced from the middle (around zero value) of the LLR
probability distribution of variable nodes and added to the largest positive LLR value probability. Every
D iterations this area will be increased by ∆P with respect to the previous D iterations. In other words,
within an iteration interval [i ·D, (i+ 1) ·D) the probability i ·∆P is reduced from the LLR probabilities
around zero and will be added to the probability of largest positive LLR. The excess rate is equal to i·∆P
in which the decoding error probability (probability of negative LLR values) converges to zero.
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Algorithm 3 Algorithm for LDPC code design

Input:
PXY as the true joint distribution,
QXY = QX|Y .PY as the decoding metric,
Degree dc for the check-regular nodes, i.e. ρ(x) = xdc−1

Maximum degree of the variable nodes dmaxv

The maximum value of permitted gap ε to εmax and increase step of the gap to ∆ε

Output: λopt

Initialization: A = ∅
1: Initialize ε← 0
2: while ε ≤ εmax do
3: mQ

0 ← using QXY in (5.9)
4: Assign probabilities to mQ

0 using (5.18)
5: λopt ← EXIT_opt(mQ

0 , P, dc)
6: pe ← DE(mQ

0 , P, (λopt, ρ))
7: if pe ≈ 0 then
8: break
9: end if

10: ε← ε+ ∆ε

11: end while
12: repeat
13: λopt ← QDE_opt(mQ

0 , P, λ
opt, dc)

14: until λopt or the rate resulting from (λopt, ρ) converge

5.6 Experimental results

The goal of this section is to compute the excess rate practically using LDPC codes with BP de-
coding and compare it with KL divergence suggested in Section 5.3.4. We proposed two approaches
to compute the excess rate practically in Sections 5.4 and 5.5. Thanks to the framework introduced in
Section 5.4 and illustrated in Fig. 5.2, we are able to design LDPC codes under any decoding metric. To
verify and compare the performance of the proposed code optimization framework, we picked the same
source distribution of [87, section IV-A] and set the parameters of our second optimizer same as what
is mentioned in there. In [87], after changing manually the initial λ distribution of the variable nodes
several times, the best SW rate reported is equal to 0.6 while in our method, without any need to do the
manual initialization (initial λ comes from the proposed EXIT chart rough optimizer), compression rate
of 0.589 is achieved (the lower the rate, the better the compression) with the same maximum VN degree
and check regular node degree. The degree distributions of the code are given below:

λ(x) = 0.238796x+ 0.210703x2 + 0.117978x5 + 0.125822x6 + 0.306701x19

ρ(x) = x6

For the rest of code design experiments, the maximum VN degree is set to 100 in all experiments.
For all the designed codes, the SW code rate is rsw = log |X | − rch, where rch is the designed channel
code rate. At high channel code rates (low SW code rates), with a fixed maximum VN degree, LDPC
codes with higher check-regular degree perform better. Therefore, for designing code with respect to
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(a)

(b)

Figure 5.2 – The proposed code optimization block diagram. (a) Overall block diagram. (b) refinement
diagram

the true distribution PXY we increase the degree of the check nodes until the optimized code produced
by the code optimizer framework has less than 0.01 difference in rate with respect to SW limit. We
denote this CN degree with D∗c and the corresponding SW rate with rP . For each mismatched decoding
metric, we optimize the code for all CN degrees which are less than or equal to D∗c and pick the one
which has lower SW rate and denote it by rQ. Finally we compare the excess rate ∆R = rQ − rP with
supposition formulated in Section 5.3.4, i.e. DKL(PXY ||QX|Y PY ). The distribution is said to be over-
estimated (under-estimated) if the conditional entropy w.r.t the wrong modelQ, i.e. HQ(X|Y ), is greater
(less) than the conditional entropy with respect to the true model P , i.e. HP (X|Y ).

5.6.1 Excess rate estimation for designed codes

Assuming that the input and output alphabets are binary, i.e. |X | = |Y| = 2, two cases are considered
for the true joint distributions. First, we assume the simple case where the channel from Y to X is
symmetric, i.e. the cross-over probability is PX|Y (0|1) = PX|Y (1|0). We then release this assumption and
assume the more general case PX|Y (0|1) 6= PX|Y (1|0). The reason we choose channel Y to X instead
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of X to Y is only to be sure that same PY (y) is used for both source information PXY and decoding
metric QXY . In all experiments a symmetric channel QX|Y (0|1) = QX|Y (1|0) = q is assumed for the
mismatched decoding metric QXY = QX|Y PY where q is changing from 0.009 to 0.26 with step 0.0087
to have 30 decoding metrics for each experiment.

The check nodes have degree dc = 7, thus ρ(x) = x6 and 11 bit quantization level is used for
discretized DE. First we design the LDPC codes according to Algorithm 3 using the true distribution
PXY and compute the initial messages mP

0 (v) with their associated probabilities PXY . We compute the
rate of optimized degree rP . Then for each mismatched experiment QXY , we compute the initial mes-
sages mQ

0 (v) with the same associated probabilities PXY and again optimize the variable nodes degree
distribution using Algorithm 3 and compute the output rate rQ. Finally, we compare the excess rate
∆R = rQ − rP with DKL(PXY ||QX|Y PY ). The code will be made available online.

A cross over probability of 0.1 is used for the experiments regarding the symmetric case. Two pos-
sible situations are considered in this case, either Y (and consequently X) is uniformly distributed, i.e.
PY (0) = PY (1) = 0.5, or its distribution is not uniform and PY (0) = 0.1. Results of the excess rates
are shown in Fig. 5.3 as a function of KL divergence. For the experiments regarding the non-symmetric
channel from Y to X , the cross-over probabilities of PX|Y (0|1) = 0.05, PX|Y (1|0) = 0.1 are assumed.
In this case, as show in Fig. 5.4, three different possibilities for the distribution of Y are considered:
PY (0) = 0.1, PY (0) = 0.9 and PY (0) = 0.5.
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Figure 5.3 – Excess rate under mismatched decoding metric QXY (x, y) = QX|Y (x|y)PY (y) as a function
of DKL(PXY ||QX|Y PY ) for the symmetric channel from Y to X . Each point shows the excess rate for
a specific QX|Y (0|1) = QX|Y (1|0) = q. The dashed line is the identity line DKL(PXYi ||QX|YiPYi). (a)
PY (0) = PY (1) = 0.5. (b) PY (0) = 0.1.

Figs. 5.3 and 5.4 show that, for small KL divergences, this metric seems to be a good measure to esti-
mate the excess rate. As the KL divergence increases, depending on over-estimating or under-estimating
the source distribution, two behaviors are seen. For the same KL divergence, under-estimation of the
source distribution produces less excess rate than its over-estimation. In other words, while for the
over-estimated cases the excess rate is well correlated with KL divergence, for under-estimated cases
this metric acts as an upper bound. This is consistent with the results obtained in [73, 72], where it
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Figure 5.4 – Excess rate under mismatched decoding metric QXY (x, y) = QX|Y (x|y)PY (y) as a function
of DKL(PXY ||QX|Y PY ) for the non-symmetric channel from Y to X . Each point shows the excess rate
for a specific QX|Y (0|1) = QX|Y (1|0) = q. The dashed line is the identity line DKL(PXYi ||QX|YiPYi). (a)
PY (0) = 0.1. (b) PY (0) = PY (1) = 0.5. (c) PY (0) = 0.9.

is stated that for BP decoding (assuming Gaussian channel) over-estimation of the true model is more
detrimental than its under-estimation (note that their definition of over/under-estimation is the oppo-
site of our definition because they define over/under-estimation on the signal-to-noise ratio mismatch
rather than rate).

Considering the fact that the performance of LDPC codes with BP decoding decreases as the channel
rate decreases (SW code increases), as shown in Fig. 5.5, the percentage of error in estimating the excess
rate with respect to the SW rate of the designed code, defined in (5.20), is less than 7.5% for all over-
estimated experiments and around 40% of them have less than 1% of error.

|∆Ri −DKL(PXYi ||QX|YiPYi)|
rQ

(5.20)

5.6.2 Excess rate estimation for rate-adaptive codes

We use the same setup of non-symmetric distribution shown in Fig. 5.4 for estimation of excess rate
in rate-adaptive codes, i.e. PX|Y (0|1) = 0.05, PX|Y (1|0) = 0.1 and PY (0) is equal to 0.1, 0.5 or 0.9.
We use the codes which are optimized for these three cases as a base code for doping. Again symmetric
distributionQX|Y (0|1) = QX|Y (0|0) = q is assumed for the decoding metric. Since the doping technique
uses the code which is optimized for the true distribution, the decoding metrics shouldn’t be very far
from the true model. Moreover, another limitation is that the doping technique is not suitable for the
cases when the true model is under-estimated such that the estimated model is far from the true model.
This is because in this case we are too optimistic about the model and since the doping technique tries
to feed the source symbols which are less reliable, it is not able to change the wrong bits to the true ones.
Therefore, we pick some of the decoding metrics from the previous setup mentioned in Section 5.6.1
which are over-estimated, but not too far from the true model (KL divergence less than 0.1) or under-
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Figure 5.5 – (a) Percentage of error between KL divergence and estimated excess rate with respect to the
SW rate of the designed code (rQ), when the source distribution is over-estimated. (b) Density of the
data for each percent of error.

estimated, but very close to the true model (KL divergence less than 0.005). Results are shown in Fig. 5.6.
Results show that again KL divergence is a good measure to estimate the excess rate, even for the doped
codes, provided that the wrong model remains close to the true model.
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Figure 5.6 – Excess rate estimation using the doping technique under decoding metric QXY (x, y) =
QX|Y (x|y)PY (y) as a function ofDKL(PXY ||QX|Y PY ) for the non-symmetric channel from Y toX . Each
point shows the excess rate for a specific QX|Y (0|1) = QX|Y (1|0) = q. The dashed line is the identity
line DKL(PXYi ||QX|YiPYi). (a) PY (0) = 0.1. (b) PY (0) = PY (1) = 0.5. (c) PY (0) = 0.9.
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5.7. Summary

5.7 Summary

In interactive coding, selecting a model requires to evaluate the impact of a wrong model on the com-
pression rate. We characterized this excess rate in terms of the mismatched capacity of the dual channel,
for model based source coding, which is an open problem. For these coding schemes, we showed ex-
perimentally that the KL divergence between the true and the wrong model is a proper estimate of the
excess rate experienced by mismatched BP decoding of LDPC codes. This was evidenced by a new algo-
rithm that allows to design LDPC codes decoded with BP according to a wrong metric. More precisely,
it was shown that the KL matches well the case where the wrong model is pessimistic (overestimation
of the rate) while it is an upper bound for the optimistic case (underestimation case). Moreover, it has
been shown that the KL divergence is also an accurate estimate to evaluate the excess rate for a class
of variable rate LDPC codes (doped codes), provided that the wrong model remains close to the true
model.
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CONCLUSIONS AND FUTURE WORK

Conclusions

With the tremendous advances made in interactive media technologies, these data have become
increasingly popular. This type of media has unique features that distinguish it from other media. First,
the data for this type of media is very large, with a great deal of redundancy between the data items.
Second, users request only part of the database each time. This makes data compression of such a
database very challenging. On the one hand, to maximize data compression, all dependencies must be
exploited together. On the other hand, upon user’s request, only the required data must be sent to have
optimal transmission.

In this dissertation, the goal was to provide a generic interactive coding scheme. For that, we con-
sidered a representation that can encompasses different interactive media: which is a 2D projection. We
presented new tools related to the compression of 2D images which provide interactivity. If we consider
the process pipeline of interactive communication depicted in Fig. 5.7, we had contributions in each step
of this procedure. In this regard, in the first stage, we proposed an evaluation framework in Chapter 2
by which we can compare different methods that provide interactive compression for 2D visual data.
In the proposed framework, along with the distortion sensed at the user’s side, we differentiated the
transmission rate from storage and considered all these three criteria together in the evaluation. We
proposed three metrics for the evaluation: First, the pair of (BD-R, BD-S) was proposed to compute
the average bit rate saving/loss for the same range of distortion between different schemes. Second,
iso-values were proposed for the case when the evaluation must be considered under fixed (and not
average) metric. Finally, weighted-BD was introduced to combine storage rate and transmission rate
based on their weighted importance for the same range of distortion between different schemes. We
illustrated the efficiency of the framework with the classical compression schemes that were proposed
for 360◦ images.

Representation Storage Transmission Evaluation

Figure 5.7 – Processing pipeline for interactive communication.

In Chapter 3, we proposed the generic interactive compression scheme for 2D images to minimize
the transmission cost in the communication system with a reasonable storage cost. In this scheme,
blocks are encoded considering a set of predictions is available for each block knowing that one of these
predictions will be available at the decoder. These different predictions come from different neighbors
of the block that enable different user navigations. This is in contrast to classical compression methods
in which there is only one prediction per block and this prediction is known at both encoder and de-
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coder. The neighborhood is defined by a navigation graph determined by the application. The scheme
encodes the block considering all possible predictions using incremental codes the can be implemented
by rate-adaptive channel codes. A single bitstream is built per each block that compensates for the worst
prediction. For better predictions in the set, a substream can be extracted from the bitstream. Moreover,
some blocks are introduced as access blocks for which an empty prediction is added to the prediction
set to begin decoding operation. When a user observes part of the image, it corresponds to the request
of a set of blocks. In this scheme, the system transfers only the requested blocks and then blocks are
decoded one after the other with a specific scanning order.

In Chapter 4, we focused on compression of two imaging modalities that are inherently interac-
tive media: 360◦ images and textures of 3D models. With the help of the generic coder proposed in
Chapter 3, we designed an efficient interactive codec that can transmit only what a user requests. This
can be achieved with a reasonable storage overhead at the server. In this regard, we provided a set of
predictions for each block, while the geometry of each imaging modality is taken into account in the
production of the prediction set. We developed an optimal scanning method that processes blocks one
after the other such that the overall correlation between blocks is better exploited. Experimental results
showed that the proposed scheme is perfectly suited for interactive transmission because it can balance
the trade-off between the transmission rate and the storage. Another figure of merit of the proposed
scheme is that the transmission rate increases gradually over time.

We also proposed better representations for each of these modalities in the same chapter. For 360◦

images, we proposed an efficient spherical coder in which all coding procedures of the image are per-
formed directly on the sphere. More precisely, we defined spherical blocks on the sphere. This allowed
us to propose novel predictions, transformation, and scanning of these blocks which are all defined on
the sphere. For the transformation, we proposed a GFT approach to transform the residual signal that
adapts better to the geometry of the sphere. This representation can be integrated in the interactive
compression scheme proposed for 360◦ images. We also proposed a geometry-aware representation for
texture map of 3D models that uses 3D geometry to find the neighbors within the texture. All scan-
ning, prediction, and transformation of the blocks are adapted to the topology of the 3D model. In this
scheme, only informative blocks participate in compression. A GFT approach was proposed to take
into account informative pixels for the transformation. This geometry aware is representation was also
exploited in the interactive compression scheme proposed for texture map of 3D models. Experimental
results of both representations demonstrated the effectiveness of the proposed representations.

The basis of the compression for incremental codes is based on the correlation model between the
data. It is generally costly to store and transmit these models. A solution to this problem is to approxi-
mate these models with simpler parametric models. However, this approximation introduces an excess
rate on the compression. To have a better description of the model, which affects both storage and
transmission rate, we studied the effect of choosing the model on the compression rate in Chapter 5.
We characterized this excess rate in terms of the mismatched capacity of the dual channel. For interac-
tive coding schemes, we showed that KL divergence between the true and the wrong model is a proper
estimate of the excess rate experienced by mismatched BP decoding of LDPC codes.
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Future work

Several approaches can be considered to extend the work presented in this thesis.
The first possible future work is to expand the work into the temporal domain. Exploiting temporal

redundancy between neighboring frames is a powerful tool in video compression that provides higher
compression rates compared to the intra compression of images as a result of a better prediction pro-
duced with inter-prediction. This is mainly because inter-prediction uses the block matching technique
to find the most similar reference region (in another frame) to the block to be encoded, while the intra
prediction uses a few pixels on the sides of the block as references to produce the prediction. The generic
coder proposed in Chapter 3 can be extended to support also the temporal domain. For each block, the
corresponding inter-prediction must be added to the set of predictions. However, simple block matching
can not be used directly for spherical images represented by 2D projections because this mapping in-
troduces distortion which modifies the area of the projected objects and a constant linear displacement
on the motion plane turns into a non-constant and non-linear displacement on the spherical imaging
surface [100, 25]. Therefore, proper motion compensation algorithms must be proposed to take into
account the geometry of the data in an interactive scenario. Moreover, a scanning strategy with proper
signaling must be presented to benefit from both types of predictions (intra and inter predictions) while
minimizing the transmission rate as much as possible.

Another powerful property that can be added to the generic coder to improve its coding efficiency
is the splitting of the blocks into sub-blocks. This property has already been used in classical video
compression scheme to improve the prediction signal. However, care must be taken for interactive
compression, as a naive splitting of blocks results in short length codes, and the performance of channel
codes drops significantly with such codes. Therefore, the proposed method should preferably be such
that it does not reduce the size of the sequence we want to encode while allowing the blocks to be
subdivided to produce better predictions.

In Chapter 5, we discussed the model selection problem in interactive communication. To derive the
results which are close to theory, we used a key feature of information theory, i.e. the assumption of
infinite block-length codes. However, in practice, the length of the code is not infinite, and one needs to
investigate the excess rate in case of finite block-length.

Moreover, investigating strategies which avoid transmitting the model is of great interest. For that,
classical compression schemes estimate the source model by sequential encoders like arithmetic cod-
ing encoder, and then implicitly embed the model into the compressed bitstream using techniques such
as context-adaptive coding [52]. This way, the decoder can reconstruct the model before decoding the
bitstream. Similar techniques have been proposed for Slepian-Wolf model-based coding using the con-
nection they have with channel codings. For example, [33, 95] propose methods to estimate the constant
crossover probability of stationary-correlated binary sources, and [23, 32] propose solutions to compute
the varying cross-over probability of nonstationary-correlated binary sources. Since the proposed inter-
active compression is based on model-based coding, research on similar methods for incremental codes
is valuable.

113





AUTHOR’S PUBLICATION

International peer-reviewed conference papers

N. Mahmoudian Bidgoli, T. Maugey and A. Roumy, “Correlation model selection for interactive video
communication,” 2017 IEEE International Conference on Image Processing (ICIP), Beijing, 2017, pp. 2184-
2188.

F. Nasiri, N. Mahmoudian Bidgoli, F. Payan and T. Maugey, “A Geometry-aware Framework for Com-
pressing 3D Mesh Textures,” 2019 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), Brighton, United Kingdom, 2019, pp. 4015-4019.

N. Mahmoudian Bidgoli, T. Maugey and A. Roumy, “Evaluation Framework for 360-Degree Visual Con-
tent Compression with User View-Dependent Transmission,” 2019 IEEE International Conference on Image
Processing (ICIP), Taipei, Taiwan, 2019, pp. 3756-3760.

N. Mahmoudian Bidgoli, T. Maugey, A. Roumy, F. Nasiri and F. Payan. “A geometry-aware compression
of 3D mesh texture with random access,” 2019 Picture Coding Symposium (PCS), Ningbo, China, 2019.

N. Mahmoudian Bidgoli, T. Maugey and A. Roumy. “Intra-coding of 360-degree images on the sphere,”
2019 Picture Coding Symposium (PCS), Ningbo, China, 2019.

Journal Papers in preparation

N. Mahmoudian Bidgoli, T. Maugey and A. Roumy, “Interactive compression of 360-degree images,” in
IEEE Transactions on Multimedia (submitted).

N. Mahmoudian Bidgoli, T. Maugey and A. Roumy, “Model selection for interactive coding,” (to be
submitted).

National peer-reviewed conference papers

F. Nasiri, N. Mahmoudian Bidgoli, F. Payan and T. Maugey, “Codage d’atlas de textures avec prédiction
guidée par la topologie des maillages,” Colloque Gretsi (Symposium of the French Research group on signal
and image processing), 2019.

N. Mahmoudian bidgoli, T. Maugey and A. Roumy. “Compression de contenus 360° et transmission
adaptée à la navigation de l’utilisateur,” Colloque Gretsi (Symposium of the French Research group on signal
and image processing), 2019.

115





LIST OF FIGURES

1.1 Navigation graph of a multiview video for free-viewpoint television system . . . . . . . . 9

1.2 The navigation graph of an interactive system. . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.3 Overall scheme of an interactive coder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.4 Predictive coding scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.5 Encoding graph for the tile-based approach . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.6 Encoding graph for the exhaustive storage approach . . . . . . . . . . . . . . . . . . . . . . 16

1.7 Source coding with different side information at decoders propose by Sgarro [77]. . . . . 18

1.8 Compound conditional source coding. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.9 Achievable rates for each interactive compression scheme. . . . . . . . . . . . . . . . . . . 22

1.10 Equirectangular projection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.11 Cube map projection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.12 Rhombic dodecahedron projection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.13 Saturation maps for the equirectangular and cube map representations. . . . . . . . . . . . 28

1.14 Viewport requested from a 360◦ visual content. . . . . . . . . . . . . . . . . . . . . . . . . . 29

1.15 Components of a 3D model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

1.16 An example of user’s navigation around the 3D model . . . . . . . . . . . . . . . . . . . . 32

2.1 Processing pipeline of compressing an interactive medium. . . . . . . . . . . . . . . . . . . 37

2.2 Examples of S-R-D curves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.3 The geometrical interpretation corresponding to BD-R and BD-S. . . . . . . . . . . . . . . 40

2.4 Interpretation of the iso distortion metric for the analysis of immersive coding schemes. . 41

2.5 Interpretation of weighted BD metric for the analysis of immersive coding schemes. . . . 42

2.6 360◦ images used to illustrate the proposed evaluation framework. . . . . . . . . . . . . . 43

2.7 Color-coded heatmaps of the frequency of pixels observed in the user navigation simu-
lated by the proposed probabilistic model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.8 R-D and S-D curves of interactive compression using tile-based approach. . . . . . . . . . 46

2.9 Iso distortion values for interactive compression of images using tile-based approach. . . 47

2.10 Weighted BD for different λ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.1 In interactive 2D image modalities, a user observes a set of pixels which corresponds to a
request of a set of blocks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2 Navigation graph for interactive 2D image modalities. . . . . . . . . . . . . . . . . . . . . . 51

3.3 Tile-based approach for compression of interactive 2D image modalities and the corre-
sponding encoding graph Genc. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.4 Examples of different allowed block scanning in the proposed method. . . . . . . . . . . . 54

117



3.5 Proposed lossy coding scheme of an image blockX as a function of its predictions Y1, . . . , YN . 57

4.1 Position of the access blocks in the equirectangular image using the proposed algorithm . 61

4.2 Reference pixels used to predict the block X from the neighboring blocks in the proposed
360◦ interactive compression. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.3 An example of the proposed scanning of the blocks for interactive compression of 360◦

images based on Algorithm 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.4 The other four images used in our experiments to evaluate interactive coder for 360◦ images. 65

4.5 Accumulated transmission per request at iso-distortion PSNR 37dB. . . . . . . . . . . . . 66

4.6 Usefulness of the observed pixels per request for transmission of 360◦ images using pro-
posed interactive coder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.7 Comparison of storage and transmission performance for requests of length 10 using the
proposed interactive coder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.8 Uniform sampling of the sphere. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.9 HEALPix hierarchical pixelization of the sphere. . . . . . . . . . . . . . . . . . . . . . . . . 72

4.10 Partitioning of the sphere into S-blocks of 8x8 pixels. . . . . . . . . . . . . . . . . . . . . . . 72

4.11 Proposed scanning order of the spherical order for the case when S-blocks are 2x2 and
sphere is pixelized into 192 pixels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.12 RD curves of the proposed spherical coder against the baselines. . . . . . . . . . . . . . . . 76

4.13 Retrieving the neighborhood information using the mesh topology. . . . . . . . . . . . . . 78

4.14 Process of copying border references from remote neighbors in texture map of 3D models. 79

4.15 Block prediction of a boundary block using the proposed geometry-aware compression
scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.16 An example of access blocks localization for texture maps of 3D model. . . . . . . . . . . . 81

4.17 Proposed scanning order for texture map of 3D models. . . . . . . . . . . . . . . . . . . . . 82

4.18 RD curves of the proposed geometry aware compression algorithm against two configu-
rations of the anchor on 3 diffusion maps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.19 3D models used for experiments of interactive compression. . . . . . . . . . . . . . . . . . 85

4.20 Transmission rate evolution over the user’s navigation for the 3D model Ewer at PSNR
38dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.1 Different source coding schemes based on the availability of SI source at encoder and
decoder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.2 The proposed code optimization block diagram. . . . . . . . . . . . . . . . . . . . . . . . . 105

5.3 Excess rate under mismatched decoding metric QXY (x, y) = QX|Y (x|y)PY (y) as a func-
tion of DKL(PXY ||QX|Y PY ) for the symmetric channel from Y to X . . . . . . . . . . . . . 106

5.4 Excess rate under mismatched decoding metric QXY (x, y) = QX|Y (x|y)PY (y) as a func-
tion of DKL(PXY ||QX|Y PY ) for the non-symmetric channel from Y to X . . . . . . . . . . 107

5.5 Percentage of error between KL divergence and estimated excess rate with respect to the
SW rate of the designed code (rQ), when the source distribution is over-estimated. . . . . 108

118



5.6 Excess rate estimation using the doping technique under decoding metric QXY (x, y) =
QX|Y (x|y)PY (y) as a function of DKL(PXY ||QX|Y PY ) for the non-symmetric channel
from Y to X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.7 Processing pipeline for interactive communication. . . . . . . . . . . . . . . . . . . . . . . 111

119





LIST OF TABLES

1.1 Notations and definitions used for problem formulation of compression for interactive
communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.2 Characteristics of different 2D representations in 360◦ contents . . . . . . . . . . . . . . . . 28
1.3 Performance of different interactive coding schemes. . . . . . . . . . . . . . . . . . . . . . 33

2.1 Average BD measures for illustration of the proposed evaluation framework. . . . . . . . 45

4.1 BD measures (in percent) averaged over all users relative to the no tiling approach (T. 1x1). 69
4.2 Weighted BD for requests of length 10 averaged over all users relative to the no tiling

approach (T. 1x1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3 BD-rate gain of the proposed method with respect to the the rhombic dodecahedron ap-

proach proposed in [35]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.4 Performance comparison of the the proposed Geometry-Aware algorithm . . . . . . . . . 83
4.5 Weighted BD averaged over all users relative to whole atlas approach . . . . . . . . . . . . 85

121





LIST OF ALGORITHMS

1 Algorithm for placing access blocks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2 Algorithm for decoding order when m(Γ) is equirectangular projection. . . . . . . . . . . 64
3 Algorithm for LDPC code design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

123





BIBLIOGRAPHY

[1] R. G. d. A. Azevedo, N. Birkbeck, F. De Simone, I. Janatra, B. Adsumilli, and P. Frossard, « Visual
Distortions in 360-degree Videos », in: IEEE Transactions on Circuits and Systems for Video Technol-
ogy (2019), pp. 1–1.

[2] A. AbuBaker, R. Qahwaji, S. Ipson, and M. Saleh, « One Scan Connected Component Labeling
Technique », in: 2007 IEEE International Conference on Signal Processing and Communications, Nov.
2007, pp. 1283–1286.

[3] D. Anguelov, C. Dulong, D. Filip, C. Frueh, S. Lafon, R. Lyon, A. Ogale, L. Vincent, and J. Weaver,
« Google Street View: Capturing the World at Street Level », in: Computer 43.6 (June 2010), pp. 32–
38.

[4] A. Ashikhmin, G. Kramer, and S. ten Brink, « Extrinsic information transfer functions: model
and erasure channel properties », in: IEEE Transactions on Information Theory 50.11 (Nov. 2004),
pp. 2657–2673.

[5] G. V. d. Auwera, M. Coban, F. Hendry, and M. Karczewicz, AHG8: Truncated Square Pyramid
Projection (TSP) For 360 Video, 4th meeting report JVET-D0071, Chengdu: Joint Video Exploration
Team (JVET) of ITU-T SG 16 WP 3 and ISO/IEC JTC 1/SC 29/WG 11, Oct. 2016.

[6] L. Balmelli, G. Taubin, and F. Bernardini, « Space-Optimized Texture Maps », in: Computer Graph-
ics Forum 21.3 (2002), pp. 411–420.

[7] A. C. Beers, M. Agrawala, and N. Chaddha, « Rendering from Compressed Textures », in: Pro-
ceedings of the 23rd Annual Conference on Computer Graphics and Interactive Techniques, SIGGRAPH
’96, New York, NY, USA: ACM, 1996, pp. 373–378.

[8] G. Bjontegaard, « Calculation of average PSNR differences between RD-curves », in: VCEG-M33
(2001).

[9] Chip Brown, Bringing pixels front and center in VR video, Mar. 2017, URL: https://blog.google/

products/google-ar-vr/bringing-pixels-front-and-center-vr-video.

[10] G. Caire, Shlomo Shitz S. S. Shamai, and S. Verdu, « Universal data compression with LDPC
codes », in: TURBOCODING 2003, 3rd International Symposium on Turbo Codes and Related Topics,
1-5 September 2003, Brest, France, Brest, FRANCE, Sept. 2003.

[11] J. Chen, D. He, and A. Jagmohan, « On the Duality Between Slepian–Wolf Coding and Channel
Coding Under Mismatched Decoding », in: IEEE Transactions on Information Theory 55.9 (Sept.
2009), pp. 4006–4018.

[12] J. Chen, D. He, and E. Yang, « On the Codebook-Level Duality Between Slepian-Woif Coding and
Channel Coding », in: 2007 Information Theory and Applications Workshop, Jan. 2007, pp. 84–93.

125

https://blog.google/products/google-ar-vr/bringing-pixels-front-and-center-vr-video
https://blog.google/products/google-ar-vr/bringing-pixels-front-and-center-vr-video


[13] Z. Chen, Y. Li, and Y. Zhang, « Recent advances in omnidirectional video coding for virtual real-
ity: Projection and evaluation », in: Signal Processing 146 (2018), pp. 66–78, ISSN: 0165-1684.

[14] G. Cheung, A. Ortega, and N. Cheung, « Interactive Streaming of Stored Multiview Video Using
Redundant Frame Structures », in: IEEE Transactions on Image Processing 20.3 (Mar. 2011), pp. 744–
761.

[15] N. Cheung, A. Ortega, and G. Cheung, « Distributed source coding techniques for interactive
multiview video streaming », in: 2009 Picture Coding Symposium, May 2009, pp. 1–4.

[16] NM. Cheung and A. Ortega, « Compression algorithms for flexible video decoding », in: Visual
Communications and Image Processing (VCIP’08), vol. SPIE 6822, Jan. 2008.

[17] Cisco Visual Networking Index: Forecast and Trends, 2017–2022, White Paper Document ID: 1551296909190103,
Cisco, Feb. 2019, URL: https://www.cisco.com/c/en/us/solutions/collateral/service-

provider/visual-networking-index-vni/white-paper-c11-741490.html.

[18] X. Corbillon, « Enable the next generation of interactive video streaming », PhD thesis, Ecole
nationale supérieure Mines-Télécom Atlantique, 2018.

[19] X. Corbillon, F. De Simone, and G. Simon, « 360-Degree Video Head Movement Dataset », in:
Proceedings of the 8th ACM on Multimedia Systems Conference, MMSys’17, Taipei, Taiwan: ACM,
2017, pp. 199–204.

[20] X. Corbillon, G. Simon, A. Devlic, and J. Chakareski, « Viewport-adaptive navigable 360-degree
video delivery », in: 2017 IEEE International Conference on Communications (ICC), May 2017, pp. 1–
7.

[21] T.M. Cover and J.A. Thomas, Elements of information theory, second Edition, Wiley, 2006.

[22] I. Csiszár and P.C. Shields, « Information Theory and Statistics: A Tutorial », in: Foundations and
Trends® in Communications and Information Theory 1.4 (2004), pp. 417–528, ISSN: 1567-2190.

[23] L. Cui, S. Wang, and S. Cheng, « Adaptive Slepian-Wolf Decoding Based on Expectation Propa-
gation », in: IEEE Communications Letters 16.2 (Feb. 2012), pp. 252–255.

[24] W. Dai, G. Cheung, N. Cheung, A. Ortega, and O. C. Au, « Rate-distortion optimized merge frame
using piecewise constant functions », in: 2013 IEEE International Conference on Image Processing,
Sept. 2013, pp. 1787–1791.

[25] F. De Simone, P. Frossard, N. Birkbeck, and B. Adsumilli, « Deformable block-based motion esti-
mation in omnidirectional image sequences », in: 2017 IEEE 19th International Workshop on Multi-
media Signal Processing (MMSP), Oct. 2017, pp. 1–6.

[26] R. Deaux, Introduction to the Geometry of Complex Numbers, Dover Books on Mathematics, Dover
Publications, 2013, ISBN: 9780486158044.

[27] S. C. Draper and E. Martinian, « Compound conditional source coding, Slepian-Wolf list decod-
ing, and applications to media coding », in: 2007 IEEE International Symposium on Information
Theory, June 2007, pp. 1511–1515.

126

https://www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-networking-index-vni/white-paper-c11-741490.html
https://www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-networking-index-vni/white-paper-c11-741490.html


[28] E. Dupraz, T. Maugey, A. Roumy, and M. Kieffer, « Rate-Distortion Performance of Sequential
Massive Random Access to Gaussian Sources with Memory », in: 2018 Data Compression Confer-
ence, Mar. 2018, pp. 406–406.

[29] E. Dupraz, T. Maugey, A. Roumy, and M. Kieffer, « Transmission and Storage Rates for Sequen-
tial Massive Random Access », working paper or preprint, May 2018, URL: https://hal.inria.

fr/hal-01799016.

[30] E. Dupraz, A. Roumy, T. Maugey, and M. Kieffer, « Rate-storage regions for Extractable Source
Coding with side information », in: Physical Communication (2019), p. 100845, ISSN: 1874-4907.

[31] A. El Gamal and A. Orlitsky, « Interactive Data Compression », in: 25th Annual Symposium on-
Foundations of Computer Science, 1984. Oct. 1984, pp. 100–108.

[32] Y. Fang, « LDPC-Based Lossless Compression of Nonstationary Binary Sources Using Sliding-
Window Belief Propagation », in: IEEE Transactions on Communications 60.11 (Nov. 2012), pp. 3161–
3166.

[33] Y. Fang and J. Jeong, « Correlation parameter estimation for LDPC-based slepian-wolf coding »,
in: IEEE Communications Letters 13.1 (Jan. 2009), pp. 37–39.

[34] M. S. Floater and K. Hormann, « Surface Parameterization: a Tutorial and Survey », in: Advances
in Multiresolution for Geometric Modelling, ed. by N. A. Dodgson, M. S. Floater, and M. A. Sabin,
Berlin, Heidelberg: Springer Berlin Heidelberg, 2005, pp. 157–186.

[35] C. Fu, L. Wan, T. Wong, and C. Leung, « The Rhombic Dodecahedron Map: An Efficient Scheme
for Encoding Panoramic Video », in: IEEE Transactions on Multimedia 11.4 (June 2009), pp. 634–
644.

[36] A. Ganti, A. Lapidoth, and I. E. Telatar, « Mismatched decoding revisited: general alphabets,
channels with memory, and the wide-band limit », in: IEEE Transactions on Information Theory 46.7
(Nov. 2000), pp. 2315–2328.

[37] K. Garrett, 9 Virtual Tour Statistics You Need to Know in 2019, Feb. 2019, URL: https://www.lcp360.

com/blog/virtual-tours-statistics.

[38] K. M. Górski, E. Hivon, A. J. Banday, B. D. Wandelt, F. K. Hansen, M. Reinecke, and M. Bartel-
mann, « HEALPix: A Framework for High-Resolution Discretization and Fast Analysis of Data
Distributed on the Sphere », in: The Astrophysical Journal 622.2 (Apr. 2005), pp. 759–771.

[39] M. Hosseini and V. Swaminathan, « Adaptive 360 VR Video Streaming: Divide and Conquer »,
in: 2016 IEEE International Symposium on Multimedia (ISM), Dec. 2016, pp. 107–110.

[40] Incense Burner from Iran 3D Model, 2016, URL: https://skfb.ly/6MunN.

[41] Jacek Jankowski and Martin Hachet, « A Survey of Interaction Techniques for Interactive 3D
Environments », in: Eurographics 2013 - State of the Art Reports, ed. by M. Sbert and L. Szirmay-
Kalos, The Eurographics Association, 2013.

[42] M. Karczewicz and R. Kurceren, « The SP- and SI-frames design for H.264/AVC », in: IEEE Trans-
actions on Circuits and Systems for Video Technology 13.7 (July 2003), pp. 637–644.

127

https://hal.inria.fr/hal-01799016
https://hal.inria.fr/hal-01799016
https://www.lcp360.com/blog/virtual-tours-statistics
https://www.lcp360.com/blog/virtual-tours-statistics
https://skfb.ly/6MunN


[43] P. Krajcevski, S. Pratapa, and D. Manocha, « GST: GPU-decodable Supercompressed Textures »,
in: ACM Trans. Graph. 35.6 (Nov. 2016), 230:1–230:10.

[44] E. Kuzyakov and D. Pio, Next-generation video encoding techniques for 360 video and VR, 2016, URL:
https://code.fb.com/virtual-reality/next-generation-video-encoding-techniques-

for-360-video-and-vr/.

[45] J. Lainema, F. Bossen, W. Han, J. Min, and K. Ugur, « Intra Coding of the HEVC Standard », in:
IEEE Transactions on Circuits and Systems for Video Technology 22.12 (Dec. 2012), pp. 1792–1801.

[46] I. Land and J. Huber, « Information Combining », in: Found. Trends Commun. Inf. Theory 3.3 (Nov.
2006), pp. 227–330.

[47] A. Laurent, Fethiye tombs, Turquie 3D Model, 2016, URL: https://sketchfab.com/search?q=

fethiye-tombs-turquie/.

[48] K. Lesniak, C. S. Tucker, S. Bilen, J. Terpenny, and C. Anumba, « Networked, Real Time Transla-
tion of 3D Mesh Data to Immersive Virtual Reality Environments », in: ASME 2016 International
Design Engineering Technical Conferences and Computers and Information in Engineering Conference,
vol. 1B, 36th Computers and Information in Engineering Conference, American Society of Me-
chanical Engineers, 2016, V01BT02A053.

[49] A. D. Liveris, Zixiang Xiong, and C. N. Georghiades, « Compression of binary sources with side
information at the decoder using LDPC codes », in: IEEE Communications Letters 6.10 (Oct. 2002),
pp. 440–442.

[50] A. Maglo, I. Grimstead, and C. Hudelot, « POMAR: Compression of progressive oriented meshes
accessible randomly », in: Computers & Graphics 37.6 (2013), Shape Modeling International (SMI)
Conference 2013, pp. 743–752.

[51] A. Maglo, G. Lavoué, F. Dupont, and C. Hudelot, « 3D Mesh Compression: Survey, Comparisons,
and Emerging Trends », in: ACM Comput. Surv. 47.3 (Feb. 2015), 44:1–44:41.

[52] D. Marpe, H. Schwarz, and T. Wiegand, « Context-based adaptive binary arithmetic coding in the
H.264/AVC video compression standard », in: IEEE Transactions on Circuits and Systems for Video
Technology 13.7 (July 2003), pp. 620–636.

[53] T. Maugey, I. Daribo, G. Cheung, and P. Frossard, « Navigation Domain Representation For Inter-
active Multiview Imaging », in: IEEE Transactions on Image Processing 22.9 (Sept. 2013), pp. 3459–
3472.

[54] C. M. Mendes, K. Apaza-Agüero, L. Silva, and O. R. P. Bellon, « Data-driven progressive com-
pression of colored 3D mesh », in: 2015 IEEE International Conference on Image Processing (ICIP),
Sept. 2015, pp. 2490–2494.

[55] N. Merhav, G. Kaplan, A. Lapidoth, and S. Shamai Shitz, « On information rates for mismatched
decoders », in: IEEE Transactions on Information Theory 40.6 (Nov. 1994), pp. 1953–1967.

[56] B. Micusik, « Two-view geometry of omnidirectional cameras », PhD thesis, Czech Technical Uni-
versity in Prague, 2004.

128

https://code.fb.com/virtual-reality/next-generation-video-encoding-techniques-for-360-video-and-vr/
https://code.fb.com/virtual-reality/next-generation-video-encoding-techniques-for-360-video-and-vr/
https://sketchfab.com/search?q=fethiye-tombs-turquie/
https://sketchfab.com/search?q=fethiye-tombs-turquie/


[57] B. Motz, G. Cheung, and A. Ortega, « Redundant frame structure using M-frame for interactive
light field streaming », in: 2016 IEEE International Conference on Image Processing (ICIP), Sept. 2016,
pp. 1369–1373.

[58] King-To Ng, Shing-Chow Chan, and Heung-Yeung Shum, « Data compression and transmission
aspects of panoramic videos », in: IEEE Transactions on Circuits and Systems for Video Technology
15.1 (Jan. 2005), pp. 82–95.

[59] Open heritage: Google art and culture, URL: https://artsandculture.google.com/project/

openheritage.

[60] N. Perraudin, M. Defferrard, T. Kacprzak, and R. Sgier, « DeepSphere: Efficient spherical convo-
lutional neural network with HEALPix sampling for cosmological applications », in: Astronomy
and Computing 27 (2019), pp. 130–146.

[61] Andrew Pressley, « Gauss’s Theorema Egregium », in: Elementary Differential Geometry, London:
Springer London, 2001, pp. 229–246.

[62] F. Qian, L. Ji, B. Han, and V. Gopalakrishnan, « Optimizing 360 Video Delivery over Cellular
Networks », in: Proceedings of the 5th Workshop on All Things Cellular: Operations, Applications and
Challenges, ATC ’16, New York City, New York: ACM, 2016, pp. 1–6.

[63] Report ITU-R BT.2420-0, Collection of usage scenarios and current statuses of advanced immersive
audio-visual systems, tech. rep., International Telecommunication Union (ITU), 2018.

[64] T. J. Richardson, M. A. Shokrollahi, and R. L. Urbanke, « Design of capacity-approaching irregu-
lar low-density parity-check codes », in: IEEE Transactions on Information Theory 47.2 (Feb. 2001),
pp. 619–637.

[65] T. J. Richardson and R. L. Urbanke, « The capacity of low-density parity-check codes under
message-passing decoding », in: IEEE Transactions on Information Theory 47.2 (Feb. 2001), pp. 599–
618.

[66] J. Rissanen, « A Universal Prior for Integers and Estimation by Minimum Description Length »,
in: The Annals of Statistics 11.2 (June 1983), pp. 416–431.

[67] M. Rizkallah, F. De Simone, T. Maugey, C. Guillemot, and P. Frossard, « Rate Distortion Op-
timized Graph Partitioning for Omnidirectional Image Coding », in: 2018 26th European Signal
Processing Conference (EUSIPCO), Sept. 2018, pp. 897–901.

[68] S. Rossi and L. Toni, « Navigation-aware adaptive streaming strategies for omnidirectional video »,
in: 2017 IEEE 19th International Workshop on Multimedia Signal Processing (MMSP), Oct. 2017, pp. 1–
6.

[69] A. Roumy, S. Guemghar, G. Caire, and S. Verdu, « Design methods for irregular repeat-accumulate
codes », in: IEEE Transactions on Information Theory 50.8 (Aug. 2004), pp. 1711–1727.

[70] A. Roumy and T. Maugey, « Universal lossless coding with random user access: The cost of in-
teractivity », in: 2015 IEEE International Conference on Image Processing (ICIP), Sept. 2015, pp. 1870–
1874.

129

https://artsandculture.google.com/project/openheritage
https://artsandculture.google.com/project/openheritage


[71] W. Ryan and S. Lin, Channel Codes: Classical and Modern, Cambridge University Press, 2009, ISBN:
9780521848688.

[72] H. Saeedi and A. H. Banihashemi, « Design of irregular LDPC codes for BIAWGN channels with
SNR mismatch », in: IEEE Transactions on Communications 57.1 (Jan. 2009), pp. 6–11.

[73] H. Saeedi and A. H. Banihashemi, « Performance of Belief Propagation for Decoding LDPC Codes
in the Presence of Channel Estimation Error », in: IEEE Transactions on Communications 55.1 (Jan.
2007), pp. 83–89.

[74] Sae-Young Chung, G. D. Forney, T. J. Richardson, and R. Urbanke, « On the design of low-density
parity-check codes within 0.0045 dB of the Shannon limit », in: IEEE Communications Letters 5.2
(Feb. 2001), pp. 58–60.

[75] K. Sayood, Introduction to Data Compression, Third Edition (Morgan Kaufmann Series in Multimedia
Information and Systems), 5th, San Francisco, CA, USA: Morgan Kaufmann Publishers Inc., 2018,
ISBN: 012620862X.

[76] J. Scarlett, A. Martinez, and A. G. i. Fabregas, « Mismatched Decoding: Error Exponents, Second-
Order Rates and Saddlepoint Approximations », in: IEEE Transactions on Information Theory 60.5
(May 2014), pp. 2647–2666.

[77] A. Sgarro, « Source coding with side information at several decoders », in: IEEE Transactions on
Information Theory 23.2 (Mar. 1977), pp. 179–182.

[78] C. E. Shannon, « A mathematical theory of communication », in: The Bell System Technical Journal
27.3 (July 1948), pp. 379–423.

[79] L. G. Shapiro and G. C. Stockman, Computer Vision, 1st, Upper Saddle River, NJ, USA: Prentice
Hall PTR, 2001, ISBN: 0130307963.

[80] D. I. Shuman, S. K. Narang, P. Frossard, A. Ortega, and P. Vandergheynst, « The emerging field
of signal processing on graphs: Extending high-dimensional data analysis to networks and other
irregular domains », in: IEEE Signal Processing Magazine 30.3 (May 2013), pp. 83–98.

[81] Gwendal Simon, « Texture Images are not Regular Images:How to Leverage Geometry Informa-
tion? », in: IEEE MMTC Review-Letter 10.2 (Apr. 2019), p. 3.

[82] D. Slepian and J. Wolf, « Noiseless coding of correlated information sources », in: IEEE Transac-
tions on Information Theory 19.4 (July 1973), pp. 471–480.

[83] Smithsonian Institution, Ewer with Birds, Snakes, and Humans, URL: https : / / 3d . si . edu /

explorer/ewer-with-birds-snakes-and-humans#downloads/.

[84] Smithsonian Institution, The 3D Program, URL: https://3d.si.edu.

[85] J.P. Snyder, Flattening the Earth: Two Thousand Years of Map Projections, University of Chicago Press,
1993, ISBN: 9780226767475.

[86] G. J. Sullivan, J. Ohm, W. Han, and T. Wiegand, « Overview of the High Efficiency Video Coding
(HEVC) Standard », in: IEEE Transactions on Circuits and Systems for Video Technology 22.12 (Dec.
2012), pp. 1649–1668.

130

https://3d.si.edu/explorer/ewer-with-birds-snakes-and-humans#downloads/
https://3d.si.edu/explorer/ewer-with-birds-snakes-and-humans#downloads/
https://3d.si.edu


[87] Z. Sun, C. Tian, J. Chen, and K. M. Wong, « LDPC code design for asynchronous Slepian-Wolf
coding », in: IEEE Transactions on Communications 58.2 (Feb. 2010), pp. 511–520.

[88] R. Szeliski, « Image Alignment and Stitching: A Tutorial », in: Found. Trends. Comput. Graph. Vis.
2.1 (Jan. 2006), pp. 1–104.

[89] A. TaghaviNasrabadi, A. Mahzari, J. D. Beshay, and R. Prakash, « Adaptive 360-degree video
streaming using layered video coding », in: 2017 IEEE Virtual Reality (VR), Mar. 2017, pp. 347–
348, DOI: 10.1109/VR.2017.7892319.

[90] M. Tanimoto, « FTV: Free-viewpoint Television », in: Signal Processing: Image Communication 27.6
(2012), pp. 555–570, ISSN: 0923-5965.

[91] S. ten Brink, « Convergence behavior of iteratively decoded parallel concatenated codes », in:
IEEE Transactions on Communications 49.10 (Oct. 2001), pp. 1727–1737.

[92] S. ten Brink, G. Kramer, and A. Ashikhmin, « Design of low-density parity-check codes for mod-
ulation and detection », in: IEEE Transactions on Communications 52.4 (Apr. 2004), pp. 670–678.

[93] The power of media-rich map listings, July 2015, URL: https://www.google.com/streetview/

business/.

[94] I. Tosic and P. Frossard, « Low bit-rate compression of omnidirectional images », in: 2009 Picture
Coding Symposium, May 2009, pp. 1–4.

[95] V. Toto-Zarasoa, A. Roumy, and C. Guillemot, « Maximum Likelihood BSC Parameter Estimation
for the Slepian-Wolf Problem », in: IEEE Communications Letters 15.2 (Feb. 2011), pp. 232–234.

[96] E. Upenik, M. Rerabek, and T. Ebrahimi, « On the performance of objective metrics for omnidirec-
tional visual content », in: 2017 Ninth International Conference on Quality of Multimedia Experience
(QoMEX), May 2017, pp. 1–6.

[97] D. Varodayan, A. Aaron, and B. Girod, « Rate-adaptive codes for distributed source coding », in:
Signal Processing 86.11 (2006), Special Section: Distributed Source Coding, pp. 3123–3130.

[98] L. Velho and J. Sossai Jr., « Projective texture atlas construction for 3D photography », in: The
Visual Computer 23.9 (Sept. 2007), pp. 621–629.

[99] B. Vishwanath, T. Nanjundaswamy, and K. Rose, « Motion Compensated Prediction for Transla-
tional Camera Motion in Spherical Video Coding », in: 2018 IEEE 20th International Workshop on
Multimedia Signal Processing (MMSP), Aug. 2018, pp. 1–4.

[100] B. Vishwanath, T. Nanjundaswamy, and K. Rose, « Rotational motion model for temporal predic-
tion in 360 video coding », in: 2017 IEEE 19th International Workshop on Multimedia Signal Process-
ing (MMSP), Oct. 2017, pp. 1–6.

[101] G. K. Wallace, « The JPEG still picture compression standard », in: IEEE Transactions on Consumer
Electronics 38.1 (Feb. 1992), pp. xviii–xxxiv.

[102] L. Wang and Y. Kim, « Linear code duality between channel coding and Slepian-Wolf coding »,
in: 2015 53rd Annual Allerton Conference on Communication, Control, and Computing (Allerton), Sept.
2015, pp. 147–152.

131

http://dx.doi.org/10.1109/VR.2017.7892319
https://www.google.com/streetview/business/
https://www.google.com/streetview/business/


[103] R. P. Westerlaken, S. Borchert, R. K. Gunnewiek, and R. L. Lagendijk, « Analyzing Symbol and Bit
Plane-Based LDPC in Distributed Video Coding », in: 2007 IEEE International Conference on Image
Processing, vol. 2, Sept. 2007,

[104] M. Wien, High Efficiency Video Coding: Coding Tools and Specification, Signals and Communication
Technology, Springer Berlin Heidelberg, 2014, ISBN: 9783662442753.

[105] A. Wyner, « Recent results in the Shannon theory », in: IEEE Transactions on Information Theory
20.1 (Jan. 1974), pp. 2–10.

[106] J. Xiao, K. A. Ehinger, A. Oliva, and A. Torralba, « Recognizing scene viewpoint using panoramic
place representation », in: 2012 IEEE Conference on Computer Vision and Pattern Recognition, June
2012, pp. 2695–2702.

[107] T. Yamasaki and K. Aizawa, « Patch-based compression for Time-Varying Meshes », in: 2010 IEEE
International Conference on Image Processing, Sept. 2010, pp. 3433–3436.

[108] Y. Yang and Y. Zhang, « A High-Realistic Texture Mapping Algorithm Based on Image Sequences »,
in: 2018 26th International Conference on Geoinformatics, June 2018, pp. 1–8.

[109] F. Ye, E. Dupraz, Z. Mheich, and K. Amis, « Optimized Rate-Adaptive Protograph-Based LDPC
Codes for Source Coding With Side Information », in: IEEE Transactions on Communications 67.6
(June 2019), pp. 3879–3889.

[110] M. Yu, H. Lakshman, and B. Girod, « A Framework to Evaluate Omnidirectional Video Coding
Schemes », in: 2015 IEEE International Symposium on Mixed and Augmented Reality, Sept. 2015,
pp. 31–36.

[111] Matt Yu, Haricharan Lakshman, and Bernd Girod, « Content Adaptive Representations of Omni-
directional Videos for Cinematic Virtual Reality », in: Proceedings of the 3rd International Workshop
on Immersive Media Experiences, ImmersiveME ’15, Brisbane, Australia: ACM, 2015, pp. 1–6.

[112] A. Zare, A. Aminlou, and M. M. Hannuksela, « Virtual reality content streaming: Viewport-
dependent projection and tile-based techniques », in: 2017 IEEE International Conference on Image
Processing (ICIP), Sept. 2017, pp. 1432–1436.

[113] A. Zare, A. Aminlou, M. M. Hannuksela, and M. Gabbouj, « HEVC-compliant Tile-based Stream-
ing of Panoramic Video for Virtual Reality Applications », in: Proceedings of the 24th ACM Inter-
national Conference on Multimedia, MM ’16, Amsterdam, The Netherlands: ACM, 2016, pp. 601–
605.

132





Titre: Compression pour la communication interactive de contenus

visuels

Mot clés : compression interactive, codes incrémentaux, accès aléatoire, transmission dépendante de l’utilisateur, image à 360
degrés, texture modèle 3D

Resumé : Les images et vidéos interactives ont récemment
vu croître leur popularité. En effet, avec ce type de contenu,
les utilisateurs peuvent naviguer dans la scène et changer li-
brement de point de vue. Les caractéristiques de ces supports
posent de nouveaux défis pour la compression. D’une part, les
données sont capturées en très haute résolution pour obtenir
un réel sentiment d’immersion. D’autre part, seule une petite
partie du contenu est visualisée par l’utilisateur lors de sa navi-
gation. Cela induit deux caractéristiques : une compression effi-
cace des données en exploitant les redondances au sein du con-
tenu (pour réduire les coûts de stockage) et une compression
avec accès aléatoire pour extraire la partie du flux compressé
demandée par l’utilisateur (pour réduire le débit de transmis-
sion). Les schémas classiques de compression ne peuvent gérer
de manière optimale l’accès aléatoire, car ils utilisent un or-
dre de traitement des données fixe et prédéfini qui ne peut
s’adapter à la navigation de l’utilisateur.

Le but de cette thèse est de fournir de nouveaux outils

pour les schémas interactifs de compression d’images. Pour
cela, comme première contribution, nous proposons un cadre
d’évaluation permettant de comparer différents schémas inter-
actifs de compression d’image / vidéo. En outre, des études
théoriques antérieures ont montré que l’accès aléatoire peut être
obtenu à l’aide de codes incrémentaux présentant le même coût
de transmission que les schémas non interactifs au prix d’une
faible augmentation du coût de stockage. Notre deuxième con-
tribution consiste à créer un schéma de codage générique pou-
vant s’appliquer à divers supports interactifs. À l’aide de ce
codeur générique, nous proposons ensuite des outils de com-
pression pour deux modalités d’images interactives : les im-
ages omnidirectionnelles (360 degrés) et les cartes de texture de
modèle 3D. Nous proposons également de nouvelles représen-
tations de ces modalités. Enfin, nous étudions l’effet de la sélec-
tion du modèle sur les taux de compression de ces codeurs in-
teractifs.

Title: Compression for interactive communication of visual contents

Keywords : interactive compression, incremental codes, random access, user-dependent transmission, 360◦ image, 3D model
texture map

Abstract: Interactive images and videos have received increas-
ing attention due to the interesting features they provide. With
these contents, users can navigate within the content and ex-
plore the scene from the viewpoint they desire. The character-
istics of these media make their compression very challenging.
On the one hand, the data is captured in high resolution (very
large) to experience a real sense of immersion. On the other
hand, the user requests a small portion of the content during
navigation. This requires two characteristics: efficient compres-
sion of data by exploiting redundancies within the content (to
lower the storage cost), and random access ability to extract part
of the compressed stream requested by the user (to lower the
transmission rate). Classical compression schemes can not han-
dle random accessibility because they use a fixed pre-defined
order of sources to capture redundancies.

The purpose of this thesis is to provide new tools for in-
teractive compression schemes of images. For that, as the first
contribution, we propose an evaluation framework by which
we can compare different image/video interactive compres-
sion schemes. Moreover, former theoretical studies show that
random accessibility can be achieved using incremental codes
with the same transmission cost as non-interactive schemes and
with reasonable storage overhead. Our second contribution is
to build a generic coding scheme that can deal with various
interactive media. Using this generic coder, we then propose
compression tools for 360◦ images and 3D model texture maps
with random access ability to extract the requested part. We
also propose new representations for these modalities. Finally,
we study the effect of model selection on the compression rates
of these interactive coders.
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