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Chapter 1

Introduction

Mixed Integer Programming (MIP) is a leading methodology for solving combina-
torial optimization problems. It has numerous applications in various industries.
The main MIP solution approach is branch-and-cut which consists in iterative re-
fining of a linear relaxation of the problem (by adding valid inequalities or cutting
planes) and then applying the divide-and-conquer principle (branching). Modern
MIP solvers implementing the branch-and-cut approach have been progressing at a
fast pace for the last 30 years, and now they have found a widespread use around
the globe. The branch-and-cut approach however has its limits. It is not efficient
(i.e. does not scale well) for problems for which all known linear relaxations are not
sufficiently tight, even after adding cutting planes. These are problems with complex
combinatorial structure appearing for example in routing, scheduling, packing and
other similar applications.

A radical way to improve the quality of linear relaxations is to substantially
increase the number of variables. For such formulations however it is not possible
to apply directly the standard branch-and-cut approach as variables should then be
generated dynamically. An extension of branch-and-cut to this case is called branch-
cut-and-price, in which the linear relaxation of the problem is solved by the column
generation approach.

Branch-cut-and-price (BCP) is widely recognized to be a much more efficient
approach than branch-and-cut for solving many practical problems. However, the
former is not nearly as widespread as the latter. The usage of few available BCP
solvers is manly limited to the academic world. We believe however that potential
of BCP solvers is very high, and we try to contribute to their development as much
as we can. This manuscript covers our work in this direction.

Some of our works do not concern column generation and branch-(cut-and-)price.
They are briefly mentioned at the end of Section 3.6.

In the remaining of this chapter, we introduce column generation, branch-cut-
and-price approaches, as well as some recently proposed techniques to improve their
efficiency.

1



2 CHAPTER 1. INTRODUCTION

1.1 Column Generation

When presenting a column generation algorithm, in the literature authors usually
start with an original compact MIP formulation (i.e. with a polynomial number
of variables and constraints) and then apply to it a Dantzig-Wolfe reformulation.
Often however there is no good compact MIP formulation for the problem at hand.
In this case, many authors present an artificial cumbersome formulation which is
needed only to be able to apply the Dantzig-Wolfe reformulation. Therefore, when
presenting the column generation approach, we do not formulate the problem as a
single original MIP, but directly use the subproblems and the master formulation
which are linked by mapping beween their variables.

In short, column generation stays for the iterative method which solves linear
programs with very large number of variables. Such a program is called master
problem in the literature. “Very large” here means that it is practically impossible or
time consuming to solve the linear program with all variables directly. Instead, at
any moment we deal explicitly with only a subset of variables (others being implicitly
fixed to zero) defining so-called restricted master problem (RMP). In each iteration
of column generation, the RMP is solved to optimality by obtaining primal and dual
optimal solutions. Knowing the dual solution, we can calculate the reduced costs
of variables absent from the RMP and find the “best” variable according to it. The
reduced cost of this column either tells us whether the primal solution of RMP is
optimal for the master problem or not. In the latter case, the “best” variable is added
to the RMP and the process repeats. The term “column generation” comes from the
fact that variables correspond to columns in the linear programming matrix. We will
use both terms “variable” and “column” interchangeably.

The process of determining the “best” column is rarely done by enumeration, i.e.
by inspection of all variables one by one. In most cases, we use some structure of
our problem, by which the set of column vectors corresponds to the set of feasible
solutions of the subproblem or the union of all solutions of several subproblems.
Those solutions are either defined explicitly by constraints or implicitly by on oracle,
which returns a solution minimizing a linear objective function.

We will now formalize this description. Given set K of subproblems, let subprob-
lem [SPk], k P K, be defined over set of variables tzkt : 1 ď t ď nku. Let tz̄pupPPk be
the set of nk-dimensional points that correspond to feasible solutions of [SPk]. We
suppose that, given c̄k P Rnk , we can find p P P k minimizing c̄kz̄p using the explicit
subproblem definition or the oracle.

The problem is formulated as follows. There are variables xj , 1 ď j ď n1, and
variables ys, 1 ď s ď n2. Let Y s P R` and Y s P R` denote upper and lower bounds
on variable ys, 1 ď s ď n2. The first n̄1 variables x and the first n̄2 variables y
are defined to be integer. For each variable xj , 1 ď j ď n1, Mpxjq Ď tzkt : 1 ď
t ď nk, k P Ku defines its mapping into a non-empty subset of subproblem variables.
Remark that mappings do not need to be disjoint, the same subproblem variable can
be mapped to more than one variable xj . In fact, M´1pzkt q “ txj | 1 ď j ď n1, z

k
t P

Mpxjqu denotes the inverse mapping, some M´1 sets may be empty. Variables wk
are pre-defined. They denote the subproblem solution cardinality. Let W k P Z` and
W k P Z` denote upper and lower bounds on variable wk, k P K. We suppose that all
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subproblems are distinct. In the case some subproblems are identical, we aggregate
them by changing the bounds of variables wk. For each solution z̄p, p P P k, k P K,
let λkp be a non-negative integer variable. Coefficient z̄pt indicates the value of zkt in
z̄p, p P P k.

We are now ready to give the problem formulation.

Min
n1
ÿ

j“1

cjxj `
n2
ÿ

s“1

gsys `
ÿ

kPK

fkwk (1.1a)

S.t.
n1
ÿ

j“1

θijxj `
n2
ÿ

s“1

φisys ě di, i “ 1, . . . ,m, (1.1b)

xj “
ÿ

kPK

ÿ

pPPk

¨

˝

ÿ

zkt PMpxjq

z̄pt

˛

‚λp, j “ 1 . . . , n1, (1.1c)

wk “
ÿ

pPPk

λp, k P K, (1.1d)

W k ď wk ďW k, k P K, (1.1e)

Y s ď ys ď Y s, s “ 1, . . . , n̄2, (1.1f)

λp P Z`, p P P k, k P K, (1.1g)
xj P Z, ys P Z, j “ 1, . . . , n̄1, s “ 1, . . . , n̄2. (1.1h)

Equations (1.1a) and (1.1b) define a general objective function and m general con-
straints over those variables, respectively. The relation between variables x and λ is
given by (1.1c), while the relation between w and λ is given by (1.1d). Depending on
the problem’s structure, integrality of variables λ may be relaxed without changing
the set of optimal solutions. In the case variables x are restricted to be non-negative,
the corresponding constraints are added in the form (1.1b).

Eliminating x, w variables and relaxing all integrality constraints, we obtain the
master problem:

Min
ÿ

kPK

ÿ

pPPk

¨

˝

n1
ÿ

j“1

cj
ÿ

zkt PMpxjq

z̄pt ` f
k

˛

‚λp `
n2
ÿ

s“1

gsys (1.2a)

S.t.
ÿ

kPK

ÿ

pPPk

¨

˝

n1
ÿ

j“1

θij
ÿ

zkt PMpxjq

z̄pt

˛

‚λp `
n2
ÿ

s“1

φisys ě di, i “ 1, . . . ,m, (1.2b)

W k ď
ÿ

pPPk

λp ďW k, k P K, (1.2c)

Y s ď ys ď Y s, s “ 1, . . . , n̄2, (1.2d)

λp ě 0, p P P k, k P K. (1.2e)

Master problem (1.2) is solved by column generation as described above. Let πi,
1 ď i ď m, denote the dual variables, which correspond to constraints (1.2b). Let
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νk` and νk´, k P K, be the dual variables corresponding to constraints (1.2c). The
reduced cost of subproblem variable zkt , 1 ď t ď nk, is then defined as:

c̄kt “
ÿ

xjPM´1pzkt q

cj ´
m
ÿ

i“1

ÿ

xjPM´1pzkt q

θijπi.

The reduced cost of a solution z̄p, p P P k, is

c̄pz̄pq “ fk `
nk
ÿ

t“1

c̄kt z̄
p
t ´ ν

k` ´ νk´.

So, the pricing subproblems correspond to finding, for each k P K, a solution z̄p,
p P P k, with the minimum reduced cost.

For an original integer program

[F] ” mintcx : Θx ě d; Bx ě b; x P Zn1
` u, (1.3)

following the discretization approach (Desrosiers and Lübbecke, 2011; Vanderbeck,
2000), the Dantzig-Wolfe reformulation (Dantzig and Wolfe, 1960) can be written in
the form (1.1) by defining the subproblem explicitly tBz ě b; z P Zn1

` u and using
the unitary mapping Mpxtq “ tztu.

1.2 Branch-Cut-and-Price (BCP)

First of all, this term may be written in different ways: “branch-and-cut-and-price”
or “branch-price-and-cut”. The former is supposed to be less grammatically correct.
The latter would better reflect what the method is about: first we price columns
and only then we add cuts. However, in this work we stick to traditional “branch-
cut-and-price” which follows historical reasons as branch-and-cut was there before
branch-and-price.

Branch-cut-and-price is the method to solve formulation (1.1). The basic BCP
can be viewed as a simple combination of the branch-and-cut method to solve a
MIP and the column generation approach which solves the linear relaxation (1.2) at
every node of the search tree. Indeed, as long as branching constraints and cutting
planes involve only variables y, x, and w, there is no special consideration to take
into account: branching, cut separation and pricing are independent components of
the BCP (Desaulniers et al., 2011).

However, branching on variables y, x, and w may not be sufficient and one may
need to branch on variables λ. Usually this should be avoided, as branching on λ
produces a highly unbalanced search tree. A way to do it is to introduce additional
variables x and z. For example, for the bin packing problem, in addition to variables
stating whether an item is packed to the bin one may introduce variables for each
pair of items stating whether both of them are packed to the bin or not. Additional
variables may however make the subproblem harder to solve. A similar alternative
is the Ryan and Foster (1981) branching scheme. A more general branching rule
is the one by Vanderbeck (2000, 2011) which implements a partial disaggregation
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of identical subproblems. However, here again the subproblem difficulty may be
affected, as one needs to impose bounds on variables z.

Absolute majority of works before 2005 considered the basic variant of branch-
and-price and branch-cut-and-price, in which branching, cutting and pricing are
independent (assuming that the Ryan and Foster branching is equivalent to adding
a polynomial number of variables to the subproblems). Few exceptions include (non-
exhaustively) the work by Nemhauser and Park (1991) on combination of column
generation and separation of cutting planes over variables λ for the edge coloring
problem, and the work of Vanderbeck (2000) on generic branching.

1.3 Modern Branch-Cut-and-Price

We do this distinction between basic branch-cut-and-price and the “modern” one
to reflect the large changes in the method which were recently developed in the
literature. For us, modern branch-cut-and-price is i) non-robust, ii) complex, and
iii) generic.

Non-robustness

As mentioned above, “traditional” branch-cut-and-price is a simple combination of
branch-and-price and branch-and-cut in which cutting and pricing are completely
independent from each other. This means that after adding cutting planes to the
master the structure of the pricing problem does not change. Such cuts are called
robust (Pessoa et al., 2008) in the literature. In contrast to that, in modern BCP
the algorithm for solving the pricing problem may be largely modified if non-robust
cuts are present in the master. Moreover, cut separation routines may be affected
by the information collected when running the pricing problem solver. For example,
when the time of the latter becomes large, we may choose not to add cuts anymore
and branch instead.

After the pioneering work (Nemhauser and Park, 1991) on non-robust cuts for
edge coloring, in 2000s Chvátal-Gomory rank-1 cuts over variables λ were applied
in the column generation context. Belov and Scheithauer (2006) used them for
cutting stock problems, whereas Jepsen et al. (2008) employed them for vehicle
routing. Unfortunately, rank-1 cuts have a large impact on the difficulty of the pricing
problem; one cannot have too many active rank-1 cuts at the same time. However,
recently a new variant of these cuts was proposed by Pecin et al. (2017b,c): limited-
memory rank-1 cuts. These cuts are weaker that the original (i.e. full memory) cuts,
but have a much smaller impact on the dynamic programming labeling algorithm to
solve the pricing problem, which is the resource constrained shortest path. Actually,
these cuts were designed in a special way to mitigate the impact on the solution
difficulty of the pricing problem. Moreover, they are efficient only if the pricing
problem is solved by dynamic programming. So here we have a “synergy” between
cutting planes and pricing solver to achieve the state-of-the-art results for vehicle
routing problems.
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Complexness

Modern branch-cut-and-price algorithms are complex methods involving much more
components than just column generation, cut separation and branching. These are
stabilization, heuristic pricing, management of the pricing problem relaxation, vari-
able fixing by reduced costs, column enumeration, primal heuristics, and strong
branching. I will now introduce these components in more detail.

Column generation is an iterative procedure and it is prone to convergence issues
such as dual oscillations, the tailing-off effect, and primal degeneracy. Stabilization
techniques have been developed to reduce these drawbacks (Lübbecke and Desrosiers,
2005). They can be classified into four categories (Vanderbeck, 2005): imposing
bounds on dual prices (Ben Amor et al., 2006), smoothing dual prices based on past
information before passing them to the pricing problem (Wentges, 1997), penalizing
the deviation of the dual solution from a stability center (du Merle et al., 1999;
Briant et al., 2008), and working with interior dual solutions rather than extreme
point dual solutions (Rousseau et al., 2007).

The pricing problem should not be necessarily solved to optimality each time.
For column generation convergence it suffices to generate a negative reduced cost
column in each iteration. Such columns can be found by a (meta)heuristic (De-
saulniers et al., 2008) or by changing parameters of an exact solver (Gamrath and
Lübbecke, 2010). Additional ways to solve heuristically the pricing problem are
discussed by Desaulniers et al. (2002). Usually generating negative reduced cost
columns without solving the pricing problem to optimality reduces a lot the column
generation convergence time.

As defined in (Vanderbeck and Savelsbergh, 2006), a column is redundant when
problem (1.1) admits an optimal solution in which the value of the corresponding
variable is equal to zero. In many cases non-redundancy check is rather simple. One
way to do it is to update upper and lower bounds on subproblem variables z based
on problem’s constraints. Standard preprocessing techniques for MIPs (Savelsbergh,
1994) or, equivalently, domain propagation (Gamrath and Lübbecke, 2010) can be
used for this purpose. Columns satisfying updated bounds are called proper (Van-
derbeck and Savelsbergh, 2006). Non-proper columns are redundant by definition.
These columns can be excluded from the solution space of the pricing problem by
imposing bounds on variables z. However, this may make the pricing problem harder
to solve.

In the context of vehicle routing, proper columns correspond to elementary routes
which pass by each client at most once. Imposing elementarity constraint in the pric-
ing problem makes it much more difficult to solve. Therefore usually the elementarity
constraint is relaxed. A relaxation which offers a good trade-off between the pricing
problem difficulty and the lower bound obtained by solving the master problem is the
ng-path relaxation (Baldacci et al., 2011b). In this relaxation, a neighbourhood is
defined for every client. Non-elementary routes can be generated. However, a client
i can be visited twice only if it is not in the neighbourhood of a client visited between
two consecutive visits to i. So the pricing problem relaxation is controlled by clients’
neighbourhoods. This relaxation can be dynamically strengthened (Roberti and
Mingozzi, 2014) by augmenting ng-neighbourhoods based on the current fractional
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solution. Thus, this process is similar to cut generation.
We have just discussed ways to detect redundant columns which do not par-

ticipate in any feasible solution of the problem. Alternatively, assuming that an
incumbent solution is available, we can try to detect columns which do not partici-
pate in a solution which improves on the incumbent (Vanderbeck, 2005). For that,
a value is temporarily assigned to a variable and the master problem is resolved. If
the dual bound obtained is worse that the incumbent solution value, this value can
be removed from the domain of the variable. In general, this approach is expensive,
as the master problem should be resolved many times. In some problem specific
context however, it can be made efficient. For example, when the pricing problem
is the (resource constrained) shortest path problem, fixing arc variables to zero one
by one and checking the resulting dual bound is reasonably fast using arc reduced
costs (Irnich et al., 2010).

Another approach for detecting redundant columns in the context of vehicle rout-
ing has been proposed by Baldacci et al. (2008). In this approach, one enumerates all
elementary routes or columns which can participate in an improving solution. Given
an optimal dual solution π, a column λp P P

k cannot participate in an improving
solution if its reduced cost c̄pz̄kp q is larger that the current primal-dual gap, i.e. dif-
ference between the primal incumbent solution value and the column generation dual
bound value. If enumeration is succesfull, then all generated columns are added to
the master, and the latter is solved as a MIP to optimality without further column
generation. If the number of enumerated columns is large, then they can be put to
the column pool, and the pricing from now on can be performed by inspection of the
pool Contardo and Martinelli (2014). If the primal-dual gap is small, the column
enumeration approach usually provides substantial time reduction for the branch-
cut-and-price algorithm. A similar approach in a more general context is discussed
by Rönnberg and Larsson (2019).

As it can be seen from previous paragraphs, having a good primal solution is
important for the modern BCP. This makes the variable fixing and column enu-
meration much more efficient. Also in many applications, finding primal solutions
is the main focus whereas proving optimality is less important. The three main
classes of primal heuristics used in the column generation context are rounding, div-
ing, and sub-MIPing heuristics. First ones iteratively round column values in the
fractional solution. Diving heuristic combine rounding and the master problem re-
solving using repetitive application of column generation. Sub-MIPing heuristics fix
certain variables and solve the remaining problem as a MIP. In the column genera-
tion context, the standard implementation is to fix to zero all columns absent from
the current restricted master problem and solve the latter by a MIP solver. This
kind of heuristics are often called restricted master heuristics. They are probably
the most used heuristics in column generation and BCP approaches. A drawback of
column generation based heuristics is that they are very often specific for the appli-
cation in hand. Some work has been done however on generic primal heuristics for
branch-and-price (Lübbecke and Puchert, 2012).

The last but not least BCP component we want to discuss is strong branching. As
for general MIP, strong branching is very important for proving optimality of a solu-
tion. However, due to implementation difficulty, strong branching is not often used in
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BCP algorithms. Every node in the branch-and-bound tree is expensive to evaluate
as column generation is used for that. Therefore, strong branching in a BCP algo-
rithm should be multi-phase. First, for a relatively large set of branching candidates
we only resolve the restricted master problem without column generation. Secondly,
a small subset of promising candidates is chosen and evaluated using incomplete col-
umn generation, in which the pricing problem is solved heuristically or the number
of iterations is limited. Finally, one or few most promising candidates are evaluated
completely, i.e. using complete column and cut generation. When selecting initial
set of candidates, branching history is taken into account. For this, pseudocosts for
all previously evaluated branching candidate are usually computed (Gamrath and
Lübbecke, 2010). Selection of candidates between phases are usually based on the
product rule (Achterberg, 2007). Recently, there has been shown a large positive
impact of strong branching on BCP solution time in the context of vehicle routing
applications (Røpke, 2012; Pecin et al., 2017b).

Generality

There exist at least two public generic branch-cut-and-price solvers:
GCG (gcg.or.rwth-aachen.de) (Gamrath and Lübbecke, 2010), and SAS Opti-
mization (www.sas.com/en_us/software/optimization.html) (Galati, 2009). An-
other generic BCP solver BaPCod (realopt.bordeaux.inria.fr/?page_id=2) is
not public (but in some cases is available by request). These solvers can be used
just by providing a MIP formulation for the problem and possibly indicating the
decomposition to be applied. However the performance of these solvers is superior
to generic MIP solvers only for a small number of problems. This is because the
pricing problem is solved by MIP solvers themselves. Most often, the BCP approach
is efficient when a specialized algorithm is used to solve the pricing problem. In this
case however the overall BCP algorithm becomes also problem specific.

There is a trend to make “non-MIP-based” BCP algorithms more generic, so
they can be used for classes of problems and not for a single one. This implies
that the pricing solver and its implementation should be as generic as possible. For
the moment, this concerns mainly pricing solvers based on dynamic programming.
These are solvers for the shortest path problem with resource constraints (Irnich and
Desaulniers, 2005), and the minimum flow problem in decision hypergraphs (Martin
et al., 1990). Such hyper-graph can be generated by context-free grammars which is
a rather expressive tool to model many personnel scheduling problems (Côté et al.,
2011). A generic branch-and-bound algorithm for problems modelled using decision
diagrams (Bergman et al., 2016) may also be used as a pricing solver. This algorithm
also uses dynamic programming to obtain bounds.

Up to now, rather generic BCP algorithms based on dynamic programming to
solve the pricing problem has been proposed for vehicle routing, crew and personnel
scheduling problems in (Desaulniers et al., 1998; Baldacci and Mingozzi, 2009; Côté
et al., 2013).



Chapter 2

Generic Approaches

In this chapter, we review our works which concern generic components of branch-
cut-and-price. Approaches proposed here can be applied to many different problems.

In Section 2.1, we present a way to reformulate a given MIP in an extended
space, as well as the associated column-and-row generation approach to solve the
linear relaxation of the reformulated problem. Our reformulation can be viewed as
a generalization of the Dantzig-Wolfe reformulation. In the case when the stan-
dard column generation has convergence problems, the column-and-row generation
approach sometimes allows us to obtain dual bounds of the same or nearly same
quality in much less time.

In Section 2.2, we propose another approach to improve convergence of the stan-
dard column generation. This approach is based on dual price smoothing technique
already known in the literature. Our main contribution here consists in making this
approach “parameter-less”. This allows one to use it in a generic BCP solver in a
way that is transparent for the user. We also show that there is a synergy between
this approach and the penalty function based stabilization.

In Section 2.3, we address an important question how to devise efficient primal
heuristics which can be used in a generic BCP solver. We propose several algorithms
which belong to the class of diving heuristics. We show that their efficiency is superior
to the more conventional restricted master heuristic for some classical problems.

In Section 2.4, we propose a generic model for vehicle routing and related prob-
lems. A particularity of this model is that it incorporates the new concept of pack-
ing sets. By specifying packing sets, the user passes an additional information to
the generic BCP solver. This information allows the solver to use recently proposed
BCP components such as ng-path relaxation, limited memory rank-1 cuts, and route
enumeration. Thus the solver can obtain the state-of-the-art performance while re-
maining a generic tool.

2.1 Column Generation for Extended Formulations

This section is based on the short conference paper (Sadykov and Vanderbeck, 2011)
and the full journal paper (Sadykov and Vanderbeck, 2013b).

Working in an extended variable space allows one to develop tight reformula-

9
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tions for mixed integer programs. However, the size of the extended formulation
grows rapidly too large for a direct treatment by a MIP-solver. Then, one can work
with inner approximations defined and improved by generating dynamically vari-
ables and constraints. When the extended formulation stems from subproblems’
reformulations, one can implement column generation for the extended formulation
using Dantzig-Wolfe decomposition paradigm. Pricing subproblem solutions are ex-
pressed in the variables of the extended formulation and added to the current re-
stricted version of the extended formulation along with the subproblem constraints
that are active for the subproblem solutions. This so-called “column-and-row gen-
eration” procedure is revisited here in an unifying presentation that generalizes the
column generation algorithm and extends to the case of working with an approxi-
mate extended formulation. The interest of the approach is evaluated numerically
on machine scheduling, and multi-echelon lot-sizing problems. We compare a direct
handling of the extended formulation, a standard column generation approach, and
the “column-and-row generation” procedure, highlighting a key benefit of the latter:
lifting pricing problem solutions in the space of the extended formulation permits
their recombination into new subproblem solutions and results in faster convergence.

2.1.1 Column-and-row generation procedure

Assume an original pure integer program [F] that can be stated in the form (1.3).
Let the subsystem be defined by

X “ tBx ě b; x P Zn`u. (2.1)

Here n “ n1, Θ P Qm1ˆn and B P Qm2ˆn are rational matrices, while d P Qm1 and
b P Qm2 are rational vectors. Assume that X (respectively [F]) is a pure integer
program that is feasible and bounded.

Assume now that there exists a polyhedron Q “ tH z ě h, z P Re`u, defined by
a rational matrix H P Qfˆe and a vector h P Qf , and a linear transformation T
defining the projection: z P Re` Ñ x “ pT zq P Rn`. Moreover, Q defines an extended
formulation for convpXq, i.e., convpXq “ projxQ “ tx “ T z : H z ě h, z P Re`u,
and Z “ Q X Ze` defines an extended IP-formulation for X, i.e., X “ projx Z “

tx “ T z : H z ě h, z P Ze`u. T is a generalization of inverse mapping M´1 defined
in Section 1.1.

The subproblem extended formulation immediately gives rise to a reformulation
of [F], to which we refer by [R]:

[R] ” mintc T z : Θ T z ě d; H z ě h; z P Ze`u.

The standard Dantzig-Wolfe reformulation approach is a special case of extended
formulation where X is reformulated as: X “ tx “

ř

pPPx
x̄pλp :

ř

pPPx
λp “ 1, λp P

t0, 1u|Px|u, and Px defines the set of generators of X, i.e. the set of integer solutions
of X. Then, the reformulation takes the form known as the master program, to
which we refer by [M]:

[M] ” mint
ÿ

pPPx

c x̄p λp;
ÿ

pPPx

Θ x̄p λp ě d;
ÿ

pPPx

λp “ 1; λ P t0, 1u|Px|u. (2.2)
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Let tz̄pupPP be the enumerated set of solutions z̄p of the extended subproblem
formulation Z Ď Ze`.

Definition 2.1. Given a solution z̄p of Z, let Jpzpq “ tj : zpj ą 0u Ď t1, . . . , eu be
the support of solution vector z̄p and let Ipzpq “ ti : Hij ‰ 0 for some j P Jpzpqu Ď
t1, . . . , fu be the set of constraints of Q that involve some non zero components of zp.
The “restricted reformulation” [R1] defined by a subset P 1 Ă P of feasible solutions
to Z is:

[R1] ” mintc T 1 z1 : Θ T 1 z1 ě d; H 1 z1 ě h1; z1 P Z|J
1|

` u,

where z1 (resp. h1) is the restriction of z (resp. h) to the components of J 1 “
Ť

pPP 1 Jpz
pq, H 1 is the restriction of H to the rows of I 1 “

Ť

pPP 1 Ipz
pq and the

columns of J 1, while T 1 is the restriction of T to the columns of J 1.

The procedure to solve the linear relaxation of [R] by dynamic generation of its
columns and rows is:

Step 0: Initialize the dual bound, β :“ ´8, and the subproblem solution set P 1 so
that the linear relaxation of [R1] is feasible.

Step 1: Solve the LP relaxation of [R1] and collect its value vR1LP and the dual solution
π associated to constraints Θ T 1 z1 ě d.

Step 2: Solve the pricing problem: z̄pπq :“ argmintpc´ πΘq T z : z P Zu.

Step 3: Compute the Lagrangian dual bound: Lpπq “ π d ` pc ´ πΘq T z̄pπq, and
update the dual bound β :“ maxtβ, Lpπqu. If vR1LP “ β, STOP.

Step 4: Update the current bundle, P 1, by adding solution z̄pπq and update the
resulting restricted reformulation [R1] according to Definition 2.1. Then,
goto Step 1.

The validity of the above column-and-row generation procedure for the extended
reformulation [R] derives from the following Proposition 2.1. Note first that given a
subset P 1 Ă P , one can define the associated set

G1 “ GpP 1q “ tg P G : x̄g “ T zp for some p P P 1u

which in turn defines a restricted formulation [M1]. Let vR1LP , v
M 1

LP be the optimum
value of LP relaxations of the restricted formulations [R1] and [M1].

Proposition 2.1. (i) v˚ “ vRLP “ vMLP ď vR
1

LP ď vM
1

LP .

(ii) For any π ě 0, the Lagrangian bound, Lpπq “ π d ` pc ´ πθq T z̄pπq, defines
a valid dual bound for the LP relaxation of [R]. Hence, bound β, in the above
procedure is a valid dual bound, i.e., β ď v˚.

(iii) If vR1LP “ β (the stopping condition in Step 3 is satisfied), then vR1LP “ v˚.

(iv) If pπ, σq is an optimal dual solution to the linear relaxation of [R1], and vR1LP ą
β, then rpc ´ πΘq T ´ σ Hsz̄pπq ă 0 for the subproblem solution z̄pπq that is
obtained in Step 2. Hence, some of the components of z̄pπq were not present
in [R1] and have a negative reduced cost for the current dual solution pπ, σq.
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In the column-and-row generation procedure, pricing can be operated in the
original variables, x, in Step 2. Indeed, mintpc ´ πΘq T z : z P Zu ” mintpc ´
πΘq x : x P Xu. But, to implement Step 4, one needs to lift the solution x̄pπq :“
argmintpc´ πΘq x : x P Xu in the z-space in order to add variables to [R], i.e., one
must have a procedure to define z̄pπq such as x̄pπq “ T z̄pπq.

The proposed procedure remains valid under weaker condition convpXq Ă projxQ,
i.e. when the projection of the extended formulation to x-space gives an outer ap-
proximation of the convex hull of X. In this case the obtained lower bound vRLP may
not be as strong as the column generation one: vRLP ď v˚ “ vMLP . The termination
of the column-and-row generation procedure remains guaranteed. On termination,
one may not have the value vRLP but one has at least as good valid dual bound β:
vRLP ď β ď v˚ “ vMLP . Thus, once vR1LP ď β, there is not real incentive to further
consider columns z̄pπq with negative reduced cost components in the LP relaxation
of [R1]. Although this may decrease vR1LP , there is no more guarantee that β increases
in further iterations.

2.1.2 Interest of the approach

Both the column-and-row generation method for [R] and the standard column gen-
eration approach for [M] can be understood as ways to get around the issue of size
arising in a direct solution of the extended formulation [R]. The primary interest for
implementing column generation for [R] rather than for [M] is to exploit the inequal-
ity vR1LP ď vM

1

LP in piq of Proposition 2.1. This inequality states that column-and-row
generation applied to [RLP ] can converge faster than standard column generation
applied to [MLP ] when there exist possible re-compositions of solutions in the LP
relaxation of [R1] that would not be feasible in the LP relaxation of [M1]. In the
literature (Valério de Carvalho, 1999), another motivation is put forward for using
the column-and-row generation rather than standard column generation: [R] offers
a richer model in which to define cuts or branching restrictions. Note however that
although [R] provides new entities for branching or cutting decisions, one can implic-
itly branch or formulate cuts on the variables of [R] while working with [M] given
that one does pricing in the z-space.

The drawbacks of a column-and-row approach, compared to applying standard
column generation, are:

• having to handle a larger restricted linear program: the LP relaxation of [R1]
has more variables and constraints than the LP relaxation of [M1] for a given
P 1.

• having to manage dynamic row generation along side column generation;

• having to face potential symmetries in the representation of solutions that
might arise in the extended formulation;

• potentially having to use a subproblem oracle specific to the subproblem ex-
tended formulation, if lifting a subproblem solution in the extended space is
not an option; this is an issue when pricing in the z-variable space requires
higher complexity / computing times than in the x-variables.
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We now illustrate the proposed approach on two problems: machine scheduling
and multi-item lot-sizing. In our paper (Sadykov and Vanderbeck, 2013b), we also
present results for bin packing and generalized assignment problems.

2.1.3 Illustration on machine scheduling

Consider first a single machine scheduling problem on a planning horizon T as studied
by van den Akker et al. (2000). The problem is to schedule the jobs, j P J “

t1, . . . , nu, a single one at the time, at minimum cost, which can be modeled as :

rF s ” min

#

ÿ

j

cpSjq : Sj ` dj ď Si or Si ` di ď Sj @pi, jq P J ˆ J

+

(2.3)

where Sj denotes the start time of job j and dj is its given duration (i.e. processing
time). Disjunctive program (2.3) admits an extended formulation written in terms of
decision variables zjt “ 1 if and only if job j P J Y t0u starts at the outset of period
t P t1, . . . , T u, where job 0 with processing time 1 models machine idle time. By
convention, period t is associated with time interval rt´ 1, tq and zjt is only defined
for 1 ď t ď T ´ dj ` 1. The reformulation [R] takes the form:

min
ÿ

jt

cjt zjt (2.4)

T´dj`1
ÿ

t“1

zjt “ 1, @j P J, (2.5)

ÿ

j

zj1 “ 1, (2.6)

ÿ

j

zjt “
ÿ

j: t´djě1

zj,t´dj , @t ą 1, (2.7)

zjt P t0, 1u, @j, t, (2.8)

where (2.5) enforces the assignment of each job, (2.6) the initialization of the sched-
ule, while (2.7) forbids the use of the machine for more than one job at the time:
a job j can start in t only if one ends in t and therefore releases the machine. The
formulation can be extended to the case in which m identical machines are available;
then the right-hand-size of (2.6) is m and variable z0t represents the number of idle
machines at time t. One can also model in this way a machine with arbitrary capac-
ity where jobs have unit capacity consumption. The objective can model any cost
function that depends on job start times (or completion times).

Extended reformulation [R] has size Op|J |T q which is pseudo-polynomial in the
input size as T ě

ř

j dj . The subsystem defined by constraints (2.6-2.7) characterizes
a flow that represents a “pseudo-schedule” satisfying non-overlapping constraints but
not the single assignment constraints. A standard column generation approach based
on subsystem (2.6-2.7) consists in defining reformulation:

rM s ” min

$

&

%

ÿ

pPP

cp λp :
ÿ

pPP

T´dj`1
ÿ

t“1

z̄pjt λp “ 1 @j,
ÿ

pPP

λp “ m, λp P t0, 1u @p P P

,

.

-
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where P is the set of “pseudo-schedules”: vector z̄p and scalar cp define the associated
solution and cost for a solution p P P . As done by van den Akker et al. (2000),
reformulation [M] can be solved by column generation. The pricing subproblem [SP]
is a shortest path problem: find a sequence of jobs and down-times to be scheduled on
the single machine with possible repetition of jobs. The underlying graph is defined
by nodes that represent periods and arcs pt, t ` djq associated to the processing of
jobs j P J Y t0u in time interval rt´ 1, t` djq. Figure 2.1 illustrates such path for a
numerical instance.

Figure 2.1: A path associated to a pseudo-schedule solution to the sub-problem for
T “ 10 and J “ t1, . . . , 4u and dj “ j for each j P J . The sequence consists in
scheduling job 3, then twice job 2 consecutively, and to complete the schedule with
idle periods (represented by straight arcs).

1 2 3 4 5 6 7 8 9 10 11

An alternative to the above standard column generation approach for [M] would
be the proposed column-and-row generation for [R]. In it, we solve the shortest path
pricing problem [SP] and add to [R] the components of the subproblem solution z̄p

in the time index formulation along with the flow conservation constraints that are
binding for that solution. To illustrate the difference between the two approaches,
Figure 2.2 shows several iterations of the column generation procedure for [M] and
[R], for the numerical instance of Figure 2.1. Formulations [M] and [R] are initialized
with the variable(s) associated to the same pseudo-schedule depicted in Figure 2.2
as the initial subproblem solution. Note that the final solution of [M] is the solution
obtained as the subproblem solution generated at iteration 11; while, for formulation
[R], the final solution is a recombination of the subproblem solution of iteration 3
and the initial solution.

For the computational experiments, we used instances with the total weighted
tardiness objective function (this problem is denoted as P ||

ř

wjTj). Instance
size is determined by a triple pn,m, dmaxq, where n is the number of jobs, m is
the number of machines, and dmax is the maximum duration of jobs. Instances
are generated using the procedure by Potts and Van Wassenhove (1985): integer
durations dj are uniformly distributed in interval r1, 100s and integer weights wj in
r1, 10s for jobs j, j “ 1, . . . , n, while integer due dates have been generated from
the uniform distribution rDp1´ TF ´RDD{2q{m,Dp1´ TF `RDD{2q{ms, where
D “

ř

j dj , TF is the tardiness factor, RDD is the relative range of due dates,
TF,RDD P t0.2, 0.4, 0.6, 0.8, 1u. For each instance size, 25 instances were generated,
one for each couple of parameters pTF,RDDq.

In Table 2.1, we compare methods on these instances without using dual price
smoothing as a stabilization technique. The table reports on column generation
for [MLP ], column-and-row generation for [RLP ], and solving [RLP ] directly using
Cplex. In both column generation and column-and-row generation, the master is
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Figure 2.2: Solving the example by column versus column-and-row generation (as-
suming the same data as in of Figure 2.1). Each bended arc represents a job, and
straight arcs represent idle periods.

Iteration Subproblem solution

Initial solution

¨ ¨ ¨ ¨ ¨ ¨

Final solution

Column generation for [M]

1

2

3

10

11

Column-and-row
generation for [R]

Subproblem solution

initialized with a trivial heuristic solution. With column-and-row generation, a lot
of recombinations occur during the “heading-in” phase at the outset of the algorithm
when the dual information is still very poor. These recombinations slow down the
master solution time, while not being very useful as variables generated during this
initial phase are not likely to appear in the optimum solution. Hence, we adopt
a hybrid approach (also reported in Table 2.1), starting the algorithm using pure
column generation and switching to column-and-row generation only beyond the
“heading-in” phase (precisely, when Lpπq ą 0). This hybrid technique induces time
saving in solving the master at the expense of an increase in the number of iterations
(by a factor 2 to 3). The results reveals that solving [RLP ] directly using Cplex
is not competitive. Thanks to the stabilization effect of column recombinations,
column-and-row generation yields a significant reduction in the number of iterations
compared to standard column generation. However the restricted master [R1LP ] is
typically much larger (and harder to solve) than [M1

LP ] (around twice the number
of variables and 20 times the number of constraints). Despite this fact, column-and-
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Cplex 12.1 Col. gen. Col-and-row Hyb. col-and-row
for [RLP ] for [MLP ] gen. for [RLP ] gen. for [RLP ]

m n pmax cpu it cpu it cpu it cpu
1 25 50 1.6 331 0.5 50 0.3 106 0.3
1 50 50 18.8 1386 19.7 76 2.9 207 2.8
1 100 50 304.2 8167 1449.5 104 24.8 354 19.4
1 25 100 7.1 337 0.9 72 0.9 124 0.8
1 50 100 132.6 1274 24.2 107 8.9 246 8.6
1 100 100 2332.0 8907 1764.4 144 90.3 455 61.3
2 25 100 4.1 207 0.3 63 0.2 97 0.2
2 50 100 109.2 645 5.7 94 1.7 173 1.9
2 100 100 3564.4 2678 115.5 117 14.3 319 14.9
4 50 100 18.7 433 1.5 90 0.6 167 0.7
4 100 100 485.7 1347 27.9 113 4.7 295 5.2
4 200 100 ą2h 4315 409.7 148 36.1 561 39.7

Table 2.1: Computational results for Machine Scheduling

row generation is much faster. In our paper (Sadykov and Vanderbeck, 2013b), we
have also tested the standard column generation and the column-and-row generation
combined with dual pricing smoothing stabilization (Wentges, 1997). In this case,
the difference between two methods is smaller. Still, however, the hybrid column-
and-row generation is the best approach.

2.1.4 Illustration on multi-item lot-sizing

The Multi-Item Lot-Sizing problem consists in planning production so as to satisfy
demands dkt for item k “ 1, . . . ,K over a discrete time horizon with period t “
1, . . . , T either from stock or from production. The production of an item entails
production stages (echelons) e “ 1, . . . , E, each of which takes place on a different
machine that can only process one product in each period (under the so-called small
bucket assumption). A compact formulation [F] is:

mint
ÿ

ket

pcket x
k
et ` f

k
et y

k
etq : (2.9)

ÿ

k

yket ď 1, @e, t, (2.10)

t
ÿ

τ“1

xkeτ ě
t
ÿ

τ“1

xke`1,τ , @k, e ă E, t, (2.11)

t
ÿ

τ“1

xkEτ ě Dk
1t, @k, t, (2.12)

xket ď Dk
tT y

k
et, @k, e, t, (2.13)

xket ě 0 @k, e, t, (2.14)

yket P t0, 1u, @k, e, t, (2.15)
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where variables xket are the production of item k at echelon e in period t (at unit
cost cket) and yket take value 1 if the production of item k at echelon e is setup in
period t (at a fixed cost fket); Dk

1t “
řt
τ“1 d

k
τ . The stock values can be computed as

sket “
řt
τ“1 x

k
eτ ´

řt
τ“1 x

k
e`1,τ ; their costs have been eliminated (they are included in

cket).
There exists an optimal solution where at each echelon and period either there is

an incoming stock or an incoming production but not both, i.e., such that xket sket “
0 @e, t. Hence, production can be restricted to lots corresponding to an interval of
demands. This dominance property can be exploited to solve single item subproblem
by dynamic programming in polynomial time (Pochet and Wolsey, 2006). A back-
ward dynamic program (DP) can be defined where the states are associated with
quadruplets pe, t, a, bq denoting the fact of having at echelon e in period t accumu-
lated a production that is covering exactly the demand Dk

ab for the final product of
item k. It is defined for t ď a ď b ď T and e “ 1, . . . , E. The backward recursion is:

V pe, t, a, bq “ min

"

V pe, t` 1, a, bq, min
l“a,...,b

tV pe` 1, t, a, lq ` cket D
k
al ` f

k
et ` V pe, t` 1, l ` 1, bqu

*

for all e “ E, . . . , 1, t “ T, . . . , 1, a “ T, . . . , 1, and b “ T, . . . , a. By convention
V pe, t, a, bq “ 0 if a ą b. The initialization is V pE ` 1, t, a, bq “ 0. The optimum is
given by V ˚ “ V p1, 1, 1, T q.

From the dynamic program, one can reformulate the single item subproblem as
selecting a decision tree in a hypergraph whose nodes are the states of the above
DP. The DP transition can be associated to flow on hyperarcs: zke,t,a,l,b “ 1 if at
echelon e P t1, . . . , Eu in period t P t1, . . . , T u the production of item k is made to
cover demands from period a P tt, . . . , T u to period l P ta´ 1, . . . , T u, while the rest
of demand interval, i.e. demands from period l ` 1 to period b P tl, . . . , T u, will be
covered by production in future periods. If l “ a´1, there is no production; this can
only happen when a ą t. While if l “ b, the whole demand interval, Dk

ab, is produced
in t. The associated cost, cke,t,a,l,b, is pc

k
etD

k
al ` f

k
etq if l ě a and zero if l “ a´ 1. For

the initial echelon e “ 1, variables zk1,t,a,l,b are only defined for b “ T . For the first
period t “ 1, they are only defined for a “ t “ 1. This leads to reformulation [R]:

min
ÿ

e,t,a,l,b,k

cke,t,a,l,b z
k
e,t,a,l,b (2.16)

E
ÿ

e“1

ÿ

a,l,b,k:lěa,Dkalą0

zke,t,a,l,b, ď 1, @e, t (2.17)

ÿ

l

zk1,1,1,l,T “ 1, @k, (2.18)

ÿ

l

zke,t,a,l,b ´
ÿ

τďa

zke,t´1,τ,a´1,b ´
ÿ

τěb

zke´1,t,a,b,τ “ 0, @k, e, t, a, b, (2.19)

zke,t,a,l,b P t0, 1u, @k, e, t, a, l, b., (2.20)

which results from subproblem reformulation Zk defined by constraints (2.18-2.20)
for a fixed k. Note that constraints (2.19) are only defined for t ą 1 and b “ T when
e “ 1; while when e ą 1, they are only defined for a “ t when t “ 1.
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Col. gen. Col-and-row gen.
for [MLP ] for [RLP ]

K T it cpu it cpu
2 echelons

10 50 126 1.7 29 1.6
20 50 79 1.8 27 3.1
10 100 332 38.0 43 8.1
20 100 232 31.5 38 20.0

3 echelons
10 50 187 11.8 38 5.5
20 50 112 12.0 33 9.8
10 100 509 454.5 49 36.4
20 100 362 520.4 48 103.1

5 echelons
10 50 296 62.6 48 16.3
20 50 223 66.8 42 34.3
10 100 882 4855.9 61 134.0
20 100 750 4657.8 56 386.1

Table 2.2: Computational results for multi-echelon multi-item lot-sizing

In Table 2.2, we compare standard column generation and pure column-and-
row generation respectively for [MLP ] and [RLP ]. Dual price smoothing stabiliza-
tion (Wentges, 1997) was used in the both approaches. Solving formulation [RLP ]
directly with Cplex is impractical. The restricted master is initialized with a trivial
heuristic solution. Results are averages over 5 instances generated randomly, with a
number of items K P t10, 20, 40u, a number of periods T P t50, 100, 200, 400u, setup
costs uniformly distributed in r20, 100s, production costs being zero, and storage cost
hke generated as hke´1`γ, where γ is uniformly distributed in interval r1, 5s. For each
period, there is a positive demand for 3 items on average. Demands are generated
using a uniform distribution on interval r10, 20s.

For the column generation approach to [MLP ], instances get easier as the number
of items increases. Indeed, instances with more items have fewer feasible solutions
given the single mode constraints. The column-and-row generation clearly outper-
forms standard column generation on all instances except those with 2 echelons and
50 periods. The number of iterations for column-and-row generation is up to an
order of magnitude smaller. This shows the benefit of recombinations of decision
trees (as illustrated in Figure 2.3) that take place in this application. These experi-
ments shows that very large extended formulations can be tractable when solved by
column-and-row generation.

2.1.5 Related work

Approaches similar to the column-and-row generation procedure were previously de-
scribed in the literature in application-specific context, such as bin packing (Valério de
Carvalho, 1999), multi-commodity flow (Mamer and McBride, 2000; Löbel, 1998),
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Figure 2.3: Two decision trees associated with subproblem solutions z̄1 and z̄2. Their
recombination z̄3 is feasible for [R1LP ], but not feasible for [M1

LP ], both defined by
the same subset P 1 Ě t1, 2u of solutions.

z̄1

e “ 1

e “ 2

e “ 3

z̄2

e “ 1

e “ 2

e “ 3

z̄3

e “ 1

e “ 2

e “ 3

split delivery vehicle routing (Feillet et al., 2010), or network design (Feillet et al.,
2010; Frangioni and Gendron, 2009). Convincing computational results of some of
these papers indicate the interest of the method. Although the motivations of these
studies are mostly application specific, methodological statements made therein are
to some extend generic. Moreover, there are recent efforts to explore this approach
further. In a study developed concomitantly to ours, Frangioni and Gendron (2013)
present a “structured Dantzig-Wolfe decomposition” for which they adapt column
generation stabilization techniques (from linear penalties to the bundle method).
Compared to (Frangioni and Gendron, 2013), our generic presentation, relying on
the definition of an extended formulation, assumes slightly less restrictive assump-
tions and extends to approximate extended formulation. Feillet et al. (2010) present
a branch-and-price-and-cut algorithm where columns and cuts are generated simul-
taneously; their presentation considers approximate extended formulation but with
a weaker termination condition. Muter et al. (2013) consider what they call a “simul-
taneous column-and-row generation” approach, but it takes the meaning of a nested
decomposition, different from the method reviewed here: the subproblem has itself
a decomposable structure.

Bienstock and Zuckerberg (2010) developed a similar approach for solving precedence-
constrained scheduling problems arising in open pit mining. In their algorithm, the
subproblem is the maximum closure problem. It is polynomially solvable and admits
an “ideal” extended formulation. The main difference of the Bienstock and Zucker-
berg (BZ) approach from ours is that the former does not fully disaggregate the
subproblem solution z̄p into individual variables zpt , 1 ď t ď n1, to be added to the
restricted problem [R1LP ]. Instead, the subproblem solutions are only partly disag-
gregated in order to keep the size of [R1LP ] reasonable but still allow the subproblem



20 CHAPTER 2. GENERIC APPROACHES

solutions to recombine in the master. In addition, they can aggregate previously
disaggregated subproblem solutions when it is advantageous. The BZ algorithm ob-
tained excellent results for solving LP relaxation of the strong extended formulation
[R] of the open pit mining problem. Muñoz et al. (2018) extended the BZ algorithm
to a broader class of problems, in particular to the well-known resource constrained
project scheduling problem.

2.2 Stabilization

This section is based on the long conference paper (Pessoa et al., 2013) and the full
journal paper (Pessoa et al., 2018c).

The convergence of a column generation algorithm can be improved in practice
by using stabilization techniques. Smoothing and proximal methods based on penal-
izing the deviation from the incumbent dual solution have become standards of the
domain. Interpreting column generation as cutting plane strategies in the dual prob-
lem, we analyze the mechanisms on which stabilization relies. In particular, the link
is established between smoothing and in-out separation strategies to derive generic
convergence properties. For penalty function methods as well as for smoothing, we
describe proposals for parameter self-adjusting schemes. Such schemes make initial
parameter tuning less of an issue as corrections are made dynamically. Such adjust-
ments also allow to adapt the parameters to the phase of the algorithm. We provide
extensive test reports that validate our self-adjusting parameter scheme and high-
light their performances. Our results also show that using smoothing in combination
with penalty function yields a cumulative effect on convergence speed-ups.

We have been using the automatic (parameter-less) dual price smoothing stabi-
lization presented in Section 2.2.2 for a majority of applications described in Chap-
ter 3. Automatic smoothing is activated by default in our BaPCod solver as well
as in the generic BCP solver for vehicle routing problems presented in Section 2.4.
We know that our technique is used in the open-source GCG solver (Gamrath and
Lübbecke, 2010), as well as in column generation based generic solver for employ-
ees scheduling and rostering solver developed internally by the EURODECISION
company (personal communication).

2.2.1 Connection between the column generation procedure and
the Lagrangian dual problem

Consider the column generation approach introduced in Section 1.1. To simplify the
presentation, we assume the case of single subproblem [SP] and we drop index k.
Consider a vector λ̄ P Z|P |` , and vector x̄ P Zn1 obtained from λ̄ using (1.1c). We de-
note x “ Tz and z “ Uλ, where T P Rn1ˆn, and U P Rnˆ|P |. Then constraint (1.1c)
can be rewritten as x “ TUλ. For any Lagrangian penalty vector π̄ P Rm` , the
Lagrangian function,

Lpπ̄, λ̄, ȳq “ cx̄` gȳ ` f1λ̄` π̄d´ π̄ΘTUλ̄´ π̄Φȳ

“ π̄d` pcTU ´ π̄ΘTU ` f1qλ̄` pg ´ π̄Φqȳ
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is optimized over λ and y to yield a valid dual bound for (1.1), by solving the
Lagrangian subproblem:

[LSPpπ̄q] ” Lpπ̄q “ min
λPZ|P |` : Wď1λďW,

YďyďY

Lpπ̄, λ, yq.

The Lagrangian dual function is defined by L : π P Rm` Ñ Lpπq. Maximizing function
L leads to the best dual bound that can be derived from the Lagrangian relaxation.
The Lagrangian dual problem is defined as

[LD] ” max
πPRm`

Lpπq.

By dualizing constraints W ď 1λ ď W and Y ď y ď Y , the Lagrangian dual
problem can be written as a linear program:

[LD] ” max
πPRm`

πd` min
λPZ|P |` ,

Wď1λďW,

YďyďY

pcTU ´ πΘTU ` f1qλ` pg ´ πΦqy (2.21)

”max
 

πd` ν´W ´ ν`W ` µ´Y ´ µ`Y : (2.22)
ν´ ´ ν` ` πΘTU ď cTU ` f1, (2.23)
µ´ ´ µ` ` πΦ “ g, (2.24)
π P Rm` , ν´, ν` P R`, µ´, µ` P R

n2
`

(

(2.25)
”min

 

pcTU ` f1qλ` gy : (2.26)
ΘTUλ` Φy ě d, (2.27)

W ď 1λ ďW, Y ď y ď Y , λ P R|P |`
(

(2.28)

The formulation (1.2) is precisely the form (2.26)-(2.28) of [LD], which we denote
as [M]. We now formally describe the column generation procedure to solve [M].

At some iteration τ , the restriction of [M] to columns defined from P τ “ tp1, . . . , pτu,
is denoted by [Mτ ]. This restricted master LP is:

[Mτ ] ”
!

ÿ

pPP τ

pcT z̄p ` fqλp ` gy :
ÿ

pPP τ

ΘT z̄pλp ` Φy ě d,

W ď
ÿ

pPP τ

λp ďW, Y ď y ď Y , λ P R|P
τ |

`

)

Linear program [Mτ ] is solved to optimality. Let pλ̄τ , ȳτ q denote an optimal solution
of [Mτ ]. The linear program dual of [Mτ ] is

[DMτ ] ”
!

πd` ν´W ´ ν`W ` µ´Y ´ µ`Y : ν´ ´ ν` ` πΘT z̄p ď cT z̄p ` f,@p P P τ ,

µ´ ´ µ` ` πΦ “ g, π P Rm` , ν´, ν` P R, µ´, µ` P R
n2
`

)

Let pπ̄τ , ν̄τ , µ̄τ q denote an optimal solution to [DMτ ]. Using this dual solution, one
searches for the most negative reduced cost column, by solving the subproblem:

z̄pτ`1 Ð z̄pπ̄τ q :“ argmin
z̄p: pPP

tpc´ π̄τΘqT z̄pu .
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If pc´ π̄τΘqT z̄pπ̄τ q ă ν̄´´ ν̄`´f , then z̄pπ̄τ q defines a negative reduced cost column
that is added to the restricted master. Otherwise, the current LP solution is optimal
for [M]. Solutions λ̃τ and ỹτ which minimize the value of Lagrangian subproblem
[LSPpπ̄τ q] are then the following

λ̃τp “

$

&

%

W, p “ pτ`1 and pc´ π̄τΘqT z̄p ` f ď 0,
W , p “ pτ`1 and pc´ π̄τΘqT z̄p ` f ą 0,
0, p ‰ pτ`1,

ỹτs “

"

Y s, gs ´ π̄
τφ¨s ď 0,

Y s, otherwise.

The above algorithm outputs a sequence of values for the Lagrangian price vector
tπ̄τuτě1 that converges towards an optimal dual price vector π˚.

Observation 2.1.

(i) The solution of the dual restricted master [DMτ ] is such that πτ “ argmaxπPRm` L
τ pπq

where Lτ pπq defines an approximation of the Lagrangian dual function L, con-
sidering only the subset of subproblem solutions tz̄p1 , . . . , z̄pτ u, i.e.

Lτ : π Ñ πd` min
λPZ|P |` :

λp“0 @pRP τ ,

Wď1λďW

tpcTU ´ πΘTU ` fqλu ` min
YďyďY

tpg ´ πΦqyu

Function Lτ is an upper approximation of function L: Lτ pπq ě Lpπq @π P Rm` .

(ii) Solving [LSP(πτ )] exactly serves four purposes simultaneously:

a. it yields the most negative reduced cost column: z̄pτ`1 “ z̄pπ̄τ q for [M];

b. it yields the most violated constraint defined by a subproblem solution z̄p

for [DM];

c. the constraint violation of the oracle solution pλ̃τ , ỹτ q defines a sub-gradient
of L at point π̄τ :

∇Lpπ̄τ q :“ d´ΘTUλ̃τ ´ Φỹτ . (2.29)

d. the correct value of the Lagrangian function L is now known at point
π̄τ : Lpπ̄τ q “ π̄τd` pcTU ´ π̄τΘTU ` f1qλ̃τ ` pg ´ π̄τ qỹτ , and therefore
this value remains unchanged in any further approximation of L, i.e.,
Lτ

1

pπ̄τ q “ Lpπ̄τ q @τ 1 ą τ .

There are following drawbacks of the column generation algorithm (Vanderbeck,
2005):

• Dual oscillations: Solutions π̄τ jump erratically. One extreme solution of the
restricted dual master at iteration t, [DMτ ], is followed by a different extreme
point of [DMτ`1], leading to a behaviour often referred to as “bang-bang”. Be-
cause of these oscillations, it might be that ||π̄τ`1´π˚|| ą ||π̄τ´π˚||. Moreover,
the dual bounds Lpπ̄τ q are converging non monotonically, with ups and downs
in the value curve (the yo-yo phenomenon).
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• The tailing-off effect: Towards the end of the algorithm, added inequalities in
[DMτ ] tend to cut only a marginal volume of the dual solution space, making
progress very slow.

• Primal degeneracy and alternative dual optimal solutions: An extreme point
λ̄ of polyhedron [Mτ ] has typically fewer non zero values than the number of
master constraints. The complementary dual solution solves a system with
fewer constraints than variables that admits many alternative solutions. As a
consequence, the method iterates between alternative dual solutions without
making any progress on the objective value.

2.2.2 Smoothing stabilization techniques

Stabilization techniques are devised to accelerate the convergence of the column
generation algorithm. Smoothing techniques belongs to one of standard families of
such techniques. The dual solution π̄τ used for pricing is here “corrected” based on
previous dual solutions. In particular, Neame (2000) proposes to define smoothed
price as:

π̃τ “ απ̃τ´1 ` p1´ αqπ̄τ , (2.30)

i.e., π̃τ is a weighted sum of previous iterates: π̃τ “
řτ
τ 1“1p1 ´ αqατ´τ

1

πτ
1 with

“discount” factors that model the absolescence of “old” candidates. Wentges (1997)
proposes another smoothing rule where:

π̃τ “ απ̂τ ` p1´ αqπ̄τ , (2.31)

where π̂τ is the incumbent dual solution at iteration τ . So we have π̃τ “ π̂τ ` p1´
αqpπ̄τ ´ π̂τ q, which amounts to taking a step of size p1´αq from π̂τ in the direction
of π̄τ . In both rules, α P r0, 1q parameterizes the level of smoothing. The pricing
problem is then solved using the smoothed prices, π̃τ , instead of πτ :

z̄pπ̃τ q :“ argmin
z̄p: pPP

tpc´ π̃τΘqT z̄pu. (2.32)

Solving this modified pricing problem might not yield a negative reduced cost
column, even when one exists for π̄τ . This situation is the result of a mis-pricing. In
this case, one can show that Lpπ̃τ q improves on Lpπ̂τ q. Thus, π̂τ is updated to π̃τ ,
and re-applying (2.30) or (2.31) with the same π̄τ solution leads to a new dual price
vector that is closer to π̄τ .

When using a smoothing scheme, instead of using the same α for all iterations,
one can define iteration-dependent values ατ . We name α-schedule, the procedure
used to select values of ατ dynamically. Intuitively, a large α can yield deeper cut
if no mis-pricing occurs, while a small α can yield large dual bound improvement if
a mis-pricing occurs. But a large α resulting in a mis-pricing or a small α with no
mis-pricing may result in an iterate with little progress being made. If no smoothing
is used, i.e., when ατ “ 0 @τ ě 1, the procedure is a standard LP based column
generation for which finite convergence is proven. For the Simplex algorithm, each
basis is visited at most once, provided a cycle breaking rule is used. When smoothing
is used on the other hand, the same basis can remain optimal for several iterations
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in a sequence of mis-pricings. In the line of the asymptotic convergence proof for
in-out separation of Ben-Ameur and Neto (2007), one can show finite convergence of
the column generation procedure using smoothing.

Proposition 2.2. Applying an LP-based column generation procedure to (2.26)-
(2.28) while pricing on smoothed prices as set in (2.32), using the smoothing scheme
with Neame (2.30) or Wentges (2.31) rule, converges to a solution within an ε-
optimality gap after a finite number of iterations, for any ε ą 0 and α-schedule
with ατ P r0, 1q for all iterations τ ; i.e., for some τ P N, pπ̄τ , ν̄τ , µ̄τ q is an ε-optimal
solution to (2.22)-(2.25).

However, asymptotically convergent algorithms might not be suitable for prac-
tical purposes. For instance, consider setting α “ 0.8 for all t. Then, the distance
reduction in a mis-pricing sequence becomes small very quickly. In practice, it would
be better to choose an α-schedule such that π̃τ “ π̄τ after a small number of mis-
pricing iterations. Given a static baseline α, we propose to adapt its value during a
mis-pricing sequence in the following way. After k mis-prices, value of αk is set to
maxt0, 1´k ¨p1´αqu. Thus, we have αk “ 0 after k “

Q

1
p1´αq

U

mis-pricing iterations,
at which point smoothing stops, as π̃τ “ π̄τ , which forces the end of a mis-pricing
sequence.

So far we assumed a static baseline α provided as an input. Let us now consider
how the user could be free from having to tune α for his application. In deriving an
auto-adaptive α-schedule, we rely on local information. Our proposal is to decrease α
when the sub-gradient at point π̃τ indicates that a larger step from π̂τ would further
increase the dual bound (i.e., when the angle of the ascent direction, ∇Lpπ̃τ q, as
defined in (2.29), and the direction pπ̄τ ´ π̂τ q is less than 90˝), and vice versa. We
now outline the column generation procedure with dynamic α-schedule based on
sub-gradient information for a given initial α0.

Step 0: Let τ Ð 0, initialize the master, solve it to obtain π̂0 “ π̄0.

Step 1: Solve the master, obtain π̄τ , π̂τ`1 Ð π̂τ .

Step 2: Let k Ð 0, αÐ ατ

Step 3: Solve the pricing problem and obtain z̄pπ̃kq, where π̃k Ð απ̂τ ` p1´ αqπ̄τ

Step 4: If Lpπ̃kq ą Lpπ̂τ`1q, π̂τ`1 Ð π̃k

Step 5: If a mis-pricing occurs, then k Ð k ` 1, αÐ maxt0, 1´ k ¨ p1´ ατ qu, and
go to Step 3.

Step 6: If ∇Lpπ̃0qpπ̄
τ ´ π̂τ q ą 0, ατ`1 Ð fincrpα

τ q; otherwise, ατ`1 Ð fdecrpα
τ q.

Step 7: Let τ Ð τ ` 1 and goto Step 1.

Figure 2.4a offers an illustration of this procedure. The functions that we use
for increasing and decreasing α are heuristic. We add to α 10% of the amount that
is missing for it to reach the value one when increasing. Non-symmetrically, we
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(a) Auto-adaptive α-schedule: condition
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(b) Directional Smoothing: combining sub-
gradient and Wentges smoothing

Figure 2.4: Illustrations for the dynamic α-schedule and directional smoothing

remove 0.1 from α when decreasing it. We define fincrpα
τ q “ ατ ` p1 ´ ατ q ¨ 0.1,

while fdecrpα
τ q “ maxt0, ατ ´ 0.1u. Such a choice for these functions comes from

the following observation we had during preliminary computational experiments: ατ

should asymptotically approach value one when we need to increase stabilization,
but we should be able to decrease ατ sufficiently fast when strong stabilization is not
needed anymore.

In an alternative procedure, we consider modifying the direction pπ̄τ ´ π̂τ q by
twisting it towards the direction of ascent observed in π̃. The resulting method
can be viewed as a hybridization of column generation with a sub-gradient method.
When Wentges’ rule (2.31) is used, the resulting hybrid method is related to the
Volume algorithm by Barahona and Anbil (2000), where π̄τ is obtained by taking
a step from the incumbent value π̂τ in a direction that combines previous iterate
information with the current sub-gradient.

We call this hybrid procedure directional smoothing. In it, smoothed price vector
π̃ is calculated as outlined below. It uses two parameters α and β.

Step 1: π1 “ π̂τ ` p1´ αqpπ̄τ ´ π̂τ q

Step 2: π2 “ π̂τ ` ∇Lpπ̂τ q
}∇Lpπ̂τ q} }π̄

τ ´ π̂τ }

Step 3: π3 “ βπ2 ` p1´ βqπ̄τ

Step 4: π̃i “ max
!

0, π̂τi `
}π1´π̂τ }
}π3´π̂τ } pπ

3
i ´ π̂

τ
i q

)

, @1 ď i ď m.

Calculation of π̃ is illustrated in Figure 2.4b. In Step 1, π1 is computed by applying
smoothing. In Step 2, π2 is computed as the point located on the steepest ascent
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direction at a distance from π̂τ equal to the distance to π̄τ . In Step 3, a rotation is
performed, defining target π3 as a convex combination between π2 and π̄τ . Then,
in Step 4, smoothed price vector is selected in direction pπ3 ´ π̂τ q at the distance
from π̂τ equal to }π1´ π̂τ } and it is projected on the positive orthant. As in the case
with non-directional smoothing, using modified dual prices can result in mis-pricing.
When this occurs, we switch off directional smoothing by setting β “ 0 in the next
iterates of the mis-pricing sequence.

In the absence of mis-pricing, we fix the value of parameter β using a simple
procedure that is based on our computational experiments that showed that the
larger the angle γ between vectors pπ̄τ ´ π̂τ q and pπ2 ´ π̂τ q, the smaller the value
for β should be. This is especially true at the end of column generation when angle
γ is close to 90˝, and large value β results in many mis-pricings. Based on this
observation, our proposal is to use an adaptive β-schedule by setting β “ cos γ. As
γ is always less than 90˝, since vector pπ̄τ ´ π̂τ q is an ascent direction, β P p0, 1s.

2.2.3 Combination with penalty function stabilization approaches

To avoid oscillation, one may attempt to remain in the proximity of the current
incumbent dual solution π̂τ used as a stability center. This can be implemented by
adding a penalty function to the dual objective to drive the optimization towards the
stability center. Using the modified objective function, the restricted dual problem
[DMτ ] is replaced by

πτ “ argmax
πPRm`

tLτ pπq ´ Ŝpπqu, (2.33)

where the penalty function Ŝ : π P Rm` Ñ R` is typically convex, takes value zero at
π̂, and increases as ||π´ π̂τ || increases. The Bundle method (Briant et al., 2008) is a
reference case of such proximal methods where value of Ŝpπq depends quadratically
on the distances from π̂τ . One can also make use of a piecewise linear penalty function
Ŝ (du Merle et al., 1999; Ben Amor et al., 2009) in order to ensure that the master
problem is still a linear program (with additional artificial variables whose costs and
bounds are chosen to model a piecewise linear stabilizing function).

Here we restrict our attention to 3-piece piecewise linear penalty functions that
are further assumed to be symmetric. Our 3-piece function minimizes the L1 norm
of the deviation with weight γ, once outside a confidence interval of size ∆. In other
words, it penalizes each dual variable deviation |πi ´ π̂τi | individually by a factor
γ when it lies outside of the confidence interval rπ̂τi ´ ∆, π̂τi ` ∆s. Thus, the dual
problem [DM] is modified by introducing, for each component 1 ď i ď m, additional
variables π`i and π´i which represent positive and negative deviation of πi from the
confidence interval:

πi ´ π
`
i ď π̂τi `∆, 1 ď i ď m,

πi ` π
´
i ě π̂τi ´∆, 1 ď i ď m.

These constraints in [DM] correspond to new artificial variables ρ`i and ρ´i , 1 ď i ď
m, in the master problem [M]. In our paper (Pessoa et al., 2018c), we have also
considered 5-piecewise linear penalty functions.
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πi

π̂τi

∆ “ πτdiff{2

γt “ 2 ¨ |a1i| ¨ π
τ
diff{c

qci pπq “ |a
1
i| ¨ pπi ´ π̂

τ
i q

2{c

πτdiff

Figure 2.5: Curvature based penalty function in iteration τ

Now we present two schemes to update parameters γ and ∆. Both schemes rely
on a single input parameter, which we denote κ. Thus, our proposal amounts to
define self-adjusting γ and ∆-schedules. However, unlike for the parameterization of
our smoothing scheme, we need here to select an input κ, that can be critical for the
efficiency of the stabilization scheme. We say that a parameter is critical if its value
affects the performance of the stabilization scheme by a “large margin” (say a factor
ten in the number of iterations for instance) and the “best parameter value” differs
for different problems. For all non-critical parameters, we used the same value for
all problems tested in our computational experiments.

We developed a scheme for automated parameter adjustment that is “curvature-
based”: the idea is to approximate a quadratic function of the form: qci pπq “ |a

1
i| ¨

pπi ´ π̂τi q
2{c, where c is the parameter which represents the function’s curvature.

Parameters γ and ∆ are chosen in such a way that the resulting 3-piecewise linear
penalty function is an outer approximation of qci pπq and tangent to it in 3 points, as
pictured in Figure 2.5. Let πτdiff be the average component-wise difference between
π̄τ and π̂τ ,

πτdiff “

řm
i“1 |π̄

τ
i ´ π̂

τ
i |

m
,

where π1
diff is the average component-wise difference between the dual solution on

the first iteration and zero vector of the appropriate dimension. We set γ and ∆
values at iteration τ as follows:

∆τ “
πτdiff

2
and γτ “

πτdiff

c
.

While the curvature c is set to π1
diff{κ. So, κ is the only parameter of the stabilization

scheme. If some artificial variables ρ`i or ρ´i remain in the optimal solution to [M],
the value of curvature c is increased, so as to reduce the weight of the penalty function
in the master objective. It is multiplied by 10 in our procedure, but this factor is
not critical.

The above “curvature-based” parameterization of the penalty function decreases
the number of critical parameters from two to one. Its drawback however is to lead to
modifying the restricted master objective coefficients and artificial variable bounds at
each iteration, making re-optimization more computationally demanding. Moreover,
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parameter κ remains very critical. A “small” value can make stabilization very weak,
while a “large” value can make column generation converge to a solution which is “far
away” from the true optimum of the unmodified master. Our attempts to come up
with an auto-adjusting scheme for the curvature c (or equivalently for parameter κ)
were not successful. Such an auto-adjusting scheme remains an interesting research
goal for the future.

The alternative parameter adjustment scheme that we considered is an “explicit”
setting of parameters γ and ∆. Our preliminary experiments on a range of different
problems showed that a good setting of parameter γ is 0.9. Then, ∆ is set to
π1

diff{κ. Again, κ is the only critical parameter to set. During the course of the
column generation procedure, parameter ∆ is divided by 2 each time all the artificial
variables ρ`i and ρ´i are absent from the solution of the restricted master. At the
end of the column generation procedure, if there are artificial variables ρ`i or ρ´i in
the solution, the value of γ is decreased (reducing the impact of the penalty function
in the objective allows the procedure to move to better solutions for the unmodified
master): we divide it by 10. These two settings (division of ∆ by 2 and division of
γ by 10) are not critical.

Although, this “explicit” penalty function does not “stabilize as much” as the
“curvature-based” penalty function, as shown by the comparison of the number of
iterations in our experiment, it has the following advantage. Bounds on the artificial
variables remain unchanged over the course of the algorithm (except if artificial
variables remain in the optimal solution), thus the re-optimization of the restricted
master is easier for the LP solver. This is beneficial for the overall running time.

2.2.4 Computational results

We have tested our stabilization approaches on 9 different problems: Generalized
Assignment, Multi-Item Multi-Echelon Lot-Sizing, Multi-commodity Flow, Parallel
Machine Scheduling, Capacitated Vehicle Routing, Multi-Activity Shift Scheduling,
Bin Packing, Cutting Stock, and Vertex Coloring. Definition of problems and de-
scription of used instances are provided in our paper.

In first experiment, we assess numerically the stabilization effect of applying
Wentges smoothing with static α-schedule versus our auto-adaptive schedule starting
with α0 “ 0.5. Additionally, we estimate the effect of using directional smoothing,
with static and auto-adaptive value of parameter β, in combination with Wentges
smoothing.

To tune the static α-value, we determine experimentally for each instance sepa-
rately the best α (denoted best) among values in t0.1, 0.2, . . . , 0.8, 0.9, 0.95u as the
value that yields the minimum total running time of the column generation proce-
dure used to solve the master LP. Best value α depends highly on the application.
Moreover, it differs a lot from one instance to the next even within the same appli-
cation, as reflected by the range of best α reported in Table 2.3. Similarly, the best
static β-value is determined by testing all β values in t0.05, 0.1, 0.2, 0.3, 0.4, 0.5u.

Table 2.3 gives an overview of column generation results with Wentges and di-
rectional smoothing. Five variants of column generation are compared: piq that
without any stabilization (α “ 0, β “ 0), piiq that with static Wentges stabilization
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(α “ best, β “ 0), piiiq that with auto-adaptive Wentges stabilization (α “ auto,
β “ 0), pivq that with combined automatic Wentges and static directional stabi-
lization (α “ auto, β “ best), and pvq that with combined automatic Wentges and
directional stabilization (α “ auto, β “ auto). The first column is the problem
name; the second one reports the geometric mean of CPU time in seconds without
stabilization; the third one gives the range of best α-values for each application; while
the last four columns give the geometric means of the ratio of the solution time of
variant piq against variant piiq, piiiq, pivq, and pvq, respectively. The first observation
is that our automatic Wentges smoothing scheme manages to reproduce the results
of the smoothing with instance-wise tuned parameter for the first six problems. For
the last three problems, it is not the case. For the Bin Packing and Cutting Stock
problems, we conjecture that this is due to the very high number of identical pric-
ing subproblems (at least 250). Because of this, the pricing problem can have a
large number of mutually “perpendicular” optimal solutions that are generated on
subsequent column generation iterations. This results in a sub-gradient that is per-
pendicular to the “in-out” direction; then the sub-gradient provides no indication on
how to update parameter α. The explanation for the Vertex Coloring problem case
is different: automatically adjusted dual prices make the pricing problem harder to
solve. The second observation is that directional smoothing can improve the con-
vergence significantly for some applications. Self-adjusting scheme for parameter β
does not always reproduce results for the tuned static parameter. However, the ad-
vantage of the former is that it never deteriorates the performances, whereas static
setting of β may cause that. An interesting observation is that automatic directional
smoothing “corrects” the poorer performance of automatic Wentges smoothing when
combined with it for the Bin Packing and Cutting Stock problems.

Ratio of solution time of variant α, β “ 0 to
Time of Range of β “ 0 and α “ auto and

Application α, β “ 0 best α α “ best α “ auto β “ best β “ auto
Generalized Assignment 75 r0.3, 0.9s 3.91 3.83 9.58 7.93
Lot Sizing 87 r0.6, 0.95s 3.41 4.09 4.46 5.99
Multi-Commodity Flow 914 r0.1, 0.9s 2.67 2.73 3.79 3.11
Machine Scheduling 34 r0.7, 0.95s 2.96 2.91 2.42 3.61
Vehicle Routing 5.5 r0.2, 0.8s 1.57 1.55 1.40 1.54
Shift Scheduling 4.7 r0.7, 0.95s 1.73 1.70 1.68 1.71
Bin Packing 4.1 r0.2, 0.9s 2.18 1.69 1.94 1.81
Cutting Stock 3.7 r0.1, 0.95s 1.16 0.98 1.43 1.32
Vertex Coloring 2.2 r0.3, 0.8s 1.22 1.01 (*) (*)

Table 2.3: Overview of speedup factors for column generation with Wentges and
directional smoothing; a (*) denotes cases where the time limit was reached

In the experiment reported here, we compare numerically automatic smoothing
stabilization scheme, to a piecewise linear penalty function stabilization scheme, and
to the combination of the two stabilization schemes. Five variants of column gen-
eration are compared: piq that with automatic smoothing (Smooth); piiq that with
“curvature-based” 3-piecewise linear penalty function with tuned parameter κ (Curv);
piiiq that with combination of the two previous stabilization methods (SmoothCurv);
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Smooth Curv SmoothCurv Expl SmoothExpl
Application T κ T κ T pcs κ T pcs κ T

Gen. Assignment 7.93 80 14.51 10 25.69 5 100 17.29 3 200 43.62
Lot Sizing 5.99 16 14.80 2 17.13 5 10 10.96 3 10 14.68
Multi-Com. Flow 3.11 5 4.17 1 5.29 3 20 5.29 3 4 7.28
Mach. Scheduling 3.61 4 1.77 2 4.19 5 10 2.20 3 10 5.74
Vehicle Routing 1.54 1.6 1.89 0.1 1.83 5 1 2.34 3 2 2.02
Shift Scheduling 1.71 25 0.73 25 1.33 3 0.2 1.06 3 0.1 1.73
Bin Packing 1.81 20 0.52 10 0.62 3 20 1.07 3 0.2 1.25
Cutting Stock 1.32 2 0.46 5 0.60 3 20 0.94 3 10 1.15

Table 2.4: Overview of results for column generation with smoothing and piecewise
penalty function stabilization

pivq that with “explicit” 3-piece and 5-piece linear penalty function with tuned pa-
rameter κ (Expl); and pvq that with the combination of automatic smoothing and
“explicit” penalty function stabilization (SmoothExpl). We do not present results for
the Vertex Coloring problem since the application of linear penalty function stabi-
lization sometimes makes the pricing subproblem too hard to be solved in reasonable
time. Where automatic smoothing is used, we mean the generic automated scheme
that led to the best performance for the application concerned. As presented in the
previous section, it is the combination of Wentges smoothing and directional smooth-
ing for all applications, except for the Vehicle Routing and the Shift Scheduling prob-
lems where directional smoothing should not be applied. For each application and
each of the last four variants of column generation, we determined experimentally
the best value for parameter κ for which the geometric mean (among all instances
of the problem) of the master LP solution time was the lowest.

Table 2.4 gives an overview of the comparative results for our 5 variants of column
generation implementation: Smooth, Curv, SmoothCurv, Expl, SmoothExpl. For the
last two variants, we report results for 3-piece or 5-piece penalty functions, depending
on which variant gave the better results. Columns “pcs” indicate whether 3-piece of 5-
piece function is used. Columns T in Table 2.4 give the geometric mean of the ratio of
the solution time of the corresponding variant against the basic approach without any
stabilization. The main observation here is that the combination of two stabilization
techniques: smoothing and penalty function, outperforms any of the two techniques
applied separately; this is the case for all problems except Vehicle Routing. Note also
that the “explicit” variant of the penalty function stabilization performs better than
“curvature-based” variant for all applications except Lot-Sizing. Results for the Shift
Scheduling, Bin Packing, and Cutting Stock problems are different from others. For
these three applications, the overall effect of stabilization by penalty functions does
not decrease running times noticeably or may increase it, even though the number of
iterations decreases. This is due to the increase of the number of (artificial) variables
in the master that is critical in making the master harder to re-optimize.

From detailed results, which are not presented here, we observe that application of
smoothing stabilization techniques deteriorates the solution time of standard column
generation only for very few instances of the last three problems. Another important
remark is that, for all applications except two, there are cases for which the speed-
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up ratio of the best stabilization technique is one order of magnitude or better.
For the Generalized Assignment problem, the maximum speed-up ratio is about
6500 reducing the solution time from more than 6 hours to less than 4 seconds
for instance D ´ 10 ´ 400. This observation suggests that stabilization techniques
should be considered systematically as a complement to basic Simplex-based column
generation.

We would like to finish by the following remarks about our experience of using
the stabilization techniques considered here inside Branch-Cut-and-Price algorithms.
Although penalty function approaches have generally better performance than dual
price smoothing, the former are harder to parameterize. The issue with parame-
terization gets worse when one starts to add cuts and to branch. This is because
dual values corresponding to cuts and branching constraints have generally different
magnitude than dual values corresponding to “core” constraints. As a result, we
almost always employ only non-directional automatic dual price smoothing, which is
activated by default in the BaPCod solver. Other stabilization techniques are used
only in the case of severe convergence problems, and usually if column generation is
used without cutting and without branching.

2.2.5 Related work

There are three families of column generation stabilization techniques according
to Vanderbeck (2005). Techniques in the first family attempt to remin in the proxim-
ity of the current incumbent dual solution. Piecewise linear penalty functions were
used by du Merle et al. (1999) and Ben Amor et al. (2009). The Bundle method
uses (Briant et al., 2008) uses a quadratic penalty function. An alternative is to set
proximality as a constraint giving rise a trust-region approach (Lemaréchal et al.,
1995). Another alternative is to minimize the distance (according to a norm) subject
to a parametric target constraint on the Lagrangian function value, leading to a level
set approach (de Oliveira and Sagastizábal, 2014).

The second family groupes smoothing techniques addressed in Section 2.2.2. Two
known examples are works by Wentges (1997) and Neame (2000). In our paper, we
have shown that smoothing techniques are related to the in-out separation scheme
of Ben-Ameur and Neto (2007) and Fischetti and Salvagnin (2010).

Techniques in the third family work with dual solutions in the interior of the
dual feasible space. The analytic center cutting plane method by Goffin and Vial
(2002) defines the next dual solution as the analytic center of the dual linear pro-
gram augmented with an optimality cut. A more recent example of the centralization
approach is the primal-dual column generation method proposed by Gondzio et al.
(2013). Alternatives exist to implement centralization within a Simplex-based ap-
proach (Rousseau et al., 2007; Lee and Park, 2011).

One more way to stabilize column generation is to use dual-optimal inequali-
ties (Ben Amor et al., 2006; Gschwind and Irnich, 2016). Column-and-row generation
procedure presented in Section 2.1.1 and related approaches reviewed in Section 2.1.5
can also be viewed as ways to stabilize column generation. Another approach is to
aggregate constraints in the master problem proposed by Elhallaoui et al. (2005). It
reduces the dimension of the dual space and also accelerates convergence.
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(a) Heuristic dive in an
enumeration tree

(b) Exact solution of a Sub-MIP after
a heuristic partial fixing of the solution

Figure 2.6: Illustration of two heuristic paradigms.

2.3 Primal Heuristics

This section is based on our short conference papers (Joncour et al., 2010; Pesneau
et al., 2012; Sadykov et al., 2015b) and on the full journal paper (Sadykov et al.,
2019).

Primal heuristics have become an essential component in mixed integer program-
ming (MIP) solvers. Extending MIP based heuristics, our study outlines generic
procedures to build primal solutions in the context of the branch-and-price approach
and reports on their performance. Our heuristic decisions carry on variables of the
Dantzig-Wolfe reformulation, the motivation being to take advantage of a tighter
linear programming relaxation than that of the original compact formulation and
to benefit from the combinatorial structure embedded in these variables. We focus
on the so-called diving methods that use re-optimization after each LP rounding.
We explore combinations with diversification-intensification paradigms such as lim-
ited discrepancy search, sub-MIPing, local branching, and strong branching. The
dynamic generation of variables inherent to a column generation approach requires
specific adaptation of heuristic paradigms. We manage to use simple strategies to
get around these technical issues. Our numerical results on generalized assignment,
cutting stock, and vertex coloring problems sets new benchmarks, highlighting the
performance of diving heuristics as generic procedures in a column generation con-
text and producing better solutions than state-of-the-art specialized heuristics in
some cases.
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2.3.1 Review of column generation based primal heuristics

Basic instruments of standard primal heuristic based on mathematical programming
approaches are rounding, diving and sub-MIPing, along side selection rules such as
greedy or guided search. A rounding heuristic consists in iteratively selecting a vari-
able taking a fractional value in the solution of the LP relaxation and setting its lower
bound to the rounded-up fractional value or its upper bound to the rounded-down
value. The method is defined by a rule for selecting the variable and the rounding
direction. Classical selection rules in this context are least fractional, guided search,
least pseudo-cost, or least infeasibility among the rules reviewed in Berthold (2006).

Diving differs from simple rounding heuristic by the fact that the LP is re-
optimized after bounding or fixing one or several variables. A diving heuristic can be
understood as a heuristic search in an LP-based branch-and-bound tree: the search
plunges deep into the enumeration tree by selecting a branch heuristically at each
node, as illustrated in Figure 2.6a. The branching rule used in such context is typ-
ically quite different from the one used in an exact approach: in a diving heuristic,
one is not concerned with balancing the tree, but one aims at finding good primal
solutions quickly.

Sub-MIPing consists in restricting the MIP problem to a residual problem of
smaller size by way of fixing (or bounding) some of its variable values; the restricted
MIP is then solved exactly or approximately using a MIP solver. Thus, the method is
essentially defined by a way of restricting the problem. For instance, one can restrict
the problem by fixing some of its variables through a rounding or diving heuristic,
as illustrated in Figure 2.6b; or by restricting the set of variables, implicitly fixing
to zero variables of the complementary set.

Some of the heuristic paradigms that are mentioned in the literature can be seen
as a specific implementation of Sub-MIPing: so are Relaxation Induced Neighborhood
Search (RINS) (Danna et al., 2005), local branching (Fischetti and Lodi, 2003), and
crossover heuristic (Berthold, 2006; Lübbecke and Puchert, 2012); others, like feasi-
bility pump (Fischetti et al., 2005), reduce the set of solutions to be considered using
soft-constraints (i.e., penalizing deviation).

Some primal heuristics have been routinely used in the column generation con-
text. Beyond simple greedy heuristics (iterative greedy selection of a column into
the partial solution) that are application specific, the most widely used heuristic is
the so-called restricted master heuristic. This generic scheme can be seen as a sub-
MIPing heuristic: the column generation formulation is restricted to a subset P 1 of
variables λp, p P P 1, and it is solved as a static MIP. The restricted set P 1 is typically
defined as the set of columns generated during the master LP solution. Hence, this
method is also called price-and-branch (Desrosiers and Lübbecke, 2011). The main
drawback of this approach is that the resulting restricted master integer problem may
be infeasible in many cases, i.e., often the columns of P 1 may not be combined into
an integer solution. In an application specific context, an ad-hoc recourse can be de-
signed to “repair” infeasibility. Another typical implementation of such sub-MIPing
heuristic is to define set P 1 using the columns of several constructive heuristic solu-
tions, possibly augmented with the LP solution columns. This guarantees feasibility
of a restricted master heuristic. The method can then be viewed as the search for
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improving integer solutions in a neighborhood of the initial heuristic solutions (the
neighborhood is defined by the columns set). However, the method often produces
no better solutions than that of the initial heuristic solutions. Implementations of re-
stricted master heuristics have been developed, for instance, for production planning,
interval scheduling, network design, vehicle routing and delivery problems.

Close to being generic, but not quite, rounding heuristics procedures have been
applied to the master LP solution. In the common case where the master formulation
defines a set covering problem, a standard rounding strategy consists of 3 steps:
piq an initial partial solution is obtained by rounding downwards the master LP
solution; piiq then, columns LP values of which are closest to the next integer are
then considered for round up while feasible; piiiq finally, an ad-hoc constructive
procedure is used to complete the solution. Local search can be used to improve the
solutions while implementing some form of diversification, but this is again typically
application specific: one can remove some of the columns selected in the primal
solution and reconstruct a solution with one of the above techniques. Rounding
heuristics (sometimes coupled with local search) have been successfully applied on
cutting stock, planning and vehicle routing problems. However, reaching feasibility
remains a difficult issue that is handled in an application specific manner.

Diving heuristics are generic ways of “repairing” unfeasibilities. The residual
master problem that remains after a rounding operation must be “cleaned up” before
re-optimization, deleting all columns that could not be part of an integer solution
to the residual problem (and hence would lead to an infeasibility if selected). Such
preprocessing that is specific to a column generation context is presented in (Van-
derbeck and Savelsbergh, 2006; Vanderbeck and Wolsey, 2010) : master constraints
imply bounds on subproblem variables that lead to the definition of proper columns,
i.e., columns that could take a non-zero integer value in an optimal solution to the
residual master problem. We eliminate columns that become non-proper after round-
ing. This preprocessing is a key feature in diving heuristics. It helps to avoid the
primal heuristic dead-ending with an infeasible solution. Furthermore, we focus on
generating proper columns in future pricing: if the pricing problem solver can handle
the bounded version of the column generation sub-problem, one can tighten lower and
upper bounds on pricing problem variables to generate proper columns. Note that
the re-optimization of the residual master might not necessarily be trivial and it can
lead to generating new columns. This mechanism yields the “missing” complemen-
tary columns to build feasible solutions. If the residual master is however infeasible
for a given partial solution, re-optimization can be a way to prove it early through a
Simplex phase 1 and/or through preprocessing. Although it is an important feature
for the success of the approach, re-optimization of the master LP after fixing can be
time consuming. Tuning the level of approximation in this re-optimization allows
one to control the computational effort. Diving heuristics were successfully used, for
instance, on vehicle routing, inventory routing, crew rostering, bin packing, cutting
stock, graph partitioning, machine scheduling, freight rail scheduling and lot-sizing
problems.

Deriving general purpose primal heuristics based on the Dantzig-Wolfe reformu-
lation raises some difficulties. Bounding a master variable in [M] or modifying its
cost can be incompatible with the column generation approach in the sense that it
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can induce modifications to the pricing problem that are not amenable to the pricing
solver. Basically the issues are:

• Setting an upper bound on an existing column, as one might wish to do in
diving heuristics, i.e., enforcing λp ď up, yields an associated dual variable that
must be accounted for in pricing (by modeling an extra cost for the specific
solution z̄p). If constraint λp ď up are ignored when pricing, z̄p might be
wrongly regenerated as the best price solution. One could restrict the pricing
problem to avoid regenerating z̄p, but this induces significant modifications to
the pricing procedure that are as bad as accounting for the additional dual
price.

• However, setting a lower bound on an existing column of the form λp ě lp is
trivial; this constraint can safely be ignored when pricing. Indeed, ignoring the
dual price “reward” for generating this column, means that the pricing oracle
overestimates its reduced cost and might not generate it; but the column needs
not be generated since it is already in the master.

• Adding constraints involving individual variables λp as one wants to do for a
local branching heuristic results in incompatibility issues of the same nature
than adding upper bounds of the form λp ď up.

• Increasing the cost of a variable λp in the objective function, as needed in the
feasibility pump paradigm, means that λp will price out negatively according
to the original pricing oracle, and hence it can be wrongly regenerated by
the original oracle (which models the initial cost) as the best pricing problem
solution.

• Decreasing the cost of a variable λg, however, is amenable to the unmodified
column generation scheme, as using the original pricing oracle shall simply lead
to overestimate the reduced cost of such already included column.

Thus, the only trivial operations in the master problem are lower bound setting and
cost reductions for variables λ.

To simplify presentation, in next Sections 2.3.2-2.3.4 we suppose that in the
master formulation (1.2) variables y are absent, and vector W of lower bounds is
fixed to zero.

2.3.2 Pure diving

A pure diving heuristic is a simple depth-first heuristic search in the branch-and-price
tree. At each tree node, a branch is heuristically selected based on a rounding strat-
egy: it corresponds to rounding up or down a variable λp of the master LP solution.
We denote this rounding as rλ̄pu. To ensure compatibility with column generation,
we translate such rounding operations into fixing a partial solution: rounding down
variable λp means taking tλpu copies of this column in the partial solution, while
a round-up corresponds to taking rλps copies of this column. Thus, both round-up
and round-down are implemented as setting a lower bound on the column use, and
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the column remains in the formulation. After such rounding operation, the resid-
ual master problem and the pricing problem are modified by applying preprocessing
techniques before re-optimization. The residual master problem is the master (1.2)
in which the right-hand-size vector d and bound vector W are modified to take into
account the current fixed partial solution. Then preprocessing changes bounds of
variables x using updated vector d and then bounds of pricing problem variables zkt ,
1 ď t ď nk, k P K, are changed using mapping M between x and z.

A generic template of a pure diving procedure is given in Table 2.5 in a recursive
form where τ is the iteration counter (it is different from the column generation
iteration counter used in Section 2.2). The parameters of this procedure are ele-
ments: P τ´1, dτ´1,W

τ´1, which define the previous residual master [Mτ´1]. Other
parameters are the current partial solution, λ̂, and the current rounding, λ̃, of the
LP solution to the residual master [Mτ´1]: λ̃ defines variables and their values which
should be added to the current partial solution λ̂. To start the diving procedure,
we call PureDivingpP 0, d,W , 0, 0q, where P 0 is the set of columns obtained while
solving the linear relaxation of the initial master problem [M].

PureDivingpP τ´1, dτ´1,W
τ´1

, λ̂, λ̃q

Step 1: Update the master: dτ Ð dτ´1 ´
ř

pPP Θz̄pλ̃p,

W
τ
ÐW

τ´1
´
ř

pPPk λ̃p. Update partial solution: λ̂Ð λ̂` λ̃.

Step 2: Apply pre-processing to residual master and the associated pricing
problem. Let P τ denote the set of columns that remain proper. If
residual master problem is shown infeasible, return.

Step 3: Solve the LP relaxation of the current residual master [Mτ ], let λ̄τ

denote its LP solution. If the problem is shown infeasible through
Phase I of the Simplex algorithm, return.

Step 4: Let F “ tp P P τ : tλ̄τpu ă λ̄τp ă rλ̄τpsu. If λ̂ ` tλ̄τpupPP τ zF defines a
feasible primal solution to (1.1), record this solution.

Step 5: λ̃Ð 0. If F “ H, return.
Heuristically choose a column set R Ď F and heuristically round their
values: λ̃p Ð rλ̄τpu such that λ̃p ą 0 for p P R.
Recursively call PureDivingpP τ , dτ ,W τ

, λ̂, λ̃q.

Table 2.5: Pure diving heuristic

In Step 2, set P τ denotes the set of columns that are suitable for the current
residual master program:

P τ :“ tp P P k : lkt ď z̄pt ď ukt @t “ 1, . . . , nk, k P Ku (2.34)

where lkt and ukt are valid lower and upper bounds on pricing problem solution
defining “proper” columns as in (Vanderbeck and Savelsbergh, 2006). Columns in
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P τ´1zP τ are removed from residual master problem [Mτ ].
A central element of the procedure that drives the heuristic is Step 5 in which

we choose columns for rounding. Note that several columns can be taken into the
solution simultaneously. After solving the current residual master LP, one selects in
the partial solution one or several columns p P F “ tp P P τ : tλ̄τpu ă λ̄τp ă rλ̄τpsu, at
heuristically set values rλ̄τpu. One then checks whether the current partial solution
defines a solution to the full-blown problem. The important feature of the diving
procedure is preprocessing, master and pricing problems are updated to “proper”
columns and the process reiterates while the residual master problem is not proven
infeasible.

In our implementation of Step 5, we choose one column p P P , whose value λ̄τp
is closest to its nearest non-zero integer. Then, we round λ̄τp to its nearest non-zero
integer. In our experiment, we noted that rounding one column at a time yields
typically better results. This is probably because we make less macroscopic fixing
and take the benefit of re-optimization and preprocessing of the modified master.

2.3.3 Diving with limited backtracking

Here, we consider a limited backtracking scheme. It relies on using the Limited
Discrepancy Search (LDS) paradigm of Harvey and Ginsberg (1995). This original
feature defines a scheme to diversify the search. It has a great impact in improving
the performance of the pure diving method. We call this algorithm “Diving with
LDS”. Furthermore, we developed a specific implementation of a limited backtracking
scheme for use when it is hard to find a feasible solution to the problem using pure
diving. In this heuristic, that we call “Diving for Feasibility”, backtracking is used to
intensify the search towards the leaves of the search tree, exploring the neighborhood
of the first dive solution, until a feasible solution is identified.

DivingWithLDSpP τ´1, dτ´1,W
τ´1

, λ̂, λ̃, T, hq

Steps 1–4 are the same as in PureDiving

Step 5: Repeat the following

1. λ̃Ð 0. If F zT “ H, return.

2. Heuristically choose a column set R Ď F zT , and heuristically
round their values: λ̃p Ð rλ̄τpu such that λ̃p ą 0 for p P R.

3. Recursively call DivingWithLDSpP τ , dτ ,W τ
, λ̂, λ̃, T, h` 1q.

4. T Ð T YR.

While |T | ď maxDiscrepancy and h ď maxDepth.

Table 2.6: Diving heuristic with limited backtracking

The scheme is applied from the root node of the search tree. Backtracking is
performed up to depth maxDepth. When a backtrack is performed back to a node,
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the backtracked branching decision is forbidden for other branches from that node
and in the subtrees “rooted” at these branches; i.e., the column that was selected for
rounding in the backtracked branch cannot be selected as a candidate for rounding
in other branches. This is implemented by using a tabu list that includes forbidden
branching decisions: the tabu list is a set of columns, denoted T , that are forbidden
to be chosen for rounding. Backtracking branches are considered as long as the num-
ber of columns in the tabu list does not exceed maxDiscrepancy which is the second
parameter of the scheme. The template for the diving heuristic with limited back-
tracking (named “diving with LDS”) in a recursive form is presented in Table 2.6.
This procedure is derived from the pure diving procedure with a modified Step 5
and two additional parameters: the tabu list T and the current search tree depth
h. To start the diving heuristic with limited backtracking, we call DivingWith-
LDSpP 0, d,W , 0, 0,H, 1q.

Our implementation of Step 5 of the diving heuristic with limited backtracking is
similar to the one for the pure diving heuristic. We choose a column p P F zT , whose
value λ̄τp is closest to its nearest non-zero integer, and we round λ̄τp to its nearest non-
zero integer. Thus, our set R has cardinality one and our tabu set increases by one
unit at the time. An example of the search tree for the diving heuristic with limited
backtracking is depicted in Figure 2.7a. In this example, the instantiation of the
parameters is maxDepth “ 3, maxDiscrepancy “ 2, and, as in our implementation,
we round one column at a time. In this figure, the boldest branches have an empty
tabu list, less bold branches have tabu list with one column, and thin branches have
the tabu list with two columns.

When the main goal is to find a feasible solution, we consider using backtracking
toward the leaves of the depth-first-search dive in the branch-and-price tree. This
algorithm that we call “Diving for Feasibility”, entails a specific parametrization of
the above DivingWithLDS procedure: maxDepth “ 8; additionally, the procedure
stops as soon as a feasible solution is found at Step 4 of PureDiving. Observe
that given that we use a depth-first-search strategy, the backtracking will take place
towards the leaves, by reconsidering in priority the last variable fixings. As the
procedure stops as soon as a feasible solution is found, it is unlikely that the search
backtracks up to the root. In our implementation we set maxDiscrepancy “ 1, the
resulting search scheme is illustrated in Figure 2.7b. This heuristic tends to yield
a feasible solution in very small additional time compared to pure diving heuristic
when the latter cannot find one.

2.3.4 Strong diving

Strong branching (Linderoth and Savelsbergh, 1999) is a strategy to make “intelli-
gent” look-ahead branching decisions in an effort to reduce the size of the branch-
and-bound tree when solving a mixed integer program. The idea is to select among
several possible branching decisions by comparing the impact they have on improving
the dual bound. For this, one performs a (possibly approximate) evaluation of the
dual bound of the child nodes, i.e., one solves (approximately) the linear program-
ming relaxation of the child nodes with the branching decision temporarily applied.
Then, a branching decision is chosen which generates the best improvement in the
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(a) “Diving with LDS” example for maxDepth “ 3 and
maxDiscrepancy “ 2;

(b) “Diving for Feasibility” ex-
ample for maxDiscrepancy “
1, assuming a feasible solution
was found after 2 back-tracks

Figure 2.7: Illustrations for Diving with LDS and Diving for Feasibility

local dual bound computed from the child node’s (approximate) dual bounds.
Our use of the strong branching paradigm in the diving procedure goes as follows.

We choose several columns as candidates for rounding. The number of candidates
is limited by the parameter maxCandidates. Then, for each candidate, we apply
temporarily the rounding and compute the resulting dual bound for the associated
residual master problem (making use of the column generation procedure). Contrary
to the “classic” strong branching applied in branch-and-bound, the best candidate
is that which generates the child node with the smallest change of the dual bound.
Indeed, the heuristic explores a single branch in search for the best possible primal
bounds. This is different from the aim of getting the largest dual bound improvement
that is pursued in a “classic” branch-and-bound procedure.

The template for the strong diving heuristic in a recursive form is presented in
Table 2.7. Our procedure is combined with the paradigm of the diving heuristic with
limited backtracking. In Step 2 and Step 3, we choose a candidate set of columns, and
then each candidate is evaluated. Step 5 of the DivingWithLDS is modified into
Step 4 in StrongDiving: for the next diving decision, we choose a column which
rounding results in the smallest increase of the dual bound of the master problem
linear relaxation. In our implementation, we define C to be the columns with values
closest to their non-zero integers; their number is bounded by maxCandidates. In
Step 3, we round λp to its nearest non-zero integer. To start the strong diving
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StrongDivingpP τ , dτ ,W τ
, λ̂, T, hq

Step 1: If h “ 1, run Steps 2–4 of PureDiving with λ̂ “ 0.

Step 2: Heuristically choose a column set C Ď F zT , such that |C| “
mintmaxCandidates, |F zT |u.

Step 3: For each candidate p P C

1. λ̃Ð 0. Heuristically round λp: λ̃p Ð rλ̄τpu such that λ̃p ą 0.

2. Call Steps 1–4 of PureDivingpP τ , dτ ,W τ
, λ̂, λ̃q. At the end of

this call, save the following: P τ,p Ð P τ , dτ,p Ð dτ , W τ,p
Ð W

τ ,
λ̂p Ð λ̂` λ̃. Also, let dbp be the value of the LP relaxation of [Mτ ]
in Step 3 of this call.

Step 4: Repeat the following

1. Choose p P C with the smallest value dbp.

2. Recursively call StrongDivingpP τ,p, dτ,p,W τ,p
, λ̂p, T, h` 1q.

3. T Ð T Y tpu, C Ð Cztpu.

While |T | ď maxDiscrepancy and h ď maxDepth.

Table 2.7: Strong diving heuristic

heuristic, we call StrongDivingpP 0, d,W , 0,H, 1q.

2.3.5 Other variants

Diving with restarts fixes a part of the solution to what was the incumbent solu-
tion and restarts the pure diving heuristic for the residual master problem. Diving
combines with sub-MIPing consists in limiting the set of variables in the master to
the subset of columns that were generated during the diving for feasibility heuristic.
Our local branching heuristic is similar to the previous one, except that we add a
constraint in the master to limit the deviation from the current incumbent solution.

The feasibility pump heuristic can be partially adapted to the column generation
context. As indicated above, the cost of a master variable λp in the objective function
can be decreased without an impact on the pricing problem. However, increasing the
cost above the true cost of a variable is not possible. Therefore, changing the cost of
master variables as required by the feasibility pump paradigm is possible, but with
the limitation not to exceed the true cost.

These paradigms are described in our papers (Pesneau et al., 2012; Sadykov et al.,
2019). We do not provide details here, as our experimental research revealed that
these variants are not competitive with the variants described above.
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2.3.6 Computational results

We have tested our heuristics on three applications: Generalized Assignment, Cut-
ting Stock, and Vertex Coloring. Description of the problem, used test instances,
and column generation parameters are given in our paper (Sadykov et al., 2019).
The specific heuristic procedures that we compared are:

1. Pure Diving.

2. Diving for Feasibility with parameter maxDiscrepancy “ 1.

3. Diving with LDS with parameters maxDiscrepancy “ 3, maxDepth “ 2.

4. Strong Diving with parameters maxDiscrepancy “ 3, maxDepth “ 2,
maxCandidates “ 10.

5. A pure Restricted Master.

Our numerical results are presented in Table 2.8: “Time” is the average running
time of the heuristic in seconds; “Found” is the percentage of instances for which
a feasible solution was found by the heuristic, “Opt” is the percentage of instances
for which an optimal solution was found by the heuristic, and “Gap” is the average
relative gap between the solution value found by the heuristic and the optimal so-
lution value. The running time includes both the time to initially solve the master
LP and the time to perform the heuristic diving. The gap is relative for generalized
assignment and absolute for bin packing and vertex coloring.

Generalized Bin Vertex
Assignment Packing Coloring

Heuristic Time Found Gap Time Opt Gap Time Opt Gap
Restricted Master 26.50 55% 11.00% 224.37 5% 1.22 3.94 49% 0.54
Pure Diving 0.80 70% 0.37% 13.71 46% 0.54 0.94 71% 0.29
Diving for Feasib. 0.81 100% 0.39% 13.71 46% 0.54 0.94 71% 0.29
Diving with LDS 4.21 100% 0.10% 27.44 89% 0.11 1.38 88% 0.12
Strong Diving 33.45 100% 0.05% 67.42 90% 0.10 3.65 94% 0.06

Table 2.8: Computational comparison of heuristic variants on instances of three
problems

In Table 2.8, the worst performance is clearly that of the restricted master heuris-
tic: it found the least number of feasible solutions, and where a solution was obtained,
the average gap is much larger than for other heuristics. The fastest heuristic is pure
diving, but it does not always find a feasible solution. Diving for feasibility manages
to “correct” this drawback of the pure diving heuristic with almost no additional
time. Diving with restarts and local branching heuristics improve over diving for
feasibility but require more running time. Diving with LDS improves significantly
the quality of obtained solution but requires even more running time. The best so-
lution quality is obtained by the strong diving heuristic, but it consumes an order
of magnitude more time than the previous heuristic. Overall, we conclude that the
diving with LDS heuristic offers the best tradeoff between quality and running time.
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However, if one needs a fast heuristic, diving for feasibility can provide high quality
solutions in small time.

We have also performed a computational comparison of our diving heuristic with
LDS and the best heuristic available in the literature by Yagiura et al. (2006) for
the generalized assignment problem. On the set of classic instances of types C,
D, and E containing up to 1600 tasks and 80 agents, our heuristic was faster and
obtained 0.026% average optimality gap and 4.1 average absolute gap. The heuristic
by Yagiura et al. (2006) obtained 0.042% average optimality gap and 9.6 average
absolute gap.

According to Posta et al. (2012), there were ten open classic instances. We have
tried to improve the best known solutions for these instances. For this, we did seven
runs of the diving heuristic with LDS. For each run, we set different parameters
maxDiscrepancy, maxDepth (always ensuring that the total number of dives is equal
to ten), different maximum number of columns in the master (master clean-up), and
different parameter κ for the penalty function stabilization (see Section 2.2.3). It
was already mentioned above that the master LP usually admits many alternative
solutions. Therefore, a change of the master clean-up and stabilization parameters
typically change the master LP solution obtained by column generation. Thus, the
diving heuristics explore different parts in the search tree.

Best known Best run (instance specific) Average (7 runs)
Instance Bound Solution Solution Time Red. gap Time Red. gap
D-20-200 12235 12244 12238 18 66% 22 3%
D-20-400 24563 24585 24567 82 82% 82 56%
D-40-400 24350 24417 24356 134 89% 145 72%
D-15-900 55404 55414 54404 80 100% 179 43%
D-30-900 54834 54868 54838 529 88% 505 61%
D-60-900 54551 54606 54554 1445 95% 1490 83%
D-20-1600 97824 97837 97825 744 92% 665 69%
D-40-1600 97105 97113 97105 3158 100% 7314 38%
D-80-1600 97034 97052 97035 10852 94% 10856 -48%
C-80-1600 16284 16289 16285 2186 80% 2572 80%

Table 2.9: Improved best known solutions for open instances of the generalized
assignment problem.

In Table 2.9, for each instance, from left to right we report the instance name,
the best known lower bound and solution value reported by Posta et al. (2012), the
best solution value obtained by us, the time in seconds taken to obtain this value,
the reduction in gap between the bound and the best known solution obtained by
us, the average solution obtained over all seven runs, and the average running time.
We have managed to improve the best known solutions for all ten open instances.
Moreover, the average reduction of the gap between the best known solution and the
best known lower bound is 89%. For two instances D-15-900 and D-40-1600, optimal
solutions were found for the first time. The average solution value obtained over the
seven runs is smaller than the previously best known solution for all instances except
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one.
We would like to underline that such good results for open Generalized Assign-

ment instances would not be possible if we did not use stabilization techniques dis-
cussed in Section 2.2. In fact, for these instances one need to combine and use all
three techniques: automatic Wentges smoothing, automatic directional smoothing,
and penalty function stabilization. For instances like D-20-1600, which has 80 items
per machine and 1600 items in total, it is simply impossible to perform non-stabilized
column generation until convergence (it would take weeks or even months of calcula-
tion). Using triple stabilization it is however possible in about 10 minutes not only
to solve the LP relaxation of the set partitioning formulation to optimality but also
to perform 10 dives in the diving heuristic with LDS.

2.4 Generic BCP for Vehicle Routing and Related Prob-
lems

This section is based on our long conference paper (Pessoa et al., 2019a) and on the
full paper (Pessoa et al., 2019b) submitted to a journal.

Major advances were recently obtained in the exact solution of Vehicle Rout-
ing Problems (VRPs). Sophisticated Branch-Cut-and-Price (BCP) algorithms for
some of the most classical VRP variants now solve many instances with up to a few
hundreds of customers. However, adapting and reimplementing those successful al-
gorithms for other variants can be a very demanding task. This work proposes a BCP
solver for a generic model that encompasses a wide class of VRPs. It incorporates
the key elements found in the best existing VRP algorithms: ng-path relaxation,
rank-1 cuts with limited memory, path enumeration, and rounded capacity cuts; all
generalized through the new concept of “packing set”. This concept is also used to
derive a branch rule based on accumulated resource consumption and to generalize
the Ryan and Foster branch rule. Extensive experiments on several variants show
that the generic solver has an excellent overall performance, in many problems being
better than the best specific algorithms. Even some non-VRPs, like bin packing,
vector packing and generalized assignment, can be modeled and effectively solved.

The solver is now available at vrpsolver.math.u-bordeaux.fr for download
and for free academic use. The optimization algorithms and the Julia–JuMP user
interface (Dunning et al., 2017) were released in a pre-compiled docker image. The
demos are available for the Capacitated Vehicle Routing Problem, Vehicle Routing
Problem with Time Windows, Heterogeneous Fleet Vehicle Routing Problem, Pickup
and Delivery Problem with Time Windows, Team Orienteering Problem, Generalized
Assignment Problem, Capacitated Arc Routing Problem, and Two-Echelon Capaci-
tated Vehicle Routing Problem.

2.4.1 Exact algorithms for vehicle routing problems

Since its introduction by Dantzig and Ramser (1959), the Vehicle Routing Prob-
lem (VRP) has been one of the most widely studied in combinatorial optimization.
Google Scholar indicates that 823 works containing the exact string “vehicle routing”

vrpsolver.math.u-bordeaux.fr
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in the title were published only in 2018. VRP relevance stems from its direct use
in the real systems that distribute goods and provide services, vital to the modern
economies. Reflecting the large variety of conditions in those systems, the VRP
literature is spread into dozens, perhaps hundreds, of variants. For example, there
are variants that consider capacities, time windows, heterogeneous fleets, multiple
depots, pickups and deliveries, optional customer visits, arc routing, etc.

In recent years, big advances in the exact solution of VRPs had been accom-
plished. A milestone was certainly the Branch-Cut-and-Price (BCP) algorithm
of Pecin et al. (2017b), that could solve Capacitated VRP (CVRP) instances with up
to 360 customers, a large improvement upon the previous record of 150 customers.
That algorithm exploits many elements introduced by several authors, combining and
enhancing them. In particular, the new concept of limited memory cut proved to be
pivotal. Improvements of the same magnitude were later obtained for a number of
classical variants like VRP with Time Windows (VRPTW) (Pecin et al., 2017a), Het-
erogeneous Fleet VRP (HFVRP) and Multi Depot VRP (MDVRP) (Pessoa et al.,
2018b), and Capacitated Arc Routing (CARP) (Pecin and Uchoa, 2019). For all
those variants, instances with about 200 customers are now likely to be solved, per-
haps in hours or even days. However, there is something even more interesting:
many instances with about 100 customers, that a few years ago would take hours,
are solved in less than 1 minute. This means that many more real world instances
can now be tackled by exact algorithms in reasonable times.

Unhappily, designing and coding each one of those complex and sophisticated
BCPs has been a highly demanding task, measured on several work-months of a
skilled team. In fact, this prevents the use of those algorithms in real world problems,
that actually, seldom correspond exactly to one of the most classical variants. This
work presents a framework that can handle most VRP variants found in the literature
and can be used to model and solve many other new variants. In order to obtain
state-of-the-art BCP performance, some key elements found in the best specific VRP
algorithms had to be generalized. The new concept of packing set was instrumental
for that.

The quest for general exact VRP algorithms can be traced back to Balinski and
Quandt (1964), where a set partitioning formulation valid for many variants was pro-
posed. That formulation had only turned practical in the 1980’s and 1990’s, when the
Branch-and-Price (BP) method was developed. At that time, it was recognized that
the pricing subproblems could often be modeled as Resource Constrained Shortest
Path (RCSP) problems and solved by labeling algorithms, leading to quite generic
methods (for example, Desaulniers et al. (1998)). However, those BP algorithms
only worked well on problems with “tightly constrained” routes, like VRPTW with
narrow time windows. Many variants, including CVRP, were much better handled
by Branch-and-Cut (BC) algorithms using problem-specific cuts. In the late 2000’s
decade, after the work by Fukasawa et al. (2006), it became clear that the com-
bination of cut and column generation performs better than pure BP or pure BC
on almost all problems. Until today, BCP remains the dominant VRP approach.
A first attempt of a generic BCP was presented in Baldacci and Mingozzi (2009),
where 7 variants, all of them particular cases of the HFVRP, could be solved. Re-
cently, in (Sadykov et al., 2017) we proposed a BCP for several particular cases of
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the HFVRP with time windows. The framework we propose now is far more generic
than that.

2.4.2 The model

Define directed graphs Gk “ pV k, Akq, k P K. Let V “
Ť

kPK V
k and A “

Ť

kPK A
k.

The graphs are not necessarily simple and may even have loops. Vertices and arcs
in all graphs are distinct. Each graph has special source and sink vertices: vksource

and vksink. The source and sink may be distinct vertices, but may also be the same
vertex. Define set Rk of resources. For each r P Rk and a P Ak, qa,r P R is the
consumption of resource r in arc a. Resources without any negative consumption
are called monotone, otherwise they are non-monotone. Set Rk is divided into main
resources RkM and secondary resources RkN . Main resources should be monotone.
Moreover, there should not exist a cycle in Gk with zero consumption of all main
resources. Therefore, unless Gk is acyclic, it is mandatory to have at least one
main resource. The concept of main resource is directly related to key implemen-
tation issues. Secondary resources may be monotone or non-monotone. Finally,
resources are also classified as disposable or non-disposable. By default, resources
are assumed to be disposable. There are finite accumulated resource consumption
intervals rla,r, ua,rs, a P Ak. Since in most applications these intervals are more
naturally defined on vertices, we may define intervals rlv,r, uv,rs, v P V k, meaning
that rla,r, ua,rs “ rlv,r, uv,rs for every arc a P δ´pvq (i.e., entering v). A resource
constrained path p “ pvksource “ v0, a1, v1, . . . , an´1, vn´1, an, vn “ vksinkq over a graph
Gk should have n ě 1 arcs, vj ‰ vksource and vj ‰ vksink, 1 ď j ď n´ 1, and is feasible
if:

• for every r P Rk that is disposable, the accumulated resource consumption Sj,r
at visit j, 0 ď j ď n, where S0,r “ 0 and Sj,r “ maxtlaj ,r, Sj´1,r ` qaj ,ru, does
not exceed uaj ,r;

• for every r P Rk that is non-disposable, the accumulated resource consumption
Sj,r at visit j, 0 ď j ď n, where S0,r “ 0 and Sj,r “ Sj´1,r ` qaj ,r, lies in the
interval rlaj ,r, uaj ,rs.

Some feasible paths may not be elementary, some vertices or arcs being visited more
than once. For each k P K, let P k denote the set of all feasible resource constrained
paths in Gk. Each set P k is finite, either because Gk is acyclic or because the main
resources limit the number of times that each vertex or arc can be visited. Define
P “

Ť

kPK P
k. As vertices and arcs in different graphs are distinct, paths in different

graphs are also distinct.
For all a P Ak and p P P k, let z̄pa indicate how many times arc a appears in

path p. The problem should be formulated exactly as stated in (1.1). Equations
(1.1a) and (1.1b) define a general objective function and m general constraints over
those variables, respectively. Constraints (1.1b) may even contain exponentially large
families of cuts, provided that suitable procedures are given for their separation.
However, by simplicity, we continue the presentation as if all the m constraints
are explicitly defined. As stated in Section 1.1, for each variable xj , 1 ď j ď n1,
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Mpxjq Ď A defines its mapping into a non-empty subset of the arcs. We slightly
abuse notation here by defining mapping directly to arcs, and not to arc variables
zka . For each k P K, W k andW k are given lower and upper bounds on the number of
paths from Gk in a solution. The LP relaxation (1.2) of formulation (1.1) is solved
by column generation as explained in Section 1.1.

2.4.3 Packing sets for generalizing state-of-the-art elements

Formulation (1.1) can be used to model most VRP variants and also some other non-
VRP applications. It can be solved by a standard BP algorithm (or a standard robust
BCP algorithm (Pessoa et al., 2008), if (1.1b) contains separated constraints), where
the RCSP subproblems are handled by a labeling dynamic programming algorithm.
However, its performance on the more classic VRP variants would be very poor when
compared to the best existing specific algorithms. One of the main contributions of
this work is a generalization of the key additional concepts found in those state-of-
the-art algorithms, leading to the construction of a powerful and still quite generic
BCP algorithm.

In order to do that, we introduce a new concept. Let B Ă 2A be a collection of
mutually disjoint subsets of A such that the constraints:

ÿ

pPP

˜

ÿ

aPB

z̄pa

¸

λp ď 1, B P B, (2.35)

are satisfied by at least one optimal solution px˚, y˚, λ˚q of formulation (1.1). In
those conditions, we say that each element of B is a packing set. Note that a packing
set can contain arcs from different graphs and not all arcs in A need to belong to
some packing set. The definition of a proper collection B is application specific and
part of the modeling task. It does not follow automatically from the analysis of
formulation (1.1).

In many applications the packing sets are more naturally defined on vertices,
so we also provide that modeling alternative. Let coefficient z̄pv indicate how many
times vertex v appears in a path p. Let BV Ă 2V be a collection of mutually disjoint
subsets of V such that the constraints:

ÿ

pPP

˜

ÿ

vPB

z̄pv

¸

λp ď 1, B P BV , (2.36)

are satisfied by at least one optimal solution px˚, y˚, λ˚q of formulation (1.1). In those
conditions, we say that the elements of BV are packing sets on vertices. Actually,
in some symmetric problems there is a computational advantage in defining packing
sets on vertices.

The following concepts — ng-paths, Limited Memory Rank-1 Cuts, path enu-
meration, accumulated consumption branching, and rounded capacity cuts — were
originally proposed and used on the most classical VRP variants, often CVRP and
VRPTW. In our proposed generalization, those problems will correspond to simple
models where the packing sets in BV are the singletons formed by each customer
vertex.
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ng-paths

When modeling classical VRPs, one of the weaknesses of linear relaxation (1.2)
is often the existence of non-elementary paths in P that can not be part of any
integer solution. In those cases, one would like to eliminate all those paths from the
definition of P . However, this would make the pricing subproblems much harder,
to the point of becoming intractable in many cases. A good compromise between
the linear relaxation strength and pricing difficulty can be obtained by the so-called
ng-paths, introduced in Baldacci et al. (2011b).

In our more general context, we say that a path is B-elementary if it does not
use more than one arc in the same packing set of B. Let P kelem be the subset of the
paths in P k that are B-elementary, Pelem “

Ť

kPK P
k
elem.

Ideally, we would like to price only B-elementary paths. Instead, we settle for
generalized B-ng-paths defined as follows. For each arc a P A, let NGpaq Ď B denote
the ng-set of a. A B-ng-path may use two arcs belonging to the same packing set
B, but only if the subpath between those two arcs passes by an arc a such that
B R NGpaq. The ng-sets may be determined a priori; but also dynamically, like
in Roberti and Mingozzi (2014) and Bulhoes et al. (2018d).

If the packing sets are being defined on vertices, there is the similar concept of
BV -elementary path: a path that does not use more than one vertex in the same
packing set of BV . We also denote by P kelem the subset of the paths in P k that are
BV -elementary. In this context, for each vertex v P V , let NGpvq Ď BV be the ng-
set of v. A BV -ng-path may use two vertices belonging to the same packing set B,
but only if the subpath between those two vertices passes by a vertex v such that
B R NGpvq.

When B or BV are clear from the context, we may still refer to B-ng-paths or
BV -ng-paths simply as ng-paths.

Limited Memory Rank-1 Cuts

The Rank-1 Cuts (R1Cs) (Petersen et al., 2008; Bulhoes et al., 2018b) are a gener-
alization of the Subset Row Cuts proposed by Jepsen et al. (2008). Here, they are
further generalized as follows. Consider a collection of packing sets B. A Chvátal-
Gomory rounding of constraints (2.35), using a non-negative multiplier ρB for each
B P B, yields:

ÿ

pPP

[

ÿ

BPB
ρB

ÿ

aPB

z̄pa

_

λp ď

[

ÿ

BPB
ρB

_

. (2.37)

Those R1Cs are potentially very strong, but each added cut makes the pricing sub-
problems significantly harder.

The limited memory technique Pecin et al. (2017c) is essential for mitigating that
negative impact. In this technique, a R1C, characterized by its vector of multipliers
ρ, is associated to a memory arc-set Apρq Ď A. The limited-memory R1C (lm-R1C)
is defined as:

ÿ

pPP

αpρ,Apρq, pqλp ď

[

ÿ

BPB
ρB

_

, (2.38)
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where the coefficient αpρ,Apρq, pq is computed as in the pseudo-code that describes
Function α.

Function α(ρ,A, p “ (v0, a1, v1, . . . , an´1, vn´1, an, vn))
1 αÐ 0, S Ð 0;
2 for j “ 1 to n do
3 if aj R Apρq then
4 S Ð 0;

5 if aj P B P B then
6 S Ð S ` ρB;
7 if S ě 1 then
8 S Ð S ´ 1, αÐ α` 1;

9 return α;

If Apρq “ A, constraints (2.37) and (2.38) are identical. Otherwise, variables
λp corresponding to paths p passing by arcs a R Apρq may have their coefficients
decreased. However, if the memory sets are adjusted in such a way that variables λp
with positive values in the current linear relaxation have the same coefficients that
they would have in (2.37), the resulting lm-R1C is as effective as the original R1C.
Yet, if the final Apρq is a small subset of A, as usually happens, the impact in the
pricing is much reduced.

If the model defines its packing sets in vertices, the R1Cs are defined in a similar
way. There is a non-negative multiplier ρB for each B P BV and the cut is:

ÿ

pPP

[

ÿ

BPBV

ρB
ÿ

vPBV

z̄pv

_

λp ď

[

ÿ

BPBV

ρB

_

. (2.39)

Given a memory arc-set Apρq Ď A corresponding to the vector ρ, the lm-R1C is
defined as:

ÿ

pPP

αpρ,Apρq, pqλp ď

[

ÿ

BPBV

ρB

_

, (2.40)

where Function α is the same, except that the condition in line 5 is replaced by
pvj P B P BVq.

Regardless of if the packing sets are being defined on arcs or on vertices, it is
possible to use lm-R1Cs where the memories are defined by vertex-sets. In this case,
a memory vertex-set V pρq Ď V should be assigned to the lm-R1C corresponding
to vector ρ. Function α should receive V pρq instead of Apρq as parameter and the
condition in line 3 should be changed to pvj R V pρqq.

Memory vertex-sets perform better for most instances of some classical VRPs.
This happens because R1C memory adjustment converges in less iterations in that
case. In the other hand, memory arc-sets may be better for some harder instances;
because they allow for a finer memory adjustment, leading to less impact in the
pricing.
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Path Enumeration

The path enumeration technique was proposed by Baldacci et al. (2008), and later
improved by Contardo and Martinelli (2014). It consists in trying to enumerate
into a pool all paths in a certain set P k that can possibly be part of an improving
solution. After a successful enumeration, the corresponding pricing subproblem k
can be solved by inspection, saving time. Moreover, standard fixing by reduced
costs can be used to remove paths from the pools. If the enumeration has already
succeeded for all k P K and once the total number of paths in the tables is reduced
to a reasonably small number (say, less than 10,000), the formulation restricted to
those paths can be given and directly solved by a general MIP solver.

In our context, we try to enumerate all paths p P P kelem such that c̄pz̄pq ă UB ´
LB, where UB is the best known integer solution cost, and LB the value of the
current linear relaxation. Moreover, if two paths p and p1 in P k map to variables λp
and λp1 with identical coefficients in the essential constraints in (1.1b), the one with
a larger cost is dominated and can be dropped. The essential constraints are those
that are required to make the formulation valid, constraints in (1.1b) added only to
strengthen the linear relaxation are not essential.

However, the enumeration procedure would be highly inefficient if the dominance
could only be checked for pairs of complete paths. Instead, it is necessary to perform
dominance over the partial paths (B-elementary paths starting at the source vertex)
that are being constructed along the procedure. Our procedure uses the following
dominance rule: if p and p1 are partial paths ending at the same vertex and having
already visited exactly the same packing sets in B (regardless of the visitation or-
der), the one with larger cost (breaking ties arbitrarily) is considered dominated and
dropped. No complete path in P kelem that is the completion of a dominated partial
path will be produced.

A sufficient condition for enumeration is the following: every two feasible partial
B-elementary paths starting in vksource that end in the same vertex and map to different
coefficients in some essential constraint in (1.1b) should have visited different subsets
of B. We remark that this condition can not be checked automatically. In fact, in
general it is not even possible to automatically determine what are the essential
constraints in (1.1b). It is up to the modeller to prove that the provided model
satisfies the sufficient condition, so enumeration can be used. Happily, in many
models it is easy to prove that the condition is satisfied. However, if it is not satisfied,
it is up to the modeler to prove that the enumeration is valid for his model directly
from the dominance rule. Otherwise, the enumeration should be turned off.

Branching

Branching over individual x and y variables (or over constraints defined over those
variables) is simple and do not change the structure of the pricing subproblems. In
many models this kind of branching is sufficient for correctness. However, there are
models where constraints (1.1g) need to be explicitly enforced. However, branching
over individual λ variables should be avoided due to a big negative impact in the
pricing and also due to highly unbalanced branch trees (Vanderbeck and Wolsey,
2010). The model offers two ways of branching over sets of λ variables:
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• Choose distinct sets B and B1 in B. Let P pB,B1q Ď P be the subset of the
paths that contain arcs in both B and B1. The branch is over the value of
ř

pPP pB,B1q λp, either 0 or 1. This is a generalization of the Ryan and Foster
(1981) branch rule. It is still to be avoided if possible, because it makes the
pricing harder. However, using that scheme leads to more balanced search
trees.

• Choose B P B, r P RkM , and a certain threshold value q˚: in the left child
make ua,r “ q˚, for all a P B X Gkpaq; in the right child make la,r “ q˚.
This branching over the accumulated consumption of a resource generalizes the
strategy proposed by Gélinas et al. (1995). The branching is not likely to be
complete, in the sense that some fractional λ solutions can not be eliminated
by it. However, it does not increase the pricing difficulty and it may work well
in practice, postponing (and even avoiding) the use of a branching that makes
pricing harder.

Rounded Capacity Cut Separators

The Rounded Capacity Cuts (RCCs), first proposed for CVRP by Laporte and
Nobert (1983), are still useful on modern BCP algorithms for that problem and
also for a number of other VRP variants. Moreover, a very good heuristic separation
routine is available for it in CVRPSEP library (Lysgaard, 2003). So, we decided to
introduce the concept of RCC separator as a feature of our model.

The RCC separator can only be used if the packing sets are defined on vertices.
For a vertex v P V , define Bpvq as the packing set of BV that contains v, Bpvq “ H
if v is not in any packing set. An RCC separator is defined by setting a capacity Q
and a demand function h : BV Y H Ñ R` such that hpHq “ 0 and is valid if there
exists an optimal solution px˚, y˚, λ˚q of formulation (1.1) such that:

1.
řn
j“0 hpBpvjqq ď Q, for all p “ pv0, a1, v1, . . . , an´1, vn´1, an, vnq P P with

λ˚p ě 1;

2. for all B P BV such that hpBq ą 0, the corresponding constraints in (2.36)
should be satisfied with equality by px˚, y˚, λ˚q.

Again, it is up to the modeler to prove that the separator included in the model is
valid.

Given a valid RCC separator, if S Ď BV , hpSq denotes
ř

BPS hpBq and z̄
p
S is the

number of times that an arc in path p P P enters in S. We say that an arc pvj´1, vjq
enters in S if Bpvj´1q R S and Bpvjq P S. A Rounded Capacity Cut is the following
valid inequality:

ÿ

pPP

z̄pSλp ě

R

hpSq

Q

V

. (2.41)

Cuts in format (2.41) are robust. The dual variable of the cut corresponding to an
S Ď BV is simply subtracted from the reduced cost of all arcs entering S.

It is possible to define multiple RCC separators in the same model, each one
having its demand function and capacity. This can be useful for modeling VRPs
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where routes are constrained by multiple dimensions. Packing sets would have zero
demand in the dimensions, in which they do not “participate”.

2.4.4 Model Examples

We provide here two examples to illustrate the modeling capabilities of our solver.
Other examples are given in our paper (Pessoa et al., 2019b).

Generalized Assignment Problem (GAP)

Data: Set T of tasks; set K of machines; capacity Qk, k P K; assignment cost ckt
and machine load hkt , t P T , k P K.
Goal: Find an assignment of tasks to machines such that the total load in each
machine does not exceed its capacity, with minimum total cost.
Model: RCSP generator graphs Gk “ pV k, Akq for each k P K: V k “ tvkt : t “
0, . . . , |T |u, Ak “ takt` “ pvkt´1, v

k
t q, a

k
t´ “ pv

k
t´1, v

k
t q : t “ 1, . . . , |T |u, vksource “ vk0 ,

vksink “ vk
|T | (see Figure 2.8); Rk “ RkM “ trku; qakt`,rk “ hkt , qakt´,rk

“ 0, t P T ;
rlvkt ,rk

, uvkt ,rk
s “ r0, Qks, t P T Y t0u. Integer variables xkt , t P T , k P K. The

formulation is:

Min
ř

tPT

ř

kPK

ckt x
k
t (2.42a)

S.t.
ř

kPK

xkt “ 1, t P T. (2.42b)

We have W k “ 0, W k “ 1, k P K; Mpxkt q “ takt`u, t P T, k P K. B “
Ť

tPT tta
k
t` :

k P Kuu. Branching is over the x variables. Enumeration is on.
Graphs Gk, illustrated in Figure 2.8, are designed to model binary knapsack con-

straints: each path in P k corresponds to a possible assignment of a set of tasks to
machine k. The basic formulation in this model is defined as follows. The objective
function (2.42b) corresponds to the general objective (1.1a) and constraints (2.42b)
to the general constraints (1.1b). The definition of variables x as integer yields inte-
grality constraints corresponding to (1.1h). Constraints (1.1c) are indirectly defined
by the RCSP graphs and by the mapping. Finally, constraints (1.1d) are indirectly
defined the graphs and by the values of W k and W k. A collection of packing sets is
provided, so the features described in Section 2.4.3, that extend the basic formula-
tion, can be used. In this model, the validity of the chosen B is a clear consequence
of constraints (2.42b) and of the mapping. However, in other problems, the validity
of the packing sets provided by the modeler may not be obvious. All constraints
in (2.42b) are essential. It can be checked that the enumeration sufficient condition
is satisfied, so the enumeration procedure can be used.

Capacitated Vehicle Routing Problem (CVRP)

Data: Undirected graph G1 “ pV,Eq, V “ t0, . . . , nu, 0 is the depot, V` “ t1, . . . , nu
are the customers; positive cost ce, e P E; positive demand hi, i P V`; vehicle capacity
Q.
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vk0 vk1 vk2 vk3
vk
|T |´1 vk

|T |
ak1`

ak1´

ak2`

ak2´

ak3`

ak3´

ak
|T |`

ak
|T |´

. . . . . .

Figure 2.8: GAP model graph, RCSPs correspond to binary knapsack solutions.

Goal: Find a minimum cost set of routes, starting and ending at the depot, visiting
all customers and such that the sum of the demands of the customers in a route does
not exceed vehicle capacity.
Model: A single graph G “ pV,Aq, A “ tpi, jq, pj, iq : ti, ju P Eu, vsource “ vsink “ 0;
R “ RM “ t1u; qa,1 “ phi ` hjq{2, a “ pi, jq P A (define h0 “ 0); li,1 “ 0, ui,1 “
Q, i P V . Integer variables xe, e P E. The formulation is:

Min
ř

ePE cexe (2.43a)
S.t.

ř

ePδpiq xe “ 2, i P V`, (2.43b)
xe ď 1, e P Ezδp0q. (2.43c)

We have W “ r
řn
i“1 hi{Qs, W “ n; Mpxeq “ tpi, jq, pj, iqu, e “ ti, ju P E.

BV “ YiPV`ttiuu. RCC separator on pYiPV`tptiu, hiqu, Qq. Branching on x vari-
ables. Enumeration is on.

Constraints (2.43c) are separated (by inspection) as user cuts. The packing sets
are defined on vertices. In this problem, defining the resource consumption in a
symmetric way (qpi,jq,1 “ qpj,iq,1) improves the efficiency of the pricing, as discussed
in (Sadykov et al., 2017). As constraints (2.43c) are not essential, the enumeration
condition over (2.43b) is satisfied. The function h : BV Y H Ñ R` for the RCC
separator is defined as the set of all pairs pB, dpBqq for which hpBq ‰ 0.

2.4.5 Computational results and perspectives

Algorithms used in the implementation of the solver are generalizations of already
published algorithms. The most critical component is the algorithm for solving the
RCSP pricing problems. We use our bucket graph based variant (Sadykov et al.,
2017) of the bi-directional labeling dynamic programming algorithm (Righini and
Salani, 2006). Automatic smoothing stabilization approach proposed in Section 2.2
and diving primal heuristics suggested in Section 2.3 are also employed. The tech-
nique by Held et al. (2012) to calculate the safe dual bounds has been utilized for
the bin packing problem. Strong branching technique similar to (Røpke, 2012; Pecin
et al., 2017b) has also been used. Further implementation details are given in our
papers (Sadykov et al., 2017; Pessoa et al., 2019b).

In Table 2.10, we show computational results for 13 applications. The first column
is the problem acronym: Capacitated Vehicle Routing Problem (CVRP), Vehicle
Routing Problem with TimeWindows (VRPTW), Heterogeneous Fleet Vehicle Rout-
ing Problem (HFVRP), Multi-Depot Vehicle Routing Problem (MDVRP), Pickup
and Delivery Problem with Time Windows (PDPTW), Team Orienteering Problem
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Problem Data set # Size TL Gen. BCP Best Publication
CVRP E-M 12 51-200 10h 12 (61s) 12 (49s) Pecin et al. (2017b)

X 58 101-393 60h 36 (147m) 34 (209m) Uchoa et al. (2017)
VRPTW Solomon Hard 14 100 1h 14 (5m) 13 (17m) Pecin et al. (2017a)

Gehring Homb 60 200 30h 56 (21m) 50 (70m) Pecin et al. (2017a)
HFVRP Golden 40 50-100 1h 40 (144s) 39 (287s) Pessoa et al. (2018b)
MDVRP Cordeau 11 50-360 1h 11 (6m) 11 (7m) Pessoa et al. (2018b)
PDPTW Ropke Cordeau 40 60-150 1h 40 (5m) 33 (17m) Gschwind et al. (2018)

LiLim 30 200 1h 3 (56m) 23 (20m) Baldacci et al. (2011a)
TOP Chao class 4 60 100 1h 55 (8m) 39 (15m) Bianchessi et al. (2018)
CTOP Archetti 14 51-200 1h 13 (7m) 6 (35m) Archetti et al. (2013)
CPTP Archetti open 28 51-200 1h 24 (9m) 0 (1h) Bulhoes et al. (2018a)
VRPSL Bulhoes et al. 180 31-200 2h 159 (16m) 49 (90m) Bulhoes et al. (2018a)
GAP OR-Lib class D 6 100-200 2h 5 (40m) 5 (30m) Posta et al. (2012)

Nauss 30 90-100 1h 25 (23m) 1 (58m) Gurobi Optimization (2017)
BPP Falkenauer T 80 60-501 10m 80 (16s) 80 (1s) Brandão and Pedroso (2016)

Hard28 28 200 10m 28 (17s) 28 (4s) Delorme and Iori (2018)
AI 250 200-1000 1h 160 (25m) 140 (28m) Wei et al. (2019)
ANI 250 200-1000 1h 103 (35m) 97 (40m) Wei et al. (2019)

VPP Classes 1,4,5,9 40 200 1h 38 (8m) 13 (50m) Heßler et al. (2018)
CARP Eglese 24 77-255 30h 22 (36m) 22 (43m) Pecin and Uchoa (2019)

Table 2.10: Generic solver vs. best specific algorithms on 13 problems.

(TOP), Capacitated Team Orienteering Problem (CTOP), Capacitated Profitable
Tour Problem (CPTP), Vehicle Routing Problem with Service Levels (VRPSL), Gen-
eralized Assignment Problem (GAP), Bin Packing Problem (BPP), Vector Packing
Problem (VPP), Capacitated Arc Routing Problem (CARP). Second column refers
to data sets, the third indicates the number of instances. Next is the time limit
per instance. The last two columns show the results obtained by our generic solver
and by the best (to our knowledge) published results for the data set. For each
algorithm, we give the number of instances solved within the time limit, the average
time in brackets (geometric mean time if the time limit is 10 hours or more), and its
reference. For instances not solved, the time limit is considered as the solution time.
Best results are marked in bold. The performance of our solver depends significantly
on initial primal bounds given by the user. In the experiments, we always used the
same primal bounds as in the works we compare with.

The results presented in Table 2.10 show that the generic BCP significantly out-
performs the state-of-the-art for VRPTW, TOP, CTOP, CPTP, VRPSL, and VPP.
A noticeably better performance is achieved for CVRP and HFVRP. For MDVRP,
GAP, BPP and CARP, the generic BCP is comparable to the best performing al-
gorithms in the literature. Results are mixed for PDPTW. Worse performance for
LiLim instances can be explained by the fact that the generic BCP does not incor-
porate some labeling algorithm acceleration techniques specific to PDPTW. For the
RopkeCordeau instances however, generic state-of-the-art BCP elements mitigate
the effect of lacking ad-hoc enhancements.

For each problem, the details concerning the models and the parameterization



54 CHAPTER 2. GENERIC APPROACHES

employed, instances considered, initial primal bounds used, as well as detailed anal-
ysis of computational results are available in our paper (Pessoa et al., 2019b). Using
long runs of our solver, we have been able to close six open CVRP instances of the
X set, containing from 284 to 548 clients. Details are also given in the paper.

Modeling a typical VRP variant, like those in our tests, requires around 100 lines
of Julia code (not counting input/output code). This means that a user can already
have a good working algorithm in a day. After that, several days of computational
experiments for parameter tuning may yield an improved performance. However,
there are variants where additional work on separation routines for problem specific
cuts may be needed for top performance.

Furthermore, we believe that there is plenty of room for “creative modeling”,
where users may find original ways of fitting new problems into the proposed model.
In fact, as already demonstrated on generalized assignment problem and on bin/vector
packing problems, not only VRP variants can be efficiently treated. It may be also
possible to model scheduling, network design problems, as well as problems from
other discrete optimization subareas. As the VRP technology available in the solver
is quite advanced, there is a chance of obtaining the state-of-the-art performance.

As future work, we plan to further extend the modeling capabilities of the VRP
solver. We believe that the most promising course for that is to add the possibility
of using other types of resources in the models. This may include resources with arc
consumption dependent on its own accumulated consumption or even dependent on
accumulated consumption of other resources, resources with soft or multiple interval
limits, non-linear and stochastic resources, and others, as discussed in Irnich (2008)
and in Parmentier (2019). However, devising and implementing algorithms that
support any of those more complex resources, in an efficient way and preserving the
compatibility with all the existing features of our solver, will be a major challenge.
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Applications

In this chapter, we review our works on particular problems, both academic and
real-life ones.

In Section 3.1 we consider the freight railcar flow problem arising in Russia. This
problem can be formulated as a multi-commodity flow problem. We show that the
column-and-row generation approach proposed in Section 2.1 allows us to solve the
LP relaxation of this problem faster than an LP solver and the standard column
generation.

In Section 3.2 we propose a Branch-and-Price algorithm for the Bin Packing
Problem with Conflicts. We suggest a novel algorithm to solve the pricing problem
which is the knapsack problem with conflits. We also apply our diving heuristic with
limited backtracking proposed in Section 2.3.3. Our algorithm is able to solve all
test instances for the problem proposed earlier in the literature.

In Section 3.3 we consider the two-dimensional guillotine cutting-stock problem
with leftovers arising in the glass cutting industry. We develop the column gener-
ation algorithm to solve a relaxation of the problem. A novel partial enumeration
technique is proposed to strengthen the relaxation. Our diving heuristic with lim-
ited backtracking proposed in Section 2.3.3 is applied to obtain feasible solutions of
the problem. Our experimental results reveal that it outperforms constructive and
evolutionary heuristics for the problem on the set of industrial instances.

In Section 3.4 we work with a rostering problem. Here the objective is to compute
a team schedule for a fixed roster of employees in order to minimize the over- and
under-coverage of different parallel activities along a planning horizon. We propose a
Branch-and-Price algorithm and adapt to the problem the diving heuristic described
in Section 2.3.2. We report results of computational experiments on our set of
industrial instances.

In Section 3.5 we examine the robust counterpart of the classic Capacitated Vehi-
cle Routing Problem. We consider the knapsack budget polytope as the uncertainty
set for the customer demands. We show that it is possible to reformulate this ro-
bust problem as a deterministic heterogeneous fleet vehicle routing problem. The
later is then solved by our generic BCP solver described in Section 2.4. We propose
problem-specific cuts and a an iterated local search heuristic to improve the perfor-
mance. Our computational results show a large superiority of our approach over the
state-of-the-art on the set of literature instances.

55
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Finally, in Section 3.6 we briefly mention our results for other problems we worked
on.

3.1 Freight Railcar Flow Problem

This section is based on our long conference paper (Sadykov et al., 2013) and on our
short conference paper (Sadykov et al., 2015a).

We consider a variant of the freight railcar flow problem. In this problem, we
need 1) to choose a set of transportation demands between stations in a railroad
network, and 2) to fulfill these demands by appropriately routing the set of available
railcars, while maximizing the total profit. We formulate this problem as a multi-
commodity flow problem in a large space-time graph. Three approaches are proposed
to solve the Linear Programming relaxation of this formulation: direct solution by an
LP solver, a column generation approach based on the path reformulation, and the
“column generation for extended formulations” approach presented in Section 2.1.
In the latter, the multi-commodity flow formulation is solved iteratively by dynamic
generation of arc flow variables. Three approaches have been tested on a set of real-
life instances provided by one of the largest freight rail transportation companies in
Russia. Instances with up to 10 millions of arc flow variables were solved within
minutes of computational time.

3.1.1 Problem description

In Russia, the regulation separates the activity of forming and scheduling freight
trains from the activity of managing the fleet of freight railcars. A state company
is in charge of the first activity. Freight railcars are owned by several independent
companies. Every such company is quite limited in transportation decisions due to
the separation of activities. A company which owns a fleet of railcars can only accept
or refuse a transportation demand. Then it must assign railcars to accepted demands.
In some cases, the company has a possibility to slightly modify the execution date
of a demand, which gives more flexibility to the decision process but makes it more
complicated.

Thus, an operational plan of such a company is determined by 1) a set of accepted
transportation demands, 2) for each demand, its execution date and the set of cars
assigned to it, and 3) empty cars movements to supply each demand. As the company
is commercial, a reasonable criterion for the quality of an operational plan is the profit
generated by it. The profit is determined by the difference between the price collected
for fulfilling transportation demands and the costs paid to the state company for
exploiting the railroad network.

In this paper, we study the problem of finding the most profitable operational
plan for a company which owns and manages a fleet of railcars. This problem was
formulated by the mathematical modeling department of one of the largest such
companies in Russia.

The railroad network consists of a set of stations. Travel times and costs are
known for each “origin-destination” pair of stations. Times are measured in days and
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rounded up. The cost for an empty car transfer depend on the type of the latest
product this car has transported, as explained in the introduction.

Number of cars, their initial locations and availability dates are known. Cars are
divided into types. The type of a car determines types of products which can be
loaded on this car. The route of a car consists of a sequence of alternating loaded
and empty movements between stations. Cars can wait at stations before and after
fulfilling transportation demands. In this case, a charge is applied. Daily rate of this
charge depends on the demand before (or after) the waiting period.

Each transportation demand is defined by a (maximum) number of cars compat-
ible with the product that should be taken from an origin station to a destination
station. Some demands can be fulfilled partially. In this case, the client communi-
cates the minimum number of cars which should be delivered. Thus, the total number
of transported cars for every accepted demand should be between the minimum and
maximum number.

The client specifies the availability date of the product and the delivery due date
which cannot be exceeded. The demand transportation time is known. This allows
us to determine the latest date at which the transportation must start. The profit we
gain for meeting the demand depends on the date the transportation of a loaded car
starts. In practice, the contract is concluded for transportation of each car separately.
Thus the profit we gain for delivering cars with the product of a same demand at a
certain date depends linearly on the number of cars. Note that the profit function
already takes into account the charges paid for using the railroad network.

We now specify notations for the data of the problem. Following sets are given.

• I — set of stations.

• K — set of car types.

• U — set of product types

• Q — set of demands

• S — set of “sources” which specify initial state of cars.

• T — set of periods (planning horizon).

For each station, i P I we know sets R1
i and R2

i of standing daily rates for cars
waiting to be loaded and waiting after unloading.

For each demand q P Q we know:

• iq P I — origin station

• jq P I — destination station

• uq P U — type of product to be transported

• Kq Ď K — set of car types, which can be used for this demand

• nmax
q — number of cars needed to completely fullfil the demand

• nmin
q — minimum number of car needed to partially fullfil the demand
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• τq P T — demand availability, i.e. the period starting from which the trans-
portation of the product can start

• gq — maximum delay for starting the transportation

• ρqt — profit from delivery of one car with the product, transportation of which
started at period t, t P rrq, rq ` gqs

• dq P Z` — transportation time of the demand

• r1
q P R

1
i1q

— daily standing rate charged for one car waiting before loading the
product at origin station

• r2
q P R

2
i2q

— daily standing rate charged for one car waiting after unloading the
product at destination station

For each car type k P K, we can obtain set Qk of demands, which a car of type k
can fulfil.

For each source s P S, we are given:

• ~is P I — station where cars are located

• ~ks P K — type of cars

• ~rs P T — period, starting from which cars can be used

• ~rs P R2
is

— daily standing rate charged for cars

• ~us P U — type of the latest delivered product

• ~ns P N — number of cars in the source

For each car type k P K, we can obtain set of sources Sk “ ts P S : ~ks “ ku.
Additionally, functions F pk, i, j, uq and Dpk, i, jq are given which specify cost

and duration of transportation of one empty car of type k P K from station i P I
to station j P I under the condition that the type of the latest delivered product is
u P U (for the cost).

3.1.2 Mathematical model

We represent movements of cars of each type k P K by commodity k. For each
commodity k P K, we introduce a directed graph Gk “ pV k, Akq. Set V k of vertices
is divided into two subsets V k1 and V k2 which represent respectively states in which
cars stand at a station before being loaded and after being unloaded. A vertex
vk1
itr P V

k1 represents stay of cars of type k waiting to be loaded at station i P I at
daily rate r P R1

i at period t P T . Flow balance bv of this vertex v “ vk1
itr is zero. A

vertex vk2
itru P V

k2
c represents stay of cars of type k after being unloaded at station

i P I at daily rate r P R2
i at period t P T . Here u P K is the type of unloaded

product. Flow balance bv of this vertex v “ vk2
itru is determined as follows:

bv “

"

~ns, Ds P Sk :~is “ i, ~τs “ t, ~rs “ r, ~us “ u,
0, otherwise.
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Additionally, there is a single terminal vertex with flow balance equal to ´
ř

sPSc
~ns.

There are three types of arcs in Ak: waiting, empty transfer, and loaded transfer
arcs.

• A waiting arc akαitru represents waiting of cars of type k from period t P T to
t` 1 at station i P I at daily rate r P Rαi before being loaded (α “ 1) or after
being unloaded (α “ 2). u P U is the type of unloaded product in case α “ 2.
This arc goes from vertex vkαitru to vertex vkαi,t`1,r,u, or to the terminal vertex if
t` 1 R T . Cost of this arc is r.

• An empty transfer arc akijtr1r2u represents a transfer of empty cars of type k
waiting at station i P I at daily rate r1 P R2

i to station j P I where they will
wait at daily rate r2 P R1

j , such that the type of latest unloaded product is
u P U , and transfer starts at period t P T . This arc goes from vertex vk2

itr1u to
vertex vk1

jt1r2 , or to the terminal vertex if t1 R T , where t1 “ t`Dpk, i, jq. Cost
of this arc is F pk, i, j, uq.

• A loaded transfer arc akqt represents transportation of the product of demand
q P Q by cars of type k starting at period t P TXrτq, τq`gqs. This arc goes from
vertex vk1

iqtr1
q
to vertex vk2

jq ,t`dq ,r2
q ,uq

, or to the terminal vertex if tt ` dqu R T .
The cost of this arc is ´ρqt.

A small example of graph Gk is depicted in Figure 3.1. In this example, there is
only one “before” vertex and one “after” vertex for each time period and each station.
In real-life examples, there are several rows of “before” and “after” vertices for each
station.

¨ ¨ ¨

¨ ¨ ¨

¨ ¨ ¨

¨ ¨ ¨

¨ ¨ ¨

¨ ¨ ¨

station 1

station 2

station 3

¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

“before” vertex (P V k1)

“after” vertex (P V k2)

waiting arc

empty transfer arc

loaded transfer arc

time

Figure 3.1: An example of graph Gk

We denote as Akq the set of all loaded transfer acs related to demand q P Qk:
Akq “ ta

k
q1t P A

k : q1 “ qu. Also we denote as δ`pvq and δ´pvq the sets of incoming
and outgoing arcs for vertex v.
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From now on, graph Gk is assumed to be trivially preprocessed: we remove
vertices with degree two (replacing appropriately incident arcs), and remove every
vertex (together with incident arcs) such that there is no path from any source to it
or there is no path from it to the terminal vertex.

For each commodity k P K and for each arc a P Ak, we define an integer variable
zka which represents the flow size of commodity k along arc a. Cost of arc a P Ak is
denoted as cka. Additionally, for each demand q P Q, we define a binary variable yq
which indicates whether demand q is accepted or not.

Now we are able to present the multi-commodity flow formulation [MCF] for the
problem.

min
ÿ

kPk

ÿ

aPAk

ckaza (3.1a)

nmin
q yq ď

ÿ

kPKq

ÿ

aPAkq

zka ď nmax
q yq, @q P Q, (3.1b)

ÿ

aPδ´pvq

zka ´
ÿ

aPδ`pvq

zka “ bv, @k P k, v P V k, (3.1c)

zka P Z`, @k P K, a P Ak, (3.1d)
yq P t0, 1u, @q P Q. (3.1e)

Constraints (3.1b) specify that the number of cars assigned to accepted demand q
should be between nmin

q and nmax
q . Constraints (3.1c) are flow conservation con-

straints for each commodity. As formulation [MCF] generalizes the standard multi-
commodity flow problem (where variables y are fixed to one), our problem is NP-hard
in the strong sense.

3.1.3 Solution approaches

Formulation (3.1) can be viewed as formulation [R] of Section 2.1.1, in which (3.1b)
and (3.1e) are linking constraints, and (3.1c)–(3.1d) define the subsystem tHz ě

h; z P Z|A|` u, where A “
Ť

kPK A
k. The latter can be decomposed into subsystems

tHkzk ě hk; zk P Z|A
k|

` u, one for each commodity k P K. Every such subsystem
defines a feasible flow of commodity k P K in graph Gk.

The assumption of Section 2.1.1 is fulfilled as tHkzk ě hk; zk P R|A
k|

` u defines
the convex hull of the subsystem corresponding to commodity k P K. Thus, we can
apply the column-and-row generation approach to solve the linear relaxation of [R].
Given a dual solution π`, π´ P R|Q|` corresponding to constraints (3.1b), the pricing
problem for commodity k P K is

z̄kpπ`, π´q “ argmin
zk

!

pck ´ π´Ωk ` π`Ωkqzk : ∆k´zk ´∆k`zk “ b, zk P Z|A
k|

`

)

,

where Ωk is the binary matrix to determine the link between arcs in Ak and demands
in Q: Ωk

qa “ 1 if and only if a P Akq ; ∆k´ and ∆k` are the binary adjacency matrices
for graph Gk: ∆k´

va “ 1 (∆k`
va “ 1) if and only if a P δ´pvq (a P δ`pvq), a P Ak,

v P V k.
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Alternatively, we can use the standard column generation approach in which
we define as P kflow the set of all solutions z̄p to

!

∆k´zk ´∆k`zk “ b, zk P Z|A
k|

`

)

,

i.e the set of all feasible flows p P P kflow. Such an approach would not be efficient
computationally due to severe convergence issues, as the number of demands covered
by a flow is very large.

Instead, we adopt the column generation approach based on paths. Let P ks , be
the set of routes for a particular car, i.e. the set of paths in graph P k, k P K,
starting at source s P Sk, Sk “ ts P S : ~ks “ ku. Let z̄p P t0, 1u be the characteristic
vector of path p P P ks in graph Gk starting at node s P Sk, i.e. z̄

p
a “ 1 if and only

if path p uses arc a P Ak. Let cp be the cost of path p P P ks : cp “ ckz̄p. Let Akq
be the set of loaded transfer arcs in Ak which represent transportation of demand
q P Q: Akq “

 

akqt : t P T X rτq, τq ` gqs
(

. Then the problem can be reformulated
using variables λp, p P P ks , k P K, s P Sk.

min
ÿ

kPk

ÿ

sPSk

ÿ

pPPks

cpλp (3.2a)

nmin
q yq ď

ÿ

kPk

ÿ

sPSk

ÿ

pPPks

ÿ

aPAkq

z̄paλp ď nmax
q yq, @q P Q, (3.2b)

ÿ

pPPks

λp “ ~ns, @k P k, s P Sk, (3.2c)

λp P Z`, p P P ks , k P K, s P Sk, (3.2d)
yq P t0, 1u, @q P Q. (3.2e)

The LP relaxation of (3.2) is solved by column generation. The pricing problem
is decomposed into subproblems, one for each commodity k P K, and for each source
s P Sk. So, the problem of finding a variable λ with the minimum reduced cost can
be solved by a sequence of shortest path problems between each source s P Sk and
the terminal vertex for every commodity k P K. To accelerate the solution of the
pricing problem, instead of searching the shortest path separately for each source,
in each graph Gk, we can find a minimum cost in-tree to the terminal vertex from
every source in Sk. As directed graphs Gk are acyclic (each arc except those from
V k2 to V k1 induces a time increase), the complexity of this procedure is linear in the
number of arcs in Ak.

This procedure is quite fast, but its disadvantage consists in significant “over-
covering” of demands. This means that many generated paths contain arcs corre-
sponding to the same demands, i.e. much more cars are assigned to these demands
than needed. This has a bad impact on the convergence of column generation. There-
fore, we developed an iterative procedure which heuristically constructs a solution
to the original problem with demand profits modified by the current dual solution
values. Then all paths which constitute this solution are added to the master. On
each iteration, we search for a shortest path tree and then remove covered demands
and cars assigned to them for the next iteration. The heuristic stops when either all
demands are covered, or all cars are assigned, or maximum number of iterations is
reached. Details of this procedure are given in our paper.
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3.1.4 Numerical results

The test instances were provided to us by the mathematical modeling departement
of JSC Freight One, which is one of the largest freight rail transportation companies
in Russia. We have numerically tested the following three approaches:

1. Direct solution of the LP relaxation of formulation (3.1) by the Clp LP solver.
Before applying the LP solver the formulation is preprocessed by a non-trivial
problem specific procedure. This procedure is not public and it was not avail-
able to us. Moreover, the open-source solver Clp was specifically modified to
better tackle formulation pMCF qLP . Thus, this approach was applied inside
the company. We tried to solve the formulation with only trivial preprocess-
ing by the default version of both LP solvers Clp and Cplex, but our solution
times on a comparable computer were significantly larger. Therefore, for the
comparison, we use the solution times communicated to us by the company.
We denote this approach as Direct.

2. Solution of the LP relaxation of formulation (3.2) by standard column gener-
ation. Automatic dual price smoothing stabilization proposed in Section 2.2.2
is used. We denote this approach as ColGen.

3. Solution of the LP relaxation of formulation (3.1) by the column-and-row gen-
eration procedure proposed in Section 2.1.1. The pricing problem here is solved
using the minimum cost flow algorithm implemented in C++ library Lemon.
To improve convergence of the algorithm, the master is initialized with the full
set of waiting arcs. Contrary to Direct, only a trivial procedure was applied
to preprocess the formulation. We denote this approach as ColRowGen. The
same stabilization approach is also used.

Further implementation details are given in our paper (Sadykov et al., 2013).
The first test set consists of 3 instances. Characteristics of these instances and

results for 3 tested approaches for these instances are presented in Table 3.1.

Instance name x3 x3double 5k0711q
Number of stations 371 371 1’900
Number of demands 1’684 3’368 7’424
Number of car types 17 17 1
Number of cars 1’013 1’013 15’008
Number of sources 791 791 11’215
Time horizon, days 37 74 35
Total number of vertices, thousands 62 152 22
Total number of arcs, thousands 794 2’846 1’843
Solution time for Direct 20s 1h34m 55s
Solution time for ColGen 22s 7m53s 8m59s
Solution time for ColRowGen 3m55s ą2h 43s

Table 3.1: The first set of instances: characteristics and numerical results
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The difference in performance of the approaches Direct and ColRowGen on
instances x3 and x3double can be explained by the problem specific preprocessing.
Although we are not aware of preprocessing details, we know that it is based on
similarities between car types. For instance 5k0711q in which there is only one car
type, difference between two approaches is much smaller. Note that this instance
has been artificially created from the real-life one by merging car types into one.

The second test set consists of instances with larger planning horizon length.
These instances contain 1’025 stations, up to 6’800 demands, 11 car types, 12’651
cars, and 8’232 sources. The planning horizon length is from 80 to 180 days. The full
graph G “ p

Ť

kPK V
k,
Ť

kPK A
kq for the largest instance contains about 300 thousand

nodes and 10 million arcs. For these instances, the two best approaches are Direct
and ColRowGen. The comparison of the solution times is presented in Figure 3.2.
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Horizon Direct ColRowGen
80 5m24s 1m52s
90 7m05s 1m47s

100 9m42s 2m19s
110 13m38s 3m11s
120 17m19s 3m57s
130 25m52s 5m03s
140 35m08s 5m25s
150 44m58s 7m02s
160 57m11s 8m19s
170 1h13m58s 10m53s
180 1h26m46s 12m16s

Figure 3.2: Solution times for test instances with larger planning horizon length

An important observation is that the algorithm ColRowGen generally con-
verges in less than 10 iterations (and always in less than 15 iterations). The restricted
master on the final iteration contains only about 3% of the arc flow variables.

In our consequent short conference paper (Sadykov et al., 2015a) we have showed
that by applying combined stabilization approach described in Section 2.2.3, we can
improve the running time of the approach ColGen. It becomes competitive with
ColRowGen for instances with the planning horizon up to 140 days. However,
instances with larger time horizon are still better solver by the column-and-row
generation approach.

To obtain integer solutions for the problem, a diving heuristic from Section 2.3
can be applied when the ColGen approach is used. In Sadykov et al. (2015a), we
have showed that the pure diving heuristic always obtains optimal solutions for the
test instances with the planning horizon up to 140 days (solution value is equal to
the column generation lower bound). Experiments conducted inside the company
also showed that a simple rounding of the solution of the LP relaxation of formula-
tion (3.1) produces very good results.
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3.1.5 Related work

To our knowledge, the closest model considered in the literature is the freight car
flow problem faced by a Brazilian logistics operator and described by Fukasawa et al.
(2002). In this paper, authors proposed a similar integer multi-commodity flow model
and solved it using a simple preprocessing and an Mixed Integer Programming (MIP)
solver. The main difference with our model is the availability of a fixed train schedule.
In their model cars must be assigned to trains to be transported, and one needs to
consider loading and unloading times.

Another similar car flow model has been considered by Holmberg et al. (1998).
In this model, one searches only for a flow of empty cars, the flow of loaded cars
being fixed. Thus, a heuristic iterative procedure is applied to optimize the total
flow of cars.

A paper which is related to our research in terms of the solution approach applied
is due to Löbel (1998), who considered a vehicle scheduling problem arising in public
mass transit. This problem is modeled by a multi-commodity flow model formulation,
the LP relaxation of which is solved by dynamically generating arc variables.

3.2 Bin Packing with Conflicts

This section is based on our journal paper (Sadykov and Vanderbeck, 2013a).
The bin packing problem with conflicts consists in packing items in a minimum

number of bins of limited capacity while avoiding joint assignments of items that are
in conflict. Our study demonstrates that a generic implementation of a Branch-and-
Price algorithm using specific pricing oracle yields comparatively good performance
for this problem. We use our black-box Branch-and-Price solver BaPCod, relying
on its generic branching scheme and primal heuristics. We developed a dynamic
programming algorithm for pricing when the conflict graph is an interval graph, and
a depth-first-search branch-and-bound approach for pricing when the conflict graph
has no special structure. The exact method is tested on instances from the literature
where the conflict graph is an interval graph, as well as harder instances that we
generated with an arbitrarily conflict graph and larger number of items per bin. Our
computational experiment sets new benchmark results for the problem, closing all
open instances of the literature in one hour of CPU time.

3.2.1 Formulations of the problem

Formally, the Bin Packing Problem with Conflicts (BPPC) can be described as fol-
lows. We are given a set K of identical bins of capacity Q, a set V “ t1, 2, . . . , nu of
items characterized by a non-negative capacity consumption qi ď Q, and a conflict
graph G “ pV,Eq, where E is a set of edges such that pi, jq P E when i and j are in
conflict. The problem is to assign items to bins, using a minimum number of bins,
while ensuring that the total weight of the items assigned to a bin does not exceed
the bin capacity Q, and that no two items that are in conflict are assigned to the
same bin. The number of bins |K| ď n is assumed to be large enough to guarantee
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feasibility; more precisely it is a valid upper bound on the number of bins in an
optimal solution.

For this problem, one can use the set covering reformulation used by Fernan-
des Muritiba et al. (2010); Elhedhli et al. (2011). Let P be the family of all the
subsets of items which are not in conflict and fit into one bin. Each subset p P P is
defined by an indicator vector z̄p (z̄pi “ 1 if item i is in set p) and associated with a
binary variable λp taking value 1 if the corresponding subset of items is selected to
fill one bin. The formulation is:

min
ÿ

pPP

λp (3.3a)

s.t.
ÿ

pPP

z̄pi λp “ 1, i “ 1, . . . , n, (3.3b)

λp P t0, 1u, p P P. (3.3c)

Here, constraints 3.3b) require that each item is assigned to a bin.
Formulation (3.3) is tackled using a branch-and-price approach: at each node of a

branch-and-bound tree, the linear relaxation of (3.3) is solved by column generation,
as discussed in Section 1.1.

Let π̄ be a current dual solution of the restricted master problem. Then, the
pricing problem can be formulated as

max
n
ÿ

i“1

π̄izi (3.4a)

s.t.
n
ÿ

i“1

qizi ď Q, i “ 1, . . . , n, (3.4b)

zi ` zj ď 1, pi, jq P E, (3.4c)
zi P t0, 1u, i “ 1, . . . , n. (3.4d)

Model (3.4) is the Knapsack Problem with Conflicts (KPC).

3.2.2 Algorithms for the knapsack problem with conflicts

In selecting an algorithm to solve the KPC with interval and arbitrary conflict graphs,
the first obvious choice is to apply an IP solver to formulation (3.4). However, our
preliminary tests showed that very efficient IP solvers such as CPLEX are not fast
enough to be called many times during the column generation procedure. An alter-
native specialized branch-and-cut algorithm for the KPC was proposed by Hifi and
Michrafy (2007). It is faster than CPLEX only on a small fraction of instances with
conflict graph density of around 1%. Therefore, we developed our own specialized
algorithms for the KPC.

First we consider the Knapsack Problem with Interval Conflict Graphs (KPICG).
Formally, a graph G “ pV,Eq is an interval graph if, to each vertex v P V , one can
associate an open interval Iv “ pav, bvq for av, bv P R with av ă bv, such as two
distinct vertices u, v P V are adjacent in G if and only if Iu X Iv ‰ H. The family
tIvuvPV is an interval representation of G. See Figure 3.3 for an illustration.
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Figure 3.3: An interval graph and its interval representation

Recently, Pferschy and Schauer (2009) proposed a pseudo-polynomial algorithm
for the KPC with chordal conflict graphs which is a super-class of interval graphs.
The complexity of their algorithm is OpnQ2q. Its pseudo-polynomial complexity of
order two makes this procedure too time consuming to be used for pricing within a
branch-and-price algorithm. We designed a dynamic programming algorithm with a
lower complexity for the special case of interval graph. Our algorithm exploits the
interval representation of the conflict graph: tIiuiPV .

Definition 3.1. Considering an interval conflict graph, G “ pV,Eq, assume the
items, i P V , are indexed in non-decreasing order of the right endpoints of the
corresponding intervals

 

Ii “ pai, biq
(

iPV
(the ties are resolved arbitrarily), i.e., bi ď

bj if i ă j. Let Căi denote the set of items with indexes smaller than i that are not
in conflict with i:

Căi “ tj : j ă i, pi, jq R Eu, @i P V.

Let previ be the item in Căi with the largest index (or 0 if Căi “ H):

previ “

"

maxtj : j P Căi u, Căi ‰ H,
0, Căi “ H,

@i P V.

Observation 3.1. Consider an interval conflict graph, G “ pV,Eq. Given the item
indexing of Definition 3.1, for every pair i, j P V , such that 1 ď j ď previ, i and j
are not in conflict, i.e., pi, jq R E, while when previ ă j ă i, i and j are in conflict,
i.e., pi, jq P E.

Let Spi, qq be the value of an optimal solution of the KPICG for the first i items
and knapsack size q. With this notation, the solution of model (3.4) gives Spn,Qq.
By Observation 3.1, the solution set associated with Spi, qq either includes item i
and cannot include any items j such as previ ă j ă i; or it does not include item i
and it reproduces the solution set for Spi´ 1, qq. Therefore,

Spi, qq “ max
 

S
`

previ, q ´ qi
˘

` π̄i, Spi´ 1, qq
(

. (3.5)

The value Spn,Qq is the solution to KPICG. The associated solution set B can be
retrieved by backtracking from value Spn,Qq to value Sp0, 0q. The dynamic program-
ming algorithm stemming from the recurrence relation (3.5) is formally presented as
Function DP. It is easy to see that the time and the space complexity of the dynamic
programming algorithm are both OpnQq once the values prev are known. This com-
plexity is more tractable in practice than that of the algorithm by Pferschy and
Schauer (2009).



3.2. BIN PACKING WITH CONFLICTS 67

Function DP(n, π̄, q,Q, prev)
1 for q Ð 0 to Q do Sp0, qq Ð 0 ;
2 for iÐ 1 to n do
3 for q Ð 0 to qi ´ 1 do
4 Spi, qq Ð Spi´ 1, qq, lpi, qq Ð 0;

5 for q Ð qi to Q do
6 Spi, qq Ð Spi´ 1, qq, lpl, qq Ð 0;
7 if Spi, qq ă S

`

previ, q ´ qi
˘

` π̄i then
8 Spi, qq Ð P

`

previ, q ´ qi
˘

` π̄i, lpi, qq Ð 1;

9 q Ð Q, Ī ÐH, iÐ n;
10 while i ą 0 do
11 if lpi, qq “ 1 then Ī Ð Ī Y tiu, q Ð q ´ qi, iÐ previ ;
12 else iÐ i´ 1 ;

13 return Ī;

Next, we consider the knapsack problem with an arbitrary conflict graph. We
developed a recursive enumeration procedure for the KPC that combines the classic
depth-first-search based branch-and-bound algorithm for the 0-1 Knapsack Problem
with the enumeration algorithm for solving the maximum clique (or maximum inde-
pendent set) problem by Carraghan and Pardalos (1990). The latter also makes use
of a depth-first-search strategy, while dual bounds are obtained by simply ignoring
all conflicts between free vertices, i.e. vertices which have not yet been fixed via
branching decisions.

Definition 3.2. For each item i P V , we define the list Ci of items in conflict with i.
At any node of the enumeration tree, we denote by I1 the set of items that have been
selected in the current partial knapsack solution and by I0 the items that have been
fixed to 0. The set F “ pV zpYiPI1CiY I

1Y I0qq denotes free items that are not fixed
to either 0 or 1 in previous branching decisions and are not in conflict with items in
I1. Assume that items are indexed in the non-decreasing order of their “efficiency”,
i.e., of their ratio π̄i{qi. Then, succipF q denotes the item following i in the sorted
sub-list of items of F . By extension succ0pF q denote the first element in F , while
lastpF q the last element in F and succlastpF qpF q “ n` 1.

During the depth-first-search, upper (dual) bounds UB are computed at each
node of the tree by solving the continuous relaxation of the residual knapsack problem
on set F , ignoring conflict constraints:

UB “ max
ÿ

iPF

π̄izi `
ÿ

iPI1

π̄i (3.6a)

s.t.
ÿ

iPF

qizi ď Q´
ÿ

iPI1

qi, i P F, (3.6b)

0 ď xi ď 1, i P F. (3.6c)
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As the items in F are sorted according to their efficiencies, problem (3.6) can be
solved in Opnq time using a greedy algorithm.

If the current upper bound UB is smaller or equal to the value LB of the incum-
bent solution, we prune the node, putting an end to further recursive calls to the
enumeration procedure. Otherwise, we branch: for each item i P F , we consider a
child node where i is added to I1 and all items of F that precede i in the ordering
are added to I0. As the items in F and in the conflict list Ci of the i-th item in F are
sorted in the same order, each child node can be created in time Opnq. Thus, the time
spent per node is linear. The recursive enumeration procedure for KPC is formally
presented as Function Node(ρ, q, I1, F, LB, Ī), where ρ is the current profit, q the
current weight, I1 the set of items fixed to 1, F the set of free items, LB the current
lower bound, and Ī the associated current incumbent solution. Our depth-first-search
branch-and-bound algorithm for KPC is invoked by calling Node(0, 0,H, V, 0,0).

Function Node(ρ, q, I1, F, LB, Ī)
1 if ρ ą LB then LB Ð ρ, Ī Ð I1;
2 UB Ð q, q1 Ð q, iÐ succ0pF q;
3 while q1 ă Q and i ď lastpF q do
4 if q1 ` qi ď Q then
5 UB Ð UB ` π̄i, q1 Ð q1 ` qi, iÐ succipF q;

6 else
7 UB Ð UB ` pQ´ q1q ¨

`

π̄i{qi
˘

, q1 ÐW ;

8 if UB ď LB then return Ī;
9 iÐ succ0pF q;

10 while ρ` pQ´ qq ¨
`

π̄i{qi
˘

ą LB and i ď lastpF q do
11 j Ð succipF q, F Ð F ztiu;
12 if q ` qi ď Q then Ī Ð Nodepρ` π̄i, q ` qi, I1 Y tiu, F zCi, LB, Īq;
13 iÐ j;

14 return Ī;

3.2.3 Computational results

In the branch-and-price algorithm we use the generic branching scheme proposed
by Vanderbeck (2011) that was specially designed to preserve the structure of the
pricing problem. The scheme proceeds by progressively partitioning into column
classes the set P of feasible pricing problem solutions and by implementing separate
pricing on each class. A class is defined by restricting the solution set via fixing some
variables to zero or one. Hence, pricing over a class can be done using the initial
oracle since the latter can handle some variable fixing. The implementation devel-
oped in Vanderbeck (2011) guarantees that the number of created classes remains
polynomial in the input size. Fractional master solutions are eliminated by adding
branching constraint in the master that force an integer lower bound on the number
of columns selected in each defined class. The dual bounds after branching are proved
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to be as strong as if branching constraints had been defined in the subproblem.
To obtain feasible solutions of the problem, we use the diving heuristic with

limited backtracking proposed in Section 2.3.3.
In our paper (Sadykov and Vanderbeck, 2013a) we have showed that, in the

standard literature instances for the problem generated by Gendreau et al. (2004),
the conflicts form an interval graph. The detailed description of the test instances
as well as experimental setup are also given in our paper.

In our numerical experiments, we first compared our algorithm and the algorithm
of Fernandes Muritiba et al. (2010), which we denote FMIMT. In comparison to
FMIMT, we tested three versions of our algorithm: (1) using our branch-and-price
approach with specialized DP pricing but without the primal heuristic, (2) running
the algorithm with the column generation based primal heuristic, but relying on
the branch-and-bound oracle for pricing in a general conflict graph instead of the
specialized DP pricing oracle for interval graphs (3) the full-blown branch-and-price
approach with DP pricing and primal heuristic.

FMIMT Our w/o heur. Our w/o DP sp Our w DP sp & heur.
class  opt av. time  opt av. time av. time max. time av. time max. time
t60 0 38.7 0 1.0 0.9 27.9 0.8 6.5
t120 5 1860.3 1 156.0 26.9 1971.3 37.8 2956.4
t249 4 1582.1 2 334.2 30.0 235.5 29.3 130.6
t501 4 3163.6 0 245.9 407.7 2818.7 189.1 960.8
u120 0 29.4 0 3.4 2.6 55.7 2.8 26.2
u250 0 107.1 0 23.9 13.5 32.4 12.5 35.9
u500 5 2195.4 1 318.0 132.2 501.2 70.3 154.9
u1000 2 1911.9 0 1401.2 940.2 3335.6 437.6 1133.1

Table 3.2: Comparison of our algorithm with the algorithm of Fernandes Muritiba
et al. (2010)

In Table 3.2, we report the number of unsolved instances within the time limit,
denoted  opt, out of 90 instances (except for our algorithm with the primal heuristic
that solved all instances to optimality); the average solution time; and the maximum
solution time for our algorithm with primal heuristic. The time limit was 10 hours
for FMIMT and 1 hour for our algorithm. Our algorithm with the primal heuristic
solved all instances to optimality and it is faster by an order of magnitude than
FMIMT. Using the heuristic allowed us to solve 4 more instances and it speeds
up our algorithm considerably. Additionally, we observed that our root node lower
bound was equal to the optimal solution for all instances but 3. All but 4 instances
were solved at the root node (thanks to the primal heuristic). Note also that using
specialized DP pricing oracle reduces the running time of the algorithm only for large
instances (500 items and more).

Secondly, we compare the above three versions of our algorithms (without and
with DP pricing or primal heuristic) to the algorithm of Elhedhli et al. (2011), which
we denote ELGN. In Table 3.3, we report the number of unsolved instances within the
time limit, denoted  opt (except for our algorithm with primal heuristic that solved
all instances to optimality); the average solution time; and the maximum solution
time. The algorithm ELGN includes a primal heuristic: a rounding procedure with
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ELGN Our w/o heur. Our w/o DP sp Our w DP sp & heur.
class  opt av.time  opt av.time av.time max.time av.time max.time
t60 0 3.2 0 0.9 0.9 8.9 1.3 7.7
t120 3 118.6 0 5.0 5.5 34.0 6.9 30.0
t249 10 398.0 4 157.1 65.0 1024.9 53.8 383.2
u120 0 47.0 0 2.4 3.2 15.4 3.7 9.4
u250 1 183.1 1 37.0 21.5 99.5 21.2 73.3
u500 13 1253.8 5 277.5 214.6 1479.9 115.2 310.4

Table 3.3: Comparison of our algorithm with the algorithm of Elhedhli et al. (2011)

no backtracking. Results of Table 3.3 indicates that our algorithm with DP pricing
and primal heuristic is an order of magnitude faster. All instances were solved at
the root node thanks to the primal heuristic. The root node lower bound is equal to
the optimal solution for all tested instances.

PH DH DH LDS
class gap time gap time gap time
t60 0.45% 37.5 0.18% 0.7 0% 0.8
t120 0.62% 40.0 0.48% 3.5 0.03% 5.1
t249 0.39% 51.9 0.29% 21.3 0% 29.3
t501 0.21% 58.9 0.16% 130.3 0% 189.1
u120 0.10% 22.4 0.16% 2.3 0% 2.8
u250 0.21% 52.1 0.10% 11.8 0% 12.5
u500 0.20% 69.7 0.05% 66.2 0% 70.3
u1000 0.22% 107.8 0.02% 412.5 0% 437.6

Table 3.4: Comparison of our primal heuristics with the population heuristic of
Fernandes Muritiba et al. (2010).

Fernandes Muritiba et al. (2010) have proposed a population based heuristic
(PH) for the problem. It consists in a tabu search algorithm and a diversification
procedure. In Table 3.4, we compare the two variants of our primal heuristic with
PH: a pure diving approach (DH) without the Limited Discrepancy Search (meaning
that the maxDiscrepancy parameter is equal to 0) and the variant used in the above
test (DH with LDS) with the parameters maxDiscrepancy “ 2 and maxDepth “ 3.
The results of Table 3.4 show that DH is faster than PH for instances with less than
500 items and produce on average significantly better solutions than the population
heuristic (except for class “u120”). DH LDS is only slightly slower than the PH and
produces optimal solutions for all instances except one.

In the paper, we have also proposed two sets of new instances for the problem:
instances with arbitrary conflict graphs and instances with a larger number of items
per bin. These instances are experimentally shown to be harder the literature ones.
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3.2.4 Related work

The BPPC was first considered by Jansen (1999) who developed approximation
algorithms for special cases of conflict graphs. Several computational studies on the
problem have recently been published. Gendreau et al. (2004) have evaluated six
heuristics and lower bounding strategies for the problem. Different heuristics, lower
bounds and an exact algorithm based on a branch-and-price approach were proposed
by Fernandes Muritiba et al. (2010). A special purpose branch-and-price algorithm
was developed by Elhedhli et al. (2011).

Khanafer et al. (2010) developed procedures for fast calculation of lower bounds
for the problem. The concepts of dual-feasible and data-dependent dual-feasible
functions have been used. Brandão and Pedroso (2016) applied their general arc-
flow formulation for the BPPC. Similar to us, they solved all instances with interval
conflict graph. However, their results for harder instances with arbitrary conflict
graph were worse than ours. Gschwind and Irnich (2016) proposed stabilized column
generation algorithm based on dual inequalities to find lower bounds for the BPPC.

Recently, Bettinelli et al. (2017) improved our branch-and-bound algorithm for
solving the KPC with an arbitrary conflict graph. Their algorithm uses a stronger
lower bound derived from dynamic programming. Finally, Wei et al. (2019) claimed
to have better results for the BPPC than our branch-and-price algorithm. They
developed a branch-cut-and-price approach which uses subset-row non-robust cuts,
as well as a specialized labelling algorithm to solve the pricing problem.

3.3 2D Guillotine Cutting Stock Problem with Leftovers

This section is based on our journal paper (Clautiaux et al., 2019b).
In the two-dimensional guillotine cutting-stock problem, the objective is to min-

imize the number of large plates used to cut a list of small rectangles. We consider a
variant of this problem, which arises in glass industry when different bills of order (or
batches) are considered consecutively. For practical organisation reasons, leftovers
are not reused, except the large one obtained in the last cutting pattern of a batch,
which can be reused for the next batch. The problem can be decomposed into an
independent problem for each batch.

We focus on the one-batch problem, the objective of which is to minimize the total
width of the cutting patterns used. We propose a diving heuristic based on column
generation, in which the pricing problem is solved using dynamic programming (DP).
This DP generates so-called non-proper columns, i.e. cutting patterns that cannot
participate in a feasible integer solution of the problem. We show how to adapt the
standard diving heuristic to this “non-proper” case while keeping its effectiveness.
We also introduce the partial enumeration technique, which is designed to reduce
the number of non-proper patterns in the solution space of the dynamic program.
This technique strengthens the lower bounds obtained by column generation and
improves the quality of the solutions found by the diving heuristic. Computational
results are reported and compared on classical benchmarks from the literature as well
as on new instances inspired from glass industry data. According to these results,
variants of the proposed diving heuristic outperform constructive and evolutionary
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heuristics.

3.3.1 Problem description

We study an industrial glass cutting problem related to the manufacturing of double-
paned windows. The industrial process is organized as follows. First a set of large
rectangular plates is received from a glass manufacturer. All plates have the same
width and height, and are stored in a specialized area of the factory. Then each
plate is iteratively retrieved from the storage area, put on a cutting table and cut
into smaller rectangular pieces. The obtained glass pieces are then sent to the second
production unit where windows are assembled and sent to customers. We focus on
the first part of the process: cutting the small rectangular pieces and minimizing the
wasted material.

Due to the physics of glass, each cutting pattern is made of so-called guillotine
cuts. These cuts are made in a straight line from one border of the (sub)plate to
the other. This is mandatory in the glass industry, otherwise the glass breakage
process may lead to cracks that propagate through the whole glass plate. According
to cutting device limitations, consider cutting patterns that emanate from a 4-stage
guillotine-cut process. First-stage cuts are applied to the originale plate. Second-
stage cuts are applied to subplates that are obtained by first-stage cuts, and so on.
Due to the large width of plates, the first-stage cuts are always vertical. Then second,
third, and fourth-stage cuts are respectively horizontal, vertical and horizontal. Only
so-called restricted cuts are considered, i.e. cuts of length equal to an item width or
height. Special requirement related to restricted cuts is that one of the two subplates
is immediately initialized with an item of width or height equal to the length of
the performed cut. Our initial experimental observations as well as those reported
by Furini et al. (2016) for a related problem confirm that using only restricted cuts
does not deteriorate the solutions in most cases. Moreover restricted cuts facilitate
handling of plates by operators. An example of a valid cutting pattern is depicted
in Figure 3.4.

1

2 3
4

5
6

Figure 3.4: Representation of a four-stage guillotine cutting pattern with restricted
cuts

Our cutting problem has two uncommon specificities that derive from the prac-
tical industrial process described above. The first is that production is decomposed
into batches. This is due to the fact that there is a limited intermediate storage
area between the two production units. Thus the set of glass pieces to produce dur-
ing a day is pre-decomposed into batches such that each batch fits to the storage.
Batches are cut in a predetermined specific order that takes into account the due
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dates of customer orders. In a given batch, the exact specified quantity of ordered
glass pieces has to be cut. It is forbidden to have overproduction or underproduction.
The number of plates is always sufficient to cut all ordered pieces.

The second specificity is the way leftovers are handled. There is no specific area
to store leftovers from previous cutting patterns, mostly because there is no standard
size for the orders, and organization costs that would be entailed are expected to be
larger than the cost of the raw material saved by reusing all leftovers. Therefore,
almost all leftovers are recycled, and cannot be used for subsequent batches. Only
one leftover piece is kept from each batch: the one related to the last plate used.
This subplate remains on the cutting device. Its height must be equal to the height
of the large plates. Figure 3.5 depicts feasible/infeasible solutions. Therefore, the
cost of a solution in a batch is not the number of bins used, but the total width of
bins used (considering that all bins but the last are used entirely).

B1 B1 B1 YB2 B2 B2 B2

(a) Infeasible solution since it is not allowed to mix items from different batches in a cutting pattern

B1 B1 B1 B2 B2 B2 B2

(b) Feasible solution. The leftover from batch B1 is used to cut items from batch B2

Figure 3.5: Representation of a solution for two batches B1 and B2.

We call our industrial problem consecutive two-dimensional guillotine cutting-
stock problems with leftover (C-2DG-CSP-L). It is NP-hard since it generalizes the
classical cutting-stock problem. It is also combinatorially complex and the practical
instances that we need to solve are large: 10 to 15 batches each having about 150
different items, for which the total demand can be as large as 400 copies, and the
plates have a large size 6000ˆ 3000 compared to the item sizes. The C-2DG-CSP-L
can be decomposed into independent problems for each batch. Our paper focuses
on the one-batch problem, which we call two-dimensional guillotine cutting-stock
problems with leftover (2DG-CSP-L). A solution to the 2DG-CSP-L is depicted in
Figure 3.6.

B B B B

Figure 3.6: Representation of a solution for the 2DG-CSP-L corresponding to a batch
B. The first plate has a smaller width, since it is the leftover from the previous batch.
The right-hand part of the last plate will be re-used in the next batch.

3.3.2 Column generation approach

Let us first present our notations. The set of items is denoted I. Each item i P I is a
rectangular glass piece to cut with dimensions qi ˆ hi, called width and height, and
a demand (or number of copies to cut) equal to di. Each item i can be rotated, in
which case, its dimensions become hi ˆ qi. Item set I is partitioned into an ordered
list of distinct batches pI1, . . . , IBq, which have to be processed independently in the
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order given. To cut items, an unlimited number of identical glass plates (bins) of
dimension Q ˆH are available. In the remainder of the paper, we assume that all
input data are integer.

For 2DG-CSP-L, one needs to pack set Ib of items of batch b P t1, . . . , Bu to
three type of plates: a leftover plate from batch b ´ 1 of given dimension Q1 ˆ H
(type 1), an unlimited number of standard plates of dimension QˆH (type 2), and
a single potential leftover plate of dimension QˆH (type 3); and only a part of the
width of the plate of type 3 is used (it is equals to the width of the cutting pattern
assigned to it). Using these three types, the objective is to minimize the total used
plate width and assuring that exactly one plate of type 1 and at most one plate of
type 3 are used respectively. For the first batch (b “ 1), we assume that Q1 “ 0, i.e.
the plate of type 1 is not available.

To formulate the 2DG-CSP-L, let P k be the set of all valid cutting patterns for
a plate of type k P t1, 2, 3u. Let x̄pi and q̄p be the number of items i P I in cutting
pattern p P P k and its width. Let also λp be an integer variable which is equal to
the number of times pattern p P P k is used in the solution. Then the 2DG-CSP-L
can be formulated as

min
ÿ

pPP 1

Q1λp `
ÿ

pPP 2

Qλp `
ÿ

pPP 3

q̄pλp (3.7a)

ÿ

pPP 1YP 2YP 3

x̄piλp “ di, @i P I, (3.7b)

ÿ

pPPk

λp “ 1, @k P t1, 3u, (3.7c)

λp P Z`, @p P P 2, (3.7d)

λp P t0, 1u, @p P P k, k P t1, 3u. (3.7e)

Formulation (3.7) is tackled using a branch-and-price approach: at each node of a
branch-and-bound tree, the linear relaxation of (3.7) is solved by column generation,
as discussed in Section 1.1.

Let pπ̄, µ̄q be the current dual solution of the restricted master problem, where
vector π̄ is associated to constraints (3.7b) and vector µ̄ “ pµ̄1, µ̄3q is associated
to constraints (3.7c). Then, the pricing problem is to find a cutting pattern p P
P 1 Y P 2 Y P 3 that minimizes the following reduced cost

c̄px̄pq “ ´
ÿ

iPI

π̄ix̄
p
i `

$

&

%

Q1 ´ µ̄1, p P P 1,
Q, p P P 2,
q̄p ´ µ̄3, p P P 3.

(3.8)

Obviously, the pricing problem decomposes into three subproblems, one for each
plate type. Each pricing subproblem is a bounded four-stage restricted guillotine-cut
two-dimensional knapsack problem. A dynamic programming algorithm (DP) for the
unbounded case of this problem was presented by us in Clautiaux et al. (2018). To
be self-contained, we recall the dynamic programming recursion here.



3.3. 2D GUILLOTINE CUTTING STOCK PROBLEM WITH LEFTOVERS 75

When item rotations are allowed, set I of items is duplicated in the subproblem
to include rotated item copies. The two copies of an item i share the same dual value
π̄i from the RMP, and the same production bound di.

Since we use restricted cuts, we consider two types of dynamic programming
states: those related to a restricted cut (used to initiate a strip), and those that are
used to complete a strip.

Let pq, h, sq, q P t1, . . . , Qu, h P t1, . . . ,Hu, s P t1, . . . , 3u, be the state corre-
sponding to the situation in which a rectangular part of dimension qˆh of the plate
is to be separated from the current plate using a guillotine cut of stage s. Let pq, h, sq,
q P t1, . . . , Qu, h P t1, . . . ,Hu, s P t2, . . . , 4u, be the state corresponding to the same
situation with the additional restriction that the next cut should obtain a single item
copy. For a given state pq, h, sq, let Upq, h, sq be the maximum value of a configura-
tion obtained from this state. Note that this value only depends on the dual values
π̄ associated to item copies, and an additional term for type 3 plate only, which is
equal to the total width used. It is sufficient to account for this restricted width in
stage 1 cuts only. Then UpQ,H, 1q equals to the pricing subproblem optimum value
(ignoring constant values in (3.8)).

Let Qpq, hq and Hpq, hq be the set of all possible widths and heights of items
which fit into rectangle q ˆ h.

Qpq, hq “
ď

iPI: qiďq,hiďh

tqiu, Hpq, hq “
ď

iPI: qiďq,hiďh

thiu.

We now give the recursion for computing values Upq, h, sq and Upq, h, sq for type 2
plates.

Upq, h, 1q “ max

"

0, max
q1PQpq,hq

 

Upq1, h, 2q ` Upq ´ q1, h, 1q
(

*

Upq, h, 2q “ max

"

0, max
h1PHpq,hq

 

Upq, h1, 3q ` Upq, h´ h1, 2q
(

*

Upq, h, 3q “ max

"

0, max
q1PQpq,hq

 

Upq1, h, 4q ` Upq ´ q1, h, 3q
(

*

Upq, h, 2q “ max
iPI: qi“q,hiďh

tπ̄i ` Upq, h´ hi, 2qu

Upq, h, 3q “ max
iPI: hi“h,qiďq

tπi ` Upq ´ qi, h, 3qu

Upq, h, 4q “ max

"

0, max
iPI: qi“q,hiďh

 

π̄i ` Upq, h´ hi, 4q
(

*

In the recursive formulae for Upq, h, sq and Upq, h, 4q, the alternative with zero value
corresponds to turning the remaining rectangular part of the plate into waste.

For the type 1 plate generation, the recursions are identical, only initialization
needs to be adapted to the available width. For type 3 plates, the recursive formula
for Upq, h, 1q, becomes

Upq, h, 1q “ max

"

0, max
q1PQpq,hq

 

Upq1, h, 2q ´ q1 ` Upq ´ q1, h, 1q
(

*

where term ´q1 represents the penalty for the width consumed.
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3.3.3 Diving heuristic with non-proper columns

A column generation based diving heuristic can be used to find feasible solutions for
the 2DG-CSP-L. The diving heuristics presented in Section 2.3 require one to use
proper columns, i.e. variables that could take a non-zero value in an integer solution
of the residual master problem. In our context, a variable λp, p P P 1 Y P 2 Y P 3, is
proper if x̄pi ď di,@i P I. Therefore, in each pricing subproblem we should impose
upper bounds on the number of copies of items in the cutting pattern. However when
solving the pricing problem by the dynamic programming algorithm given in Sec-
tion 3.3.2 we consider only the unbounded version. In the presence of upper bounds,
the pricing problem becomes significantly harder to solve to optimality. A possible
solution to this issue is to solve the pricing problem heuristically, using algorithms
presented in our paper (Clautiaux et al., 2019b). However, our preliminary exper-
iments showed that this approach deteriorates significantly the quality of solutions
obtained by the diving heuristic.

In this work, we propose a variant of the diving heuristic which uses non-proper
columns. A previous study of Cintra et al. (2008) and our preliminary experiments
showed that the lower bound obtained by solving the master problem (MP) with non-
proper columns is close to the one obtained when using exclusively proper columns.
As the quality of diving heuristics depend mainly on the strength of the MP bound,
we may then expect that a “non-proper” diving heuristic will be efficient for our
problem.

Our “non-proper” diving heuristic proceeds as follows. Remember that at each
iteration, the residual master problem is solved by column generation. Both proper
and non-proper columns may be generated. However, the partial solution can only
be augmented with proper columns. Therefore, given a fractional solution λ̄, we
choose a proper variable λp with a value closest to its nearest non-zero integer. If
such variable exists, we proceed the same way as in the basic diving heuristic. If
there is no such "proper" variable, we choose a column λp with the smallest reduced
cost (with respect to the optimal dual solution of the master problem) among

• all proper columns contained in the current RMP;

• and proper columns generated by solving the bounded pricing problem by
heuristic algorithms presented in our paper (Clautiaux et al., 2019b)

As usual, this column is then added to the partial solution with the value equal to
the nearest non-zero integer of λ̄p. In particular, if λ̄p “ 0 then λp “ 1 is included
in the partial solution.

Our preliminary experiments showed that fixing type 3 columns λp, p P P 3, early
in the search has a negative impact on the quality of solutions obtained. Therefore,
we adopt the following modification. Cutting patterns p P P 3 are never added to the
partial solution before patterns p P P 1YP 2. As there is exactly one pattern p P P 3 in
any feasible solution, once it is added to a partial solution, the latter should become
complete. Therefore, each time the partial solution is augmented with a cutting
pattern of type 1 or 2, we verify heuristically whether the remaining item copies can
be cut into one plate of dimension Q ˆ H. If it is possible, we produce a cutting
pattern p P P 3 including all remaining item copies and minimizing heuristically its
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width q̄p. Then this pattern is used to complete the solution, and the diving heuristic
terminates.

One can develop further this idea and, each time the partial solution is aug-
mented, to formulate the residual 2DG-CSP-L and solve it with heuristics described
in our paper. Calls to these heuristics are done iteratively for each plate until the
residual problem instance is closed. This modification can be seen as a combina-
tion of the diving and pricing heuristics. This combined heuristic is presented in
Algorithm 1. A boolean parameter lastP lateOnly is used to set how to evaluate
the residual 2DG-CSP-L instance: building only a solution for the last plate or a
complete solution to the residual 2DG-CSP-L instance.

Algorithm 1: The combined pricing heuristics and diving heuristic with
non-proper columns
1 P˚ Ð solution of the 2DG-CSP-L with demands d by the evolutionary algorithm
2 d1 Ð d, P part ÐH

3 repeat
4 Solve the MP with upper bounds d1 by column generation and obtain solution λ̄
5 P prop Ð tp P P 1 YP 2 : λ̄p ą 0, x̄p ď d1u (set of proper patterns in the solution)
6 if P prop ‰ H then
7 p1 Ð argminpPPpropt| λ̄p ´ rλ̄pu |u

8 else
9 PRMP Ð set of patterns of type 1 and 2 in the RMP

10 P heur Ð set of heuristic solutions to the pricing problem of type 1 and 2
11 p1 Ð argminpPPRMPYPheurtc̄pu

12 P part Ð P part Y tp1u, d1 Ð d1 ´ x̄p
1

¨ rλ̄pu

13 if lastP lateOnly “ true then
14 p3 Ð heuristic solution to the pricing problem of type 3
15 if d1 ´ x̄p

3

“ 0 then
16 d1 Ð 0

17 if cost
`

P part Y tp3u
˘

ă costpP˚q then P˚ Ð P part Y tp3u

18 else
19 P evol Ð heuristic solution to the residual 2DG-CSP-L with demand d1

20 if cost
`

P part Y P evol
˘

ă costpP˚q then P˚ Ð P part Y P evol

21 until d1 “ 0
22 return P˚

To introduce the Limited Discrepancy Search (LDS) in our “non-proper” diving
heuristic, we need to ensure that at least one non-tabu column is produced by our
pricing problem heuristic. This can be achieved by generating a sufficient number of
different cutting patterns, i.e. the size of set P heur in Algorithm 1 is strictly larger
that the current size of the tabu list.

3.3.4 Partial enumeration

Although the diving heuristic can be adapted to handle non-proper columns, still
the quality of the solutions may be decreased in comparison with the “proper” case.
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In this section, we propose a modification to the dynamic program that partially
takes into account upper bounds on the number of item copies in order to favour the
generation of proper cutting patterns. As it will be seen from our computational re-
sults, this approach allows one to improve the quality of the lower bound obtained by
solving the master problem as well as the quality of solutions produced by the diving
heuristic. This comes at the cost of a slightly larger dynamic program. Nevertheless
we show below that this can be controlled by a suitable configuration.

On one hand, complete enumeration of all feasible patterns would take into ac-
count the bound constraints, but the computational cost would be huge. On the
other hand, the dynamic program has a reasonable computational cost, but it does
not take into account the bound constraints. Our idea is to mix both approaches, by
replacing some parts of DP by a partial enumeration. When one uses this technique,
the set of feasible solutions of the pricing problem contains non-proper patterns, but
the number of such patterns is greatly decreased. Thus the quality of lower bounds
obtained by column generation is improved.

This idea is implemented using so-called meta-items, each one representing a
partial vertical or horizontal stack of item copies satisfying production upper bounds.
When restricted states Upq, h, sq, s “ 2, 3, 4 are considered, instead of choosing one
item to initiate the stripe, we choose a meta-item (or equivalently the set of items
that it represents). There is potentially an exponential number of possible meta-
items to initiate the stripe. Therefore, we introduce an additional parameter δ,
which restricts the possible meta-items produced by only considering items whose
width/height is close enough to the size of the stripe.

Formally, let x̄mi be the number of copies of item i P I included into meta-item
m. Given three values 0 ă q ď Q, 0 ă h ď H, and 0 ă δ ď miniPI qi, we define the
following setMvertpq, h, δq of vertical meta-items. Each meta-itemm PMvertpq, h, δq
forms in the cutting pattern a partial vertical stack of width q containing copies of
items i P I such that q´ δ ă qi ď q and hi ď h. Items that do not belong to m may
only be cut in other vertical stacks or in the same stack above the item copies in m.
In addition, copies of items i P I such that x̄mi ą 0 may only be cut in other vertical
stacks. Formally:

m PMvertpq, h, δq ô

$

’

’

&

’

’

%

Di P I, qi “ q : x̄mi ą 0,
x̄mi ą 0 ñ q ´ δ ă qi ď q and hi ď h, @i P I,
x̄mi ď di, @i P I,
ř

iPI x̄
m
i hi ď H.

The first condition ensures that one item has width q (and thus a restricted pattern
is built). The second condition ensures that the size of the items in the meta-item
satisfies the requested limitations. The third condition ensures that the meta-item
satisfies the production bound constraints. The fourth condition ensures that the
meta-item height does not exceed the plate height.

Analogously, given values 0 ă q ď Q, 0 ă h ď H, and 0 ă δ ď miniPI hi, we
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define the following setMhorph, q, δq of horizontal meta-items:

m PMhorph, q, δq ô

$

’

’

&

’

’

%

Di P I, hi “ h : x̄mi ą 0,
x̄mi ą 0 ñ h´ δ ă hi ď h and qi ď q, @i P I,
x̄mi ď di, @i P I,
ř

iPI x̄
m
i qi ď Q.

For each meta-item m P M, we define its total value π̂m “
ř

iPI π̄ix̄
m
i . For each

vertical meta-item m P Mvert, we define its total height ĥm “
ř

iPI x̄
m
i hi, and for

each horizontal meta-item m PMhor, we define its total width q̂m “
ř

iPI x̄
m
i qi.

Note that, by definition,Mvertpq, h, δq “ H if q R QpQ,Hq, andMhorph, q, δq “
H if h R HpQ,Hq. Suppose now that for each q P QpQ,Hq a value δq, 0 ď δq ď
miniPI qi, is fixed, and for each h P HpQ,Hq a value δh, 0 ď δh ď miniPI hi, is fixed.
Then the recursive formulae for states pq, h, sq can be rewritten in the following way
without loss of any proper patterns from the set of feasible solutions.

Upq, h, 2q “

$

’

&

’

%

max
mPMvertpq,h,δqq: ĥmďh

!

π̂m ` Upq, h´ ĥm, 2q
)

, if δq ą 0,

max
iPI: qi“q,hiďh

tπ̄i ` Upq, h´ hi, 2qu , if δq “ 0,

Upq, h, 3q “

$

&

%

max
mPMhorph,q´δq ,δhq: q̂mďq

tπ̂m ` Upq ´ q̂m, h, 3qu , if δh ą 0,

max
iPI: hi“h,qiďq´δq

tπ̄i ` Upq ´ qi, h, 3qu , if δh “ 0,

Upq, h, 4q “

$

’

’

&

’

’

%

max

"

0, max
mPMvertpq,h´δh,1q

tπ̂mu

*

, if δq ą 0,

max

"

0, max
iPI: qi“q,hiďh´δh

 

π̄i ` Upq, h´ hi, 4q
(

*

if δq “ 0,

If all values δ are fixed to zero, the modified dynamic program reduces to the
original one presented in Section 3.3.2. The larger the values δ are, the fewer non-
proper cutting patterns are generated and, at the same time, the larger is the number
of meta-items. So, there is a trade-off between the complexity (or the size) of the
dynamic program and the strength of the approximation of the space of proper
cutting patterns by the space of feasible solutions of the dynamic program. We
parametrize this trade-off by defining thresholds ∆size ě 0 on the size of the sets of
meta-items and ∆diff ě 0 on values δ, respectively for dimension q and h. Given these
thresholds, values δ are determined the following way. For each q P QpQ,Hq, we set
δq to the largest value δ ď min

 

∆diff
q ,miniPI qi

(

such that |Mvertpq,H, δq |ď ∆size
q .

AsMvertpq,H, 0q “ H for any q, such value δ always exists. Analogously, for each
h P HpQ,Hq, we set δh to the largest value δ ď min

 

∆diff
h ,miniPI hi

(

such that
|Mhorph,Q, δq |ď ∆size

h . Note again thatMhorph,Q, 0q “ H for any h. The sets of
meta-items are computed by enumeration.

To illustrate the impact of partial enumeration on the column generation lower
bound, let us consider the instance depicted in Figure 3.7. We suppose that the
width of the plate is large enough to cut all demanded pieces. Thus the objective is
to minimize the width of the cutting pattern. In Figure 3.8a, we show the fractional
solution obtained by solving the master problem by column generation in which
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(b) All vertical meta-items different from a single item piece

Figure 3.7: An illustrative instance

the pricing problem is solved by the standard dynamic programming. All patterns
participating in this solution are non-proper, and most of these patterns are “highly”
non-proper, i.e. the number of cut copies exceeds largely the demand. This solution’s
value is 13.046, which gives a lower bound on the optimal value. In Figure 3.8b we
present the solution of the master problem involving only variables corresponding to
patterns generated by the dynamic programming with partial enumeration. Only one
pattern in the solution is non-proper, and the number of cut copies exceeds the item
demand only by one. The value of the lower bound obtained by column generation
is increased to 14.333, thus cutting 66% of the gap with the optimal solution of value
15 depicted in Figure 3.8c.

3.3.5 Computational results

The computational tests were performed on two groups of instances: literature and
industrial ones. Their description are given in our paper.

We first estimate the impact of partial enumeration on the column generation
lower bound and on the quality of the diving heuristic. We characterize the con-
figuration of partial enumeration in the pricing problem with four values: ∆size

q ,
∆size
h , ∆diff

w , and ∆diff
h . We consider here three settings. The first corresponds to

the standard dynamic program with no enumeration: ∆1 “ p∆size
q “ 0,∆size

h “

0,∆diff
q “ 0,∆diff

h “ 0q. The second corresponds to enumerating items with the
same height hi for odd cutting stages and the same width qi for even cutting stages:
∆2 “ p∆size

q “ 1000,∆size
h “ 1000,∆diff

q “ 1,∆diff
h “ 1q. Our third setting corre-

sponds to enumerating items with the same height hi for odd cutting stages and
enumerating items with different width qi for the second stage: ∆3 “ p∆size

q “

1000,∆size
h “ 1000,∆diff

q “ 8,∆diff
h “ 1q. The size of the dynamic program corre-

sponding to configuration ∆3 increases by at most 33% in comparison with the size
of the standard dynamic program.

When partial enumeration is applied, many non-proper patterns are excluded
from the solution space of the pricing problem. Therefore, the lower bound obtained
by column generation may be improved. In the next set of experiments we compu-
tationally estimate this improvement. We have implemented four variants of column
generation. The first one, denoted as cgMIP, uses a MIP flow formulation to solve
the pricing problem and generates only proper columns. Thus, the best possible
“proper” lower bound is obtained at the expense of a large solution time. The three



3.3. 2D GUILLOTINE CUTTING STOCK PROBLEM WITH LEFTOVERS 81

4

2 2 2 2 2

2 2 2 2 2

2 2 2 2 2

16

1{10ˆ

5

5

2

8

1{2ˆ

1
1
1

3 3 3 4

13

1{3ˆ

4
4
4

1 1 1 1 1

16

17{90ˆ

1
1
1
1
1
1
1
1

13

1{144ˆ

(a) Fractional solution with standard dynamic programming

5

3 4

2

2

11

1{3ˆ

3
4

1

2
1
1

5 2

16

2{3ˆ

(b) Fractional solution with par-
tial enumeration

5

1 1

2
2

4 3

15

1ˆ

(c) Optimal solu-
tion

Figure 3.8: Impact of partial enumeration on the master problem solution

other variants use dynamic programming with partial enumeration to solve the pric-
ing problem. We denote them as cg∆1 , cg∆2 , and cg∆3 depending on the partial
enumeration configuration.

Results are reported in Table 3.5. The first column reports the instance class
and its total number of instances between brackets. Class name C corresponds to
literature instances, R corresponds to industrial ones. The number after I gives the
number of items |I|. The next three columns present results for the variant cgMIP:
number of instances for which the column generation converged within one hour,
average time (t) in seconds, and the average primal-dual gap (gap) in percentage from
the best known solution. Next three columns give the average gap (gapcomp) for other
three variants of column generation. In order to have a correct comparison, averages
in columns gapcomp are calculated only for instances for which the variant cgMIP

converged. Note that the column generation variants with dynamic programming
converged within the time limit for all instances. Thus in columns gapall and tall,
we give the average gap and the average solution time among all instances for all
configurations.

From computational results reported in Table 3.5, it can be seen that dynamic
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cgMIP gapcomp,% gapall, % tall

Instances #opt t gap, % cg∆1 cg∆2 cg∆3 cg∆1 cg∆2 cg∆3 cg∆1 cg∆2 cg∆3

C-I20 (100) 62 249.0 1.99 3.82 3.14 3.04 3.79 3.07 3.00 0.3 0.3 0.3
C-I40 (100) 55 1358.1 1.15 1.86 1.53 1.52 2.73 2.39 2.38 1.4 1.4 1.4
C-I60 (100) 23 1047.0 0.68 1.00 0.79 0.79 1.82 1.57 1.57 3.0 3.1 3.1
C-I80 (100) 16 506.4 0.60 0.88 0.65 0.65 1.48 1.29 1.29 5.3 5.5 5.5
C-I100 (100) 14 503.3 0.59 0.69 0.64 0.64 1.27 1.14 1.14 9.0 9.4 9.3
R-I25 (45) 20 1486.0 0.66 0.96 0.74 0.72 1.98 1.69 1.65 1.0 1.0 1.0
R-I50 (45) 4 1879.5 0.60 0.60 0.60 0.60 1.30 1.21 1.20 4.8 4.7 4.9
R-I100 (45) 0 - - - - - 0.63 0.59 0.58 26.6 25.2 27.8

Table 3.5: Comparison of different column generation variants

programming is orders of magnitude faster than MIP for solving the pricing problem.
Partial enumeration allows one to obtain a lower bound which is closer to the “proper”
lower bound, at least for the easiest instances that can be tackled by cgMIP. We were
not able to determine how close is the lower bound obtained by cg∆3 to the “proper”
bound for larger and harder instances, as the latter bound is very time consuming
to obtain. Application of partial enumeration significantly increases the quality of
lower bounds obtained by column generation at almost no cost. Therefore, it offers
a good trade-off between quality of lower bounds and total running time. It can also
be seen that column generation is slower for industrial instances. This is expected as
the running time of the dynamic program depends on the plate size, which is larger
for the instances in the second group.

In the next experiment, we compare five heuristics for the 2DG-CSP-L:

(i) evolutionary algorithm peaq;

(ii) algorithm piubq, which combines evolutionary algorithm with list heuristics;

(iii) diving heuristic denoted pdivHq without partial enumeration in the pricing
problem and with simple evaluation of the residual problem in the diving (pa-
rameter lastP lateOnly “ true);

(iv) diving heuristic denoted pdivq with partial enumeration ∆3 in the pricing prob-
lem and with simple evaluation of the residual problem in the diving (parameter
lastP lateOnly “ true);

(v) combination of the diving heuristic and the evolutionary algorithm with com-
plete evaluation of the residual problem in the diving (parameter lastP lateOnly “
false), which we denote as pedivq.

The first two heuristics are presented in our paper (Clautiaux et al., 2019b). The evo-
lutionary heuristic is similar to Hadjiconstantinou and Iori (2007). We also consider
variants with Limited Discrepancy Search with parameters maxDiscrepancy “ 3
and maxDepth “ 2 for the last two heuristics and denote them as pdiv32q and
pediv32q. Note that diving heuristics are always initialized with the solution pro-
duced by heuristic peaq.

In Table 3.6, we report the average gap in percentage from the best known
solution and the average time in seconds.
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ea iub divH div div32 ediv ediv32

Instances gap t gap t gap t gap t gap t gap t gap t
C-I20 (100) 3.47 1 2.11 1 2.09 1 2.26 1 1.73 1 1.87 1 1.64 1
C-I40 (100) 3.64 1 1.79 4 1.59 2 1.42 2 0.55 4 0.86 3 0.37 8
C-I60 (100) 3.68 1 1.80 13 1.13 3 1.09 4 0.39 9 0.55 8 0.21 27
C-I80 (100) 4.14 2 1.94 32 0.99 6 0.78 6 0.19 17 0.36 19 0.07 79
C-I100 (100) 4.47 4 1.84 65 0.75 10 0.56 10 0.15 28 0.32 36 0.02 170
average 3.88 2 1.90 23 1.31 5 1.22 5 0.60 12 0.79 14 0.46 57
R-I25 (45) 2.66 1 2.56 2 1.73 2 1.40 2 0.91 5 1.17 2 0.75 7
R-I50 (45) 1.93 2 1.83 16 1.02 8 0.54 10 0.17 53 0.33 19 0.01 112
R-I100 (45) 1.51 8 1.37 175 0.61 48 0.30 55 0.08 369 0.18 155 0.00 1224
average 2.03 4 1.92 65 1.12 20 0.75 23 0.38 143 0.56 59 0.26 448

Table 3.6: Comparison of heuristics for the 2DG-CSP-L

From Table 3.6 one can see that diving algorithms clearly outperform the first
two heuristics. Heuristic peaq is the fastest but also produces solutions of the worst
quality. Heuristic piubq improves the solution quality at the expense of much larger
running time. However, it struggles with real-life instances, as the solution improve-
ment over peaq for them is very small. Diving algorithms pdivHq and pdivq signifi-
cantly outperform heuristic piubq both in terms of running time and solution quality.
Partial enumeration improves the effectiveness of the diving heuristic for most in-
stances at a very small cost. This technique is especially useful for large instances.
The combination pedivq of the diving heuristic and the evolutionary algorithm fur-
ther improves the quality of the obtained solutions at a cost of a reasonable increase
of running time. The best solutions on average are obtained by diving heuristics
with Limited Discrepancy Search. However, the running time of these heuristics is
quite long especially for large real-life instances. Thus, to our opinion, the heuristics
pdivq and pedivq offer the best trade-off between solution quality and running time.

In our paper, we have also compared the above heuristics on a set of industrial
instances for the multi-batch problem C-2DG-CSP-L. The detailed results are pre-
sented in our paper. From these results, it stems that heuristic peaq is faster than the
other heuristics. More expensive heuristic piubq improves on peaq only marginally.
Much better results are obtained by diving heuristics. The standard diving heuristic
pdivq saves up to 1.4% of plates on average. The extended diving heuristic pedivq
saves up to 1.5% of plates on average. Moreover the gap with the lower bound is
at most 0.7% of plates on average using pdivq. For pedivq this drops to 0.6% on
average. In our opinion, heuristic pdivq offers the best “solution quality – running
time” trade-off. Even if its running time reaches 2 hours for the largest instances,
its application in practice is still realistic. These instances correspond to a one day
planning horizon. Therefore, spending two hours to obtain a solution seems to be
reasonable.

Our diving heuristic with non-proper columns is generic and could be applied
to other two-dimensional guillotine cutting-stock problems, for example with differ-
ent number of stages or with non-restricted cuts. For this, one needs to adapt the
dynamic program to solve pricing problem. It would be interesting to see how the
heuristic running time evolves for such problem variants. Generalisation to the case
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with plate defects is especially useful for practical purposes. However, this general-
isation is not straightforward. In the future, we plan to study the whole industrial
process in the glass factory, including inventory and batching decisions. This prob-
lem would include batch scheduling, inventory management and cutting problems,
and would be a real challenge for our methodologies.

3.3.6 Related work

The first study on 2D packing problems appeared in Gilmore and Gomory (1965).
Therein, the 2D bin packing problem was solved by column generation and a dy-
namic programming algorithm for the pricing problem. For the three-stage version
of the problem, Vanderbeck (2001) used a nested decomposition, solving the pric-
ing problem using Dantzig-Wolfe reformulation. When the pricing problem is too
hard to solve, a level approach can be used instead as outlined by Puchinger and
Raidl (2007). It combines different methods such as heuristics, meta-heuristics or
ILP models. Another approach based on a large ILP model has been developed
by Macedo et al. (2010).

Column generation or pattern based heuristics have also been proposed. Alvarez-
Valdes et al. (2002) used a simple and a more elaborated ad-hoc rounding heuristics.
The same authors also used a truncated restricted master heuristic. Furini et al.
(2012) employed pure diving, restricted master, and diving with sub-MIPing heuris-
tics, if one uses the terminology defined in Section 2.3.1. Since the pricing problem is
time consuming, the previous authors used heuristics to solve it most of the time. Fi-
nally, Cintra et al. (2008) worked with column generation approach with non-proper
columns. They solved the residual problem obtained after initial rounding using an
ad-hoc heuristic.

Recurrence relations for dynamic programming to solve the 2D guillotine knap-
sack problem (2DG-KP) were initially introduced by Beasley (1985). Dolatabadi
et al. (2012) combined dynamic programming and implicit enumeration of patterns
to solve the 2DG-KP problem with unlimited number of stages. In Clautiaux et al.
(2018), we proposed a hypergraph based label setting algorithm for the the 2DG-KP.

A limited number of works consider leftovers. An application of the cutting-stock
problem with leftovers to glass cutting was treated by Puchinger et al. (2004). The
authors have designed heuristics, meta-heuristics and heuristic branch-and-bound
methods to solve the problem. Recently, similar approaches have been proposed
by Dusberger and Raidl (2015). They developed a Variable Neighbourhood Search
based on a Ruin-and-Recreate principle. Andrade et al. (2016) proposed direct MILP
models. We are not aware of existing works studying the variant of the problem with
leftovers and four stage cutting.

3.4 Multi-Activity Tour Scheduling

This section is based on our journal paper (Gérard et al., 2016).
In this paper, we address a multi-activity tour scheduling problem with time

varying demand. The objective is to compute a team schedule for a fixed roster
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of employees in order to minimize the over-coverage and the under-coverage of dif-
ferent parallel activity demands along a planning horizon of one week. Numerous
complicating constraints are present in our problem: all employees are different and
can perform several different activities during the same day-shift, lunch breaks and
pauses are flexible, demand is given for 15 minutes periods. Employees have feasibil-
ity and legality rules to be satisfied, but the objective function does not account for
any quality measure associated with each individual’s schedule. More precisely, the
problem mixes simultaneously days-off scheduling, shift scheduling, shift assignment,
activity assignment, pause and lunch break assignment.

To solve this problem, we developed four methods: a compact Mixed Integer
Linear Programming model, a branch-and-price like approach with a nested dy-
namic program to solve heuristically the subproblems, a diving heuristic and a greedy
heuristic based on our subproblem solver. The computational results, based on both
real cases and instances derived from real cases, demonstrate that our methods are
able to provide good quality solutions in a short computing time. Our algorithms
are now embedded in a commercial software, which is already in use in a mini-mart
company.

3.4.1 Problem description

Employee scheduling is an important issue in retail as personnel wages account for a
large part of their operational costs. This problem raises considerable computational
difficulties, especially when certain factors are considered, such as employee availabil-
ity, fairness, strict labor rules, highly variable work demand, mixed full and part-time
contracts, etc. In this work, we study a real-life multi-activity tour scheduling prob-
lem with highly heterogeneous employees and flexible working hours. Given a fixed
set of employees, the objective is to construct their work schedule or planning that
minimizes the distance to the ideal coverage of the demand. Numerous complicating
factors described in the literature are taken into account and, to the best of our
knowledge, this paper is one of the first attempts, in parallel with Restrepo et al.
(2016), to combine days-off scheduling, shift scheduling, shift assignment, activity
assignment, pause and lunch break assignment.

The problem consists in scheduling a fixed workforce to maximize the fit to a
given time-varying demand. The planning horizon consists of D consecutive days.
Each day is divided into the same number of successive time periods of equal length
(15 minutes in this paper). Set T represents the different time periods in the discrete
planning horizon. The set of heterogeneous employees is denoted by K.

The whole set of activities that employees can carry out is divided into two
distinct groups: set A of production activities related to work demands, and set
E of pause activities related to non-productive activities. In our retail context, a
production activity can represent, for example, the welcome desk, a cash desks line
or a meat counter. Each employee k P K has a set of production activities Akptq
that he/she can perform at time period t. Set Ekptq contains a pause if employee can
take it at time period t; this set is empty otherwise. The beginning and the length
of a pause are strictly constrained by the personalized pause policy of the company
agreement. An employee k is unavailable at time period t if Akptq Y Ekptq “ H.
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In this case, the planning computed for employee k cannot contain any activity at
time t. Note that if an employee is unavailable the entire day, then a day-off has
to be scheduled. Some employees may be pre-assigned to activities for certain time
periods. In this case, finding a schedule that respects this pre-assigned tasks is a
part of the problem.

t

number of
employees

Figure 3.9: Representation of the workload for a production activity : the ideal
number of employees required to cover the demand is in gray, the thresholds of
critical undercoverage and overcoverage are given respectively in black and white.

The work demand DEat represents the ideal number of employees needed to
realize production activity a in the best possible conditions during time period t:
see the representation given in Figure 3.9. Satisfying exactly the demand is not
mandatory : in most cases it is not possible. In this case, either an under-coverage,
or an over-coverage is produced. Furthermore, if over-coverage (respectively under-
coverage) exceeds the given threshold OVat (respectively UNat), then it becomes
critical and indicates that too many (respectively too few) employees have been
assigned to activity a during time period t.

Our objective is to construct a feasible team schedule that minimizes the sum of
the over-coverage and under-coverage costs for the whole planning horizon and all
production activities.

team schedule

individual
planning

day-off

day-shift timeslot task
time
period

Figure 3.10: Hierarchical structure of a team schedule.

A feasible solution follows a hierarchical structure shown in Figure 3.10. For each
level of the hierarchy, there is an associated set of constraints. This flexible structure
does not rely on the use of a pre-computed day-shift or individual planning library,
since the number of possibilities is far too large.

• team schedule consists of a set of |K| valid employee plannings.
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• An individual planning for employee k is a set of successive day-shifts and
days-off over a week. Two consecutive day-shifts are separated by a rest break.

• A day-off represents a special day when employee k does not participate in
any activity. Deciding whether or not an employee takes a day-off is part of
the optimization process (but some days-off are mandatory if the employee is
unavailable).

• A day-shift consists of one timeslot or two timeslots separated by a lunch break.

• A timeslot is a non-empty sequence of tasks where different activities are carried
out successively and continuously. Two consecutive tasks cannot be related
to the same activity. The set of possible beginning times of all timeslots of
employee k is denoted as Bk. This set contains disjoint intervals, some of them
are for the first timeslot of a day, others are for the second.

• A task is a time interval where a single activity a is performed over contiguous
time periods. Activity a can be either a production activity or a pause.

In this work, we take into account constraints that we have encountered in real-
life customer contexts. Each employee has his own set of planning constraints and
each constraint has its own parameters. At each level of the team schedule hierar-
chy, duration and numerical constraints have to be satisfied. In Table 3.7, we list
these constraints grouped by levels of the hierarchy. Note that duration of entities
possibly include breaks (pauses and lunches), whereas working time equals to the
“net duration” that excludes the breaks. Furthermore, an important feature in this
problem is that each employee has a target of weekly working time LEe that must
be met exactly.

We stress the fact that each employee is different: he/she has his own skills, po-
tential pre-assignment and availability for each time period, etc. A day-shift designed
for an employee e is not likely to be valid for another employee e1.

Pauses are not included in the working time. There is at most one pause assigned
per timeslot. The pause is assigned if and only if the duration of the timeslot is at
least four hours (including the pause duration). A pause must be located in the
second third of its timeslot, and its duration is exactly one time period. Some
pauses can be initially set at some time periods as pre-assignment constraints. In
our settings, each pause is positioned inside an existing task. The two parts of task
before and after the pause are considered as a unique task, i.e. the two constitute a
single task with one begining and one end. Note that pauses are different from lunch
breaks in our models: a lunch break separates the day-shift into two timeslots.

3.4.2 Solution approaches

Let P k denote the set of individual plannings (or columns) for employee k. Each
planning p P P k is represented by a binary matrix x̄p, where x̄pat “ 1 if and only if
employee k is assigned to activity a at time period t in planning p.

A binary variable λp, p P P k, determines whether individual planning p is chosen
for employee k. Continuous variables y`at, y

´
at, y

crit`
at , and ycrit`

at , t P T , a P A, repre-



88 CHAPTER 3. APPLICATIONS

A task of employee k P K performing activity a P A

duration P rDKk´
a ,DKk`

a s

A timeslot of employee k P K beginning at time b

beginning time b P Bk

finishing time P rFOk´
b ,FOk`

b s

number of tasks P rNOk´
b ,NOk`

b s

A day-shift of employee k P K on day d

beginning time P rBDk´
d ,BDk`

d s

finishing time P rFDk´
d ,FDk`

d s

working time P rLDk´
d ,LDk`

d s

duration ď DDk`
d

number of timeslots P r1, 2s

rest time between timeslots P rRDk´
d ,RDk`

d s

minimum working time of at least one timeslot ě TDk´
d

A weekly individual planning of employee k P K

target working time “ LEk

number of day-shifts P rNEk´,NEk`s
number of consecutive day-shifts ď MEk`

rest time between consecutive day-shifts ě REk´

Table 3.7: Planning constraints over an horizon of one week

sent, respectively, over-coverage, under-coverage, critical over-coverage, and critical
under-coverage of the demand of activity a at time period t.

The cost function is piecewise linear. It depends on slack variables related
to demand constraints. For a given solution λ̄ and a given production activity
a and a time period t, the coverage of the demand can be computed as DEat ´
ř

kPK

ř

pPPk x̄
p
atλ̄p. We distinguish over-coverage y`at (resp. under-coverage y

´
at) from

critical over-coverage ycrit`
at (resp. critical under-coverage ycrit´

at ) that occurs when
the over-coverage (resp. under-coverage) is greater than OVat (resp. UNat). When
critical over/under-coverage is reached, a larger unit cost has to be paid.

The problem can be formulated as follows:

min
ÿ

aPA

ÿ

tPT

COay
`
at ` COcrit

a ycrit`
at

`CUay´at ` CUcrit
a ycrit´

at (3.9a)

s.t.
ÿ

kPK

ÿ

pPPk

x̄patλp ´ py
`
at ` y

crit`
at q

`py´at ` y
crit´
at q “ DEat, @t P T,@a P A, (3.9b)
ÿ

pPPk

λp “ 1, @k P K, (3.9c)
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UNat ě y´at ě 0, @t P T,@a P A, (3.9d)
OVat ě y`at ě 0, @t P T,@a P A, (3.9e)

ycrit`
at , ycrit´

at ě 0, @t P T,@a P A, (3.9f)

λp P t0, 1u, @k P K, p P P k. (3.9g)

The piecewise objective function (3.9a) minimizes the total cost of over-coverage
and under-coverage over the planning horizon and production activities. Constant
values COa P R` and CUa P R` represent, respectively, the unitary costs of over-
coverage and under-coverage for production activity a. Constant values COcrit

a P R`
and CUcrit

a P R` represent respectively the costs of critical over-coverage and under-
coverage for production activity a. Critical over-coverage and critical under-coverage
have larger costs: CUa ă CUcrit

a and COa ă COcrit
a . Constraints (3.9b) link the

decision variables and calculate the gap between the produced work and the work
demand DEat for each time period and each production activity. Constraints (3.9c)
assign exactly one individual planning to each employee k P K.

Formulation (3.9) is tackled using a branch-and-price approach: at each node of a
branch-and-bound tree, the linear relaxation of (3.7) is solved by column generation,
as discussed in Section 1.1.

The pricing problem decomposes into |K| independent subproblems (one for
each employee). Let π̄ be the vector of dual values related to master problem
constraints (3.9b) and µ̄ be the vector of dual values related to master problem
constraints (3.9c). The subproblem for employee k consists in finding a feasible
individual planning x̄p, p P P k, with the minimum reduced cost

c̄px̄pq “ ´µ̄k ´
ÿ

tPT

ÿ

aPA

π̄atx̄
p
at. (3.10)

The heuristic dynamic programming algorithm to solve the pricing subproblems is
given below in Section 3.4.3.

We now describe briefly three heuristic algorithms we propose to solve the prob-
lem. Their details are given in our paper.

The first algorithm is the heuristic branch-and-price (as the pricing problem is
solved by a heuristic). In it we branch on a triple pk, a, tq, i.e. on whether employee
k performs activity a in period t or not.

The second algorithm is an application of the pure diving heuristic presented in
Section 2.3.2. To decrease the running time, we introduce the time limit for column
generation at each node of the diving heuristic. When this time limit is reached,
we use the current master solution values for fixing the next column, even if this
solution is not optimal.

The third algorithm is the greedy heuristic. The employee plannings are com-
puted by our nested dynamic program presented below in Section 3.4.3. The plan-
nings are individually generated one by one and added iteratively to the solution.
The objective function of the subproblems is based on the residual work demand
REat, which corresponds to the remaining work demand, taking into account the
individual plannings already in the current partial solution. Each time an individual
planning is computed, the residual work demand REat is updated, and the method
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is run again with the remaining set of employees. At initialization, REat have the
same value as the work demand DEat. In the objective function of the subproblem
for employee e, the cost π̄at determines whether activity a is performed during time
period t. This cost is calculated by the relation:

π̄at “

"

´REat{DEat ´ 1, if REat ě 0,
´REat{DEat, otherwise.

3.4.3 Nested dynamic program for the pricing problems

Pricing subproblems are solved by the same algorithm for all employees. In this
section, we drop index k to simplify the presentation, i.e. we consider that employee
k is fixed.

The pricing problem can be modelled as a resource constrained shortest path
problem (Irnich and Desaulniers, 2005) or using dynamic program based on context-
free grammars as in (Côté et al., 2013). In our paper (Gérard et al., 2016) we discuss
limits of these approaches applied to our problem. Finally, we adopt an alternative
approach based on a nested dynamic program. It uses the following specific structure
of our problem.

• There are a large number of resource constraints, but only a subset of them
are active at a given node.

• Many paths share identical subpaths. Due to the hierarchical structure of
the planning, the best day-shift for a given day is likely to be used in many
non-dominated partial solutions.

A similar nested dynamic programming approach is described by Dohn and Mason
(2013) to find the best individual plannings in a nurse rostering problem by using 3
levels and 2 segmentations.

individual
planning

day-off

day-shift timeslot task
time
period

Figure 3.11: Nested dynamic programming segmentation.

We have adapted the nested method to the specific features of our problem by
using 5 levels and 4 segmentations illustrated in Figure 3.11. We build an individual
planning by combining day-shifts constituted by one or several timeslots, themselves
composed of tasks. To manage easily path dominance rules and symmetries, the
dynamic programming algorithm is segmented into several sub-problems according
to the hierarchical structure of the planning. At each level, the design of a given
entity consists in combining the valid entities of the level immediately below.
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Let αpb, f, aq be the reduced cost of the task in which the employee starts activity
a P A at period b, and finishes it at period f . Note that this task is valid for the
employee, if it respects the duration bounds and employee skills and pre-assignments.
We set the reduced cost of an invalid task to `8. Then, the formula for the reduced
cost calculation is:

αpb, f, aq “

"

´
řf

t“b π̄at, if f ´ b` 1 P rDK´a ,DK`a s, a P Aptq,@t P rb, f s,
`8, otherwise.

(3.11)

Let βpb, f, n, aq be the best reduced cost of a partial timeslot, which starts at
period b, finishes at period f , contains a sequence of n consecutive tasks, the first of
which does not perform activity a. The following recursion formula is used for the
reduced cost calculation:

βpb, f, n, aq “

$

’

&

’

%

min
a1‰a

tαpb, f, a1qu, if n “ 1,

min
f 1Prb,f´1s,

a1‰a

tαpb, f 1, a1q ` β̄pf 1 ` 1, f, n´ 1, a1qu, otherwise.

We denote βpb, d, n,´q the best reduced cost without imposing the constraint on the
first task activity:

β̄pb, f, n,´q “ min
aPA

βpb, f, n, aq.

Let now γpb, fq be the best reduced cost of a complete timeslot, which starts at
period b and finishes at period f . Note that this timeslot is valid for the employee,
if its starting time is in B, it respects the completion and duration bounds, and the
bounds on the number of tasks it contains. We set the reduced cost of an invalid
timeslot to `8. Then, the formula for the reduced cost calculation is:

γpb, fq “

#

min
nPrNO´b ,NO`b s

βpb, d, n,´q, if b P B, f P rFO´b ,FO
`
b s,

`8, otherwise.
(3.12)

Note that at this moment the pause policy may not be respected, as until now
pauses are not included in timeslots. After calculating values γ, every timeslot
without a pause and lasting more than four hours is replaced by one timeslot with a
pause. For practical purposes, this is done in a greedy manner: we put the pause to
a period in the second third of the timeslot such that its reduced cost is minimized.
The pause replaces the corresponding work period such that the duration of timeslot
is not increased. Note that this greedy approach for inserting pauses makes the whole
dynamic programming procedure heuristic (sub-optimal solutions may be generated).

If a pre-assigned pause is contained inside a timeslot, and it is not positioned in
the second third of it, such a timeslot is declared invalid, and its cost is set to `8.
The same happens if the employee cannot take any pause, i.e. Eptq is empty for all
time moments in the second third of the timeslot.

Let γ̂pb, fq be the best reduced cost of a timeslot, which starts at period b, finishes
at period f , and respects the pause policy. Let `pb, fq be this timeslot’s working time,
which can be uniquely determined from its duration (f ´ d ` 1) according to the
pause policy.
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Let now δκpd, b, f, `q be the best reduced cost of a day-shift of day d that starts at
period b, completes at period f , contains κ P t1, 2u timeslots and ` working periods.
A valid day-shift should satisfy starting, completion, working time bounds and the
daily pre-assignments. Let set Ωd contain the set of valid triples pb, f, `q:

Ωd “

"

pb, f, `q :
b P rBD´d ,BD

`
d s, f P rFD

´
d ,FD

`
d s,

` P rLD´d ,LD
`
d s, f ´ b` 1 ď DD`d

*

.

The formula for the day-shift containing one timeslot is:

δ1pd, b, f, `q “

"

γ̂pb, fq, if pb, f, `q P Ωd, ` “ `pb, fq;
`8, otherwise. (3.13)

The formula for the day-shift containing two slots separated by a lunch break is:

δ2pd, b, f, `q “ min
f 1,b1

$

’

’

&

’

’

%

γ̂pb, f 1q ` γ̂pb1, fq, if pb, f, `q P Ωd, ` “ `pb, f 1q ` `pb1, fq,
b1 ´ f 1 ´ 1 P rRD´d ,RD`d s,
`pb, f 1q ě TDd or `pb1, fq ě TDd,

`8, otherwise.

(3.14)

The best reduced cost δpd, b, f, `q of a day-shift with one or two timeslots can
now be computed :

δpd, b, f, `q “ min
 

δ1pd, b, f, `q, δ2pd, b, f, `q
(

.

Now we seek the best combination of day-shifts and days-off that designs a valid
individual planning given its total working time LE and its number of day-shifts in
rNE´,NE`s. This is also called a tour scheduling problem for a single employee.
Let η0pd, n, `q be the best reduced cost of a partial employee planning for the first
d days, which contains n day-shifts and ` working periods, and ends with a day-
off. Let also η1pd, f, n, `q be the best reduced cost of a partial employee planning
for the first d days, which contains n day-shifts and ` working periods, and ends at
period f with a day-shift. These reduced costs are calculated using the following
recursions. We set η0p0, 0, 0q “ 0, all other values η0p0, f, `q are set to `8. Also we
set η1pd, f, n, `q “ `8 if d ď 0 or f R rFD´d ,FD

`
d s.

The formula for η0pd, n, `q is the following:

η0pd, n, `q “ min

#

η0pd´ 1, n, `q, min
fPrFD´d´1,FD`d´1s

 

η1pd´ 1, f, n, `q
(

+

The formula for η1pd, f, n, `q, f P rFD´d ,FD
`
d s, is:

η1pd, f, n, `q “ min

#

η̂0pd, f, n, `q, min
f 1PrFD´d´1,FD`d´1s

 

η̂1pd, f 1, f, n, `q
(

+

, (3.15)

where η̂0pd, f, n, `q is the best reduced cost with the condition that the employee had
a day-off on day d´1, and η̂1pd, f, f 1, n, `q is the best reduced cost with the condition
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that the employee had a day-shift of day d ´ 1 finishing at time f 1. η̂0 and η̂1 are
computed as follows:

η̂0pd, f, n, `q “ min
bPrBD´d ,BD`d s,

`1PrLD´d ,LD`d s

 

η0pd´ 1, n´ 1, `´ `1q ` δpd, b, f, `1q
(

,

η̂1pd, f 1, f, n, `q “ min
bP
“

maxtf 1`RE´, BD´d u, BD`d
‰

,

`1PrLD´d ,LD`d s

"

η1pd´ 1, f 1, n´ 1, `´ `1q
`δpd, b, f, `1q

*

. (3.16)

During this step, the algorithm deals also with the maximum number of succes-
sive day-shifts without day-off. In recursion (3.15)), η1pd, f, n, `q should be written
η1pd, f, n,m, `q, where m is the number of consecutive day-shifts ending at day d
such that m ď ME`. However, we decided to omit the full recursion for the sake of
simplification.

The best reduced cost of an individual planning can be computed as

min
nPrNE´,NE`s

#

η0pD,n,LEq, min
fPrFD´D,FD`Ds

η1pD, f, n,LEq

+

.

The nested dynamic programming algorithm takes too much time because of a
large number of states. In order to accelerate the algorithm, we heuristically delete
some states. Details are given in our paper.

3.4.4 Computational results

Our customer data comes from a company of mini-marts. All instances are defined
over one week divided into 15 minutes periods. In the customer data, almost 10%
of employees work only on Saturday, while the others may work at most five days.
Around 70% of the employees can only perform one type of production activity.
Most of the employees have a small flexibility in their schedule: usual beginning and
finishing time of timeslots can be shifted by one hour.

The cost coefficients in the objective function are the following: COa “ 1,
COcrit

a “ 2, CUa “ 2, CUcrit
a “ 5. For work demand DEat, critical over-coverage

occurs when strictly more than OVat “ DEat ` 1 employees are assigned to produc-
tion activity a at time period t, while critical under-coverage occurs when strictly
less than UNat “ rDEat{2s employees are assigned to the activity. We use a repre-
sentative set of twelve customer data. They have a different number of employees
|K|, and a different number of production activities |A|.

We ran different methods on the customer data: the greedy heuristic, dive2,
dive10 and dive30 (the diving heuristic with the cumulated column generation time
limit of 2, 10 and 30 minutes, respectively), the heuristic branch-and-price algorithm,
and the compact MIP model. The latter is described in the electronic supplement
of our paper. In the method diveT , we limit the column generation time at each
node to 60 ¨ T {|K| seconds. The best solution found by heuristics dive2, dive10 and
dive30 is used for the initialization of the branch-and-price. The time reported for
the branch-and-price does not include the time spent by the heuristic.
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Data |K| |A| LBtriv greedy dive2 dive10 dive30 B&P LBLagr compact
A1-7 5 1 204 390 335 335 335 325 322 325
A1-9 5 1 288 423 299 299 299 299 299 299
A1-0 10 1 334 528 393 393 393 393 393 393
A1-3 10 1 152 326 228 228 228 228 227 228
A3-5 25 3 680 1077 832 834 832 824 T 820 890 T
A3-9 25 3 866 1181 984 960 987 954 T 951 999 T
A3-1 30 3 880 1285 970 962 954 954 T 936 1095 T
A3-2 30 3 358 931 592 551 543 529 T 488 739 T
A5-5 42 5 140 1111 918 909 852 852 T 804 3179 T
A5-6 42 5 303 1254 1029 942 925 925 T 884 1298 T
A5-0 45 5 404 1713 1522 1510 1504 1504 1504 ´

A5-1 45 5 412 1793 1529 1525 1533 1513 T 1508 ´

Table 3.8: Solution values obtained by our methods for the customer data

Data |K| |A| greedy dive2 dive10 dive30 B&P col. gen. compact
A1-7 5 1 1 5 4 4 45 2 9
A1-9 5 1 1 7 6 5 11 11 8
A1-0 10 1 1 8 8 8 4 4 31135
A1-3 10 1 1 14 13 13 2045 13 8962
A3-5 25 3 2 118 482 833 T 105 T
A3-9 25 3 2 118 574 1164 T 117 T
A3-1 30 3 2 119 520 1163 T 546 T
A3-2 30 3 2 127 617 1615 T 2642 T
A5-5 42 5 3 131 592 1650 T 3663 T
A5-6 42 5 3 135 592 1679 T 1244 T
A5-0 45 5 2 123 527 1369 2166 2166 ´

A5-1 45 5 2 125 529 1102 T 177 ´

Table 3.9: Running time (in seconds) of our methods on the customer data

Tables 3.8 and 3.9 summarize the results obtained (respectively the objective
function value of the solution found, and the execution time) with our customer data.
In column LBLagr, we report the “heuristic” Lagrangian lower bound computed at
the root node of the B& P. Column "LBtriv" is a trivial lower bound computed by
taking into account only the overall demand and the total working time of the team.
In the tables, the mark “T” in the table means that the corresponding approach did
not terminate within the time limit of 24 hours. The mark “´” means that the MIP
solver failed due to memory issues.

The running time of the greedy heuristic is very small, even for instances with
45 employees. The difference between the value of the greedy solution and the best
known one can be large. The diving heuristics are much more effective to find
solutions close to the heuristic lower bound. The relative gap between the solutions
obtained by the dive2 heuristic and the branch-and-price is greater than 10% only
for two instances. It may happen that the diving gives better results when a smaller



3.5. ROBUST CVRP WITH KNAPSACK UNCERTAINTY 95

computing time is set. However, different experiments, not reported here, showed
that giving more time to the diving heuristic at each node generally improves the
result.

The branch-and-price method terminates for five instances out of twelve within
24 hours of computation time. For three instances the bound is tight at the root
node, for six instances the initial upper bound was improved. When the MIP solver
is able to find an optimal solution, its value is equal to the solution value found by
the heuristic branch-and-price.

In our paper, we also present results for randomly generated instances. They are
similar to the results we present here.

3.4.5 Related work

Since the seminal work of Dantzig (1954), a large quantity of research papers have
developed models and methods to assist managers and planners in their employee
scheduling tasks. Ernst et al. (2004) provided a comprehensive literature review of
classical studies on this problem.

As the literature volume of the subject is huge, we mention only some works
which are based on column generation. Demassey et al. (2006) developed a hybrid
IP-CP (Integer Programming and Constraint Programming) approach for an em-
ployee timetabling problem with one day time horizon. In this column generation
approach, the pricing problem is solved by constraint programming. Côté et al.
(2013); Boyer et al. (2014); Restrepo et al. (2016) use branch-and-price to solve very
general multi-activity shift scheduling problems. Their approaches rely on the de-
scription of shifts using a context-free grammar. Brunner and Stolletz (2014) use
an ad-hoc branch-and-price method to solve a tour scheduling problem. The main
ingredients of their approach are the use of variables related to day-shifts, which
are recombined in the master problem, and stabilization strategies to reduce the
number of column generation iterations. Another work by Dohn and Mason (2013)
uses branch-and-price in the context of employee scheduling. They use a nested
dynamic programming approach, which is well-suited to the structure of their prob-
lem. Recently, to solve a multi-activity tour scheduling problem, Restrepo et al.
(2018) proposed a combination of Benders decomposition and column generation.
They claimed that the latter outperformed a previously suggested branch-and-price
algorithm.

Some works suggested to solve the Lagrangian relaxation of the problem by an
alternative approach to the column generation. In a continuation of our work, Gérard
(2015) used a sub-gradient algorithm when solving a tour scheduling problem with
the time horizon up to four weeks. A similar approach was applied by Hernández-
Leandro et al. (2019) for a shift scheduling problem. Pan et al. (2019) proposed a
dual ascent heuristic to solve the Lagrangian relaxation.

3.5 Robust CVRP with Knapsack Uncertainty

This section is based on our paper submitted to a journal (Pessoa et al., 2018a).
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We examine the robust counterpart of the classical Capacitated Vehicle Rout-
ing Problem (CVRP). We consider two types of uncertainty sets for the customer
demands: the classical budget polytope introduced by Bertsimas and Sim (2003),
and the partitioned budget polytope proposed by Gounaris et al. (2013). We show
that using the set-partitioning formulation it is possible to reformulate our problem
as a deterministic heterogeneous vehicle routing problem. Thus, many state-of-the-
art techniques for exactly solving deterministic VRPs can be applied to the robust
counterpart, and a modern branch-cut-and-price algorithm can be adapted to our
setting by keeping the number of pricing subproblems strictly polynomial. More
importantly, we introduce new techniques to significantly improve the efficiency of
the algorithm. We present analytical conditions under which a pricing subproblem
is infeasible. This result is general and can be applied to other combinatorial op-
timization problems with knapsack uncertainty. We also introduce robust capacity
cuts which are provably stronger than the ones known in the literature. Finally, a
fast iterated local search algorithm is proposed to obtain heuristic solutions for the
problem. Using our branch-cut-and-price algorithm incorporating existing and new
techniques, we are able to solve to optimality all but one open instances from the
literature.

3.5.1 Robust model

In this work we address the robust CVRP by using a formulation that affects cus-
tomers to individual routes, where a route is a path starting and ending at the depot
and going at most once to each other node of the graph. In this formulation, the
uncertainty on the clients demands constrains the set of feasible routes: we need to
rely on robust routes, that is, routes having a total demand that does not exceed the
capacity of the vehicle for any demand vector in the given uncertainty set.

The purpose of this section is to show how the set of robust routes can be ex-
pressed as the union of sets of classical routes, albeit for different demand and capac-
ity values. Some of the techniques introduced next are classical in the robust com-
binatorial optimization literature, while others are novel and could benefit to other
robust problems with capacity constraints, such as the bin-packing problem (Song
et al., 2018), among others. For this reason, we present our approach in a general
context and consider a general combinatorial optimization problem with n variables.
The feasibility set of the problem is tz P Z0,

řn
j“1 djzj ď Qu, where d P Rn` denotes

the vector of weights, Q P R` is the available capacity, and Z0 Ď t0, 1un is a discrete
set describing the combinatorial structure of the problem at hand. For instance, in
the case of the CVRP any z̄ P Z0 represents a route, while di is the demand of client
i and Q is the capacity of each vehicle.

Uncertainty polytopes

The simplest polyhedral uncertainty set is the box rd̄, d̄ ` d̂s Ă Rn` defined by the
vectors d̄, d̂ P Rn`, where d̄ represents the nominal values and d̂ the deviations. Notice
that it is irrelevant to consider downward deviations of d in our context because we
focus on capacity constraints so that downward deviations do not lead to infeasibility.
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The box is usually not considered as good choice of uncertainty set as it is overly
conservative. Indeed, it contains the vector d̄ ` d̂ having each component at its
peak value, which seldom occurs in practice. For that reason, classical uncertainty
polytopes cut the box by one or more linear constraints. We focus in this paper on
the set

D ”

#

d P rd̄, d̄` d̂s :
ÿ

jPVi

ω1jdj ď b1j , j “ 1, . . . ,m

+

,

where V1, . . . , Vm form a partition of t1, . . . , nu, ω1 P Rn` and b1 P Rm` .
Set D is general enough to encompass two classical uncertainty polytopes from

the robust optimization literature. The first one is the budgeted polytope introduced
in Bertsimas and Sim (2003), widely used in the robust optimization literature,

Dcard ”

#

d P rd̄, d̄` d̂s :
n
ÿ

j“1

dj ´ d̄j

d̂j
ď Γ

+

,

obtained from D by setting m “ 1, ω1j “ 1{d̂i for j “ 1, . . . , n, and b11 “ Γ `
řn
j“1 d̄j{d̂j . The second one was previously introduced for the CVRP by Gounaris

et al. (2013) and is defined by

Dpart ”

#

d P rd̄, d̄` d̂s :
ÿ

jPVi

pdj ´ d̂jq ď ai, i “ 1, . . . ,m

+

,

obtained from D by setting ω1j “ 1 for each j “ 1, . . . , n and b1i “ ai `
ř

jPVi
d̄j .

Our purpose is to reformulate the robust feasibility set

Z ”

#

z P Z0 :
n
ÿ

j“1

djzj ď Q, @d P D

+

as the union of a limited number of sets of the form tz P Z0,
řn
j“1 d

1
jzj ď Q1u for

some d1 P Rn` and Q1 P R`. For the robust CVRP, this reformulation will have two
advantages:

1. Reformulating the robust CVRP as a nominal heterogeneous CVRP so that
the generic solver presented in Section 2.4 can be used for the robust CVRP.

2. A key part of the branch-cut-and-price algorithm lies in the generation of new
routes, by solving pricing problems of the form

mintc̄z : z P Zu, (3.17)

where c̄ is the reduced cost vector. The above reformulation implies that the
robust pricing problems can be solved through a sequence of nominal pricing
problems.
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Reducing robust problems to deterministic ones

In the following, we use classical techniques from robust combinatorial optimization,
first introduced by Bertsimas and Sim (2003), to reformulate Z as the union of
deterministic sets. To ease the derivations that follow, we express any d P D as
dj “ d̂j ` ξj d̂j , where the uncertain parameter ξj measures the fraction of deviation
d̂j affected to dj . Thus, each d P D is in one-to-one correspondance with a vector ξ
in the polytope

Ξ ”

#

ξ P r0, 1sn :
ÿ

jPVi

ωjξj ď bi, i “ 1, . . . ,m

+

.

Hence, the robust capacity constraint of Z can be reformulated as
n
ÿ

j“1

djzj ď Q, @d P D ô max
dPD

djzj ď Q

ô d̄
J
z ` max

0ďξď1

#

n
ÿ

j“1

ξj d̂jzi :
ÿ

jPVi

ωjξj ď bi, i “ 1, . . . ,m

+

ď Q (3.18)

Next, we introduce the vectors of dual variables θ P Rm and ζ P Rn. Recalling that
tVi, i “ 1, . . . ,mu forms a partition of t1, . . . , nu, we let ipjq be the only value of i
such that j P Vi and replace the linear programming problem from the left-hand side
of (3.18) by its dual:

d̄
J
z ` min

θ,ζě0

#

bJθ `
n
ÿ

j“1

ζj , s.t. ζj ` ωiθipjq ě d̂izi, j “ 1, . . . , n

+

ď Q, (3.19)

following the classical reformulation technique in robust linear optimization. In the
dual problem from (3.19), each variable ζj belongs to a single constraint, in addition
to the non-negative constraint. Therefore, as the cost of each ζj is positive, it can be
replaced by maxt0, d̂jzj ´ωiθipjqu for each j “ 1, . . . , n. This leads to the equivalent
constraint

d̄
J
z ` min

θPRm`

#

bJθ `
n
ÿ

j“1

maxt0, d̂jzj ´ ωjθipjqu

+

“ d̄
J
z ` min

θPRm`

#

bJθ `
n
ÿ

j“1

maxt0, d̂j ´ ωjθipjqu zj

+

“ min
θPRm`

#

bJθ `
n
ÿ

j“1

pd̄j `maxt0, d̂j ´ ωjθipjquq zj

+

ď Q. (3.20)

When θ is fixed, the left-hand side of (3.20) becomes a deterministic capacity
constraint with capacity Q´ bJθ and weight dθj “ d̄j `maxt0, d̂j ´ ωjθipjqu for each
j “ 1, . . . , n. Because of the sense of the inequality, (3.20) is equivalent to

ď

θPRm`

tbJθ ` pdθqJz ď Qu. (3.21)
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Expression (3.21) has rewritten the robust constraint as the union of feasible solution
sets (hereinafter referred to as feasibility sets), each of which is characterized by a
single deterministic capacity constraint. Yet, the union is indexed by the infinite set
Rm` , limiting its usefulness. Fortunately, not all θ P Rm` need to be considered in
(3.21). Let us define θ0

i “ 0 for i “ 1, . . . ,m, θjipjq “ d̂j{ωj for j “ 1, . . . , n, and
introduce the set

Θ “ pt0u Y tθjipjq : j P V1uq ˆ ¨ ¨ ¨ ˆ pt0u Y tθ
j
ipjq : j P Vmuq Ă Rm` . (3.22)

Recall that Z has been defined as
!

z P Z0 :
řn
j“1 djzi ď Q, @d P D

)

. The following
theorem shows that if z P Z0, only θ P Θ needs to be considered in (3.21). Its proof
is given in the appendix of our paper (Pessoa et al., 2018a).

Theorem 3.1. Z “
Ť

θPΘ

tz P Z0 : pdθqJz ď Q´ bJθu

The theorem implies immediately that the robust pricing problem (3.17) can be
rewritten as follows.

Corollary 3.1. mintc̄z : z P Zu “ min
θPΘ

 

mintc̄z : z P Z0, pdθqJz ď Q´ bJθu
(

.

The above results are particularly useful when m is small or tθjipjq : j P Viu does
not contain too many elements, which is the case for Dcard and Dpart, respectively. In
the case of Dpart, we see that formula (3.22) leads to Θpart “ t0, 1um, the cardinality
of which does not depend on n. This means that the number of determinisic problems
involved in the reformulation does not depend on the dimension of the robust problem
(assuming that m is constant). For the CVRP for instance, we obtain that the
number of deterministic problems involved in Theorem 3.1 does not depend on the
size of the considered graphs. Thus, if ωj “ d̂j for each j “ 1, . . . , n, then Θ “ Θpart.

In the case of Dcard, we obtain Θ “ t0, d̂1, d̂2, . . . , d̂nu. In fact, for that set a
stronger result is known.

Theorem 3.2 (Lee and Kwon (2014)). Suppose D “ Dcard and, w.l.o.g., that d̂1 ě

d̂2 ě ¨ ¨ ¨ ě d̂n ě d̂n`1 “ 0. Define Θcard “ td̂Γ`1, d̂Γ`3, d̂Γ`5, . . . , d̂Γ`γ , 0u where
γ is the largest odd integer such that Γ ` γ ă n ` 1. For any z P t0, 1un, we have
argmin
θPR`

 

bθ ` pdθqJz
(

XΘcard ‰ H.

Theorem 3.2 implies that for the uncertainty set Dcard, the robust feasibility set
Z can be reformulated as the union of roughly n´Γ

2 deterministic feasibility sets.

Corollary 3.2. If D “ Dcard, Z “
Ť

θPΘcard

tz P Z0 | pdθqJz ď Q´ bθu.

Reducing the cardinality of Θ

The following contains a new idea to reduce the number of elements of Θ that need
to be considered in Theorem 3.1 and Corollary 3.2. We outline next its bottom line,
based on two main steps. Let us denote the feasibility sets involved in Theorem 3.1
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and Corollary 3.2 as Zθ ” tz P Z0 : pdθqJz ď Q ´ bJθu for each θ P Θ. The first
step introduces a smaller set Z̃θ Ď Zθ for each θ P Θ. Sets Z̃θ do not have the
structure of the original deterministic problem (they can be much more complex) so
we do not wish to use them in the decomposition from Theorem 3.1. However, we
can prove that we can remove from Θ any θ such that Z̃θ “ H, essentially replacing
Theorem 3.1 by Z “

Ť

θPΘ: Z̃θ‰HZθ. As proving Z̃θ “ H is hard in general, the
second step introduces sufficient conditions for testing whether Z̃θ is empty. These
sufficient conditions amount to run quick heuristic algorithms in a pre-processing
phase, before the branch-cut-and-price algorithm is started.

Let us now detail the two steps of the approach. First, motivated by the com-
plementary slackness conditions between the maximization problem from (3.18) and
its dual, we define for any θ P Θ the set

Z̃θ ”

$

&

%

z P Zθ : bi ď
ÿ

jPVi:d̂jěθi

ωjzj , @i P t` P t1, . . . ,mu : θ` ą 0u

,

.

-

.

We see that for each θ P Θ, Z̃θ contains up to m constraints in addition to those
already present in Zθ. Hence, considering the counterpart of Corollary 3.1 for Z̃θ
would involve solving mintc̄z : z P Z̃θu for each θ P Θ. Since optimizing over set
Z̃θ can be cumbersome, we will use the set only to remove from Θ any vector θ such
that Z̃θ “ H, by proving

Z “
ď

θPΘ: Z̃θ‰H

Zθ. (3.23)

Proving (3.23) is enough to reduce the number of feasibility sets considered in The-
orem 3.1 to tθ P Θ : Z̃θ ‰ Hu Ď Θ. However, we need to prove a slightly stronger
result to encompass also the case of Corollary 3.2 because the latter relies on Θcard

instead of Θ. For that reason, the following theorem introduces a technical assump-
tion that considers any set Θ˚ Ď Θ large enough to contain all minimizers of the
left-hand side of (3.20). Its proof is provided the appendix of our paper.

Theorem 3.3. Let Θ˚ Ď Θ be such that argminθPRm`

 

bJθ ` pdθqJz
(

X Θ˚ ‰ H

for each z P Z0. Then, it holds that Z “
Ť

θPΘ˚: Z̃θ‰H
Zθ and mintc̄z : z P Zu “

min
θPΘ˚: Z̃θ‰H

tmintc̄z : z P Zθuu.

For the second step of our approach, we propose fast alternatives to detect the
infeasibility of Z̃θ, avoiding its combinatorial structure which can be cumbersome
to handle. Specifically, we check the feasibility of the relaxation of Z̃θ, denoted
Ẑθ, defined by relaxing the combinatorial structure Z0 to t0, 1un. Formally, we
define Ipθq “ ti P t1, . . . ,mu : θi ą 0u, V̂ipθq “ tj P Vi : d̂j ě ωjθiu, and
Ẑθ ”

!

z P t0, 1un : bJθ ` pdθqJz ď Q,
ř

jPV̂ipθq
ωjzi ě bi,@i P Ipθq

)

. Since Z̃θ Ď Ẑθ,
proving Ẑθ “ H implies Z̃θ “ H. Moreover, we show that Ẑθ can be verified in
pseudo-polynomial time.

Lemma 3.4. The feasibility of Ẑθ can be tested in pseudo-polynomial time by solving
m knapsack problems.
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The proof can be found in our paper. For the special case Dcard, checking the
feasibility of Ẑθ is much simpler.

Lemma 3.5. When D “ Dcard, Ẑθ ‰ H if and only if

min
S

#

ÿ

jPS

dθj : S Ď tj P t1, . . . , nu : d̂j ě θu, |S| “ Γ

+

ď Q´ Γθ,

which can be answered in polynomial time.

For the special case Dpart and assuming that d̂ “ κd̄ for some scalar κ ą 0 (which
is true for all literature instances), we can provide an easy sufficient condition for Ẑθ
to be empty, by considering the linear programming relaxation of Ẑθ.

Lemma 3.6. When D “ Dpart and d̂ “ κd̄ for some scalar κ ą 0, pbJθq{κ ą Q´bJθ
implies Ẑθ “ H.

Lemmas 3.5 and 3.6 are applied in the pre-processing phase.

3.5.2 Solution approach

Now we use the results from Section 3.5.1 to reformulate the robust CVRP as a
heterogeneous vehicle routing problem. Let G “ pV,Aq be a complete digraph with
nodes V “ t0, 1, . . . , nu and arcs tpj, j1q P V ˆ V : j ‰ j1u. Node 0 P V represents
the unique depot, and each node j P V 0 “ V zt0u corresponds to a customer with
demand dj P R`. The depot hosts H homogeneous vehicles of capacity Q. Each
vehicle incurs a transportation cost cjj1 P R` if it traverses the arc pj, j1q P A. The
objective is to find a set of H routes starting and ending at the depot, each one
serving a total demand of at most Q, such that each customer is visited exactly once
and the total transportation cost is minimized.

We define P 0 as the set of all routes in G starting and ending at the depot. For
each p P P 0, we denote the cost of the route by cp, and indicate whether node j
pertains to the route by the binary value z̄pj . Then, we describe the set of feasible
routes for the CVRP with demand vector d̄ P Rn` as

P “

#

p P P 0 :
ÿ

jPV0

z̄pj d̄i ď Q

+

.

Following Section 3.5.1, the set of robust routes is defined as

P robust ”

#

p P P 0 :
ÿ

jPV0

z̄pj dj ď Q, @d P D

+

.

Let Θ˚ Ď Rm` be a set satisfying the assumption from Theorem 3.3 and Θ̃ ” tθ P
Θ˚ : P̃ robust

θ ‰ Hu where P̃ robust
θ is the counterpart of Z̃θ for P robust. Theorem 3.3

implies that
P robust “

ď

θPΘ̃

P robust
θ , (3.24)
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where P robust
θ “

!

p P P 0 :
ř

jPV0
z̄pj d

θ
j ď Q´ bJθ

)

. Equation (3.24) underlines that
the set of routes that are feasible for the robust capacity constraint is nothing else
than the union of sets of routes feasible for different deterministic capacity con-
straints.

We will now formulate our robust CVRP problem using the generic model pre-
sented in Sections 2.4.2 and 2.4.3 in the same way as it is done for examples given
in Section 2.4.4. As indicated above, our problem can be formulated as a determin-
istic heterogeneous vehicle routing problem. In the latter, the set K of vehicle types
corresponds to set Θ̃. Let kpθq P K be vehicle type corresponding to value θ P Θ̃.
Model: Graphs Gk “ pV k, Akq, sets of vertices V k “ tvk0 , . . . , v

k
nu, sets of arcs Ak “

tpvki , v
k
j q, pv

k
j , v

k
i q : ti, ju P Eu, source and sink vertices vksource “ vksink “ vk0 , k P K.

Each graph has one main resource Rk “ RkM “ trku corresponding to the vehicle
capacity. Resource consumption of arcs in Akpθq depends on θ: qkpθqa,1 “ pdθj ` d

θ
j1q{2,

a “ pv
kpθq
j , v

kpθq
j1 q P Akpθq, θ P Θ̃. We define dk0 “ 0 for all k P K. Resource

consumption bounds of vertices in V kpθq also depend on θ: lvkj ,rk
“ 0, uvkj ,rk

“

Q ´ bJθ, vkj P V
k, k “ kpθq P K. We have integer variables xe per edge in the

original graph, e “ pj, j1q, j, j1 P V , j ă j1. The formulation is:

Min
ÿ

ePE

cexe (3.25a)

S.t.
ÿ

ePδpjq

xke “ 2, j P V 0, (3.25b)

ÿ

ePδp0q

xe “ 2H. (3.25c)

Bounds on the number of paths from Gk in the solution are W k “ 0, W k
“ H.

Mapping between variables and arcs is Mpxeq “ tpvkj , v
k
j1q, pv

k
j1 , v

k
j qukPK , e “ pj, j1q P

E. Packing sets are defined on vertices as BV “ YjPV 0ttvkj : k P Kuu. We branch
on variables x. We tried to branch on assignment of clients to graphs, but it was
determined to be not efficient compurtationally. Elementary route enumeration is
used.

Additionally we separate the problem-specific capacity inequalities presented in
our paper (Pessoa et al., 2018a). These inequalities are defined in the space of
variables x. Thus, they are robust and can be used with our generic BCP solver. Our
capacity inequalities can be used in conjunction with another capacity inequalites
for the robust CVRP proposed by Gounaris et al. (2013). For the specific case
when D “ Dpart and demand deviations are proportional to their nominal values,
we propose strengthened capacity inequalities in our paper, and we show that they
strictly dominate inequalities by Gounaris et al. (2013).

In our paper we also develop an iterated search heuristic with variable neighbour-
hood search which handles both uncertainty polytopes Dcard and Dpart. We show
experimentally that our heuristic outperforms experimentally both the AMP heuris-
tic proposed by Gounaris et al. (2016) and its combination with the branch-and-price
algorithm by Gounaris et al. (2013).
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To solve model (3.25), we use our generic BCP solver presented in Section 2.4.
The value of the best solution obtained by our iterated search heuristic is used as
initial upper bound for the solver.

3.5.3 Computational results

For our experiments, we use instances proposed by Gounaris et al. (2013) for the
uncertainty polytope Dpart as well as our instances for the uncertainty polytope
Dcard. Both sets of instances are based on 90 classical CVRP instances. Description
of the computational setup and the procedure to generate the instances is given in
our paper.

We report in Table 3.10 consolidated results of the proposed branch-cut-and price
method (BCP) and its comparison against AMP+BC. The latter is the branch-and-
cut algorithm by Gounaris et al. (2013) initialised by the heuristic by Gounaris et al.
(2016). The table contains five columns reporting statistical data of the BCP root
node, followed by three columns regarding the complete BCP runs and other three
columns about AMP+BC. The BCP root columns report the average gaps between
the pure column generation lower bounds and the best know solution costs (gap
0), the mean runtime to obtain such bounds (t. 0), the average gaps between the
final root node lower bounds and the best know solution costs (gap 1), and the
mean runtime to obtain such bounds (t. 1). For both BCP and AMP+BC, the
corresponding last two columns report the mean total runtime (t.) and the number
of instances for which the solution optimality has been proved (opt). For both
methods, a runtime of 86,700 seconds is used when the instance cannot be solved
within this time. Moreover, for BCP, the first column gives the average number of
branch-cut-and-price nodes (nod.), and for AMP-BC, the first column gives the final
gap between the obtained lower bound and the best known solution cost (gap).

Inst. BCP root BCP AMP+BC
class # gap 0 t. 0 gap 1 t. 1 nod. t. opt. gap t. opt.

A 26 2.16% 0.70 0.00% 2.91 1.00 2.91 26 1.97% 3440.31 12
B 23 3.68% 1.31 0.01% 5.95 1.05 5.98 23 1.39% 250.96 13
E 11 2.31% 2.79 0.00% 11.40 1.00 11.40 11 2.19% 573.01 5
F 3 3.01% 139.10 0.30% 309.40 5.37 833.42 2 1.10% 55.76 2
M 3 1.66% 12.49 0.20% 52.44 3.33 153.51 3 2.70% 40681.81 1
P 24 1.27% 0.51 0.00% 1.47 1.00 1.48 24 2.09% 976.36 10

all 90 2.34% 1.17 0.02% 4.43 1.11 4.75 89 1.87% 981.90 43

Table 3.10: Branch-cut-and-price results for Dpart

From Table 3.10, it can be seen that the proposed BCP outperforms AMP+BC
for all instance classes except F, where both methods solve two out of three instances
having 44, 71 and 134 customers. In this case, the two smaller instances are harder
for BCP because they have relatively long routes. Overall, BCP solves all instances
but one while less than half of them are solved by AMP+BC. Although the only open
instance has been tried for more than 24 hours without success, all other instances
have been solved in less than 2 hours (7,200 seconds). The mean runtime of BCP
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is two orders of magnitude smaller than that of AMP+BC. It is remarkable that
almost all instances are solved at the root node. Note however that the root node
for BCP includes the resolution of IP problems generated through the enumeration
of all useful elementary routes by CPLEX, when such problems are small enough.

Applying the pre-processing based on reducing the cardinality of Θ, we could
remove nearly 80% of the subproblems, and 22 of 90 instances were reduced to
deterministic homogeneous CVRP (with one subproblem). The literature capacity
cuts are already very effective, closing more than 60% of the gap. Yet, our new
capacity cuts close 33% of the remaining gap, which is a significant improvement.

Table 3.11 summarizes the results of running BCP for the new benchmark in-
stances. Each BCP run was limited to 2 hours. In the table, the columns follow the
same structure as in Table 3.10.

Inst. BCP root BCP
class # gap 0 t. 0 gap 1 t. 1 nod. t. opt.

A 27 2.19% 2.50 0.02% 17.88 1.11 18.81 27
B 23 5.14% 3.44 0.23% 41.48 1.50 69.54 20
E 13 1.91% 5.69 0.03% 24.84 1.16 27.79 13
F 2 2.00% 154.53 0.00% 222.81 1.00 222.83 2
M 2 4.03% 39.31 0.00% 108.21 1.00 108.23 2
P 23 1.59% 2.28 0.00% 10.74 1.00 10.75 23
all 90 2.79% 3.48 0.07% 22.47 1.17 26.47 87

Low d̂ 90 2.79% 3.80 0.03% 26.14 1.13 28.60 89
High d̂ 90 2.68% 3.36 0.16% 19.69 1.35 25.84 86
Low Γ 90 2.74% 4.28 0.10% 27.71 1.20 30.97 89
High Γ 90 2.67% 2.66 0.07% 14.77 1.17 17.20 87
Low Q 90 3.10% 3.79 0.43% 26.89 1.37 34.40 85
High Q 90 2.92% 3.83 0.18% 23.91 1.41 33.80 84

Table 3.11: Branch-cut-and-price results for Dcard

From Table 3.11, it can be seen that the overall performance of the proposed
methods for the new benchmark set is roughly similar to that observed for the lit-
erature instances: most of the gap left by the column generation lower bound is
closed but the combination of the proposed cuts with the literature cuts previously
proposed for the deterministic version, and only a few instances could not be solved
exactly withing two hours of runtime. A more detailed analysis however reveals that
there are some cases where instances can still be challenging for the proposed al-
gorithms. For the main class, the three instances that could not be solved belong
to the class B, having 50, 56 and 63 customers. It is worth mentioning that four
larger instances of the same class could be solved relatively easily. The main reason
for not solving such instances is that all of them have root gaps larger than 1.5%,
which is more than 20 times larger than the average gap for the whole benchmark set
in the main configuration. Regarding other configurations, it can be seen that the
instances with lower demand deviations are easier for BCP. We also observe that the
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root gaps of BCP are significantly larger for high demand deviations, and for both
higher and lower capacities, in the latter case being more than six times larger than
in the main configuration. For the lower capacity, we observed that the higher root
gap is compensated by the stronger effect of fixing by reduced cost and enumeration
in these instances, which leads to a number of solved instances that is not very much
different from the main configuration. Overall, only 23 out of 630 instances could
not be solved exactly within 2 hours, ranging from 50 to 100 customers, where 18 of
them are from the class B, 4 are from the class E and 1 is from the class A.

The number of pricing problems left after the preprocessing based on reducing
the cardinality of Θ is roughly 15% smaller than before. The literature cuts close 40%
of the gap for these instances, and our new ones close nearly 40% of the remaining
gap.

3.5.4 Related work

The first study on the robust CVRP dates back to Sungur et al. (2008) who consider
a variant of the robust CVRP where travel time is uncertain and the total travel
time of each vehicle is bounded. As it was already mentioned above, Gounaris
et al. (2013) and Gounaris et al. (2016) studied our problem with the uncertainty
polytope Dpart. Gounaris et al. (2013) also considered the relationship between the
robust CVRP and its chance-constrained distributionally robust counterpart. The
latter problem is addressed more recently by Ghosal and Wiesemann (2018) where
the authors characterize ambiguity sets that make the problem amenable to efficient
numerical solutions. Dinh et al. (2018) developed branch-cut-and-price algorithms
for the chance-constrained vehicle routing problem.

In parallel to the research devoted to the robust CVRP, the robust VRP with
time windows and uncertain travel times has also been the subject of recent research.
This starts with Agra et al. (2013) proposed different formulations for the problem,
assessed on instances inspired by maritime transportation. More recently, Munari
et al. (2019) addressed the CVRP with time windows using different compact and
extended formulations. They also proposed a branch-cut-and-price algorithm. Their
approach is however slower then ours as the complexity of solving the pricing problem
depends on the definition of the uncertainty set. Indeed, it appears that time windows
are harder to handle in the robust context than capacity restrictions, which is also
detailed from a theoretical viewpoint by Pessoa et al. (2015).

Recently, Subramanyam et al. (2018) studied robust variant of a broad class of
heterogeneous vehicle routing problems.

3.6 Other Applications

In this section, I briefly review other applications we considered recently.
In our journal paper Bulhoes et al. (2018d), we consider the Minimum Latency

Problem (MLP), a variant of the well-known Traveling Salesman Problem in which
the objective is to minimize the sum of waiting times of customers. This problem
arises in many applications where customer satisfaction is more important than the
total time spent by the server. The paper presents a novel branch-and-price algorithm
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for MLP that strongly relies on new features for the ng-path relaxation, namely: (1)
a new labeling algorithm with an enhanced dominance rule named multiple partial
label dominance; (2) a generalized definition of ng-sets in terms of arcs, instead
of nodes; and (3) a strategy for decreasing ng-set sizes when those sets are being
dynamically chosen. Also, other elements of efficient exact algorithms for vehicle
routing problems are incorporated into our method, such as reduced cost fixing,
automatic dual stabilization presented in Section 2.2.2, route enumeration and strong
branching. Computational experiments over TSPLIB instances are reported, showing
that several instances not solved by the current state-of-the-art method can now be
solved.

In our paper submitted to a journal (Bulhoes et al., 2018c), we deal with a
very generic class of scheduling problems with identical/uniform/unrelated parallel
machine environment. It considers well-known attributes such as release dates or
sequence-dependent setup times and accepts any objective function defined over job
completion times. Non-regular objectives are also supported. We introduce a branch-
cut-and-price algorithm for such problems that makes use of non-robust cuts, i.e.,
cuts which change the structure of the pricing problem. This is the first time that
such cuts are employed for machine scheduling problems. The algorithm also embeds
other important techniques such as strong branching, reduced cost fixing and dual
stabilization presented in Section 2.2.2. Computational experiments over literature
benchmarks showed that the proposed algorithm is indeed effective and could solve
many instances to optimality for the first time.

In our journal paper Pessoa et al. (2018b) we present a Branch-Cut-and-Price
algorithm for the Heterogeneous Fleet VRP, including the related Multi-Depot VRP
and Site Dependent VRP. The algorithm includes elements found in previous HFVRP
algorithms (like route enumeration and Extended Capacity Cuts) and also elements
(like limited memory R1Cs) only found in the most recent algorithms for the two
most classical homogeneous VRP variants, Capacitated VRP and VRP with Time
Windows. However, many of those elements were adapted in order to take advantage
of the existence of several distinct subproblems, corresponding to each vehicle type.
The computational results obtained were good. It seems that typical instances with
up to 200 customers can now be expected to be solved to optimality (often in long
runs). In contrast, the best previous algorithms had difficulties on solving instances
with 100 customers. The new algorithm can also find several optimal solutions that
can not be found by existing heuristic methods. An important additional contribu-
tion of this paper is introducing a carefully designed instance generator and using
it to obtain new insights on the characteristics that make instances harder to be
solved. We believe that the proposed set XH will be very useful to the VRP com-
munity, allowing a good benchmark of future heuristic and exact approaches for the
HFVRP.

In our paper submitted to a journal (Marques et al., 2019), we propose a branch-
cut-and-price algorithm for the two-echelon capacitated vehicle routing problem in
which delivery of products from a depot to customers is performed using intermediate
depots called satellites. Our algorithm uses the generic BCP solver presented in
Section 2.4. In addition, we make some problem-specific contributions. First, we
introduce a new route based formulation for the problem which does not use variables
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to determine product flows in satellites. Second, we introduce a new branching
strategy which significantly decreases the size of the branch-and-bound tree. Third,
we introduce a new family of satellite supply inequalities, and we empirically show
that it improves the quality of the dual bound at the root node of the branch-and-
bound tree. These inequalities are robust and thus can be used together with the
solver by implementing the separation procedure in a callback function. Finally,
extensive numerical experiments reveal that our algorithm can solve to optimality
all literature instances with up to 200 customers and 10 satellites for the first time
and thus double the size of instances which can be solved to optimality.

In our paper submitted to a journal (Ben Mohamed et al., 2019), we consider
the two-echelon stochastic multi-period capacitated location-routing problem (2E-
SM-CLRP). In it, one has to decide at each period on the number and the location
of warehouse platforms as well as intermediate distribution platforms; while fixing
the capacity of the links between them. The system must be dimensioned to enable
an efficient distribution of goods to customers under a stochastic and time-varying
demand. In the second echelon, the goal is to construct vehicle routes that visit
customers from operating distribution platforms. The objective is to minimize the
total expected cost. For this hierarchical decision problem, the model is a two-stage
stochastic program with integer recourse. The decisions in the first-stage include
location and capacity decisions to be fixed at each period over the planning horizon,
while routing decisions in the second echelon are determined in the second-stage.
We develop a Benders decomposition approach to solve the 2E-SM-CLRP. In our
approach, the location and capacity decisions are taken by solving the Benders mas-
ter problem. When these first-stage decisions are fixed, the resulting subproblem is
a multi-depot vehicle-routing problem with limited capacities (CVRP-CMD) that is
solved by our generic BCP solver presented in Section 2.4. Computational experi-
ments show that several instances of realistic size can be solved optimally, and that
relevant managerial insights are derived on the behavior of the design decisions under
the stochastic multi-period characterization of the planning horizon.

Finally, we would like to mention the research which is not related to column gen-
eration and branch-(cut-)and-price. This research is devoted to scheduling and pack-
ing problems. Two joint papers with Philippe Baptiste propose innovative Mixed In-
teger Programming (MIP) formulations for single machine scheduling problems (Bap-
tiste and Sadykov, 2009, 2010). Later we worked on the problem of scheduling of
malleable jobs (they can be processed on several machine simultaneously) and devised
an important dominance property (Sadykov, 2012a). It can be used for reducing the
search space when solving the problem. Then we were interested in a truck schedul-
ing problem arising in cross-docking terminals. We have showed that a special case
of this problem is NP-hard and another special case can be solved in a polynomial
time by a dynamic programming algorithm (Sadykov, 2012b). More recently our
collaboration with Prof. Shunji Tanaka from Kyoto university led to an efficient
branch-and-bound algorithm for the two machine flow-shop problem with the to-
tal flow time criterion (Detienne et al., 2016). An efficient dynamic programming
labelling algorithm was proposed for the four-stage two-dimensional guillotine-cut
bounded knapsack problem (Clautiaux et al., 2018).
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Chapter 4

Perspectives

In this chapter, research directions are described which we think are important to
follow in short and medium term.

In Section 4.1 we talk about possible ways to improve our generic BCP solver
presented in Section 2.4. We discuss how on can possibly improve its efficiency and
applicability. Alternative approaches to formulate and solve the subproblems in a
generic way are also outlined.

In Section 4.2 we discuss problems which are important in practice, but chal-
lenging to solve with the current state-of-the-art approaches. These are problems
involving synchronization of activities and resources, integrated problems, and prob-
lems with uncertain data.

4.1 Improving our BCP solver

Our generic solver discussed in Section 2.4 is arguably the most complex BCP algo-
rithm ever implemented. However, we believe that it can still be much improved. In
Section 4.1.1 we discuss possible ways to improve its efficiency for “core” problems
such as classical vehicle routing. Then, we argue in Section 4.1.2 that modelling
possibilities of our solver can further be extended for a significantly broader class of
problems. Finally, in Section 4.1.3 we discuss alternative approaches to formulate
and solve the subproblems.

4.1.1 Efficiency

Our generic BCP algorithm has the state-of-the-art performance when applied to
several classic combinatorial optimization problems. Many researches worked on
exact approaches for these problems. Thus, one may think that no any further
significant progress for exact solution of these problems can be obtained. However,
very recently a breakthrough has been achieved for exact solution of classic vehicle
routing problems (Pecin et al., 2017b). The size of instances which can be solved to
optimality has been doubled. This suggests that further significant progress is still
possible. We see an opportunity in developing or extending the following techniques.

• The route enumeration technique by Baldacci et al. (2008) allows one in many
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cases avoid branching and solve many instances at the root. Nevertheless
branching is an important part of a BCP algorithm if one wants to solve hard
or large instances. However, the deeper we go in the branch-and-bound tree,
the harder is to find good branching candidates even when using strong branch-
ing. Standard way to branch (on edges of the graph) does not always provide
good candidates. Thus we need to develop alternative branching strategies.
One possible strategy is to branch on sets of vertices, i.e. on the number of
paths visiting this set or on the number of arcs on the border of this set par-
ticipating in the solution. This strategy can provide much better candidates,
as in the case of Travelling Salesman Problem (Applegate et al., 2006). How-
ever, such candidates are more difficult to find, as there are much more sets of
vertices than arcs in a graph. Novel and original approaches to search for good
candidates are needed.

• Another important technique which is mentioned in Section 1.3 is graph filter-
ing (or arc elimination) using reduced costs (Irnich et al., 2010). Until now,
this technique is used in one way: if the current reduced cost of an arc is larger
than the current primal-dual gap (assuming an optimal dual solution) then
this arc is eliminated from the graph. Other implications can also be used.
For example, if the total reduced cost of a subset of arcs exceeds the current
primal-dual gap, then at least one arc in this subset does not participate in an
optimal solution. Ways to exploit this and similar implications can be derived.
We can also devise branching strategies based on arc reduced costs, i.e. branch-
ing strategies which are based not only on a primal solution of the relaxation
but also on a dual solution.

• Although dual price smoothing stabilization proposed in Section 2.2.2 is used
in our BCP algorithm, in some cases column generation convergence is still
slow. Often this happens when solving instances with long paths, i.e. with
columns having non-zero coefficients in many master constraints. We have
shown experimentally in Section 2.2.4 that other stabilization techniques such
as based on penalty functions can be more efficient than dual price smooth-
ing. However, parameterisation of these techniques in a generic algorithm is
still a challenge, especially after adding many cutting planes and branching
constraints. Thus, further work on automatic parameterisation of different
stabilization approaches should be performed.

• Limited-memory Chvatal-Gomory rank-1 cuts (Pecin et al., 2017b) are instru-
mental for obtaining state-of-the-art performance for many problems. They
significantly improve the dual bound obtained by column generation. How-
ever, when solving instances with short paths, i.e. short routes in vehicle rout-
ing, rank-1 cuts obtained by Ghvatal-Gomory rounding of many set-packing
constraints (2.35) (six and more) are necessary for obtaining strong bounds.
Separating such cuts is a challenge, and efficient algorithm for this task should
be devised.

• Pricing problem solution time is usually the bottleneck of our BCP algorithm.
Reducing the running time of the labeling algorithm we use is an important
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task. One of possibilities is its parallelization. Modern computers have usually
several central processing units (CPU) and many graphics processing units
(GPU). CPU and GPU parallelisation of dynamic programming brings usually
significant speed-ups, as in Boschetti et al. (2017).

4.1.2 Applicability

Although our solver implements by far the most generic state-of-the-art BCP algo-
rithm for vehicle routing problems, its applicability is limited. Our goal is to extend
the applicability of the solver to many other problems and some other classes of
problems.

Our approach can readily be used to model and solve some problems which
are non-VRPs. Some of the examples we identified are in scheduling (Sadykov
and Wolsey, 2006), network design (Balakrishnan et al., 2017), resource alloca-
tion (Kramer et al., 2019), and human organ exchange (Mak-Hau, 2017). It is how-
ever unclear what will be the performance of the solver for each of these problems.

At the moment our solver supports only the most simple type of resources, for
which the arc cost and the resource consumption on arcs are constants and do not
depend on the accumulated resource consumption. There exists several generaliza-
tions. One can use resource extension functions as in Irnich (2008). The case where
the arc cost depends on accumulated resource consumption is discussed in Ioachim
et al. (1998). Finally, Parmentier (2019) presents efficient algorithm for the case with
non-linear and stochastic resources. Our aim is to support in a generic way a class
of resources which is as broad as possible.

The only families of cutting planes supported by the solver are Chvatal-Gomory
rank-1 cuts and Rounded Capacity Cuts. Other generic families of valid inequali-
ties may also be considered. For example, several families exist for knapsack-type
constraints. Separation of such valid inequalities may be important to improve the
quality of column generation bounds. Sometimes, knapsack constraints can be de-
fined not only for variables mapped to arcs, but also for variables mapped to the
resources consumption of paths. Valid inequalities for such constraints are non-
robust. We have already initiated the work to separate such non-robust cuts and to
devise techniques to support them in the pricing problem. Our preliminary results
in Liguori et al. (2019) show that there is some potential benefits of this approach.

The primal heuristics implemented in our solver are restricted master and various
diving heuristics presented in Section 2.3. Performance of these heuristics can be
improved by combination with path enumeration as we did in Marques et al. (2019).
However, all these heuristics are quite slow in comparison with recent meta-heuristics
like (Vidal et al., 2014) which are also quite generic. Moreover, our heuristics does
not scale well. In fact, the performance of our solver in many cases depends heavily
on initial upper bounds obtained by running problem-specific heuristics. We need to
develop a fast generic heuristic generating good quality solutions which can be used
as initial upper bounds. This task is very challenging. Generic MIP heuristics like
the one by Rothberg (2007) may give us inspiration.

Another important task is to develop heuristics based on our solver for large-
scale instances which are out of reach to be solved to optimality. In fact, recent
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studies show that so-called matheuristics (i.e. heuristics based on mathematical pro-
gramming techniques) can be competitive with more traditional meta-heuristics for
complex and large-scale problems. One of matheuristic paradigms is to optimize
subparts of solutions until a local optimum is reached, which is called POPMU-
SIC (Taillard and Voß, 2018). This method can also be viewed as exploring a very
large neighbourhood using an exact algorithm. In fact, using exact exploration of
a large neighbourhood one can quickly find solutions which are much more time
consuming to obtain with more conventional exploration heuristics.

Another development direction concerns the solver implementation. For the mo-
ment, the solver relies on BaPCod (Vanderbeck et al., 2017), a prototype code which
is difficult to maintain and extend. Moreover, the interface is written using old ver-
sions of Julia and JuMP (Dunning et al., 2017). Our goal to is develop an alternative
generic BCP code called Coluna: github.com/atoptima/Coluna.jl and connect the
solver interface with this new code.

4.1.3 Alternative approaches to formulate and solve the subprob-
lems

The state-of-the-art performance of our BCP solver can be explained by the fact
that we rely on an efficient labelling algorithm to solve the subproblems, i.e. to
efficiently obtain resource constrained paths with small reduced cost in a suitable
graph. In other words, we exploit the “resource constrained path structure” of prob-
lems. However, there exist some alternative modelling approaches. For example, the
subproblems can be formulated in other generic paradigms, for example using deci-
sion diagrams (Bergman et al., 2016) or context-free grammars (Côté et al., 2013).
Labelling algorithm may be replaced by an alternative solution method like the Pulse
framework Lozano and Medaglia (2013) or the Successive Sublimation Dynamic Pro-
gramming (Clautiaux et al., 2019a). Generalization from resource constrained paths
in graphs to resource-constrained flows in hypergraphs (Clautiaux et al., 2018) allows
one to model a broader class of problems.

In our works we suppose that the structure of the problem to solve has already
been detected, i.e. the subproblem have been identified and formulated in a conve-
nient way. Often in practice users are not always able to identify the structure of
their problem. A common way to formulate a problem in practice is to use Mixed
Integer Programming (MIP). If a problem is formulated using MIP, it makes sense to
try to automatically identify its block-diagonal structure. There are methods to do
it proposed for example by Bergner et al. (2015) and Khaniyev et al. (2018). These
works can be viewed as complementary to ours. We find that the main drawback
of these approaches is that automatically detected subproblems are then soved by
generic MIP solvers. This usually results in a slow BCP algorithm. A challenge here
is to detect subproblems not only as general MIPs but also structures of other types,
as network flows, resource constrained paths in a graph, etc. It is however not clear
whether it is possible to do at all. For the moment, we think that the best way is to
educate the user how to identify the structure of their problems and to communicate
this structure to the solver.

github.com/atoptima/Coluna.jl
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4.2 Towards practical problems

The applications we consider in this manuscript are mostly academic problems. In
practice it is very rare to encounter applications which are pure academic problems or
can be reduced to them. Therefore, it is important to think about solution methods
for more practical problems. In this section we describe problems which integrate
aspects found in many real-life applications and present possible approaches to tackle
them. In Section 4.2.1, we consider problems involving synchronization of activities
or resources. Then, in Section 4.2.2 we talk about integrated problems, i.e. prob-
lems involving decision of different kinds or taken on different levels. Finally, in
Section 4.2.3 we see how data uncertainty can be taken into account in the solution
approaches.

4.2.1 Synchronization

In practice, vehicle routing and scheduling problems often involve synchronization of
activities and ressources. It can take form of precedence constraints between jobs or
visits to clients, positive or negative time lags, or synchronization of different types
of vehicles or other ressources. Examples are numerous. These are shop problem
in scheduling, consistency problems in periodic vehicle routing, pickup and delivery
problems, project scheduling, and many others. Real-life instances of such problems
are considered to be out of reach of exact methodes and they are usually tackled
by heuristic approaches. However, to estimate the quality of available heuristics
we definitely need at least techniques to obtain good lower bounds. This is very
challenging.

One possible approach is hybridization of mathematical programming techniques
with constraint programming. The latter has recently achieved an important progress
by incorporating lazy clause generation technique originated in SAT solvers, see for
example Schutt et al. (2013). This technique allows one to solve much faster very
constrained problems. Many problems with synchronization fall into this class. How-
ever, constraint programming still has enormous difficulties to deal with problems
with sum-type objective functions, such as total earliness-tardiness in scheduling or
total travelling distance in vehicle routing. Thus, complementarity between mathe-
matical programming and constraint programming becomes obvious. However, inte-
grating constraint programming (CP) techniques to BCP approaches has not been
much successful until now. Despite the fact that both CP and BCP approaches are
based on enumeration trees, the reasons of their success is different. BCP approaches
are successful when the root bound is strong so that the enumeration tree is small.
On the contrary, modern CP approaches usually have large enumeration trees. They
“prefer” branching a lot in order to quickly discover conflicts, and then they find
“explanations” of these conflicts and generate new constraints based on these ex-
planations. Probably CP techniques can be useful for BCP methods when run in
parallel or in the pre-processing stage.

Another approach is to take into account synchronization constraints progres-
sively: first we relax them, and then we impose some of these constrains by generat-
ing cuts or adding additional resources. Elementarity constraints are treated in the
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same way in modern BCPs. The success of dynamic ng-paths (Roberti and Min-
gozzi, 2014) and dynamic state-space relaxations (DSSR) (Martinelli et al., 2014)
for vehicle routing problems relies on this approach. Our experiments on the most
difficult Solomon instances of the VRPTW show that using dynamic ng-paths we
can generate almost the same gap (0.91%) as with only elementary paths (0.89%) by
taking only 45% of the time. Synchronization can sometimes be modelled using flow
variables as, for example, synchronization between echelons in the two-echelon vehi-
cle routing problem. We showed in Marques et al. (2019) that these flow variables
can be replaced by an exponential number of constraints planes using “max-flow-min-
cut” relation. These constraints can then be generated dynamically as “core” cutting
planes. We now plan to extend this approach to the two-echelon vehicle routing prob-
lem with time windows, in which in addition we need to insure time synchronization
between echelons, and to the vehicle routing problem with cross-docking.

Problems involving consolidation of shipments also involve synchronization con-
straints, as consolidated shipments shown be synchronized in time. A standard
approach to solve such kind of problem is discretization and formulation as a flow
problem with side constraints in a very large space-time network. These formulation
are often unsolvable due to their size. Recently, new approaches have been proposed
by Clautiaux et al. (2017) and Boland et al. (2017) to dynamically manage the size
of these large-scale networks. We see an opportunity in integrating these approaches
in a modern BCP with resource constrained shortest path subproblems in order to
solver problems with very large graphs.

4.2.2 Integration

Recently, there has been an increase of the interest to solve integrated optimiza-
tion problems. These problems address jointly two and more decision stages. Such
problems may involve for example integration of production and outbound distri-
bution (Fu et al., 2018), facility location and vehicle routing (Schneider and Drexl,
2017), inventory management and vehicle routing (Coelho et al., 2014). Integrated
problems are difficult. They often involve synchronization between stages, different
time scale in different stages and thus uncertainty in data (Ben Mohamed et al.,
2019).

Exact approaches are often limited to small instances of integrated problems.
Real-life instances are usually tackled by heuristic approaches. Nevertheless, for es-
timating quality of these heuristics we need approaches which obtain good quality
lower bounds for large scale instances. We think that BCP algorithms are good
candidates to obtain such bounds. Column generation approach has however sev-
eral drawbacks when applied to large-scale integrated problems. When solving pure
academic problems, the bottleneck of BCP algorithms is usually the algorithm to
solve the pricing problem. On the contrary, when dealing with integrated real-life
problems, the master problem may grow very large and the algorithm to solve the
restricted master LP may become a bottleneck. Some approaches have been pro-
posed in the literature to tackle this problem, for example a dynamic aggregation
of constraints in the master (Elhallaoui et al., 2005). In recent conference presen-
tations it was proposed to use machine learning techniques to help to converge the
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column generation faster in the case of “heavy” master problem. Machine learning is
either used to choose “good” columns from many columns generated by the pricing
problem or to obtain constraint aggregation to initialize the master problem. We
have recently experienced difficulties when the restricted master problem LP could
not be solved in a reasonable time by a modern LP solver when tackling large-scale
instances of the two-echelon vehicle routing problem. We need to understand reasons
of such behaviour and propose solutions to overcome this drawback.

Column generation-based algorithms may not only be useful for finding lower
bounds, but also for obtaining good feasible solutions for integrated problems. A
perspective direction here is to develop matheuristics. Recently column generation-
based matheuristics showed excellent results for some integrated problems (Amarouche
et al., 2018; Wang et al., 2018). A common approach is to use heuristics and/or col-
umn generation to obtain interesting columns and then solve the restricted master
problem as a MIP with a time limit. Then the set of columns can be possible updated
and the restricted master is resolved. It would be very useful to come with some
generic guidelines how to construct the set of columns which have a high chance to
be combined into a good feasible solution. A generic heuristic of this type would also
be highly welcome, at least for a wide class of problems.

4.2.3 Uncertainty

Interest in solving many combinatorial optimization problems exactly, in particular
vehicle routing problems, is limited in practice. In many cases, the data cannot
be determined exactly, i.e. vehicle transition times and costs, client demands. In
such cases, generating a solution which is 1-2% better does not make sense. We
need to take data uncertainty into account when deciding which solution is bet-
ter. Several approaches to do this exist in the literature: stochastic optimization,
(distributionally) robust optimization, data-driven optimization, chance constrained
optimization. Unfortunately, they are computationally much more difficult than con-
servative approaches (for example, adding slacks). We need to find a good trade-off
between computational difficulty and conservativeness.

In what concerns vehicle routing, up to now uncertainty has been taken into
account mainly when dealing with basic problems such as CVRP (Gounaris et al.,
2013; Dinh et al., 2018; Ghosal and Wiesemann, 2018; Oyola et al., 2018) or VRP
with time windows (Agra et al., 2013; Munari et al., 2019). The variant with time
windows is more challenging to solve. Therefore, alternative criteria for good solu-
tions under travel time uncertainty has been proposed recently (Zhang et al., 2019).
Another approach is to approximate travel time uncertainty using collected data
about congestion. This results in time dependent vehicle routing problems (Gen-
dreau et al., 2015). Unfortunately, the above approaches result in problems which
are time consuming to solve. Further progress is needed to obtain faster algorithms,
in the same vein as our recent work on robust CVRP (Pessoa et al., 2018a). The
variant with time windows is especially interesting for us.

As it is mentioned in Section 4.2.2, integrated problems often involve different
time scale for different decisions. For example, decisions to open/close/rent depots
can be taked monthly or yearly, whereas routing should be done daily. Together
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with data uncertainty, this results in multi-stage stochastic problems. A multi-stage
problem can be approximated by two-stage problems, as we did in Ben Mohamed
et al. (2019). However, such approximation may not be satisfactory in terms of the
solution quality. Other “computationally feasible” approaches should be developed
which better approximate multi-stage structure of such problems.
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