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Abstract
The focus of visual content is often people. Automatic analysis of people from visual
data is therefore of great importance for numerous applications in content search,
autonomous driving, surveillance, health care, and entertainment.

The goal of this thesis is to learn visual representations for human understanding.
Particular emphasis is given to two closely related areas of computer vision: human
body analysis and human action recognition.

In human body analysis, we first introduce a new synthetic dataset for people,
the SURREAL dataset, for training convolutional neural networks (CNNs) with free
labels. We show the generalization capabilities of such models on real images for the
tasks of body part segmentation and human depth estimation. Our work demon-
strates that models trained only on synthetic data obtain sufficient generalization on
real images while also providing good initialization for further training. Next, we use
this data to learn the 3D body shape from images. We propose the BodyNet archi-
tecture that benefits from the volumetric representation, the multi-view re-projection
loss, and the multi-task training of relevant tasks such as 2D/3D pose estimation and
part segmentation. Our experiments demonstrate the advantages from each of these
components. We further observe that the volumetric representation is flexible enough
to capture 3D clothing deformations, unlike the more frequently used parametric rep-
resentation.

In human action recognition, we explore two different aspects of action representa-
tions. The first one is the discriminative aspect which we improve by using long-term
temporal convolutions. We present an extensive study on the spatial and temporal
resolutions of an input video. Our results suggest that the 3D CNNs should operate
on long input videos to obtain state-of-the-art performance. We further extend 3D
CNNs for optical flow input and highlight the importance of the optical flow quality.
The second aspect that we study is the view-independence of the learned video rep-
resentations. We enforce an additional similarity loss that maximizes the similarity
between two temporally synchronous videos which capture the same action. When
used in conjunction with the action classification loss in 3D CNNs, this similarity
constraint helps improving the generalization to unseen viewpoints.

In summary, our contributions are the following: (i) we generate photo-realistic
synthetic data for people that allows training CNNs for human body analysis, (ii) we
propose a multi-task architecture to recover a volumetric body shape from a single
image, (iii) we study the benefits of long-term temporal convolutions for human action
recognition using 3D CNNs, (iv) we incorporate similarity training in multi-view
videos to design view-independent representations for action recognition.
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Résumé
Le contenu visuel se concentre souvent sur les humains. L’analyse automatique des
humains à partir de données visuelles revêt donc une grande importance pour de
nombreuses applications dans la recherche de contenu, la conduite autonome, la sur-
veillance, la santé et le divertissement.

Le but de cette thèse est d’apprendre des représentations visuelles pour l’ana-
lyse des humains. Un accent particulier est mis sur deux domaines étroitement liés
de la vision artificielle : l’analyse du corps humain et la reconnaissance des actions
humaines.

Dans l’analyse du corps humain, nous introduisons tout d’abord un nouvel en-
semble de données synthétiques sur les personnes, l’ensemble de données SURREAL,
destiné à l’entraînement de réseaux de neurones convolutionnels (CNN) sans avoir
recours à des annotations manuelles. Nous montrons les capacités de généralisation
de tels modèles sur des images réelles pour les tâches de segmentation des parties du
corps et d’estimation de leurs profondeurs. Notre travail démontre que les modèles
entraînés uniquement sur des données synthétiques obtiennent une généralisation suf-
fisante sur des images réelles tout en offrant une bonne initialisation. Ensuite, nous
utilisons ces données pour apprendre la forme 3D du corps à partir d’images. Nous
proposons l’architecture BodyNet qui tire parti de la représentation volumétrique, de
la fonction de coût de re-projection multi-vue et d’une formulation multitâche incluant
l’estimation de pose 2D / 3D et la segmentation des parties du corps. Nos expériences
démontrent les avantages de chacune de ces composantes. Nous observons en outre
que la représentation volumétrique est assez flexible pour capturer les déformations
3D des vêtements, contrairement à la représentation paramétrique plus fréquemment
utilisée.

Dans la reconnaissance de l’action humaine, nous explorons deux aspects différents
des représentations d’action. Le premier est l’aspect discriminant que nous améliorons
en utilisant des convolutions temporelles à long terme. Nous présentons une étude ap-
profondie sur les résolutions spatiales et temporelles de la vidéo d’entrée. Nos résultats
suggèrent qu’utiliser des CNN 3D sur de longues vidéos d’entrée permet d’obtenir des
performances de pointe. Nous étendons ensuite les CNNs 3D, nous ajoutons le flux
optique en entrée et soulignons l’importance de sa qualité. Le deuxième aspect que
nous étudions est l’indépendance des représentations vidéo apprises par rapport au
changement de point de vue. Nous ajoutons une fonction de coût de similarité sup-
plémentaire qui maximise la similarité entre deux vidéos temporellement synchrones
qui capturent la même action. Lorsqu’elle est utilisée conjointement avec la perte de
classification d’action dans les CNN 3D, cette contrainte de similarité contribue à
améliorer la généralisation aux nouveaux points de vue.

En résumé, nos contributions sont les suivantes : (i) nous générons des données
synthétiques photoréalistes de personnes permettant l’entraînement de CNNs pour
l’analyse du corps humain, (ii) nous proposons une architecture multitâche permet-
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tant d’obtenir une représentation volumétrique du corps à partir d’une seule image,
(iii) nous étudions les avantages des convolutions temporelles à long terme pour la
reconnaissance de l’action humaine à l’aide de CNNs 3D, (iv) nous incorporons une
fonction de coût de similarité des vidéos multi-vues pour concevoir des représentations
invariantes au changement de vue pour la reconnaissance d’action.



iv

Acknowledgments

Ivan and Cordelia, I would like to thank you for your greatest support during my PhD.

I feel extremely lucky to have you both as my advisors. I am especially indebted for

your academic advice and guidance. Thanks Ivan for making me excited about new

research ideas, for your perfectionism and constant enthusiasm. Thanks Cordelia for

closely guiding me to make the right decisions, and for teaching me to ask the right

questions. Working with both of you has been a great pleasure. Every meeting has

been motivating, stimulating, and fun. Thank you for your invaluable time, attention,

dedication, and inspiration.

I am grateful to the ERC grant ACTIVIA for generously funding my research. I

would like to thank Inria Paris for providing an excellent research environment.

Many thanks go to Andrew Zisserman, Francis Bach, Iasonas Kokkinos, and Marc

Pollefeys for agreeing to take part in my thesis jury.

I would like to thank additionally to Andrew Zisserman for welcoming me at

Oxford. I am looking forward to working with you and learning from you.

I have been lucky to have collaborated with Michael Black. Thanks Michael for

hosting me many times in your wonderful lab in Tübingen. You are a great leader

and a great role model.

Thanks to Duygu Ceylan for being the kindest mentor. I learned a lot from you.

I am looking forward to having more collaborations with you.

I owe a sincere thank you to Albert Ali Salah for encouraging me to start a PhD

in the first place.

All members of WILLOW and SIERRA, thanks for the exceptional lab environ-

ment. Thanks to Francis Bach and Jean Ponce for leading these teams. Thanks

to Josef Sivic, for giving me the opportunity to have an enjoyable teaching expe-

rience, it has been a pleasure to work with you. Anton, Christoph, Igor, Nastya,

Yana, thanks for sharing offices and deadline moments with me. Thanks to the lab

members for all the fun memories: Adrien Taylor, Alessandro Rudi, Alexandre De-



v

fossez, Anastasia Podosinnikova, Andrei Bursuc, Antoine Miech, Antoine Recanati,

Anton Osokin, Aymeric Dieuleveut, Bumsub Ham, Christophe Dupuy, Damien Gar-

reau, Damien Scieur, Dmitrii Ostrovskii, Dmitry Babichev, Dmitry Zhukov, Fabian

Pedregosa, Gauthier Gidel, Guilhem Chéron, Guillaume Seguin, Ignacio Rocco, Igor

Kalevatykh, Jean-Baptiste Alayrac, Julia Peyre, Justin Carpentier, Lénaic Chizat,

Loïc Esteve, Loucas Pillaud Vivien, Makarand Tapaswi, Margaux Bregere, Mathieu

Aubry, Matthew Trager, Maxime Oquab, Mihai Dusmanu, Minsu Cho, Nicolas Flam-

marion, Pascal Germain, Pierre Gaillard, Piotr Bojanowski, Rafael Rezende, Raphael

Berthier, Relja Arandjelović, Rémi Leblond, Robert Gower, Robin Strudel, Ronan

Riochet, Sergey Zagoruyko, Sesh Kumar, Sofiane Allayen, Suha Kwak, Tatiana Sh-

pakova, Théophile Dalens, Thomas Eboli, Thomas Kerdreux, Tuan-Hung Vu, Vadim

Kantorov, Van Huy Vo, Vijay Kumar, Vincent Roulet, Yana Hasson, Yann Labbé,

and Zongmian Li.

I would like to thank my friends, some of whom are far away, but close thanks to

technology! Asya, Başak, Ece, İlayda, İlker, and Ömür, thanks for all the visits to

Paris.

Last but not least, I am deeply grateful to my family for their love and support.

I wish to give special thanks to Umut for always being with me.



Contents

1 Introduction 1

1.1 Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.4.1 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.4.2 Software and dataset contributions . . . . . . . . . . . . . . . 11

1.5 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2 Literature Review 17

2.1 Human body analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1.1 Articulated pose estimation . . . . . . . . . . . . . . . . . . . 18

2.1.2 Body part segmentation . . . . . . . . . . . . . . . . . . . . . 24

2.1.3 Body depth estimation . . . . . . . . . . . . . . . . . . . . . . 25

2.1.4 Body shape estimation . . . . . . . . . . . . . . . . . . . . . . 26

2.2 Human action recognition . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2.1 Early days in motion interpretation . . . . . . . . . . . . . . . 29

2.2.2 Hand-crafted video features . . . . . . . . . . . . . . . . . . . 33

2.2.3 Learned video features . . . . . . . . . . . . . . . . . . . . . . 34

vi



CONTENTS vii

I Human Body Analysis 36

3 Learning from Synthetic Humans 37

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.3 Data generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.3.1 Synthetic humans . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.3.2 Generating ground truth for real human data . . . . . . . . . 45

3.4 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.5.1 Evaluation measures . . . . . . . . . . . . . . . . . . . . . . . 48

3.5.2 Validation on synthetic images . . . . . . . . . . . . . . . . . . 48

3.5.3 Segmentation on Freiburg Sitting People . . . . . . . . . . . . 51

3.5.4 Segmentation and depth on Human3.6M . . . . . . . . . . . . 53

3.5.5 Qualitative results on MPII Human Pose . . . . . . . . . . . . 56

3.5.6 Design choices . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4 BodyNet: Volumetric Inference of 3D Human Body Shapes 61

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.3 BodyNet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.3.1 Volumetric inference for 3D human shape . . . . . . . . . . . . 67

4.3.2 Multi-view re-projection loss on the silhouette . . . . . . . . . 68

4.3.3 Multi-task learning with intermediate supervision . . . . . . . 69

4.3.4 Fitting a parametric body model . . . . . . . . . . . . . . . . 72

4.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.4.1 Datasets and evaluation measures . . . . . . . . . . . . . . . . 74

4.4.2 Alternative methods . . . . . . . . . . . . . . . . . . . . . . . 75



CONTENTS viii

4.4.3 Effect of additional inputs . . . . . . . . . . . . . . . . . . . . 77

4.4.4 Effect of re-projection error and end-to-end multi-task training 78

4.4.5 Comparison to the state of the art on Unite the People . . . . 80

4.4.6 3D body part segmentation . . . . . . . . . . . . . . . . . . . 81

4.4.7 Potential to capture cloth deformations . . . . . . . . . . . . . 82

4.4.8 Performance of intermediate tasks . . . . . . . . . . . . . . . . 84

4.5 Qualitative analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.6 Architecture details . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

II Video Representations for Human Action Recognition 95

5 Long-term Temporal Convolutions for Action Recognition 96

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.3 Long-term Temporal Convolutions . . . . . . . . . . . . . . . . . . . . 101

5.3.1 Network architecture . . . . . . . . . . . . . . . . . . . . . . . 101

5.3.2 Network input . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.3.3 Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.4.1 Datasets and evaluation metrics . . . . . . . . . . . . . . . . . 105

5.4.2 Evaluation of LTC network parameters . . . . . . . . . . . . . 106

5.4.3 Comparison with the state of the art . . . . . . . . . . . . . . 114

5.4.4 Analysis of the 3D spatio-temporal filters . . . . . . . . . . . . 116

5.4.5 Runtime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

6 View-independent Video Representations for Action Recognition 121

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122



CONTENTS ix

6.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.3 View-invariant action representations . . . . . . . . . . . . . . . . . . 128

6.3.1 Cross-view similarity training . . . . . . . . . . . . . . . . . . 128

6.3.2 Implementation details . . . . . . . . . . . . . . . . . . . . . . 130

6.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.4.1 Datasets and evaluation . . . . . . . . . . . . . . . . . . . . . 131

6.4.2 Ablation study . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6.4.3 Cross-dataset training . . . . . . . . . . . . . . . . . . . . . . 137

6.4.4 Comparison with the state of the art . . . . . . . . . . . . . . 140

6.4.5 Qualitative analysis . . . . . . . . . . . . . . . . . . . . . . . . 143

6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

7 Discussion 145

7.1 Summary of contributions . . . . . . . . . . . . . . . . . . . . . . . . 145

7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

A Hollywood in Homes: Crowdsourcing Data Collection for Activity

Understanding 149

A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

A.2 Hollywood in Homes . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

A.2.1 Generating Scripts . . . . . . . . . . . . . . . . . . . . . . . . 156

A.2.2 Generating Videos . . . . . . . . . . . . . . . . . . . . . . . . 156

A.2.3 Annotations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

A.3 Charades v1.0 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 159

A.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

A.4.1 Action Classification . . . . . . . . . . . . . . . . . . . . . . . 162

A.4.2 Sentence Prediction . . . . . . . . . . . . . . . . . . . . . . . . 167

A.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169



CONTENTS x

B Learning joint reconstruction of hands and manipulated objects 171

B.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

B.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

B.3 Hand-object reconstruction . . . . . . . . . . . . . . . . . . . . . . . . 177

B.3.1 Differentiable hand model . . . . . . . . . . . . . . . . . . . . 177

B.3.2 Object mesh estimation . . . . . . . . . . . . . . . . . . . . . 179

B.3.3 Contact loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

B.4 ObMan dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

B.5 Experiments on hand-object reconstruction . . . . . . . . . . . . . . . 185

B.6 Experiments on hand pose estimation . . . . . . . . . . . . . . . . . . 194

B.7 Experiments on object reconstruction . . . . . . . . . . . . . . . . . . 197

B.8 Implementation details . . . . . . . . . . . . . . . . . . . . . . . . . . 200

B.9 Additional qualitative results . . . . . . . . . . . . . . . . . . . . . . 204

B.10 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

Bibliography 206



Chapter 1

Introduction

This thesis addresses human understanding from visual data with a focus on human

body analysis (Part I) and human action recognition (Part II). This chapter presents

the goals, the motivations, and the contributions of our work.

1.1 Goals

Our main goal is to automatically analyze human body and human motion from

images. In particular, we are interested in the low-level task of estimating the 3D

human body shape and the high-level task of action recognition.

The first focus of this thesis is to extract human body structure from an input

image. We study body pose estimation, body part segmentation, body depth estima-

tion, and more importantly 3D body shape estimation problems. Figure 1-1(a) shows

example input-output pairs for the body estimation task. In particular, we address

the data scarcity problem by artificially generating images for training our models.

We employ convolutional neural networks (CNNs) as our learning machines. While

being powerful models, CNNs require large amounts of labeled data for successful

learning. As we will discuss in Section 1.3, acquiring such data is challenging for

our tasks. Therefore, we investigate the use of large-scale synthetic data for training

1



CHAPTER 1. INTRODUCTION 2

(a) Body shape estimation (b) Action recognition
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Figure 1-1 – (a) Sample images from the UP dataset [Lassner et al., 2017] to-
gether with their semi-automatic ground truth 3D body shapes. (b) Sample video
frames from HMDB51 [Kuehne et al., 2011], UCF101 [Soomro et al., 2012], and NTU
RGB+D [Shahroudy et al., 2016] action recognition datasets. HMDB51 covers 51 ac-
tions mostly collected from movies. UCF101 has 101 classes collected from YouTube.
NTU RGB+D records 60 actions in lab settings.

CNNs.

Second, we develop visual representations that capture long-term dynamics in

the video data while having discriminative property to classify human actions. In

simplest words, action recognition refers to categorizing an input video into one or

more of the predefined set of action classes, such as jumping, running etc. Here,

the definition of the actions are task-dependent which we will discuss as part of the

challenges (Section 1.3). Figure 1-1(b) illustrates sample actions from the datasets

we work with. Our objective is to investigate the learning of long-term video rep-

resentations by considering space-time convolutional neural networks. Besides the

discriminative property of these video representations, we are also interested in view-

independence. With other words, we would like similar actions to generate similar

video representations independently of camera viewpoints.
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sleeping 
(on the couch)

taking something 
(from the package)

holding a towel 
(in the closet)

climbing down 
(the stairs)

putting something 
(in the kitchen cupboard)

(b)(a) (e)(d)(c)

Figure 1-2 – People are the central actors of most multimedia content. We show sam-
ple video frames from the Charades dataset [Sigurdsson et al., 2016b] (see Annex A)
illustrating actions in home contexts. Some actions involve interactions with objects
(a) or environments (d). Temporal information is needed to distinguish some scenes,
e.g. putting or taking (c).

1.2 Motivations

Computer vision research has become increasingly crucial given the rapid growth of

visual data. Cisco predicts that the Internet video traffic (business and consumer,

combined) will be 80% of all Internet traffic by 2022, up from 70% in 2017. It also

predicts that 3 trillion minutes (5 million years) of video content will cross the Internet

each month by 2022. That is 1.1 million minutes of video streamed or downloaded

every second1.

A fair amount of research in computer vision focuses on person-related tasks.

These tasks include person detection, person tracking, human pose estimation, hu-

man action recognition, and others. Moreover, certain body parts receive special

attention such as faces and hands. In the following, we list various reasons why hu-

man understanding from visual data is an active research area together with specific

application areas.
1https://www.cisco.com/c/m/en_us/solutions/service-provider/

vni-forecast-highlights.html

https://www.cisco.com/c/m/en_us/solutions/service-provider/vni-forecast-highlights.html
https://www.cisco.com/c/m/en_us/solutions/service-provider/vni-forecast-highlights.html
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2

Virtual try-on

Pictofit ToFit

Creation of digital avatars Human-aware editing

Adobe mPort

Healthcare

Figure 1-3 – Human body analysis has applications in various domains including
fashion industry, entertainment, editing, and healthcare. Visuals are borrowed from
the entities below each image.

Why human understanding? Understanding the content of visual data is the

core of computer vision. The content can often be divided into several components:

scene, object(s), and actor(s). Consider the Figure 1-2(c) which shows a person who

is putting an object in the kitchen cupboard. One needs to understand all these

components to describe the whole scene. People are, arguably, the central actors

of most multimedia content. Therefore, understanding people in images and videos

contributes to the broader goal of understanding visual data. Recent analysis [Laptev,

2013] showed that about 35% of pixels in popular consumer videos (YouTube videos,

movies, TV programs) contained people. This strong bias towards people suggests

that person2 is a specific object category that requires more focus from computer

vision researchers.

Applications of body analysis. Certain applications require the recovery of 3D

body shapes from images. Body shape recovery can either be the goal on its own or

can serve as a building block for other tasks. In human-computer interaction, it is

often desirable that human body parts, especially hands, are detected and tracked

with cheap sensors such as RGB cameras. Automatic measurement of bodies has ap-

plications in medicine and graphics. For healthcare, body shape reconstruction using
2In this thesis, we use person interchangeably with human although their definitions are not the

same. Moreover, in this context, person is sometimes referred to as object although the definition of
object in modern philosophy might disagree.
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camera(s) can facilitate the fast recording of accurate body measurements. On the

other hand, virtual try-on (see Figure 1-3) can improve the online shopping experi-

ence for clothes. For editing applications such as the Adobe Photoshop software, it is

important to provide the users with human-aware image and video editing tools (see

Figure 1-3 where a bag is inserted between the arm and the shoulder of the person).

This requires automatic labeling of body parts as well as the depth ordering between

them. Next, we review applications that benefit from a higher level understanding of

visual content, i.e., understanding human motion and semantic actions.

Applications of action recognition. Analyzing people and their actions in videos

has a wide range of applications. The current growth of data raises the need for

effective indexing methods to enable multimedia search. In the context of security,

one may need to search video recordings of surveillance cameras that span months

of data which are impractical to watch. On the other hand, Internet users search

video-sharing websites such as YouTube, which contains huge amounts of data. On

a smaller scale, people generate increasingly more multimedia using their ubiquitous

cameras. Automatic organization of holiday photos or summarization of long video

archives are becoming necessary. The fast processing capacity of machines remove

the need for humans to watch entire sequences for analyzing large video databases.

Another aspect of video understanding is for real-time applications. Autonomous

cars should accurately localize and recognize the pedestrians and other people in their

surroundings to be safely used in cities. Real-time recognition of person movements

such as fall detection enables assisted living applications. Action recognition is also of

high interest within entertainment industry with PlayStation Camera being a concrete

example that is used to track and recognize human movements to play games. Besides

entertainment, such devices are used for enriching the human-computer interaction

experience, which often requires also extracting precise human body configuration in

3D.
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This section presented potential applications of human body estimation and hu-

man action recognition from visual data. Next, we discuss some of the challenges

which justify why these topics raise open research questions.

1.3 Challenges

The human visual system has no difficulty identifying human bodies and understand-

ing their movements. Yet, this is currently a difficult task for machines. Cameras

capture a set of pixels which are impossible to be interpreted by computers without

the models that translate this raw data into meaningful representations. In this thesis,

we focus on learning representations using convolutional neural networks. The artifi-

cial learning of human understanding is an active research field due to the following

challenges.

People are deformable objects. Unlike a rigid chair or a rigid TV screen, the

human body is highly articulated. The pose of a rigid object can be represented with

6-dimensional (6 DOF) parameters; however, the pose of a human body is higher

dimensional. The limbs, i.e. arms and legs, move with many degrees of freedom.

These movements cause self-occlusions when captured with a monocular camera.

That causes some parts of the body not being observed in the data. Moreover, the

body deforms depending on the configuration of the body parts, i.e. the pose. Due to

these properties, human bodies are difficult to model; therefore, difficult to represent.

There is also a high variability in body shapes which makes it challenging to gather

data covering all these variations.

Representation problem. Several approximations are used when modeling hu-

man bodies. The most common representation is the skeleton representation con-

sisting of a sparse set of joints. These joints are predefined points corresponding to

certain locations on the body, such as elbows, wrists, knees. A typical skeleton def-
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(c) Point cloud 
representation

(b) Parametric 
representation

pose 
vector

shape 
vector

(a) Skeleton 
representation

(d) Voxel 
representation

Figure 1-4 – How to optimally represent human bodies is an open research prob-
lem. We illustrate several alternatives: (a) the common skeleton representation that
encodes the joint locations, (b) the parametric representation that, given a low-
dimensional parameterization, generates the body mesh, e.g. SMPL model [Loper
et al., 2015], (c) the point cloud representation that encodes the vertex locations, (d)
the voxel representation over a discrete occupancy grid.

inition is depicted in Figure 1-4(a). Skeleton representation is simple and sufficient

for some applications. However, for many applications, knowledge of the 3D human

body shape, which is far more expressive than a set of sparse points, is required. In

this case, how to represent dense 3D shapes for learning frameworks such as CNNs

remains an open problem. Figure 1-4(b-d) demonstrates several alternatives, each of

which has various advantages and disadvantages. We will discuss more on this topic

in Chapter 4.

There is not enough annotated data. Equipped with large amounts of labeled

training data, CNNs obtain excellent performance on some computer vision tasks,

such as object recognition. Manual labeling at large scale for certain tasks, however,

is prohibitively expensive. Here, we discuss two aspects of the data scarcity problem

in the context of human analysis.

The first challenge concerns acquiring 3D ground truth for human bodies. Manu-

ally annotating images with precise 3D is a difficult task even for humans. Millimetric

accuracy is possible with the help of additional sensors such as depth cameras and
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Figure 1-5 – Sample synthetic images taken from [Varol et al., 2017; Chen et al.,
2016b; Ghezelghieh et al., 2016; Rogez and Schmid, 2016; Okada and Soatto, 2008;
Pishchulin et al., 2012; Marin et al., 2010; Pishchulin et al., 2011] from left to right.

motion capture markers. However, these sensors limit the variability of the captured

data since they are not prevalent. Datasets with ground truth are typically gathered

in a motion capture studio with the same background and a few subjects. It is well

known that learning from limited data has problems of generalization. A recently

popular alternative has been the use of synthetic data which can be generated using

graphics tools for rendering diverse datasets. However, a recipe for how to create a

good synthetic dataset for training is still unknown. Figure 1-5 shows sample syn-

thetic images from various datasets. Chapter 3 details our approach for addressing

this issue.

The second aspect relates to the complexity of the human motion recognition

problem. Compared to the object recognition community which has witnessed signif-

icant improvements with the release of the large-scale ImageNet dataset [Deng et al.,

2009], action recognition has received moderate gains with CNNs. Despite the active

effort of gathering large-scale video datasets (Sports-1M [Karpathy et al., 2014], Ac-

tivityNet [Caba Heilbron et al., 2015], Charades [Sigurdsson et al., 2016b], Kinetics

[Kay et al., 2017], AVA [Gu et al., 2018], VLOG [Fouhey et al., 2018]) the optimal

pipeline for collecting training datasets for action recognition remains challenging.

First, the action recognition problem is more complex due to the additional tempo-

ral dimension, requiring even bigger datasets. Second, annotating temporal data is

time-consuming, therefore not scalable. The aforementioned aspects make the human

body and motion analysis particularly challenging.
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subjectclothingpose

clutter occlusion lighting - nightmotion blur lighting - day

action: jumping

Figure 1-6 – The appearance of an action differs due to many factors, such as pose,
clothing, subject, background clutter, occlusion, motion blur, and lighting. We illus-
trate this effect by varying these factors for the same jumping action.

Variability. A natural challenge in computer vision is the variation caused by some

factors such as imaging conditions. The algorithms should be robust against the clut-

ter, occlusions, and lighting variations. The same scene appears drastically different

when captured from different viewpoints. Enforcing view-independence in our learned

representations is difficult, especially when the available training data has certain bias

towards certain viewpoints. For example, people tend to film themselves from the

frontal view, while computer vision algorithms need to work from the sides. We

will present more details on view-independence in Chapter 6. Variations introduced

specifically by human appearances also include different types of clothing, different

body poses and shapes. Regarding the actions, different actors typically perform the

same action with various speeds and styles. This kind of intra-class variation makes

the action classification particularly challenging. Figure 1-6 presents several of these

variations with examples.
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(a) running / playing football (b) cutting tomatoes / cooking (c) riding a bike (d) riding a horse

Figure 1-7 – How to define actions for recognition is a challenge. Samples (a-b)
illustrate the granularity problem. Samples (c-d) illustrate the difficulty of associating
natural language to actions.

How do we define actions? An intrinsic problem with action recognition research

is the definition of actions. First, which level of granularity is required? For Figure 1-

7(a), the person can be running or playing football. For Figure 1-7(b), the person

can be cooking or cutting tomatoes. Second, is it possible to attribute text (e.g.

one verb, one phrase) to one action? If we consider verbs as actions, riding a horse

becomes the same action as riding a bike although the associated movements differ, as

in Figure 1-7(c-d). Although some attempts have been made to address these issues

by defining a taxonomy of classes or by defining a composite vocabulary of actions

[Nagel, 1988; Bobick, 1997; Hongeng and Nevatia, 2001; Gonzàlez, 2004; Fernández

et al., 2011], how to model the hierarchical and the ambiguous nature of actions

remains challenging. We refer the reader to [Shapovalova et al., 2011] for a review on

different taxonomies.

1.4 Contributions

In the following, we list the publications contributions, as well as the software and

dataset releases that were performed during the course of this thesis. We will detail

the contributions within four of the publications in Chapters 3-6.
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1.4.1 Publications

The work done during this PhD led to the following publications:

∙ G. Varol, J. Romero, X. Martin, N. Mahmood, M. J. Black, I. Laptev, and C.

Schmid. Learning from synthetic humans. In CVPR, 2017. [Varol et al., 2017]

(Chapter 3)

∙ G. Varol, D. Ceylan, B. Russell, J. Yang, E. Yumer, I. Laptev, and C. Schmid.

BodyNet: Volumetric inference of 3D human body shapes. In ECCV, 2018.

[Varol et al., 2018a] (Chapter 4)

∙ G. Varol, I. Laptev, and C. Schmid. Long-term temporal convolutions for action

recognition. TPAMI, 2018. [Varol et al., 2018b] (Chapter 5)

∙ G. Varol, I. Laptev, and C. Schmid. On view-independent video representations

for action recognition. Work in progress, 2019. [Varol et al., 2019] (Chapter 6)

∙ G. A. Sigurdsson, G. Varol, X. Wang, A. Farhadi, I. Laptev, and A. Gupta.

Hollywood in homes: Crowdsourcing data collection for activity understanding.

In ECCV, 2016. [Sigurdsson et al., 2016b] (Annex A)

∙ Y. Hasson, G. Varol, D. Tzionas, I. Kalevatykh, M. J. Black, I. Laptev, and C.

Schmid. Learning joint reconstruction of hands and manipulated objects. In

CVPR, 2019. [Hasson et al., 2019] (Annex B)

1.4.2 Software and dataset contributions

Software. The code for three chapters of this thesis are publicly released:

∙ BodyNet: The code and pre-trained models for body shape estimation are re-

leased as part of the project presented in [Varol et al., 2018a] (Chapter 4).

https://github.com/gulvarol/bodynet

https://github.com/gulvarol/bodynet
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Figure 1-8 – The download statistics of our SURREAL dataset since the public release
in March 2017. More than 1000 users registered to download the dataset in two years.

∙ SURREAL: The code to generate synthetic person videos, the documentation

for the SURREAL dataset, as well as the code and pre-trained models for body

segmentation and depth estimation are released as part of the project presented

in [Varol et al., 2017] (Chapter 3). https://github.com/gulvarol/surreal

∙ LTC: The code and pre-trained models for action recognition with 3D convo-

lutional neural networks are released as part of the project presented in [Varol

et al., 2018b] (Chapter 5). https://github.com/gulvarol/ltc

SURREAL dataset. We have publicly released the SURREAL dataset (https:

//www.di.ens.fr/willow/research/surreal/data/) with the publication of [Varol

et al., 2017] (Chapter 3) in collaboration with Max Planck Institute. The name

stands for ‘Synthetic hUmans foR REAL tasks’. SURREAL is the first large-scale

person dataset to generate depth, body parts, optical flow, 2D/3D pose, body model

parameters, body mesh for RGB video input. The dataset contains 6M frames of

synthetic humans. The images are photo-realistic renderings of people under large

variations in shape, texture, viewpoint and pose. To ensure realism, the synthetic

bodies are created using the SMPL body model [Loper et al., 2015], whose parameters

are fit by the MoSh [Loper et al., 2014] method given raw 3D MoCap marker data.

The dataset has been downloaded more than 1000 times to date (see Figure 1-8) and

https://github.com/gulvarol/surreal
https://github.com/gulvarol/ltc
https://www.di.ens.fr/willow/research/surreal/data/
https://www.di.ens.fr/willow/research/surreal/data/


CHAPTER 1. INTRODUCTION 13

is used for many other research publications on human body analysis.

ObMan dataset. We have publicly released the ObMan dataset (https://www.

di.ens.fr/willow/research/obman/) with the publication of [Hasson et al., 2019]

(Annex B) in collaboration with Max Planck Institute. ObMan consists of synthetic

images of hands manipulating objects. The generative hand model MANO [Romero

et al., 2017] is used to simulate object grasps and to render realistic training data.

Charades dataset. We have publicly released the Charades dataset (https://

allenai.org/plato/charades/) with the publication of [Sigurdsson et al., 2016b]

(Annex A) in collaboration with Carnegie Mellon University and Allen Institute for

Artificial Intelligence. Charades is a large-scale dataset with a focus on common

household activities collected using the ‘Hollywood in Homes’ approach. The name

comes from a popular American word guessing game where one player acts out a

phrase and the other players guess what phrase it is. In a similar spirit, we asked

hundreds of people from Amazon Mechanical Turk to act out a paragraph that we

presented to them. The workers additionally provide action classification, localiza-

tion, and video description annotations. The dataset contains 9, 848 videos of daily

activities 30.1 seconds long on average. The videos contain interactions with 46 object

classes and have a vocabulary of 30 verbs leading to 157 action classes. It has 66, 500

temporally localized actions, 12.8 seconds long on average, recorded by 267 people

in three continents. We believe this dataset can provide a crucial stepping stone in

developing action representations, learning object states, human object interactions,

modeling context, object detection in videos, video captioning and many more.

1.5 Outline

This thesis consists of seven chapters including this introduction. The main content

is divided into two parts. We also include an annex.

https://www.di.ens.fr/willow/research/obman/
https://www.di.ens.fr/willow/research/obman/
https://allenai.org/plato/charades/
https://allenai.org/plato/charades/
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Literature survey. Chapter 2 reviews the related works in the literature with

particular focus on (i) human body analysis, and (ii) human action recognition.

Part I: Human body analysis. We present two contributions in Chapters 3 and 4

on body analysis from images.

In Chapter 3, we focus on the use of synthetic data for training CNNs. We

generate a large-scale video dataset of people (SURREAL) and train neural networks

for the tasks of human body part segmentation and human depth estimation. We

show the generalization capabilities of models trained only on synthetic data on real

images. We study three scenarios: training (i) only on real data, (ii) only on synthetic

data, and (iii) first on synthetic data, then on real data. We conclude that the third

scenario is effective, suggesting that synthetic data provide good initialization for

CNNs. We also show that the scenario (ii) performs surprisingly well, suggesting that

the SURREAL dataset reflects real distributions. In case of low real data regime, (ii)

even outperforms (i). We further provide some analysis on the ingredients of synthetic

data generation, such as diverse clothing and diverse motion, to gain insights about

how to create training images of people.

In Chapter 4, we use this data to learn the 3D human body shape estimation task.

The emphasis of this chapter is on the effectiveness of the volumetric representation

for learning body shapes with CNNs. We present our approach, called BodyNet,

which predicts a 3D occupancy grid given a single image of a person. Experiments on

our network architecture demonstrate the advantages of guiding 3D shape estimation

with intermediate tasks such as 2D/3D pose and 2D segmentation in a multi-task

framework. The BodyNet approach also benefits from an additional re-projection

loss that constrains the output shape to spatially align with the 2D segmentation.

This in return helps obtaining more confident predictions of near-surface voxels, as

well as voxels belonging to the extremities such as hands and feet. We observe that

the volumetric representation is flexible and has the potential to capture 3D clothing
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deformations, unlike the more frequently used alternative of parametric representa-

tion.

Part II: Video representations for human action recognition. We present

two contributions in Chapters 5 and 6 on action recognition from videos.

In Chapter 5, we learn video representations using 3D convolutional neural net-

works for human action recognition. A video input is a 3D spatio-temporal object

which makes 3D convolution a natural operation for such input. However, we show

that 3D CNNs outperform 2D CNNs only when their input spans long-term video.

Here, long-term refers to ~100 frames (which is still short, i.e., 4 seconds), as opposed

to the frequently used alternative of ~10 frames. This chapter presents an experi-

mental study on the importance of the temporal dimension of video. Moreover, we

investigate the use of optical flow as input in 3D CNNs. We observe that the quality of

action recognition is proportional to the quality of the the optical flow algorithm. By

combining long-term RGB video and long-term optical flow video inputs to 3D CNNs,

we obtain state-of-the-art performance on the standard action recognition datasets

UCF101 and HMDB51.

In Chapter 6, we focus on the view-independence aspect of learned video represen-

tations. We enforce an additional loss on the 3D CNN training for action recognition.

This loss maximizes the similarity between two temporally synchronous videos which

capture the same action. We observe that enforcing such constraints between view-

points available in the training data improves generalization to unseen viewpoints in

the test data. This chapter also introduces a scenario where the training data only

has one viewpoint with action labels. In this case, we perform cross-dataset experi-

ments in which an auxiliary dataset is provided with multiple viewpoints but without

action labels. Our experiments demonstrate the significant gains achieved with our

similarity loss defined only on the auxiliary dataset.
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Discussion. We conclude in Chapter 7 with a summary of contributions, a discus-

sion of open problems and future work.

Annex. In the annex, we include our work on crowdsourcing data collection for

action recognition (Annex A) and our work on joint hand-object reconstruction (An-

nex B).



Chapter 2

Literature Review

This chapter will survey work on human body analysis (Section 2.1) and human action

recognition (Section 2.2).

2.1 Human body analysis

In this section, we will review previous research on computer vision tasks about ex-

tracting human body related information, given a single RGB image. We start by

articulated pose estimation (Section 2.1.1) which usually corresponds to estimating

the pixel locations of body joints on the image (2D pose estimation) or the 3D joint

locations typically in camera coordinates (3D pose estimation). Next, we briefly

review the tasks which require denser outputs such as body part segmentation (Sec-

tion 2.1.2), body depth estimation (Section 2.1.3), and body shape estimation (Sec-

tion 2.1.4). Segmentation assigns a body segment such as head, torso etc. for each

image pixel. Similarly, depth estimation assigns, for each image pixel, a metric value

for the distance from the camera. Finally, we discuss the recent literature on the

body shape estimation task that seeks to produce a dense representation for the 3D

body surface. Figure 2-1 illustrates each of these tasks on a sample image.

17
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Body parts Body depth3D pose2D pose Body shapeInput image

Figure 2-1 – Illustration of computer vision tasks for estimating human body related
information.

2.1.1 Articulated pose estimation

Early approaches. Early work in articulated pose estimation used model-based

approaches to pose estimation. O’Rourke and Badler [1980] rely on the human body

model definition of Badler et al. [1979] which is illustrated in Figure 2-2(a). The model

consists of about 600 sphere primitives. It has 25 articulated joints that connect 24

rigid segments. The model incorporates angle limits and collision detection. Simi-

larly, Marr et al. [1978] and Hogg [1983] use a collection of hierarchical 3D cylinders

to describe people, see Figure 2-2(b-c). Lee and Chen [1985] recover 3D stick figure

from known 2D joint locations (shown in Figure 2-3(a)) by pruning a binary interpre-

tation tree that represents all possible body configurations. Forsyth and Fleck [1997]

introduce the concept of body plans which defines a sequential grouping of parts for

finding people in images based again on cylinder primitives. Researchers then realized

the difficulty of recovering articulated 3D models from single images and turned more

to 2D pose estimation.

Pictorial structures of Fischler and Elschlager [1973] or puppet-like representa-

tions of Hinton [1976] (shown in Figure 2-3(b)) have been widely used later in 2000s.

Ronfard et al. [2002] present a part-based approach to parse images of people. They

employ a 2D articulated appearance model composed of 15 rectangles as illustrated

in Figure 2-3(c). Ioffe and Forsyth [2001] detect people with 2D coarse part-based

models. Felzenszwalb and Huttenlocher [2005] describe an efficient algorithm to sam-

ple body configurations in the form of pictorial structures given the binary image
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(a) (b) (c)

Figure 2-2 – Early 3D body models using sphere primitives (a) and cylinders (b-c).
Figures are taken from [O’Rourke and Badler, 1980; Hogg, 1983; Marr et al., 1978]
from left to right.

of the person silhouette. Pictorial structures have been later adopted by the works

of [Ramanan et al., 2005; Ramanan, 2006; Ferrari et al., 2008; Eichner et al., 2012;

Andriluka et al., 2012].

Prior to the rise of convolutional neural networks (CNNs), the state-of-the-art

methods were mainly using deformable part-models, which can be considered as an

extension to pictorial structures. Deformable part-models were proposed by Felzen-

szwalb et al. [2008, 2010] and were made more flexible by Yang and Ramanan [2011,

2013]. The latter work defines part mixture models which can capture co-occurrence

relations between parts. A parallel line of work has been performed on poselets

[D. Bourdev and Malik, 2009; Gkioxari et al., 2014]. Poselets are learned clusters

of body parts with a data-driven approach. With the success of Random Forests

[Amit and Geman, 1997], several methods [Shotton et al., 2011; Charles et al., 2013]

followed a regressor-based approach to directly and efficiently output the joint coor-

dinates. An extensive survey on pose estimation can be found in [Moeslund et al.,

2013] and more recent works in [Pfister, 2015].

CNN approaches. While earlier work focuses on part detectors and graphical

models [Andriluka et al., 2009], recent methods on human pose estimation are based

on CNNs [Newell et al., 2016; Pishchulin et al., 2016; Toshev and Szegedy, 2014; Wei
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(a) (b) (c)

Figure 2-3 – Early 2D models representing stick figures (a) and pictorial structures
(b-c). Figures are taken from [Lee and Chen, 1985; Hinton, 1976; Ronfard et al.,
2002] from left to right.

et al., 2016]. Next, we will review 2D and 3D pose estimation approaches separately

because the state of the art differs for these two tasks. The availability of large-scale

datasets with 2D pose annotation (FLIC [Sapp and Taskar, 2013], LSP [Johnson and

Everingham, 2010], MPII [Andriluka et al., 2014], MS-COCO [Lin et al., 2014]) has

led to methods which obtain impressive results on 2D pose estimation. The success

of 2D pose estimation methods then triggered recent advances in 3D human pose

estimation.

∙ 2D human pose estimation. Toshev and Szegedy [2014] introduce DeepPose,

a cascaded CNN architecture that inputs an image and outputs the 𝑥𝑦 coordinates

of each body joint. Tompson et al. [2014a] present a hybrid method that trains a

CNN jointly with a Markov Random Field. Similarly, Chen and Yuille [2014] combine

graphical models with CNNs to learn presence of parts and their spatial relationships.

Carreira et al. [2016] propose the iterative error feedback approach to iteratively re-

fine the predictions. Instead of predicting coordinates, the community has shifted

towards heatmap pose representations as the target formulation in CNNs. Heatmaps

are used by [Tompson et al., 2014a; Carreira et al., 2016; Wei et al., 2016; Newell

et al., 2016]. For each body joint, a 2D Gaussian with a small mean and variance

centered at the ground truth joint location is constructed. The neural network re-

gresses these heatmaps typically with Mean Squared Error (MSE). At test time, the
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Figure 2-4 – Left/right ambiguities are gradually resolved in the heatmap repre-
sentations, which initially predict multiple or wrong locations. 𝑡 denotes the stage
(i.e., stack) number. Visualizations are borrowed from convolutional pose machines
[Wei et al., 2016] and stacked hourglass networks [Newell et al., 2016].

location with the maximum value becomes the estimated coordinate. Such approach

has advantages to consider the uncertainty as well as the multiple hypotheses during

training. Compared to the highly non-linear coordinate estimation, heatmaps make

the problem more manageable. Convolutional pose machines [Wei et al., 2016] and

stacked hourglass networks [Newell et al., 2016] exploit this idea and incorporate in-

termediate supervision in a cascaded architecture. This helps resolving to a single

solution gradually from multiple hypotheses. Figure 2-4 illustrates cases where the

first stages (i.e., stack) have difficulty determining left/right limb and the last stage

successfully resolves such ambiguity.

More recently, some of these approaches have been extended to support multi-

person pose detection [Pishchulin et al., 2016; Insafutdinov et al., 2016; Cao et al.,

2017; Newell et al., 2017]. Newell et al. [2017] define associative embedding channels,

additional outputs encoding assignments of joints to people. Cao et al. [2017] employ

part affinity fields to associate parts of a person. OpenPose software released by Cao

et al. [2017] is currently widely used as the state-of-the-art 2D pose estimator.

∙ 3D human pose estimation. In the context of 3D pose estimation from a
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single image, a common strategy is to lift the given 2D joint estimates to 3D. One

approach is to use a database of known 3D poses. 2D pose is treated as a feature

to reconstruct the 3D pose either as the nearest sample [Yasin et al., 2016] or a

sparse linear combination of known poses in the database [Akhter and Black, 2015;

Ramakrishna et al., 2012; Zhou et al., 2016a]. However, the accuracy of such methods

highly depend on the size and the variability of the database.

One of the earliest methods using an end-to-end CNN approach is the work of Li

and Chan [2014]. They present a multi-task architecture that simultaneously detects

2D body parts and regresses 3D coordinates to directly estimate the 3D pose. Given

the success of 2D pose estimation methods, more recent works use neural networks

that take 2D joint locations as input and predict the 3D joint coordinates [Martinez

et al., 2017; Moreno-Noguer, 2017]. However, 2D joint locations alone are often not

sufficient to disambiguate between several 3D poses that have the same 2D projection.

Consequently, many approaches have focused on regressing 3D pose directly from

features extracted either from a single image [Pavlakos et al., 2017; Zhou et al.,

2016b, 2017] or consecutive video frames [Tekin et al., 2016]. Even though 2D pose

information alone is ambiguous, it provides strong 3D cues when combined with RGB

features. As a result, different approaches have focused on either first predicting 2D

pose and combining the extracted features with RGB [Tome et al., 2017] or jointly

predicting 2D and 3D pose [Mehta et al., 2017; Popa et al., 2017; Rogez and Schmid,

2016; Rogez et al., 2017].

Regarding the 3D pose representation in neural network frameworks, similar to 2D

pose, researchers have started with 3D joint coordinates [Li and Chan, 2014; Martinez

et al., 2017]. The target vector is either the metric 𝑥𝑦𝑧 location of each joint in camera

coordinate, root-relative coordinate, or normalized coordinates. The resulting vector

has a dimension 𝐽 × 3, where 𝐽 is the number of joints. Pavlakos et al. [2017] have

extended the 2D heatmap regression to 3D. As shown in Figure 2-5, they defined

3D Gaussians centered at the joint locations in the discretized voxel grid. The 𝑥𝑦
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Figure 2-5 – 3D human pose can be represented as 3D heatmaps. Three example
images from the SURREAL dataset are visualized with their 2D pose and 3D pose
heatmaps. A Gaussian distribution is centered at the joint location. In practice, each
body joint has a separate heatmap although heatmaps for all joints are merged for
visualization purposes.

coordinates are in the image space. The 𝑧 coordinate is the discretized metric distance

relative to the root joint. In this case, the depth of the root joint and the focal length of

the camera are needed to reconstruct the metric coordinates. In Chapter 4, we employ

a similar idea to represent 3D pose and we further extend volumetric representation

for 3D body shapes. The work of Pavlakos et al. [2018a] also investigates different

3D pose representations and different forms of supervisions such as ordinal depth

supervision which confirms the advantages of volumetric representations.

One big unsolved challenge in 3D pose estimation as opposed to 2D pose estima-

tion is the generalization capability as discussed in Section 1.3. Methods trained on

constrained motion capture (MoCap) datasets such as HumanEva [Sigal et al., 2010]

and Human3.6M [Ionescu et al., 2011, 2014b] usually overfit to these settings. To

overcome this issue, the researchers [Kanazawa et al., 2018a; Pavlakos et al., 2018b]

have turned to weakly supervised approaches that leverage joint training of in-the-wild

images and MoCap datasets. We will discuss these methods that employ a human

body shape model in Section 2.1.4 in more detail.
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2.1.2 Body part segmentation

The semantic segmentation of RGB images is an active area which seeks to parse

images into semantic categories such as people, cars, trees etc. Previous works ex-

plored Conditional Random Fields (CRFs) [Lucchi et al., 2011; Maire et al., 2011],

superpixels [Farabet et al., 2013; Hariharan et al., 2015] and region proposals [Hari-

haran et al., 2014]. More recently, fully convolutional networks (FCN) [Long et al.,

2015] were proposed to allow end-to-end training with CNNs. The outputs of these

networks have spatial resolution aligned with the input image. DeepLab [Chen et al.,

2015a] was proposed to further refine the output of FCNs with CRFs. Ronneberger

et al. [2015] introduced the U-Net architecture for biomedical image segmentation.

This architecture consists of an encoder and a decoder where the feature maps of

the encoder are concatenated to the feature maps at the corresponding decoder lay-

ers. It is similar to the stacked hourglass networks [Newell et al., 2016] (discussed in

Section 2.1.1) in spirit as they both have symmetric operations between their down-

sampling and upsampling layers. We will extend the latter architecture for human

body part segmentation, 3D body pose estimation, and 3D body shape estimation in

Chapters 3 and 4.

In the context of human body part segmentation, impressive results were obtained

with RGB-D sensors such as Kinect [Shotton et al., 2011] using random decision

forests. They created a synthetic dataset of depth images with ground truth segmen-

tation and 3D pose. Ionescu et al. [2014a] also used random forests, but directly from

RGB input. They used the automatically obtained part labels for the Human3.6M

MoCap dataset [Ionescu et al., 2014b].

The lack of data has been a problem for studying human body part segmentation

from RGB images until recently. Jhuang et al. [2013] annotated a subset of the

HMDB51 action dataset [Kuehne et al., 2011] to create the J-HMDB51 dataset. Chen

et al. [2014] collected PASCAL-Parts, i.e. part annotations for the PASCAL VOC

2010 dataset [Everingham et al.], and they used only the bounding boxes for a part-
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based detection approach on animals. Chen et al. [2016a] used the human body

part annotations of [Chen et al., 2014] to train a multi-scale FCN architecture for

segmentation. Oliveira et al. [2016] presented a CNN-based approach building on the

FCN architecture and collected the Freiburg Sitting People dataset. Zolfaghari et al.

[2017] augmented 2D pose annotations of the MPII Human Pose dataset [Andriluka

et al., 2014] to create pseudo-ground truth for body part segments. There have been

some parallel efforts during the course of this thesis. Lassner et al. [2017] collected

the Unite-the-People dataset. Gong et al. [2017] introduced the LIP dataset. We

have created the synthetic SURREAL dataset [Varol et al., 2017] (see Chapter 3).

Very recently, Güler et al. [2018] collected the DensePose-COCO dataset with manual

annotations which allow CNNs trained on this dataset to generalize successfully on

challenging images.

2.1.3 Body depth estimation

Depth estimation from a single image has been addressed for generic scenes such as

NYUDepth [Silberman et al., 2012] and KITTI [Geiger et al., 2013] datasets [Eigen

and Fergus, 2015; Eigen et al., 2014; Liu et al., 2015; Chen et al., 2016c]. Estimating

a dense depth map for human bodies is less studied. We present our approach for

human depth estimation in Chapter 3 [Varol et al., 2017]. Others have predicted

the sparse depth, only for pixels corresponding to body joints [Chen and Ramanan,

2017; Zhou et al., 2017]. Güler et al. [2018] introduced the task of DensePose, which

predicts for each pixel its correspondence in a template 3D human body model. Its

output can be considered similar to depth due to its 2.5D aspect since they do not

deal with the occluded body parts. However, DensePose does not predict metric

depth. Next, we present previous works on 3D body shape estimation which, as a

side product, can provide the depth estimate once rendered.
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2.1.4 Body shape estimation

We refer to body shape estimation as the recovery of the full surface of the human

body. Compared to the skeleton representation which can be recovered from a set of

joints, the shape representation is more complicated. Shape recovery from a single

image has seen significant advances since the invention of the SCAPE body model

[Anguelov et al., 2005]. SCAPE is a statistical model learned from training scans. It

is parameterized by shape and pose parameters separately, which determine triangle

deformations. Figure 2-6(a) shows the shape and pose variations captured by the

model. Later in 2015, Loper et al. [2015] proposed the SMPL body model which is

widely used today. Similar to SCAPE, SMPL decomposes body shape into identity-

dependent shape and non-rigid pose-dependent shape. The main difference in SMPL

lies in the vertex displacement rather than triangle displacements. Very recently,

Pavlakos et al. [2019] extended the SMPL body model by including fully articulated

hands and an expressive face, the SMPL-X model. Samples from SMPL and SMPL-X

are shown in Figure 2-6 (b) and (c), respectively.

Earlier work [Balan et al., 2007; Sigal et al., 2008; Guan et al., 2009] proposed to

optimize pose and shape parameters of the 3D deformable body model SCAPE. The

optimization typically aims to fit a model to the image evidence such as silhouettes

and 2D joints. To this end, Balan et al. [2007] use silhouettes estimated from multi-

camera videos. Sigal et al. [2008] assume true silhouette images, Guan et al. [2009]

assume true 2D joints for fitting a model.

More recent methods use the SMPL body model. Given such a model, learned

shape and pose priors, and an input image, Bogo et al. [2016] present the optimization

method, SMPLify, estimating model parameters from a fit to 2D joint estimations.

Lassner et al. [2017] extend this approach by incorporating silhouette estimation as

additional guidance and improves the optimization performance by densely sampled

2D points. Huang et al. [2017] extend SMPLify for multi-view video sequences with

temporal priors. Similar temporal constraints have been used in [Alldieck et al.,
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Figure 4: Sample registrations from the multipose dataset.

body shapes and poses are created and animated by varying ~� and
~✓ respectively.

Then the SMPL model is finally defined as M(~�, ~✓; �) =

W
⇣
TP (~�, ~✓; T̄, S, P), J(~�; J , T̄, S), ~✓, W

⌘
(11)

and hence each vertex is transformed as

t0i =
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k=1

wk,iG
0
k(~✓, J(~�; J , T̄, S))tP,i(~�, ~✓; T̄, S, P) (12)
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represents the vertex i after applying the blend shapes and where
sm,i,pn,i 2 R3 are the elements of the shape and pose blend
shapes corresponding to template vertex t̄i.

Below we experiment with both LBS and DQBS and train the pa-
rameters for each. We refer to these models as SMPL-LBS and
SMPL-DQBS; SMPL-DQBS is our default model, and we use
SMPL as shorthand to mean SMPL-DQBS.

4 Training

We train the SMPL model parameters to minimize reconstruction
error on two datasets. Each dataset contains meshes with the same
topology as our template that have been aligned to high-resolution
3D scans using [Bogo et al. 2014]; we call these aligned meshes
“registrations.” The multi-pose dataset consists of 1786 registra-
tions of 40 individuals (891 registrations spanning 20 females, and
895 registrations spanning 20 males); a sampling is shown in Fig. 4.
The multi-shape dataset consists of registrations to the CAESAR
dataset [Robinette et al. 2002], totaling 1700 registrations for males
and 2100 for females; a few examples are shown in Fig. 5. We de-
note the jth mesh in the multi-pose dataset as VP

j and the jth mesh
in the multi-shape dataset as VS

j .

Our goal is to train the parameters � =
�
T̄, W, S, J , P

 
to mini-

mize vertex reconstruction error on the datasets. Because our model
decomposes shape and pose, we train these separately, simplify-
ing optimization. We first train {J , W, P} using our multi-pose
dataset and then train {T̄, S} using our multi-shape dataset. We
train separate models for men and women (i.e. �m and �f ).

Figure 5: Sample registrations from the multishape dataset.

4.1 Pose Parameter Training

We first use the multi-pose dataset to train {J , W, P}. To this
end, we need to compute the rest templates, T̂P

i , and joint loca-
tions, ĴP

i , for each subject, i, as well as the pose parameters, ~✓j , for
each registration, j, in the dataset. We alternate between optimiz-
ing registration specific parameters ~✓j , subject-specific parameters
{T̂P

i , ĴP
i }, and global parameters {W, P}. We then learn the ma-

trix, J , to regress from subject-specific vertex locations, T̂P
i , to

subject-specific joint locations, ĴP
i . To achieve all this, we mini-

mize an objective function consisting of a data term, ED , and sev-
eral regularization terms {EJ , EY , EP , EW } defined below.

The data term penalizes the squared Euclidean distance between
registration vertices and model vertices
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where ⇥ =
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o
, s(j) is the subject index correspond-

ing to registration j, Preg are the number of meshes in the pose
trainings set, T̂P = {T̂P

i }Psubj

i=1 , ĴP = {ĴP
i }Psubj

i=1 are the sets of
all rest poses and joints, and Psubj is the number of subjects in the
pose training set.

We estimate 207⇥3⇥6890 = 4, 278, 690 parameters for the pose
blend shapes, P , 4 ⇥ 3 ⇥ 6890 = 82, 680 parameters for the skin-
ning weights, W , and 3⇥6890⇥23⇥3 = 1, 426, 230 for the joint
regressor matrix, J . To make the estimation well behaved, we reg-
ularize by making several assumptions. A symmetry regularization
term, EY , penalizes left-right asymmetry for ĴP and T̂P

EY (ĴP , T̂P ) =

PsubjX

i=1

�U ||ĴP
i � U(ĴP

i )||2 + ||T̂P
i � U(T̂P
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where �U = 100, and where U(T) finds a mirror image of vertices
T, by flipping across the sagittal plane and swapping symmetric
vertices. This term encourages symmetric template meshes and,
more importantly, symmetric joint locations. Joints are unobserved
variables and along the spine they are particularly difficult to lo-
calize. While models trained without the symmetry term produce
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Figure 2: We learn a new 3D model of the human body called SMPL+HF that jointly models the human body, face and
hands. We fit the female SMPL+HF model with SMPLify++ to single RGB images and show that it captures a rich variety
of natural and expressive 3D human poses, gestures and facial expressions.

the major joints of the body. This is not sufficient to un-
derstand human behavior as illustrated in Fig. 1. OpenPose
[15, 64, 55] expands this to also include the 2D hand joints
and 2D facial features. While this captures much more
about the communicative intent, it does not support reason-
ing about human interactions with the 3D world.

Models of the 3D body have focused on capturing the
overall shape and pose of the body, excluding the hands and
face [2, 3, 6, 25, 46]. There is also an extensive literature
on modelling hands [53, 65, 68, 63, 69, 38, 49, 52, 62] and
faces [41, 14, 73, 4, 70, 9, 58, 11, 12] in 3D but in isolation
from the rest of the body. Only recently has the field be-
gun modeling the body together with hands [62], or together
with the hands and face [35]. The Frank model from [35],
for example, combines a simplified version of the SMPL
body model [46], with an artist-designed hand rig, and the
FaceWarehouse [14] face model. These disparate models
are stitched together, resulting in a model that is not fully
realistic and is not publicly available.

Here we learn a new, holistic, body model with face and
hands from a large corpus of 3D scans. The new SMPL+HF
model (SMPL plus Hands and Face) is based on SMPL and
retains the benefits of that model: compatibility with graph-
ics software, simple parametrization, small size, efficient,
differentiable, etc. We combine SMPL with the FLAME
head model and the MANO hand model and then register
this combined model to 5586 3D scans that we curate for
quality. By learning the model from data, we capture the

natural correlations between the shape of bodies, faces and
hands and the resulting model is free of the artifacts seen
with Frank. The expressivity of the model can be seen in
Fig. 2 where we fit SMPL+HF to expressive RGB images,
as well as in Fig. 4 where we fit SMPL+HF in the images of
the public LSP dataset [32]. SMPL+HF is freely available
for research purposes.

Several methods use deep learning to regress the param-
eters of SMPL from a single image [36, 54, 57]. To esti-
mate a 3D body with the hands and face though, there ex-
ists no suitable training dataset. To address this, we fol-
low the approach of SMPLify. First, we estimate 2D image
features “bottom up” using OpenPose, which detects the
joints of the body, hands, feet, and face features. We then
fit the SMPL+HF model to these 2D features “top down”.
To do so, we make several significant improvements over
SMPLify. Specifically, we learn a new, and better perform-
ing, pose prior from a large dataset of motion capture data
[36] using a variational auto-encoder. This prior is critical
because the mapping from 2D features to 3D pose is am-
biguous. We also define a new self-interpenetration penalty
term that is significantly more accurate and efficient than
the approximate method in SMPLify; it remains differen-
tiable. We train a gender detector and use this to automat-
ically determine what body model to use, either male, fe-
male or gender neutral. Finally, one motivation for train-
ing direct regression methods to estimate SMPL parameters
is that SMPLify is slow. Here we address this with a Py-

2

(c) SMPL-X body model

Figure 2-6 – (a): SCAPE body model [Anguelov, 2005] and its decomposition into
pose and shape variations. (b): SMPL body model [Loper et al., 2015]. (c): SMPL-X
body model [Pavlakos et al., 2019] including fully articulated hands and an expressive
face. Figures are taken from [Anguelov, 2005; Loper et al., 2015; Pavlakos et al., 2019].
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2017]. Very recently, Pavlakos et al. [2019] incorporate the SMPL-X model in the

fitting to 2D detections including hand pose and facial landmarks. These methods

are limited by the quality of their 2D detections and depend on priors to regularize

the optimization.

Deep neural networks provide an alternative approach that can be expected to

learn appropriate priors automatically from the data. Dibra et al. [2016] present

one of the first approaches in this direction and train a CNN to estimate the 3D

shape parameters from silhouettes, but assume a frontal input view. More recent

approaches [Tan et al., 2017; Tung et al., 2017; Kanazawa et al., 2018a] train neural

networks to predict the SMPL body parameters from an input image. Tan et al.

[2017] design an encoder-decoder architecture that is trained on silhouette prediction

and indirectly regresses model parameters at the bottleneck layer. Tung et al. [2017]

operate on two consecutive video frames and learn parameters by integrating re-

projection loss on the optical flow, silhouettes and 2D joints. Similarly, Kanazawa

et al. [2018a] predict parameters with re-projection loss on the 2D joints and introduce

an adversary whose goal is to distinguish unrealistic human body shapes. They name

their method human mesh recovery (HMR), which implements the linear SMPL model

as a differentiable layer in the neural network architecture. This allows the definition

of the loss on the 3D joints as well as their 2D projections. Pavlakos et al. [2018b]

present a very similar approach that adopts a differentiable SMPL layer. They define

the loss on the 3D vertex positions, as well as the 2D silhouette. They further

use intermediate predictions such as 2D pose heatmaps and silhouettes to improve

generalization from constrained training images. The architectures of [Kanazawa

et al., 2018a; Pavlakos et al., 2018b] allow training with weak 2D supervision, which in

return allow leveraging in-the-wild images. Omran et al. [2018] extend such approach

and use 2D part segmentation as an intermediate representation. In Chapter 4,

we will investigate an alternative representation for body shape estimation in a CNN

framework. We will use a volumetric representation for both 3D shape (as in Figure 1-
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4(d)) and 3D pose (as in Figure 2-5). In Chapter 4, we will rediscuss most relevant

works in relation to ours.

We reviewed the literature on human body analysis. Next, we will outline works

on human action recognition.

2.2 Human action recognition

In this section, we will review previous research on action recognition given a video

input. We will consider the action classification task from dynamic image sequences,

and exclude some related tasks such as action classification from static images and

spatio-temporal or temporal action localization. We start by an overview of the early

works about motion interpretation (Section 2.2.1). Next, we briefly present the era

of hand-crafted features (Section 2.2.2). Finally, we outline recent work on learned

features using deep neural networks (Section 2.2.3).

2.2.1 Early days in motion interpretation

We refer the reader to [Cédras and Shah, 1995; Shah and Jain, 1997] and [Aggarwal

and Cai, 1999; Gavrila, 1999] for detailed surveys covering works up to the end of

1990s on motion-based recognition, and human motion analysis, respectively. Here,

we briefly review some of the key works. Cédras and Shah [1995] reviews the literature

on motion verb recognition, which is similar to what we typically refer to as action

recognition, i.e. association of natural language verbs with the motion performed by

a moving object in a sequence of images[Cédras and Shah, 1995]. Initial works in

this direction were presented by [Badler, 1975; Neumann and Novak, 1983]. Fig-

ure 2-7 shows the concept hierarchy defined by [Badler, 1975] for predicting motion

verbs. They extend the vocabulary of motion verbs gathered by [Miller, 1972], such

as absorbs, accelerates, accompanies etc.
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Figure 2-7 – The concept hierarchy of Badler [1975] for predicting motion verbs and
their vocabulary of motion verbs extended from [Miller, 1972]. Screenshots are taken
from [Badler, 1975].

Figure 2-8 – The grouping of early works in motion analysis based on human body
parts. We notice the relatively higher number of methods based on 3D models. The
diagram is taken from [Aggarwal and Cai, 1999]. We refer to [Aggarwal and Cai,
1999] for the citations.
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Figure 2-9 – (left) Illustration of rigid object motion versus nonrigid body motion
by Rohr [1997]. (right) The tracking results of Pentland and Horowitz [1991] on a
jumping sequence by fitting an articulated model to noisy optical flow data. Figures
are borrowed from the corresponding papers.

Aggarwal and Cai [1999] group the early works into categories in terms of model-

based and non-model-based as depicted in Figure 2-8. We see that early methods

for human motion analysis mostly employed model-based approaches [Rohr, 1994;

Gavrila and Davis, 1995; Wachter and Nagel, 1997; Bregler and Malik, 1998]. Gavrila

and Davis [1995] performed recognition by tracking 3D body models. Similarly, Rohr

[1994] and Wachter and Nagel [1997] studied person tracking using models based on

[Marr et al., 1978] described in Section 2.1.2.

Later works continued model-based approaches for human tracking. Probabilistic

search algorithms were explored to model the distribution over poses [Deutscher et al.,

2000; Sidenbladh et al., 2000; Sidenbladh and Black, 2001; Sminchisescu and Triggs,

2003]. Deutscher et al. [2000] applied an annealed particle filtering method to recover

body motion. Similarly, Sidenbladh et al. [2000]; Sidenbladh and Black [2001] relied

on particle filtering to estimate the parameters of a body model based on cylinders

and spheres.

Baumberg and Hogg [1996] used contour-based models to track walking pedestri-

ans. In their earlier work [Baumberg and Hogg, 1994], they made use of active shape
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Figure 2-10 – Space-time video representations. (left) The 𝑥𝑡 slices of the space-time
volume 𝑥𝑦𝑡 at different 𝑦 values provide gait patterns of people. (middle) Space-time
volume of a person walking from left-to-right. (right) Space-time silhouette shapes
of jumping-jack, walk, and run actions. Figures are taken from [Niyogi and Adelson,
1994; Zelnik-Manor and Irani, 2001; Gorelick et al., 2007] from left to right.

models and Kalman filter for efficient tracking.

Other works used tracking of image features [Bregler, 1997; Isard and Blake, 1998;

Song et al., 2003] for recognizing actions. Bregler [1997] used Hidden Markov models

for gait recognition. [Isard and Blake, 1998] addressed hand gesture recognition using

particle filtering for feature tracking.

Alternatively, optical flow was used for matching motion templates [Black et al.,

1997; Yacoob and Black, 1998; Efros et al., 2003]. Figure 2-9(left) illustrates the com-

plexity of articulated human motion relative to rigid objects. Pentland and Horowitz

[1991] proposed fitting of a 3D articulated model to optical flow data and obtained

impressive recovery of nonrigid motion shown in Figure 2-9(right). Ju et al. [1996]

introduced the notion of cardboard people, a 2D model-based approach. They track

the articulated motion using parameterized models of optical flow. Black et al. [1997]

used PCA to learn a set of basis flow fields for estimating the motion of human legs

while walking. In their later work, Yacoob and Black [1998] extended this approach to

action recognition. They collect a dataset of four activities: walking, marching, line-

walking, and kicking while walking. Efros et al. [2003] addressed action recognition

with particular focus on recordings at a distance. They collect videos from ballet, ten-

nis, and football shootings. They design a spatio-temporal motion descriptor based

on optical flow to query nearest neighbor for classification.
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On the other hand, Zelnik-Manor and Irani [2001] proposed non-parametric spatio-

temporal features based on gradients. Spatio-temporal representations for video had

also been used by Niyogi and Adelson [1994] to analyze gait patterns. Zelnik-Manor

and Irani [2001] used features from multiple temporal scales to cluster long video

sequences into events. Later Gorelick et al. [2007] extended this method to extract a

variety of features from the space-time volume. Such descriptors had the advantage

to handle videos of different lengths and had the potential to capture long-term

dynamics. Figure 2-10 visualizes the space-time characteristics of several actions. We

will discuss our approach to learn hierarchical space-time features with convolutional

neural networks in Chapter 5. In the next section, we review more recent methods

based on hand-crafted video features.

2.2.2 Hand-crafted video features

Action recognition in the last decade has been dominated by local video features [Schüldt

et al., 2004; Laptev et al., 2008; Wang and Schmid, 2013] aggregated with Bag-of-

Features histograms [Csurka et al., 2004] or Fisher Vector representations [Perronnin

et al., 2010]. Such pipelines consist of feature sampling, description, aggregation, and

classification steps. Laptev [2005] extended the gradient-based SIFT [Lowe, 2004]

image feature detector and introduced space-time interest point (STIP) detectors

for sampling video features. Wang et al. [2013a] showed that descriptor sampling

along dense trajectories outperforms sparse sampling. In a follow up study, Wang

and Schmid [2013] introduced improved dense trajectories (IDT) by camera motion

calibration, which further improved recognition performance in unconstrained videos.

Today, IDT is still a competitive approach compared to current CNN-based state-of-

the-art methods.

There is a vast literature on hand-crafting descriptors for action recognition.

Some of the popular low-level descriptors are histograms of 3D gradient orienta-

tions (HOG3D) [Scovanner et al., 2007; Kläser et al., 2008], oriented histograms of
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flow (HOF) [Laptev et al., 2008], and motion boundary histograms (MBH) [Dalal

et al., 2006; Wang et al., 2013a]. Action banks [Sadanand and Corso, 2012], action

attributes [Liu et al., 2011a], actons [Zhu et al., 2013], and motionlets [Wang et al.,

2013b] are proposed as mid-level features.

While traditional pipelines resemble earlier methods for object recognition, the

use of local motion features, in particular Motion Boundary Histograms [Dalal et al.,

2006; Wang et al., 2013a], has been found important for action recognition in practice.

Explicit representations of the temporal structure of actions have rarely been used

with some exceptions such as the recent work [Fernando et al., 2015]. Next, we review

recent efforts on learning action recognition representations with neural networks.

2.2.3 Learned video features

With the availability of large-scale image datasets [Deng et al., 2009; Russakovsky

et al., 2015], deep neural networks have quickly taken over the majority of still-image

recognition tasks such as object recognition [Krizhevsky et al., 2012]. The gain for

action recognition was not immediate despite the active efforts spent on exploring a

wide range of architectures suitable for video inputs.

The architectures can be grouped in three categories: (i) image-based 2D convo-

lutional neural networks, (ii) recurrent neural networks (RNNs), and (iii) space-time

3D convolutional neural networks. The first straightforward extension of image-based

CNNs to videos is to treat multi-frame image sequences as multi-channel images

[Karpathy et al., 2014; Simonyan and Zisserman, 2014; Wang et al., 2015b, 2016a].

This approach does not explicitly model the temporal structure of actions. Second,

the temporal aspect of videos naturally led to the exploration of RNNs, mainly long-

short term memory networks (LSTMs) [Hochreiter and Schmidhuber, 1997; Donahue

et al., 2015; Ng et al., 2015]. However, there were no significant gains obtained by

using RNNs over 2D CNNs. Third, 3D CNNs have been investigated on the spatio-

temporal video inputs [Ji et al., 2010; Taylor et al., 2010; Tran et al., 2015]. Compared
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to the RNNs operating on top of the last-layer CNN features, 3D CNNs are able to

hierarchically capture local spatio-temporal features. However, 3D CNNs are often

found computationally expensive. Alternative architectures have been proposed by

Sun et al. [2015a] who factorize spatial and temporal convolutions, and by Ballas

et al. [2016] who introduce a hybrid gated recurrent unit (GRU) architecture.

Among the aforementioned approaches, variants of two-stream architectures have

been the most used for certain period [Simonyan and Zisserman, 2014; Wang et al.,

2015a,b, 2016a; Bilen et al., 2016; Feichtenhofer et al., 2016]. The two-stream ap-

proach typically combines the static RGB image stream with the pre-computed

stacked optical flow stream. There have also been multi-stream attempts by in-

corporating pose features as input [Zolfaghari et al., 2017]. On the other hand, Ng

et al. [2018] introduced ActionFlowNet, a multi-task learning scheme for optical flow

and action classification directly on raw RGB data.

More recently, two-stream 3D CNNs have shown successful performance. We

present one such approach [Varol et al., 2018b] in this thesis (Chapter 5). More

recent work [Carreira and Zisserman, 2017] demonstrates excellent performance when

trained on the new Kinetics dataset [Kay et al., 2017]. Carreira and Zisserman [2017]

present I3D, inflated 3D CNNs, whose weights are initialized by copying ImageNet

pre-trained 2D CNN weights across time. Similar initialization strategies were also

investigated in [Mansimov et al., 2015]. Recently, non-local neural networks were

proposed by Wang et al. [2018c] as a generic component for capturing long-range

dependencies. For further architecture search studies, we refer the reader to [Tran

et al., 2018; Hara et al., 2018].

In Chapters 5 and 6, we will present our work on action recognition focused

on long-term temporal convolutions and on view-independent video representations,

respectively. In these chapters, we will rediscuss most relevant prior work in relation

to ours.
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Human Body Analysis
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Chapter 3

Learning from Synthetic Humans

This chapter presents our first contribution to human body analysis, with the focus

on the generation of synthetic person images and using this data for training visual

models.

Estimating human pose, shape, and motion from images and videos are fundamen-

tal challenges with many applications. Recent advances in 2D human pose estimation

use large amounts of manually-labeled training data for learning convolutional neural

networks (CNNs). Such data is time consuming to acquire and difficult to extend.

Moreover, manual labeling of 3D pose, depth and motion is impractical. In this chap-

ter, we present SURREAL (Synthetic hUmans foR REAL tasks): a new large-scale

dataset with synthetically-generated but realistic images of people rendered from 3D

sequences of human motion capture data. We generate more than 6 million frames to-

gether with ground truth pose, depth maps, and segmentation masks. We show that

CNNs trained on our synthetic dataset allow for accurate human depth estimation

and human part segmentation in real RGB images. Our results and the new dataset

open up new possibilities for advancing person analysis using automatically-generated

and large-scale synthetic data.

37
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3.1 Introduction

Convolutional Neural Networks provide significant gains to problems with large amounts

of training data. In the field of human analysis, recent datasets [Andriluka et al., 2014;

Sapp and Taskar, 2013] now gather a sufficient number of annotated images to train

networks for 2D human pose estimation [Newell et al., 2016; Wei et al., 2016]. Other

tasks such as accurate estimation of human motion, depth and body-part segmen-

tation are lagging behind as manual supervision for such problems at large scale is

prohibitively expensive.

Images of people have rich variation in poses, clothing, hair styles, body shapes,

occlusions, viewpoints, motion blur and other factors. Many of these variations, how-

ever, can be synthesized using existing 3D motion capture (MoCap) data [Carnegie-

Mellon Mocap Database; Ionescu et al., 2014b] and modern tools for realistic ren-

dering. Provided sufficient realism, such an approach would be highly useful for

many tasks as it can generate rich ground truth in terms of depth, motion, body-part

segmentation and occlusions.

Although synthetic data has been used for many years, realism has been limited.

In this work we present SURREAL: a new large-scale dataset with synthetically-

generated but realistic images of people. Images are rendered from 3D sequences of

MoCap data. To ensure realism, the synthetic bodies are created using the SMPL

body model [Loper et al., 2015], whose parameters are fit by the MoSh [Loper et al.,

2014] method given raw 3D MoCap marker data. We randomly sample a large variety

of viewpoints, clothing and lighting. SURREAL contains more than 6 million frames

together with ground truth pose, depth maps, and segmentation masks. We show

that CNNs trained on synthetic data allow for accurate human depth estimation and

human part segmentation in real RGB images, see Figure 3-1. Here, we demonstrate

that our dataset, while being synthetic, reaches the level of realism necessary to

support training for multiple complex tasks. This opens up opportunities for training

deep networks using graphics techniques available now. SURREAL dataset is publicly
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Figure 3-1 – We generate photo-realistic synthetic images and their corresponding
ground truth for learning pixel-wise classification problems: human part segmentation
and depth estimation. The convolutional neural network trained only on synthetic
data generalizes to real images sufficiently for both tasks. Real test images in this
figure are taken from MPII Human Pose dataset [Andriluka et al., 2014].

available together with the code to generate synthetic data and to train models for

body part segmentation and depth estimation [SURREAL project page].

The rest of this chapter is organized as follows. Section 3.2 reviews related work.

Section 3.3 presents our approach for generating realistic synthetic videos of people.

In Section 3.4 we describe our CNN architecture for human body part segmentation

and depth estimation. Section 3.5 reports experiments. We conclude in Section 3.6.

3.2 Related work

Knowledge transfer from synthetic to real images has been recently studied with deep

neural networks. Dosovitskiy et al. [2015] learn a CNN for optical flow estimation

using synthetically generated images of rendered 3D moving chairs. Peng et al. [2015]

study the effect of different visual cues such as object/background texture and color

when rendering synthetic 3D objects for object detection task. Similarly, Su et al.

[2015] explores rendering 3D objects to perform viewpoint estimation. Fanello et al.
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Figure 3-2 – Our pipeline for generating synthetic data. A 3D human body model is
posed using motion capture data and a frame is rendered using a background image,
a texture map on the body, lighting and a camera position. These ingredients are
randomly sampled to increase the diversity of the data. We generate RGB images
together with 2D/3D poses, surface normals, optical flow, depth images, and body-
part segmentation maps for rendered people.

[2014] render synthetic infrared images of hands and faces to predict depth and parts.

Recently, Gaidon et al. [2016] have released the Virtual KITTI dataset with synthet-

ically generated videos of cars to study multi-object tracking.

Several works focused on creating synthetic images of human bodies for learning

2D pose estimation [Pishchulin et al., 2012; Qiu, 2016; Romero et al., 2015], 3D

pose estimation [Chen et al., 2016b; Du et al., 2016; Ghezelghieh et al., 2016; Okada

and Soatto, 2008; Rogez and Schmid, 2016; Sminchisescu et al., 2006; Zhou et al.,

2016a], pedestrian detection [Marin et al., 2010; Pishchulin et al., 2012, 2011], and

action recognition [Rahmani and Mian, 2015, 2016]. Pishchulin et al. [2011] generate

synthetic images with a game engine. Pishchulin et al. [2012] deform 2D images with

a 3D model. More recently, Rogez and Schmid [2016] use an image-based synthesis

engine to augment existing real images. Ghezelghieh et al. [2016] render synthetic

images with 10 simple body models with an emphasis on upright people; however,

the main challenge using existing MoCap data for training is to generalize to poses

that are not upright. Human3.6M dataset [Ionescu et al., 2014b] presents realistic
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rendering of people in mixed reality settings; however, the approach to create these

is expensive.

A similar direction has been explored in [Rahmani and Mian, 2015, 2016; Rhodin

et al., 2016; Shotton et al., 2011]. In [Rahmani and Mian, 2015], action recognition is

addressed with synthetic human trajectories from MoCap data. [Rahmani and Mian,

2016; Shotton et al., 2011] train CNNs with synthetic depth images. EgoCap [Rhodin

et al., 2016] creates a dataset by augmenting egocentric sequences with background.

The closest approach to this work is [Chen et al., 2016b], where the authors render

large-scale synthetic images for predicting 3D pose with CNNs. Our dataset differs

from [Chen et al., 2016b] by having a richer, per-pixel ground truth, thus allowing to

train for pixel-wise predictions and multi-task scenarios. In addition, we argue that

the realism in our synthetic images is better (see sample videos in SURREAL project

page), thus resulting in a smaller gap between features learned from synthetic and real

images. The method in [Chen et al., 2016b] heavily relies on real images as input in

their training with domain adaptation. This is not the case for our synthetic training.

Moreover, we render video sequences which can be used for temporal modeling.

Our dataset presents several differences with existing synthetic datasets. It is the

first large-scale person dataset providing depth, part segmentation and flow ground

truth for synthetic RGB frames. Other existing datasets are used either for taking

RGB image as input and training only for 2D/3D pose, or for taking depth/infrared

images as input and training for depth/parts segmentation. In this chapter, we show

that photo-realistic renderings of people under large variations in shape, texture,

viewpoint and pose can help solving pixel-wise human labeling tasks.

3.3 Data generation

This section presents our SURREAL (Synthetic hUmans foR REAL tasks) dataset

and describes key steps for its generation (Section 3.3.1). We also describe how we
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Figure 3-3 – Sample frames from our SURREAL dataset with a large variety of poses,
body shapes, clothings, viewpoints and backgrounds.

obtain ground truth data for real MoCap sequences (Section 3.3.2).

3.3.1 Synthetic humans

Our pipeline for generating synthetic data is illustrated in Figure 3-2. A human

body with a random 3D pose, random shape and random texture is rendered from a

random view-point for some random lighting and a random background image. Below

we define what “random” means in all these cases. Since the data is synthetic, we

also generate ground truth depth maps, optical flow, surface normals, human part

segmentations and joint locations (both 2D and 3D). As a result, we obtain 6.5

million frames grouped into 67, 582 continuous image sequences. See Table 3.1 for

more statistics, Section 3.5.2 for the description of the synthetic train/test split, and

Figure 3-3 for samples from the SURREAL dataset.

Body model. Synthetic bodies are created using the SMPL body model [Loper

et al., 2015]. SMPL is a realistic articulated model of the body created from thousands

of high-quality 3D scans, which decomposes body deformations into pose (kinematic

deformations due to skeletal posture) and shape (body deformations intrinsic to a par-

ticular person that make them different from others). SMPL is compatible with most

animation packages like Blender [Blender - a 3D modelling and rendering package].
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SMPL deformations are modeled as a combination of linear blend skinning and linear

blendshapes defined by principal components of body shape variation. SMPL pose

and shape parameters are converted to a triangulated mesh using Blender, which then

applies texture, shading and adds a background to generate the final RGB output.

Body shape. In order to render varied, but realistic, body shapes we make use

of the CAESAR dataset [Robinette et al., 2002], which was used to train SMPL.

To create a body shape, we select one of the CAESAR subjects at random and

approximate their shape with the first 10 SMPL shape principal components. Ten

shape components explain more than 95% of the shape variance in CAESAR (at the

resolution of our mesh) and produce quite realistic body shapes.

Body pose. To generate images of people in realistic poses, we take motion capture

data from the CMU MoCap database [Carnegie-Mellon Mocap Database]. CMU

MoCap contains more than 2000 sequences of 23 high-level action categories, resulting

in more than 10 hours of recorded 3D locations of body markers.

It is often challenging to realistically and automatically retarget MoCap skeleton

data to a new model. For this reason we do not use the skeleton data but rather use

MoSh [Loper et al., 2014] to fit the SMPL parameters that best explain raw 3D MoCap

marker locations. This gives both the 3D shape of the subject and the articulated

pose parameters of SMPL. To increase the diversity, we replace the estimated 3D

body shape with a set of randomly sampled body shapes.

We render each CMU MoCap sequence three times using different random param-

eters. Moreover, we divide the sequences into clips of 100 frames with 30%, 50% and

70% overlaps for these three renderings. Every pose of the sequence is rendered with

consistent parameters (i.e. body shape, clothing, light, background etc.) within each

clip.
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Human texture. We use two types of real scans for the texture of body models.

First, we extract SMPL texture maps from CAESAR scans, which come with a color

texture per 3D point. These maps vary in skin color and person identities, however,

their quality is often low due to the low resolution, uniform tight-fitting clothing,

and visible markers placed on the face and the body. Anthropometric markers are

automatically removed from the texture images and inpainted. To provide more

variety, we extract a second set of textures obtained from 3D scans of subjects with

normal clothing. These scans are registered with 4Cap as in [Pons-Moll et al., 2015].

The texture of real clothing substantially increases the realism of generated images,

even though SMPL does not model 3D deformations of clothes.

20% of our data is rendered with the first set (158 CAESAR textures randomly

sampled from 4000), and the rest with the second set (772 clothed textures). To

preserve the anonymity of subjects, we replace all faces in the texture maps by the

average CAESAR face. The skin color of this average face is corrected to fit the

face skin color of the original texture map. This corrected average face is blended

smoothly with the original map, resulting in a realistic and anonymized body texture.

Light. The body is illuminated using Spherical Harmonics with 9 coefficients [Green,

2003]. The coefficients are randomly sampled from a uniform distribution between

−0.7 and 0.7, apart from the ambient illumination coefficient (which has a minimum

value of 0.5) and the vertical illumination component, which is biased to encourage

the illumination from above. Since Blender does not provide Spherical Harmonics

illumination, a spherical harmonic shader for the body material was implemented in

Open Shading Language.

Camera. The projective camera has a resolution of 320×240, focal length of 60mm

and sensor size of 32mm. To generate images of the body in a wide range of positions,

we take 100-frame MoCap sub-sequences and, in the first frame, render the body so

that the center of the viewport points to the pelvis of the body, at a random distance
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(sampled from a normal distribution with 8 meters mean, 1 meter deviation) with a

random yaw angle. The remainder of the sequence then effectively produces bodies

in a range of locations relative to the static camera.

Background. We render the person on top of a static background image. To

ensure that the backgrounds are reasonably realistic and do not include other people,

we sample from a subset of LSUN dataset [Yu et al., 2015] that includes total of 400K

images from the categories kitchen, living room, bedroom and dining room.

Ground truth. We perform multiple rendering passes in Blender to generate differ-

ent types of per-pixel ground truth. The material pass generates pixel-wise segmen-

tation of rendered body parts, given different material indices assigned to different

parts of our body model. The velocity pass, typically used to simulate motion blur,

provides us with a render simulating optical flow. The depth and normal passes, used

for emulating effects like fog, bokeh or for performing shading, produce per-pixel

depth maps and normal maps. The final texture rendering pass overlays the shaded,

textured body over the random background. Together with this data we save camera

and lighting parameters as well as the 2D/3D positions of body joints.

3.3.2 Generating ground truth for real human data

Human3.6M dataset [Ionescu et al., 2011, 2014b] provides ground truth for 2D and

3D human poses. Additionally, a subset of the dataset (H80K) [Ionescu et al., 2014a]

has segmentation annotation, but the definition of parts is different from the SMPL

body parts used for our training. We complement this ground truth and generate

predicted SMPL body-part segmentation and depth maps for people in Human3.6M

for all frames. Here again we use MoSh [Loper et al., 2014] to fit the SMPL body

shape and pose to the raw MoCap marker data. This provides a good fit of the model

to the shape and the pose of real bodies. Given the provided camera calibration, we
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Table 3.1 – SURREAL dataset in numbers. Each MoCap sequence is rendered 3
times (with 3 different overlap ratios). Clips are mostly 100 frames long. We obtain
a total of 6,5 million frames.

#subjects #sequences #clips #frames
Train 115 1,964 55,001 5,342,090
Test 30 703 12,528 1,194,662
Total 145 2,607 67,582 6,536,752

project models to images. We then render the ground truth segmentation, depth, and

2D/3D joints as above, while ensuring correspondence with real pixel values in the

dataset. The depth is different from the time-of-flight (depth) data provided by the

official dataset. These MoSh fits provide a form of approximate “ground truth”. See

Figures 3-6 and 3-7 for generated examples. We use this for evaluation on the test set

as well as for the baseline where we train only on real data, and also for fine-tuning

our models pre-trained on synthetic data. In the rest of the chapter, all frames from

the synthetic training set are used for synthetic pre-training.

3.4 Approach

In this section, we present our approach for human body part segmentation [Chen

et al., 2016a; Oliveira et al., 2016] and human depth estimation [Eigen and Fergus,

2015; Eigen et al., 2014; Liu et al., 2015], which we train with synthetic and/or real

data, see Section 3.5 for the evaluation.

Our approach builds on the stacked hourglass network architecture introduced

originally for 2D pose estimation problem [Newell et al., 2016]. This network in-

volves several repetitions of contraction followed by expansion layers which have skip

connections to implicitly model spatial relations from different resolutions that al-

lows bottom-up and top-down structured prediction. The convolutional layers with

residual connections and 8 ‘hourglass’ modules are stacked on top of each other, each
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successive stack taking the previous stack’s prediction as input. The reader is referred

to [Newell et al., 2016] for more details. A variant of this network has been used for

scene depth estimation [Chen et al., 2016c]. We choose this architecture because it

can infer pixel-wise output by taking into account human body structure.

Our network input is a 3-channel RGB image of size 256×256 cropped and scaled

to fit a human bounding box using the ground truth. The network output for each

stack has dimensions 64 × 64 × 15 in the case of segmentation (14 classes plus the

background) and 64 × 64 × 20 for depth (19 depth classes plus the background). We

use cross-entropy loss defined on all pixels for both segmentation and depth. The

final loss of the network is the sum over 8 stacks. We train for 50K iterations for

synthetic pre-training using the RMSprop algorithm with mini-batches of size 6 and

a learning rate of 10−3. Our data augmentation during training includes random

rotations, scaling and color jittering.

We formulate the problem as pixel-wise classification task for both segmentation

and depth. When addressing segmentation, each pixel is assigned to one of the pre-

defined 14 human parts, namely head, torso, upper legs, lower legs, upper arms, lower

arms, hands, feet (separately for right and left) or to the background class. Regarding

the depth, we align ground-truth depth maps on the z-axis by the depth of the pelvis

joint, and then quantize depth values into 19 bins (9 behind and 9 in front of the

pelvis). We set the quantization constant to 45mm to roughly cover the depth extent

of common human poses. The network is trained to classify each pixel into one of the

19 depth bins or background. At test time, we first upsample feature maps of each

class with bilinear interpolation by a factor of 4 to output the original resolution.

Then, each pixel is assigned to the class for which the corresponding channel has the

maximum activation.
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3.5 Experiments

We test our approach on several datasets. First, we evaluate the segmentation and

depth estimation on the test set of our synthetic SURREAL dataset. Second, we

test the performance of segmentation on real images from the Freiburg Sitting People

dataset [Oliveira et al., 2016]. Next, we evaluate segmentation and depth estimation

on real videos from the Human3.6M dataset [Ionescu et al., 2011, 2014b] with available

3D information. Then, we qualitatively evaluate our approach on the more challenging

MPII Human Pose dataset [Andriluka et al., 2014]. Finally, we experiment and discuss

design choices of the SURREAL dataset.

3.5.1 Evaluation measures

We use intersection over union (IOU) and pixel accuracy measures for evaluating the

segmentation approach. The final measure is the average over 14 human parts as

in [Oliveira et al., 2016]. Depth estimation is formulated as a classification problem,

but we take into account the continuity when we evaluate. We compute root-mean-

squared-error (RMSE) between the predicted quantized depth value (class) and the

ground truth quantized depth on the human pixels. To interpret the error in real world

coordinates, we multiply it by the quantization constant (45mm). We also report a

scale and translation invariant RMSE (st-RMSE) by solving for the best translation

and scaling in z-axis to fit the prediction to the ground truth. Since inferring depth

from RGB is ambiguous, this is a common technique used in evaluations [Eigen et al.,

2014].

3.5.2 Validation on synthetic images

Train/test split. To evaluate our methods on synthetic images, we separate 20%

of the synthetic frames for the test set and train all our networks on the remaining

training set. The split is constructed such that a given CMU MoCap subject is
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Input Pred𝑠𝑒𝑔𝑚 GT𝑠𝑒𝑔𝑚 Pred𝑑𝑒𝑝𝑡ℎ GT𝑑𝑒𝑝𝑡ℎ

Figure 3-4 – Segmentation and depth predictions on synthetic test set.

assigned as either train or test. Whereas some subjects have a large number of

instances, some subjects have unique actions, and some actions are very common

(walk, run, jump). Overall, 30 subjects out of 145 are assigned as test. 28 test

subjects cover all common actions, and 2 have unique actions. Remaining subjects

are used for training. Although our synthetic images have different body shape and

appearance than the subject in the originating MoCap sequence, we still found it

appropriate to split by subjects. We separate a subset of our body shapes, clothing

and background images for the test set. This ensures that our tests are unbiased

with regards to appearance, yet are still representative of all actions. Table 3.1

summarizes the number of frames, clips and MoCap sequences in each split. Clips

are the continuous 100-frame sequences where we have the same random body shape,

background, clothing, camera and lighting. A new random set is picked at every clip.

Note that a few sequences have less than 100 frames.

Results on synthetic test set. The evaluation is performed on the middle frame

of each 100-frame clip on the aforementioned held-out synthetic test set, totaling in

12,528 images. For segmentation, the IOU and pixel accuracy are 69.13% and 80.61%,

respectively. Evaluation of depth estimation gives 72.9mm and 56.3mm for RMSE
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Figure 3-5 – Part segmentation on the Freiburg Sitting People dataset, training only
on FSitting (Real), training only on synthetic images (Synth), fine-tuning on 2 train-
ing subjects from FSitting (Synth+Real). Fine-tuning helps although only for 200
iterations.
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Table 3.2 – Parts segmentation results on 4 test subjects of Freiburg Sitting People
dataset. IOU for head, torso and upper legs (averaged over left and right) are pre-
sented as well as the mean IOU and mean pixel accuracy over 14 parts. The means
do not include background class. By adding an upsampling layer, we get the best
results reported on this dataset.

Head Torso Legs𝑢𝑝 mean mean
Training data IOU IOU IOU IOU Acc.
Real+Pascal [Oliveira et al., 2016] - - - 64.10 81.78
Real 58.44 24.92 30.15 28.77 38.02
Synth 73.20 65.55 39.41 40.10 51.88
Synth+Real 72.88 80.76 65.41 59.58 78.14
Synth+Real+up 85.09 87.91 77.00 68.84 83.37

and st-RMSE errors, respectively. Figure 3-4 shows sample predictions. For both

tasks, the results are mostly accurate on synthetic test images. However, there exist

a few challenging poses (e.g. crawling), test samples with extreme close-up views,

and fine details of the hands that are causing errors. In the following sections, we

investigate if similar conclusions can be made for real images.

3.5.3 Segmentation on Freiburg Sitting People

Freiburg Sitting People (FSitting) dataset [Oliveira et al., 2016] is composed of 200

high resolution (300x300 pixels) front view images of 6 subjects sitting on a wheel

chair. There are 14 human part annotations available. See Figure 3-5 for sample test

images and corresponding ground truth (GT) annotation. We use the same train/test

split as [Oliveira et al., 2016], 2 subjects for training and 4 subjects for test. The

amount of data is limited for training deep networks. We show that our network pre-

trained only on synthetic images is already able to segment human body parts. This

shows that the human renderings in the synthetic dataset are representative of the

real images, such that networks trained exclusively on synthetic data can generalize

quite well to real data.

Table 3.2 summarizes segmentation results on FSitting. We carry out several ex-
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Table 3.3 – Parts segmentation results on Human3.6M. The best result is obtained
by fine-tuning synthetic network with real images. Although the performance of the
network trained only with real data outperforms training only with synthetic, the
predictions visually are worse because of overfitting, see Figure 3-6.

IOU Accuracy
Training data fg+bg fg fg+bg fg
Real 49.61 46.32 58.54 55.69
Synth 46.35 42.91 56.51 53.55
Synth+Real 57.07 54.30 67.72 65.53

periments to understand the gain from synthetic pre-training. For the ‘Real’ baseline,

we train a network from scratch using 2 training subjects. This network overfits as

there are few subjects to learn from and the performance is quite low. Our ‘Synth’

result is obtained using the network pre-trained on synthetic images without fine-

tuning. We get 51.88% pixel accuracy and 40.1% IOU with this method and clearly

outperform training from real images. Furthermore, fine-tuning (Synth+Real) with 2

training subjects helps significantly. See Figure 3-5 for qualitative results. Given the

little amount for training in FSitting, the fine-tuning converges after 200 iterations.

In [Oliveira et al., 2016], the authors introduce a network that outputs a high-

resolution segmentation after several layers of upconvolutions. For a fair comparison,

we modify our network to output full resolution by adding one bilinear upsampling

layer followed by nonlinearity (ReLU) and a convolutional layer with 3×3 filters that

outputs 15 × 300 × 300 instead of 15 × 64 × 64 as explained in Section 3.4. If we

fine-tune this network (Synth+Real+up) on FSitting, we improve performance and

outperform [Oliveira et al., 2016] by a large margin. Note that [Oliveira et al., 2016]

trains on the same FSitting training images, but added around 2,800 Pascal images.

Hence they use significantly more manual annotation than our method.



CHAPTER 3. SURREAL 53

3.5.4 Segmentation and depth on Human3.6M

To evaluate our approach, we need sufficient real data with ground truth annotations.

Such data is expensive to obtain and currently not available. For this reason, we

generate nearly perfect ground truth for images recorded with a calibrated camera

and given their MoCap data. Human3.6M [Ionescu et al., 2011, 2014b] is currently

the largest dataset where such information is available. There are 3.6 million frames

from 4 cameras. We use subjects S1, S5, S6, S7, S8 for training, S9 for validation

and S11 for testing as in [Rogez and Schmid, 2016; Yasin et al., 2016], but from all

4 cameras. Note that this is different from the official train/test split [Ionescu et al.,

2014b]. Each subject performs each of the 15 actions twice. We use all frames from

one of the two instances of each action for training, and every 64𝑡ℎ frame from all

instances for testing. The frames have resolution 1000 × 1000 pixels, we assume a

256×256 cropped human bounding box is given to reduce computational complexity.

We evaluate the performance of both segmentation and depth, and compare with the

baseline for which we train a network on real images only.

Segmentation. Table 3.3 summarizes the parts segmentation results on Human3.6M.

Note that these are not comparable to the results in [Ionescu et al., 2014a] both be-

cause they assume the background segment is given and our ground truth segmenta-

tion data is not part of the official release (see Section 3.3.2). We report both the mean

over 14 human parts (fg) and the mean together with the background class (fg+bg).

Training on real images instead of synthetic images increases IOU by 3.4% and pixel

accuracy by 2.14%. This is expected because the training distribution matches the

test distribution in terms of background, camera position and action categories (i.e.

poses). Furthermore, the amount of real data is sufficient to perform CNN training.

However, since there are very few subjects available, we see that the network doesn’t

generalize to different clothing. In Figure 3-6, the ‘Real’ baseline has the border be-

tween shoulders and upper arms exactly on the T-shirt boundaries. This reveals that
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Figure 3-6 – Parts segmentation on the Human3.6M dataset, training only on real
images and MoSH-generated ground-truth from Human3.6M (Real), training only on
synthetic images from SURREAL (Synth), and fine-tuning on real Human3.6M data
(Synth+Real). The ‘Real’ baseline clearly fails on upper arms by fitting the skin
color. The synthetic pre-trained network has seen more variety in clothing. Best
result is achieved by the fine-tuned network.
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Figure 3-7 – Depth segmentation on the Human3.6M dataset, columns represent same
training partitions as in Figure 3-6. The pre-trained network (Synth) fails due to scale
mismatching in the training set and low contrast body parts, but fine-tuning with
real data (Synth+Real) tends to recover from these problems.
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Table 3.4 – Depth estimation results on Human3.6M (in millimeters). The depth
errors RMSE and st-RMSE are reported on foreground pixels. PoseRMSE error is
measured only on given human joints.

Training data RMSE st-RMSE PoseRMSE st-PoseRMSE
Real 96.3 75.2 122.6 94.5
Synth 111.6 98.1 152.5 131.5
Synth+Real 90.0 67.1 92.9 82.8

the network learns about skin color rather than actual body parts. Our pre-trained

network (Synth) performs reasonably well, even though the pose distribution in our

MoCap is quite different than that of Human3.6M. When we fine-tune the network

with real images from Human3.6M (Synth+Real), the model predicts very accurate

segmentations and outperforms the ‘Real’ baseline by a large margin. Moreover, our

model is capable of distinguishing left and right most of the time on all 4 views since

it has been trained with randomly sampled views.

Depth estimation. Depth estimation results on Human3.6M for various poses and

viewpoints are illustrated in Figure 3-7. Here, the pre-trained network fails at the

very challenging poses, although it still captures partly correct estimates (second

row). Fine-tuning on real data compensates for these errors and refines estimations.

In Table 3.4, we show RMSE error measured on foreground pixels, together with the

scale-translation invariant version (see Section 3.5.1). We also report the error only on

known 2D joints (PoseRMSE) to have an idea of how well a 3D pose estimation model

would work based on the depth predictions. One would need to handle occluded joints

to infer 3D locations of all joints, and this is beyond the scope of the current work.

3.5.5 Qualitative results on MPII Human Pose

FSitting and Human3.6M are relatively simple datasets with limited background clut-

ter, few subjects, single person per image, full body visible. In this section, we test
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Figure 3-8 – Qualitative results on challenging images from MPII Human Pose
dataset. Multi-person, occlusion and extreme poses are difficult cases for our model.
Given that the model is trained only on synthetic data, it is able to generalize suffi-
ciently well on cluttered real data. It is interesting to note that although we do not
model cloth shape, we see in the 8th column (bottom) that the whole dress is labeled
as torso and depth is quite accurate. Also the lower body occlusion never happens in
training, but is handled well at test (2nd top, 4th bottom).
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the generalization of our model on more challenging images. MPII Human Pose [An-

driluka et al., 2014] is one of the largest datasets with diverse viewpoints and clutter.

However, this dataset has no ground truth for part segmentation nor depth. There-

fore, we qualitatively show our predictions. Figure 3-8 illustrates several success and

failure cases. Our model generalizes reasonably well, except when there are multiple

people close to each other and extreme viewpoints, which have not appeared dur-

ing training. It is interesting to note that although lower body occlusions and cloth

shapes are not present in synthetic training, the models perform accurately in such

cases, see Figure 3-8 caption.

3.5.6 Design choices

We did several experiments to answer questions such as ‘How much data should we

synthesize?’, ‘Is CMU MoCap enough?’, ‘What’s the effect having clothing variation?’.

Amount of data. We plot the performance as a function of training data size. We

train with a random subset of 10−2, 10−1, 100, 101% of the 55K training clips using

all frames of the selected clips, i.e., 100% corresponds to 550 clips with a total of 55k

frames. Figure 3-9 (left) shows the increase in performance for both segmentation

and depth as we increase training data. Results are plotted on synthetic and Hu-

man3.6M test sets with and without fine-tuning. The performance gain is higher at

the beginning of all curves. There is some saturation, training with 55k frames is

sufficient, and it is more evident on Human3.6M after a certain point. We explain

this by the lack of diversity in Human3.6M test set and the redundancy of MoCap

poses.

Clothing variation. Similarly, we study what happens when we add more clothing.

We train with a subset of 100 clips containing only 1, 10 or 100 different clothings

(out of a total of 930), because the dataset has maximum 100 clips for a given clothing
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and we want to use same number of training clips, i.e., 1 clothing with 100 clips, 10

clothings with 10 clips each and 100 clothings with 1 clip each. Figure 3-9 (right)

shows the increase in performance for both tasks as we increase clothing variation.

In the case of fine-tuning, the impact gets less prominent because training and test

images of Human3.6M are recorded in the same room. Moreover, there is only one

subject in our test set, ideally such experiment should be evaluated on more diverse

data.

MoCap variation. Pose distribution depends on the MoCap source. To exper-

iment with the effect of having similar poses in training as in test, we rendered

synthetic data using Human3.6M MoCap. Segmentation and depth networks pre-

trained on this data (IOU: 48.11%, RMSE: 2.44) outperform the ones pre-trained

on CMU MoCap (42.82%, 2.57) when tested on real Human3.6M. It is important to

have diverse MoCap and to match the target distribution. Note that we exclude the

Human3.6M synthetic data in Section 3.5.4 to address the more generic case where

there is no dataset specific MoCap data available.

3.6 Conclusions

In this chapter, we have shown successful large-scale training of CNNs from syntheti-

cally generated images of people. We have addressed two tasks, namely, human body

part segmentation and depth estimation, for which large-scale manual annotation is

impractical. Unlike many existing synthetic datasets, the focus of SURREAL is on

the realistic rendering of people, which is a challenging task. Our synthetic dataset

has rich pixel-wise ground truth and can potentially be used for other tasks than

considered here, e.g., see the next chapter on body shape estimation.
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Figure 3-9 – Left: Amount of data. Right: Clothing variation. Segmentation and
depth are tested on the synthetic and Human3.6M test sets with networks pre-trained
on a subset of the synthetic training data. We also show fine-tuning on Human3.6M.
The x-axis is in log-scale.



Chapter 4

BodyNet: Volumetric Inference of

3D Human Body Shapes

This chapter presents our second contribution on human body analysis. We address

the 3D human body shape estimation problem and detail our approach.

Human shape estimation is an important task for video editing, animation and

fashion industry. Predicting 3D human body shape from natural images, however,

is highly challenging due to factors such as variation in human bodies, clothing and

viewpoint. Prior methods addressing this problem typically attempt to fit parametric

body models with certain priors on pose and shape. In this chapter, we argue for an

alternative representation and propose BodyNet, a neural network for direct inference

of volumetric body shape from a single image. BodyNet is an end-to-end trainable

network that benefits from (i) a volumetric 3D loss, (ii) a multi-view re-projection

loss, and (iii) intermediate supervision of 2D pose, 2D body part segmentation, and

3D pose. Each of them results in performance improvement as demonstrated by our

experiments. To evaluate the method, we fit the SMPL model to our network output

and show state-of-the-art results on the SURREAL and Unite the People datasets,

outperforming recent approaches. Besides achieving state-of-the-art performance, our

method also enables volumetric body part segmentation.

61
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Figure 4-1 – Our BodyNet predicts a volumetric 3D human body shape and 3D body
parts from a single image. We show the input image, the predicted human voxels,
and the predicted part voxels.

4.1 Introduction

Parsing people in visual data is central to many applications including mixed-reality

interfaces, animation, video editing and human action recognition. Towards this goal,

human 2D pose estimation has been significantly advanced by recent efforts [Newell

et al., 2016; Wei et al., 2016; Pishchulin et al., 2016; Cao et al., 2017]. Such methods

aim to recover 2D locations of body joints and provide a simplified geometric repre-

sentation of the human body. There has also been significant progress in 3D human

pose estimation [Martinez et al., 2017; Pavlakos et al., 2017; Rogez et al., 2017; Zhou

et al., 2017]. Many applications, however, such as virtual clothes try-on, video editing

and re-enactment require accurate estimation of both 3D human pose and shape.

3D human shape estimation has been mostly studied in controlled settings us-

ing specific sensors including multi-view capture [Leroy et al., 2017], motion capture

markers [Loper et al., 2014], inertial sensors [von Marcard et al., 2017], and 3D scan-

ners [Yang et al., 2016]. In uncontrolled single-view settings 3D human shape estima-

tion, however, has received little attention so far. The challenges include the lack of

large-scale training data, the high dimensionality of the output space, and the choice

of suitable representations for 3D human shape. Bogo et al. [2016] present the first

automatic method to fit a deformable body model to an image but rely on accurate

2D pose estimation and introduce hand-designed constraints enforcing elbows and
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knees to bend naturally. Other recent methods [Tan et al., 2017; Tung et al., 2017;

Kanazawa et al., 2018a] employ deformable human body models such as SMPL [Loper

et al., 2015] and regress model parameters with CNNs [Krizhevsky et al., 2012; LeCun

et al., 1989]. In this work, we compare to such approaches and show advantages.

The optimal choice of 3D representation for neural networks remains an open

problem. Recent work explores voxel [Maturana and Scherer, 2015; Yan et al., 2016;

Yumer and Mitra, 2016; Girdhar et al., 2016], octree [Tatarchenko et al., 2017; Riegler

et al., 2017b; Wang et al., 2017; Riegler et al., 2017a], point cloud [Su et al., 2017a,b;

Deng et al., 2018], and surface [Groueix et al., 2018a] representations for modeling

generic 3D objects. In the case of human bodies, the common approach has been to

regress parameters of pre-defined human shape models [Tan et al., 2017; Tung et al.,

2017; Kanazawa et al., 2018a]. However, the mapping between the 3D shape and

parameters of deformable body models is highly nonlinear and is currently difficult

to learn. Moreover, regression to a single set of parameters cannot represent multiple

hypotheses and can be problematic in ambigous situations. Notably, skeleton regres-

sion methods for 2D human pose estimation, e.g., [Toshev and Szegedy, 2014], have

recently been overtaken by heatmap based methods [Newell et al., 2016; Wei et al.,

2016] enabling representation of multiple hypotheses.

In this work we propose and investigate a volumetric representation for body

shape estimation as illustrated in Figure 4-1. Our network, called BodyNet, generates

likelihoods on the 3D occupancy grid of a person. To efficiently train our network,

we propose to regularize BodyNet with a set of auxiliary losses. Besides the main

volumetric 3D loss, BodyNet includes a multi-view re-projection loss and multi-task

losses. The multi-view re-projection loss, being efficiently approximated on voxel

space (see Section 4.3.2), increases the importance of the boundary voxels. The

multi-task losses are based on the additional intermediate network supervision in

terms of 2D pose, 2D body part segmentation, and 3D pose. The overall architecture

of BodyNet is illustrated in Figure 4-2.
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To evaluate our method, we fit the SMPL model [Bogo et al., 2016] to the Bo-

dyNet output and measure single-view 3D human shape estimation performance in

the recent SURREAL [Varol et al., 2017] (see Chapter 3) and Unite the People [Lass-

ner et al., 2017] datasets. The proposed BodyNet approach demonstrates state-of-

the-art performance and improves accuracy of recent methods. We show significant

improvements provided by the end-to-end training and auxiliary losses of BodyNet.

Furthermore, our method enables volumetric body-part segmentation. BodyNet is

fully-differentiable and could be used as a subnetwork in future application-oriented

methods targeting e.g., virtual cloth change or re-enactment.

In summary, this work makes several contributions. First, we address single-

view 3D human shape estimation and propose a volumetric representation for this

task. Second, we investigate several network architectures and propose an end-to-end

trainable network BodyNet combining a multi-view re-projection loss together with

intermediate network supervision in terms of 2D pose, 2D body part segmentation,

and 3D pose. Third, we outperform previous regression-based methods and demon-

strate state-of-the art performance on two datasets for human shape estimation. In

addition, our network is fully differentiable and can provide volumetric body-part

segmentation.

4.2 Related work

3D human body shape. While the problem of localizing 3D body joints has been

well-explored in the past [Ionescu et al., 2014b; Kostrikov and Gall, 2014; Martinez

et al., 2017; Pavlakos et al., 2017; Rogez et al., 2017; Yasin et al., 2016; Zhou et al.,

2017; Rogez and Schmid, 2016], 3D human shape estimation from a single image has

received limited attention and remains a challenging problem. For an overview on

recent body shape estimation methods, see our literature review in Chapter 2, Sec-

tion 2.1.4. Briefly, earlier work [Balan et al., 2007; Guan et al., 2009; Bogo et al., 2016;
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Figure 4-2 – BodyNet: End-to-end trainable network for 3D human body shape
estimation. The input RGB image is first passed through subnetworks for 2D pose
estimation and 2D body part segmentation. These predictions, combined with the
RGB features, are fed to another network predicting 3D pose. All subnetworks are
combined to a final network to infer volumetric shape. The 2D pose, 2D segmentation
and 3D pose networks are first pre-trained and then fine-tuned jointly for the task of
volumetric shape estimation using multi-view re-projection losses. We fit the SMPL
model to volumetric predictions for the purpose of evaluation.

Lassner et al., 2017] focused on optimization-based methods to find the parameters of

a deformable body model such as SCAPE [Anguelov et al., 2005] and SMPL [Loper

et al., 2015]. Even though such methods show compelling results, inherently they are

limited by the quality of the 2D detections they use and depend on priors both on

pose and shape parameters to regularize the highly complex and costly optimization

process. More recently, deep neural networks have been used to directly regress the

model parameters [Tan et al., 2017; Tung et al., 2017; Kanazawa et al., 2018a].

Even though parameters of deformable body models provide a low-dimensional

embedding of the 3D shape, predicting such parameters with a network requires

learning a highly non-linear mapping. In our work we opt for an alternative volumetric

representation that has shown to be effective for generic 3D objects [Yan et al., 2016]

and faces [Jackson et al., 2017]. The approach of [Yan et al., 2016] operates on

low-resolution grayscale images for a few rigid object categories such as chairs and

tables. We argue that human bodies are more challenging due to significant non-
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rigid deformations. To accommodate for such deformation, we use segmentation

and 3D pose as proxy to 3D shape in addition to 2D pose [Jackson et al., 2017].

Conditioning our 3D shape estimation on a given 3D pose, the network focuses on

the more complicated problem of shape deformation. Furthermore, we regularize our

voxel predictions with additional re-projection loss, perform end-to-end multi-task

training with intermediate supervision and obtain volumetric body part segmentation.

Others have studied predicting 2.5D projections of human bodies. DenseReg [Güler

et al., 2017] and DensePose [Güler et al., 2018] estimate image-to-surface correspon-

dences, while [Varol et al., 2017] outputs quantized depth maps for SMPL bodies.

Differently from these methods, our approach generates a full 3D body reconstruc-

tion.

Multi-task neural networks. Multi-task networks are well-studied. A common

approach is to output multiple related tasks at the very end of the neural network

architecture. Another, more recently explored alternative is to stack multiple sub-

networks and provide guidance with intermediate supervision. Here, we only cover

related works that employ the latter approach. Guiding CNNs with relevant cues has

shown improvements for a number of tasks. For example, 2D facial landmarks have

shown useful guidance for 3D face reconstruction [Jackson et al., 2017] and similarly

optical flow for action recognition [Simonyan and Zisserman, 2014]. However, these

methods do not perform joint training. Recent work of [Luvizon et al., 2018] jointly

learns 2D/3D pose together with action recognition. Similarly, [Popa et al., 2017]

trains for 3D pose with intermediate tasks of 2D pose and segmentation. With this

motivation, we make use of 2D pose, 2D human body part segmentation, and 3D

pose, that provide cues for 3D human shape estimation. Unlike [Popa et al., 2017],

3D pose becomes an auxiliary task for our final 3D shape task. In our experiments,

we show that training with a joint loss on all these tasks increases the performance

of all our subnetworks (see Section 4.4.8).
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4.3 BodyNet

BodyNet predicts 3D human body shape from a single image and is composed of four

subnetworks trained first independently, then jointly to predict 2D pose, 2D body

part segmentation, 3D pose, and 3D shape (see Figure 4-2). Here, we first discuss

the details of the volumetric representation for body shape (Section 4.3.1). Then, we

describe the multi-view re-projection loss (Section 4.3.2) and the multi-task training

with the intermediate representations (Section 4.3.3). Finally, we formulate our model

fitting procedure (Section 4.3.4).

4.3.1 Volumetric inference for 3D human shape

For 3D human body shape, we propose to use a voxel-based representation. Our

shape estimation subnetwork outputs the 3D shape represented as an occupancy map

defined on a fixed resolution voxel grid. Specifically, given a 3D body, we define a

3D voxel grid roughly centered at the root joint, (i.e., the hip joint) where each voxel

inside the body is marked as occupied. We voxelize the ground truth meshes (i.e.,

SMPL) into a fixed resolution grid using binvox [Nooruddin and Turk, 2003; Min].

We assume orthographic projection and rescale the volume such that the 𝑥𝑦-plane

is aligned with the 2D segmentation mask to ensure spatial correspondence with the

input image. After scaling, the body is centered on the 𝑧-axis and the remaining

areas are padded with zeros.

Our network minimizes the binary cross-entropy loss after applying the sigmoid

function on the network output similar to [Jackson et al., 2017]:

ℒ𝑣 =
𝑊∑︁

𝑥=1

𝐻∑︁
𝑦=1

𝐷∑︁
𝑧=1

𝑉𝑥𝑦𝑧 log 𝑉𝑥𝑦𝑧 + (1 − 𝑉𝑥𝑦𝑧) log(1 − 𝑉𝑥𝑦𝑧), (4.1)

where 𝑉𝑥𝑦𝑧 and 𝑉𝑥𝑦𝑧 denote the ground truth value and the predicted sigmoid output

for a voxel, respectively. Width (𝑊 ), height (𝐻) and depth (𝐷) are 128 in our
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experiments. We observe that this resolution captures sufficient details.

The loss ℒ𝑣 is used to perform foreground-background segmentation of the voxel

grid. We further extend this formulation to perform 3D body part segmentation

with a multi-class cross-entropy loss. We define 6 parts (head, torso, left/right leg,

left/right arm) and learn 7-class classification including the background. The weights

for this network are initialized by the shape network by copying the output layer

weights for each class. This simple extension allows the network to directly infer 3D

body parts without going through the costly SMPL model fitting.

4.3.2 Multi-view re-projection loss on the silhouette

Due to the complex articulation of the human body, one major challenge in inferring

the volumetric body shape is to ensure high confidence predictions across the whole

body. We often observe that the confidences on the limbs away from the body center

tend to be lower (see Figure 4-5). To address this problem, we employ additional

2D re-projection losses that increase the importance of the boundary voxels. Similar

losses have been employed for rigid objects by [Zhu et al., 2017; Tulsiani et al., 2017]

in the absence of 3D labels and by [Yan et al., 2016] as additional regularization. In

our case, we show that the multi-view re-projection term is critical, particularly to

obtain good quality reconstruction of body limbs. Assuming orthographic projection,

the front view projection, 𝑆𝐹 𝑉 , is obtained by projecting the volumetric grid to the

image with the max operator along the 𝑧-axis [Zhu et al., 2017]. Similarly, we define

𝑆𝑆𝑉 as the max along the 𝑥-axis:

𝑆𝐹 𝑉 (𝑥, 𝑦) = max
𝑧

𝑉𝑥𝑦𝑧 and 𝑆𝑆𝑉 (𝑦, 𝑧) = max
𝑥

𝑉𝑥𝑦𝑧. (4.2)

The true silhouette, 𝑆𝐹 𝑉 , is defined by the ground truth 2D body part segmentation
provided by the datasets. We obtain the ground truth side view silhouette from the
voxel representation that we computed from the ground truth 3D mesh: 𝑆𝑆𝑉 (𝑦, 𝑧) =
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max𝑥 𝑉𝑥𝑦𝑧. We note that our voxels remain slightly larger than the original mesh due
to the voxelization step that marks every voxel that intersects with a face as occupied.
We define a binary cross-entropy loss per view as follows:

ℒ𝐹 𝑉
𝑝 =

𝑊∑︁
𝑥=1

𝐻∑︁
𝑦=1

𝑆(𝑥, 𝑦) log 𝑆𝐹 𝑉 (𝑥, 𝑦) + (1 − 𝑆(𝑥, 𝑦)) log(1 − 𝑆𝐹 𝑉 (𝑥, 𝑦)), (4.3)

ℒ𝑆𝑉
𝑝 =

𝐻∑︁
𝑦=1

𝐷∑︁
𝑧=1

𝑆(𝑦, 𝑧) log 𝑆𝑆𝑉 (𝑦, 𝑧) + (1 − 𝑆(𝑦, 𝑧)) log(1 − 𝑆𝑆𝑉 (𝑦, 𝑧)). (4.4)

We train the shape estimation network initially with ℒ𝑣. Then, we continue training

with a combined loss: 𝜆𝑣ℒ𝑣 + 𝜆𝐹 𝑉
𝑝 ℒ𝐹 𝑉

𝑝 + 𝜆𝑆𝑉
𝑝 ℒ𝑆𝑉

𝑝 , Section 4.3.3 gives details on how

to set the relative weighting of the losses. Section 4.4.3 demonstrates experimentally

the benefits of the multi-view re-projection loss.

4.3.3 Multi-task learning with intermediate supervision

The input to the 3D shape estimation subnetwork is composed by combining RGB,

2D pose, segmentation, and 3D pose predictions. Here, we present the subnetworks

used to predict these intermediate representations and detail our multi-task learning

procedure. The architecture for each subnetwork is based on a stacked hourglass

network [Newell et al., 2016], where the output is over a spatial grid and is, thus,

convenient for pixel- and voxel-level tasks as in our case.

2D pose. Following the work of Newell et al. [2016], we use a heatmap representation

of 2D pose. We predict one heatmap for each body joint where a Gaussian with fixed

variance is centered at the corresponding image location of the joint. The final joint

locations are identified as the pixel indices with the maximum value over each output

channel. We use the first two stacks of an hourglass network to map RGB features

3×256×256 to 2D joint heatmaps 16×64×64 as in [Newell et al., 2016] and predict

16 body joints. The mean-squared error between the ground truth and predicted 2D

heatmaps is ℒ2𝐷
𝑗 .

2D part segmentation. Our body part segmentation network is adopted from [Varol
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et al., 2017] and is trained on the SMPL [Loper et al., 2015] anatomic parts defined

by [Varol et al., 2017]. The architecture is similar to the 2D pose network and again

the first two stacks are used. The network predicts one heatmap per body part given

the input RGB image, which results in an output resolution of 15 × 64 × 64 for 15

body parts. The spatial cross-entropy loss is denoted with ℒ𝑠.

3D pose. Estimating the 3D joint locations from a single image is an inherently am-

biguous problem. To alleviate some uncertainty, we assume that the camera intrinsics

are known and predict the 3D pose in the camera coordinate system. Extending the

notion of 2D heatmaps to 3D, we represent 3D joint locations with 3D Gaussians de-

fined on a voxel grid as in [Pavlakos et al., 2017]. For each joint, the network predicts

a fixed-resolution volume with a single 3D Gaussian centered at the joint location.

The 𝑥𝑦−dimensions of this grid are aligned with the image coordinates, and hence

the 2D joint locations, while the 𝑧 dimension represents the depth. We assume this

voxel grid is aligned with the 3D body such that the root joint corresponds to the

center of the 3D volume. We determine a reasonable depth range in which a human

body can fit (roughly 85cm in our experiments) and quantize this range into 19 bins.

We define the overall resolution of the 3D grid to be 64 × 64 × 19, i.e., four times

smaller in spatial resolution compared to the input image as is the case for the 2D

pose and segmentation networks. We define one such grid per body joint and regress

with mean-squared error ℒ3𝐷
𝑗 .

The 3D pose estimation network consists of another two stacks. Unlike 2D pose

and segmentation, the 3D pose network takes multiple modalities as input, all spa-

tially aligned with the output of the network. Specifically, we concatenate RGB

channels with the heatmaps corresponding to 2D joints and body parts. We upsam-

ple the heatmaps to match the RGB resolution, thus the input resolution becomes

(3 + 16 + 15) × 256 × 256. While 2D pose provides a significant cue for the 𝑥, 𝑦 joint

locations, some of the depth information is implicitly contained in body part seg-

mentation since unlike a silhouette, occlusion relations among individual body parts
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provide strong 3D cues. For example a discontinuity on the torso segment caused by

an occluding arm segment implies the arm is in front of the torso. In Section 4.4.8,

we provide comparisons of 3D pose prediction with and without using this additional

information.

Combined loss and training details. The subnetworks are initially trained inde-

pendently with individual losses, then fine-tuned jointly with a combined loss:

ℒ = 𝜆2𝐷
𝑗 ℒ2𝐷

𝑗 + 𝜆𝑠ℒ𝑠 + 𝜆3𝐷
𝑗 ℒ3𝐷

𝑗 + 𝜆𝑣ℒ𝑣 + 𝜆𝐹 𝑉
𝑝 ℒ𝐹 𝑉

𝑝 + 𝜆𝑆𝑉
𝑝 ℒ𝑆𝑉

𝑝 . (4.5)

The weighting coefficients are set such that the average gradient of each loss across

parameters is at the same scale at the beginning of fine-tuning. With this rule, we set

(𝜆2𝐷
𝑗 , 𝜆𝑠, 𝜆3𝐷

𝑗 , 𝜆𝑣, 𝜆𝐹 𝑉
𝑝 , 𝜆𝑆𝑉

𝑝 ) ∝ (107, 103, 106, 101, 1, 1) and make the sum of the weights

equal to one. We set these weights on the SURREAL dataset and use the same values

in all experiments. We found it important to apply this balancing so that the network

does not forget the intermediate tasks, but improves the performance of all tasks at

the same time.

When training our full network, see Figure 4-2, we proceed as follows: (i) we train

2D pose and segmentation; (ii) we train 3D pose with fixed 2D pose and segmentation

network weights; (iii) we train 3D shape network with all the preceding network

weights fixed; (iv) then, we continue training the shape network with additional re-

projection losses; (v) finally, we perform end-to-end fine-tuning on all network weights

with the combined loss.

Implementation details. Each of our subnetworks consists of two stacks to keep a

reasonable computational cost. We take the first two stacks of the 2D pose network

trained on the MPII dataset [Andriluka et al., 2014] with 8 stacks [Newell et al.,

2016]. Similarly, the segmentation network is trained on the SURREAL dataset

with 8 stacks [Varol et al., 2017] and the first two stacks are used. Since stacked

hourglass networks involve intermediate supervision [Newell et al., 2016], we can use
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only part of the network by sacrificing slight performance. The weights for 3D pose

and 3D shape networks are randomly initialized and trained on SURREAL with

two stacks. Architectural details are given in Section 4.6. SURREAL [Varol et al.,

2017], being a large-scale dataset, provides pre-training for the UP dataset [Lassner

et al., 2017] where the networks converge relatively faster. Therefore, we fine-tune

the segmentation, 3D pose, and 3D shape networks on UP from those pre-trained

on SURREAL. We use RMSprop [Tieleman and Hinton, 2012] algorithm with mini-

batches of size 6 and a fixed learning rate of 10−3. Color jittering augmentation is

applied on the RGB data. For all the networks, we assume that the bounding box

of the person is given, thus we crop the image to center the person. Code is made

publicly available on the project page [BodyNet project page].

4.3.4 Fitting a parametric body model

While the volumetric output of BodyNet produces good quality results, for some

applications, it is important to produce a 3D surface mesh, or even a parametric

model that can be manipulated. Furthermore, we use the SMPL model for our

evaluation. To this end, we process the network output in two steps: (i) we first

extract the isosurface from the predicted occupancy map, (ii) next, we optimize for

the parameters of a deformable body model, SMPL model in our experiments, that

fits the isosurface as well as the predicted 3D joint locations.

Formally, we define the set of 3D vertices in the isosurface mesh that is ex-

tracted [Lewiner et al., 2003] from the network output to be V𝑛. SMPL [Loper

et al., 2015] is a statistical model where the location of each vertex is given by a

set V𝑠(𝜃, 𝛽) that is formulated as a function of the pose (𝜃) and shape (𝛽) parame-

ters [Loper et al., 2015]. Given V𝑛, our goal is to find {𝜃⋆, 𝛽⋆} such that the weighted

Chamfer distance, i.e., the distance among the closest point correspondences between
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V𝑛 and V𝑠(𝜃, 𝛽) is minimized:

{𝜃⋆, 𝛽⋆} = argmin
{𝜃,𝛽}

∑︁
p𝑛∈V𝑛

min
p𝑠∈V𝑠(𝜃,𝛽)

𝑤𝑛‖p𝑛 − p𝑠‖2
2+

∑︁
p𝑠∈V𝑠(𝜃,𝛽)

min
p𝑛∈V𝑛

𝑤𝑛‖p𝑛 − p𝑠‖2
2 + 𝜆

𝐽∑︁
𝑖=1

‖j𝑛
𝑖 − j𝑠

𝑖 (𝜃, 𝛽)‖2
2. (4.6)

We find it effective to weight the closest point distances by the confidence of the

corresponding point in the isosurface which depends on the voxel predictions of our

network. We denote the weight associated with the point 𝑝𝑛 as 𝑤𝑛. We define an

additional term to measure the distance between the predicted 3D joint locations,

{j𝑛
𝑖 }𝐽

𝑖=1, where 𝐽 denotes the number of joints, and the corresponding joint locations

in the SMPL model, denoted by {j𝑠
𝑖 (𝜃, 𝛽)}𝐽

𝑖=1. We weight the contribution of the

joints’ error by a constant 𝜆 (empirically set to 5 in our experiments) since 𝐽 is very

small (e.g., 16) compared to the number of vertices (e.g., 6890). In Section 4.4, we

show the benefits of fitting to voxel predictions compared to our baseline of fitting to

2D and 3D joints, and to 2D segmentation, i.e., to the inputs of the shape network.

We optimize for Eq. (4.6) in an iterative manner where we update the correspon-

dences at each iteration. We use Powell’s dogleg method [Nocedal and Wright, 2006]

and Chumpy [Chumpy] similar to [Bogo et al., 2016]. When reconstructing the isosur-

face, we first apply a thresholding (0.5 in our experiments) to the voxel predictions

and apply the marching cubes algorithm [Lewiner et al., 2003]. We initialize the

SMPL pose parameters to be aligned with our 3D pose predictions and set 𝛽 = 0⃗

(where 0⃗ denotes a vector of zeros).

4.4 Experiments

This section presents the evaluation of BodyNet. We first describe evaluation datasets

(Section 4.4.1) and other methods used for comparison in this work (Section 4.4.2).

We then evaluate contributions of additional inputs (Section 4.4.3) and losses (Sec-
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tion 4.4.4). Next, we report performance on the UP dataset (Section 4.4.5). Finally,

we demonstrate results for 3D body part segmentation (Section 4.4.6).

4.4.1 Datasets and evaluation measures

SURREAL dataset [Varol et al., 2017] is a large-scale synthetic dataset for 3D

human body shapes with ground truth labels for segmentation, 2D/3D pose, and

SMPL body parameters. Given its scale and rich ground truth, we use SURREAL

in this work for training and testing. Previous work demonstrating successful use of

synthetic images of people for training visual models include [Barbosa et al., 2018;

Ghezelghieh et al., 2016; Chen et al., 2016b]. Given the SMPL shape and pose

parameters, we compute the ground truth 3D mesh. We use the standard train

split [Varol et al., 2017]. For testing, we use the middle frame of the middle clip of

each test sequence, which makes a total of 507 images. We observed that testing on

the full test set of 12, 528 images yield similar results. To evaluate the quality of our

shape predictions for difficult cases, we define two subsets with extreme body shapes,

similar to what is done for example in optical flow [Butler et al., 2012]. We compute

the surface distance between the average shape (𝛽 = 0⃗) given the ground truth pose

and the true shape. We take the 10𝑡ℎ (s10) and 20𝑡ℎ (s20) percentile of this distance

distribution that represent the meshes with extreme body shapes.

Unite the People dataset (UP) [Lassner et al., 2017] is a recent collection of

multiple datasets (e.g., MPII [Andriluka et al., 2014], LSP [Johnson and Everingham,

2010]) providing additional annotations for each image. The annotations include 2D

pose with 91 keypoints, 31 body part segments, and 3D SMPL models. The ground

truth is acquired in a semi-automatic way and is therefore imprecise. We evaluate

our 3D body shape estimations on this dataset. We report errors on two different

subsets of the test set where 2D segmentations as well as pseudo 3D ground truth are

available. We use notation T1 for images from the LSP subset [Lassner et al., 2017],

and T2 for images used by [Tan et al., 2017].
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3D shape evaluation. We evaluate body shape estimation with different measures.

Given the ground truth and our predicted volumetric representation, we measure the

intersection over union directly on the voxel grid, i.e., voxel IOU. We further assess

the quality of the projected silhouette to enable comparison with [Lassner et al.,

2017; Tan et al., 2017; Kanazawa et al., 2018a]. We report the intersection over union

(silhouette IOU), F1-score computed for foreground pixels, and global accuracy (ratio

of correctly predicted foreground and background pixels). We evaluate the quality

of the fitted SMPL model by measuring the average error in millimeters between

the corresponding vertices in the fit and ground truth mesh (surface error). We also

report the average error between the corresponding 91 landmarks defined for the UP

dataset [Lassner et al., 2017]. We assume the depth of the root joint and the focal

length to be known to transform the volumetric representation into a metric space.

4.4.2 Alternative methods

We demonstrate advantages of BodyNet by comparing it to alternative methods.

BodyNet makes use of 2D/3D pose estimation and 2D segmentation. We define

alternative methods in terms of the same components combined differently.

SMPLify++. Lassner et al. [2017] extended SMPLify [Bogo et al., 2016] with

an additional term on 2D silhouette. Here, we extend it further to enable a fair

comparison with BodyNet. We use the code from [Bogo et al., 2016] and implement

a fitting objective with additional terms on 2D silhouette and 3D pose besides 2D

pose. Given the 2D silhouette contour predicted by the network S𝑛, our goal is to

find {𝜃⋆, 𝛽⋆} such that the weighted distance among the closest point correspondences

between S𝑛 and S𝑠(𝜃, 𝛽) is minimized:

{𝜃⋆, 𝛽⋆} = argmin
{𝜃,𝛽}

∑︁
p𝑠∈S𝑠(𝜃,𝛽)

min
p𝑛∈S𝑛

𝑤𝑛‖p𝑛 − p𝑠‖2
2+

𝜆𝑗

𝐽∑︁
𝑖=1

‖j𝑛
𝑖 − j𝑠

𝑖 (𝜃, 𝛽)‖2
2 +

𝐽∑︁
𝑖=1

‖k𝑛
𝑖 − k𝑠

𝑖 (𝜃, 𝛽)‖2
2, (4.7)
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where S𝑠(𝜃, 𝛽) is the projected silhouette of the SMPL model. Prior to the opti-

mization, we initialize the camera parameters with the original function from SM-

PLify [Bogo et al., 2016] that only uses the hip and shoulder joints for an estimate.

We use this function for initialization and further optimize the camera parameters

using our 2D/3D joint correspondences. We use these camera parameters to compute

the projection. The weights 𝑤𝑛 associated to the contour point 𝑝𝑛 denote the pixel

distance between 𝑝𝑛 and its closest point (divided by the pixel threshold 10, defined

by [Bogo et al., 2016]).

Similar to Eq. (4.6), the second term measures the distance between the pre-

dicted 3D joint locations, {j𝑛
𝑖 }𝐽

𝑖=1, where 𝐽 denotes the number of joints, and the

corresponding joint locations in the SMPL model, denoted by {j𝑠
𝑖 (𝜃, 𝛽)}𝐽

𝑖=1. Addi-

tionally, we define predicted 2D joint locations, {k𝑛
𝑖 }𝐽

𝑖=1, and 2D SMPL joint loca-

tions, {k𝑠
𝑖 (𝜃, 𝛽)}𝐽

𝑖=1. We set the weight 𝜆𝑗 = 100 by visual inspection. We observe

that it becomes difficult to tune the weights with multiple objectives. We optimize

for Eq. (4.7) in an iterative manner where we update the correspondences at each

iteration.

As shown in Table 4.2, results of SMPLify++ remain inferior to BodyNet despite

both of them using 2D/3D pose and segmentation inputs (see Figure 4-3).

Shape parameter regression. To validate our volumetric representation, we also

implement a regression method by replacing the 3D shape estimation network in

Figure 4-2 by another subnetwork directly regressing the 10-dim. shape parameter

vector 𝛽 using L2 loss. The network architecture corresponds to the encoder part

of the hourglass followed by 3 additional fully connected layers (see Section 4.6 for

details). We recover the pose parameters 𝜃 from our 3D pose prediction (initial

attempts to regress 𝜃 together with 𝛽 gave worse results). Table 4.2 demonstrates

inferior performance of the 𝛽 regression network that often produces average body

shapes (see Figure 4-3). In contrast, BodyNet results in better SMPL fitting due to

the accurate volumetric representation.
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Table 4.1 – Performance on the SURREAL dataset using alternative combinations of
intermediate representations at the input.

voxel IOU (%) SMPL surface error (mm)
2D pose 47.7 80.9
RGB 51.8 79.1
Segm 54.6 79.1
3D pose 56.3 74.5
Segm + 3D pose 56.4 74.0
RGB + 2D pose + Segm + 3D pose 58.1 73.6

4.4.3 Effect of additional inputs

We first motivate our proposed architecture by evaluating performance of 3D shape

estimation in the SURREAL dataset using alternative inputs (see Table 4.1). When

only using one input, 3D pose network, which is already trained with additional 2D

pose and segmentation inputs, performs best. We observe improvements as more

cues, specifically 3D cues are added. We also note that intermediate representations

in terms of 3D pose and 2D segmentation outperform RGB. Adding RGB to the

intermediate representations further improves shape results on SURREAL. Figure 4-

4 illustrates intermediate predictions as well as the final 3D shape output. Based on

        Input             Shape      SMPLify++   BodyNet   Ground
                          regression                                             truth

Input
Shape regression

Fittingto inputs

BodyNet
Ground truth

Input
Shape regression

Fittingto inputs

BodyNet
Ground truth

Input BodyNet Ground 
truth

Input
Shape 

parameter 
regression

SMPLify++ BodyNet Ground 
truth

Shape 
parameter 
regression

SMPLify++

Figure 4-3 – SMPL fit on BodyNet predictions compared with other methods. While
shape parameter regression and the fitting only to BodyNet inputs (SMPLify++)
produce shapes close to average, BodyNet learns how the true shape observed in the
image deviates from the average deformable shape model. Examples taken from the
test subset s10 of SURREAL dataset with extreme shapes.
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      input             2D           3D pose    3D voxels    SMPL   Ground
     image      predictions   prediction  prediction       fit          truth                          

      input                   2D            3D pose     3D voxels         SMPL        Ground
     image            predictions    prediction    prediction            fit             truth                          

Figure 4-4 – Our predicted 2D pose, segmentation, 3D pose, 3D volumetric shape,
and SMPL model alignments. Our 3D shape predictions are consistent with pose and
segmentation, suggesting that the shape network relies on the intermediate represen-
tations. When one of the auxiliary tasks fails (2D pose on the right), 3D shape can
still be recovered with the help of the other cues.

results in Table 4.1, we choose to use all intermediate representations as parts of our

full network that we call BodyNet.

4.4.4 Effect of re-projection error and end-to-end multi-task

training

We evaluate contributions provided by additional supervision from Section 4.3.2-4.3.3.

Effect of re-projection losses. Table 4.2 (lines 4-10) provides results when the

shape network is trained with and without re-projection losses (see also Figure 4-5).

The voxels network without any additional loss already outperforms the baselines

described in Section 4.4.2. When trained with re-projection losses, we observe in-

creasing performance both with single-view constraints, i.e., front view (FV), and

multi-view, i.e., front and side views (FV+SV). The multi-view re-projection loss

puts more importance on the body surface resulting in a better SMPL fit.

Effect of intermediate losses. Table 4.2 (lines 7-10) presents experimental evalua-

tion of the proposed intermediate supervision. Here, we first compare the end-to-end

network fine-tuned jointly with auxiliary tasks (lines 9-10) to the networks trained

independently from the fixed representations (lines 4-6). Comparison of results on

lines 6 and 10 suggests that multi-task training regularizes all subnetworks and pro-

vides better performance for 3D shape. We refer to Section 4.4.8 for the performance
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Table 4.2 – Volumetric prediction on SURREAL with different versions of our model
compared to alternative methods. Note that lines 2-10 use same modalities (i.e.,
2D/3D pose, 2D segmentation). The evaluation is made on the SMPL model fit to
our voxel outputs. The average SMPL surface error decreases with the addition of
the proposed components.

full s20 s10
1. Tung et al. [2017] (using GT 2D pose and segmentation) 74.5 - -

Alternative methods:
2. SMPLify++ (𝜃, 𝛽 optimized) 75.3 79.7 86.1
3. Shape parameter regression (𝛽 regressed, 𝜃 fixed) 74.3 82.1 88.7

BodyNet:
4. Voxels network 73.6 81.1 86.3
5. Voxels network with [FV] silhouette re-projection 69.9 76.3 81.3
6. Voxels network with [FV+SV] silhouette re-projection 68.2 74.4 79.3
7. End-to-end without intermediate tasks [FV] 72.7 78.9 83.2
8. End-to-end without intermediate tasks [FV+SV] 70.5 76.9 81.3
9. End-to-end with intermediate tasks [FV] 67.7 74.7 81.0

10. End-to-end with intermediate tasks [FV+SV] 65.8 72.2 76.6

improvements on auxiliary tasks. To assess the contribution of intermediate losses

on 2D pose, segmentation, and 3D pose, we implement an additional baseline where

we again fine-tune end-to-end, but remove the losses on the intermediate tasks (lines

7-8). Here, we keep only the voxels and the re-projection losses. These networks not

only forget the intermediate tasks, but are also outperformed by our base networks

without end-to-end refinement (compare lines 8 and 6). On all the test subsets (i.e.,

full, s20, and s10) we observe a consistent improvement of the proposed components

against baselines. Figure 4-3 presents qualitative results and illustrates how BodyNet

successfully learns the 3D shape in extreme cases.

Comparison to the state of the art. Table 4.2 (lines 1,10) demonstrates a signif-

icant improvement of BodyNet compared to the recent method of Tung et al. [2017].

Note that [Tung et al., 2017] relies on ground truth 2D pose and segmentation on the

test set, while our approach is fully automatic. Other works do not report results on
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Table 4.3 – Body shape performance and comparison to the state of the art on the
UP dataset. Unlike in SURREAL, the 3D ground truth in this dataset is imprecise.
1This result is reported in [Lassner et al., 2017]. 2This result is reported in [Tan et al.,
2017].

2D metrics 3D metrics (mm)
Acc. (%) IOU F1 Landmarks Surface

T
1

3D ground truth [Lassner et al., 2017] 92.17 - 0.88 0 0
Decision forests [Lassner et al., 2017] 86.60 - 0.80 - -
HMR [Kanazawa et al., 2018a] 91.30 - 0.86 - -
SMPLify, UP-P91 [Lassner et al., 2017] 90.99 - 0.86 - -
SMPLify on DeepCut [Bogo et al., 2016]1 91.89 - 0.88 - -
BodyNet (end-to-end multi-task) 92.75 0.73 0.84 83.3 102.5

T
2

3D ground truth [Lassner et al., 2017]2 95.00 0.82 - 0 0
Indirect learning [Tan et al., 2017] 95.00 0.83 - 190.0 -
Direct learning [Tan et al., 2017] 91.00 0.71 - 105.0 -
BodyNet (end-to-end multi-task) 92.97 0.75 0.86 69.6 80.1

Table 4.4 – 2D metrics on the UP dataset to compare manual segmentations (M-
network) versus SMPL projections (S-network) as re-projection supervision. 1This
result is reported in [Lassner et al., 2017].

Acc. (%) IOU F1

T
1

SMPLify on DeepCut [Bogo et al., 2016]1 91.89 - 0.88
S-network (SMPL projections) 92.75 0.73 0.84
M-network (manual segmentations) 94.67 0.80 0.89

T
2

Indirect learning [Tan et al., 2017] 95.00 0.83 -
S-network (SMPL projections) 92.97 0.75 0.86
M-network (manual segmentations) 95.11 0.82 0.90

the recent SURREAL dataset.

4.4.5 Comparison to the state of the art on Unite the People

For the networks trained on the UP dataset, we initialize the weights pre-trained

on SURREAL and fine-tune with the complete training set of UP-3D where the 2D

segmentations are obtained from the provided 3D SMPL fits [Lassner et al., 2017].

We show results of BodyNet trained end-to-end with multi-view re-projection loss.

We provide quantitative evaluation of our method in Table 4.3 and compare to recent

approaches [Tan et al., 2017; Kanazawa et al., 2018a; Lassner et al., 2017]. We
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note that some works only report 2D metrics measuring how well the 3D shape is

aligned with the manually annotated segmentation. The ground truth is a noisy

estimate obtained in a semi-automatic way [Lassner et al., 2017], whose projection

is mostly accurate but not its depth. While our results are on par with previous

approaches on 2D metrics, we note that the provided manual segmentations and the

3D SMPL fits [Lassner et al., 2017] are noisy and affect both the training and the

evaluation [Güler et al., 2018]. Therefore, we also provide a large set of visual results

in Appendices 4.5, 4.4.7 to illustrate our competitive 3D estimation quality. On 3D

metrics, our method significantly outperforms both direct and indirect learning of

[Tan et al., 2017]. We also provide qualitative results in Figure 4-4 where we show

both the intermediate outputs and the final 3D shape predicted by our method. We

observe that voxel predictions are aligned with the 3D pose predictions and provide a

robust SMPL fit. We refer to Section 4.4.7 for an analysis on the type of segmentation

used as re-projection supervision.

4.4.6 3D body part segmentation

As described in Section 4.3.1, we extend our method to produce not only the fore-

ground voxels for a human body, but also the 3D part labeling. We report quantitative

results on SURREAL in Table 4.5 where accurate ground truth is available. When

the parts are combined, the foreground IOU becomes 58.9 which is comparable to

58.1 reported in Table 4.1. We provide qualitative results in Figure 4-6 on the UP

dataset where the parts network is only trained on SURREAL. To the best of our

knowledge, we present the first method for 3D body part labeling from a single im-

age with an end-to-end approach. We infer volumetric body parts directly with a

network without iterative fitting of a deformable model and obtain successful results.

Performance-wise BodyNet can produce foreground and per-limb voxels in 0.28s and

0.58s per image, respectively, using modern GPUs.
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Figure 4-5 – Voxel predictions color-
coded based on the confidence values.
Notice that our combined 3D and re-
projection loss enables our network to
make more confident predictions across
the whole body. Example taken from
SURREAL.

Figure 4-6 – BodyNet is able to directly
regress volumetric body parts from a sin-
gle image on examples from UP.

Table 4.5 – 3D body part segmentation performance measured per part on SURREAL.
The articulated and small limbs appear more difficult than torso.

Head Torso Left arm Right arm Left leg Right leg Background Foreground
Voxel IOU (%) 49.8 67.9 29.6 28.3 46.3 46.3 99.1 58.9

4.4.7 Potential to capture cloth deformations

Our experiments up to this point do not use the manual segmentation of the UP

dataset for training, although the evaluation on 2D metrics is performed against this

ground truth. Here we experiment with the option of using manual annotations

for the front view re-projection loss (M-network) versus the SMPL projections (S-

network) as supervision. Table 4.4 summarizes results. We obtain significantly better

aligned silhouettes with M-network by using the manual annotations during training.

However; in this case, the volumetric supervision is not in agreement with the 2D

re-projection loss. We observe that this problem creates artifacts in the output 3D

shape. Figure 4-7 illustrates this effect. We show results from both M-network and

S-network. Note that while the cloth boundaries are better captured with the M-

network from the front view, the output appears noisy from a rotated view.
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RGB GT 
silhouette

predicted 
silhouette

predicted 
silhouette

(front view) (other view)

predicted voxels
(front view) (other view)

predicted voxels

trained with manual annotation trained with SMPL projection

Figure 4-7 – Using manual segmentations (M-network) versus SMPL projections (S-
network) as re-projection supervision on the UP dataset.
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Table 4.6 – Performances of intermediate tasks before and after end-to-end multi-task
fine-tuning on the SURREAL dataset. All 2D pose, segmentation and 3D pose results
improve with the joint training.

Segmentation 2D pose 3D pose
mean parts IOU (%) PCKh@0.5 mean joint distance (mm)

Independent single-task training 59.2 82.7 46.1
Joint multi-task training 69.2 90.8 40.8
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Figure 4-8 – Training curves with (blue) and without (red) multi-task loss balancing.
Loss and the performance of each task are plotted at every 2K iterations. Balancing
is crucial to equally learn all tasks, see especially 3D pose that is balanced with a
factor 106.

4.4.8 Performance of intermediate tasks

Effect of multi-task training. Table 4.6 reports the results before and after end-

to-end training for 2D pose, segmentation, and 3D pose (lines 6 and 10 of Table 4.2).

We report mean IOU of the 14 foreground parts (excluding the background) as in

[Varol et al., 2017] for segmentation performance. 2D pose performance is measured

with PCKh@0.5 as in [Newell et al., 2016]. We measure the 3D pose error averaged

over 16 joints in millimeters. We report the error of our predictions against ground

truth with both of them centered at the root joint. We further assume the depth of

the root joint to be given in order to convert 𝑥𝑦 components of our volumetric 3D

pose representation in pixel space into metric space. The joint training for all tasks

improves both the accuracy of 3D shape estimation as well as the performance of all

intermediate tasks.
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Table 4.7 – Performance of our segmentation subnetwork on the UP dataset. See text
for details.

avg macro F1
Trained with LSP SMPL projections [Lassner et al., 2017] 0.5628
Trained with the manual annotations [Lassner et al., 2017] 0.6046
Trained with full training (31 parts) [Lassner et al., 2017] 0.6101
Trained with full training (14 parts), pre-trained on SURREAL (ours) 0.6397

Balancing multi-task losses. We set the weights in the multi-task loss by bringing

the gradients of individual losses to the same scale (see Section 4.3.3). For this, we

set all weights to be equal (sum to 1) and run the training for 100 iterations. We then

average the gradient magnitudes and find relative ratios to scale individual losses. In

Figure 4-8, we show the training curves with and without such balancing.

2D segmentation subnetwork on the UP dataset. We give details on how

the segmentation network that is pre-trained on SURREAL is fine-tuned on the UP

dataset. Furthermore, we report the performance and compare it to [Lassner et al.,

2017].

The segmentation network of BodyNet requires 15 classes (14 body parts and the

background). On the UP dataset, there are several types of segmentation annotations.

The training set of UP-3D has 5703 images with 31 part labels obtained from the

projections of the automatically generated SMPL ground truth. Manual segmentation

of six body parts only exists for the LSP subset of 639 images out of the full 1000

images with manual segmentations (not all have SMPL ground truth). We group the

31 SMPL parts into 14, which changes the definition of some part boundaries slightly,

but are quickly learned during fine-tuning. With this strategy, we obtain 5703 training

images. Figure 4-9 shows qualitative results for the segmentation capability of our

network. For quantitative evaluation, we use the full 1000 LSP images and group

our 14 parts into 6. We report macro F1 score that is averaged over 6 parts and the

background as in [Lassner et al., 2017]. Table 4.7 compares to other results reported

in [Lassner et al., 2017]. Our subnetwork demonstrates state-of-the-art results.
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Figure 4-9 – Qualitative 2D body part segmentation results on the UP dataset.

Effect of additional inputs for 3D pose. In this section, we motivate the initial

layers of the BodyNet architecture. Specifically, we investigate the effect of using

different input combinations of RGB, 2D pose, and 2D segmentation for the 3D

pose estimation task. For this experiment, we do not perform end-to-end fine-tuning

(similar to Table 4.1). Table 4.8 shows the effect of gradually adding more cues at

the input level and demonstrates consistent improvements on two different datasets.

Here, we report results on both SURREAL and the widely used 3D pose benchmark

of Human3.6M dataset [Ionescu et al., 2014b]. We fine-tune our networks which are

pre-trained on SURREAL by using sequences from subjects S1, S5, S6, S7, S8, S9

and evaluate on every 64th frame of camera 2 recording subject S11 (i.e., protocol 1

described in [Rogez et al., 2017]).

We compare our 3D pose estimation with the state-of-the-art methods in Table 4.8.

Note that unlike others, we do not apply any rotation transformation on our output

before evaluation and we assume the depth of the root joint to be known. While

these are therefore not directly comparable, our approach achieves state-of-the-art

performance on the Human3.6M dataset.
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Table 4.8 – 3D pose error (mm) of our 3D pose prediction network when different
intermediate representations are used as input. Notice that combining all input cues
yields best results, which achieves state of the art.

Input SURREAL Human3.6M
RGB 49.1 51.6
2D pose 55.9 57.0
Segm 48.1 58.9
2D pose + Segm 47.7 56.3
RGB + 2D pose + Segm 46.1 49.0

Kostrikov and Gall [2014] 115.7
Yasin et al. [2016] 108.3
Rogez and Schmid [2016] 88.1
Rogez et al. [2017] 53.4

4.5 Qualitative analysis

Volumetric shape results. We illustrate additional examples of BodyNet output

in Figure 4-15 and in the video available in the project page [BodyNet project page].

We show original RGB images with corresponding predictions of 3D volumetric body

shapes. For the visualization we threshold the real-valued 3D output of the BodyNet

using 0.5 as threshold and show the fitted surface [Lewiner et al., 2003]. The texture

on reconstructed bodies is automatically segmented and mapped from original images.

We also show additional examples of SMPL fits and 3D body part segmentations.

For the part segmentation, each voxel is assigned to the part with the maximum

score and an isosurface is shown per body part. Results are shown for static images

from the Unite the People dataset [Lassner et al., 2017] and on a few real videos

from YouTube. Notably, the method obtains temporally consistent results even when

applied to individual frames of the video (see video in the project page [BodyNet

project page] between 2:20-2:45).

Predicted silhouettes versus manual segmentations on UP. Figure 4-10 com-

pares projected silhouettes of our voxel predictions (middle) with the manually an-
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notated segmentations (right) used as ground truth for the evaluation in Table 4.3.

While our results are as expected and good, we observe frequent inconsistencies with
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Figure 4-10 – Projected silhouettes of our voxel predictions (middle) versus manually
annotated segmentations (right) on the Unite the People dataset. We note that the
evaluation is problematic due to several reasons such as occlusions and clothings,
whose definitions are application-dependent, i.e., one might be interested in anatomic
body or the full cloth deformation.
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front back

Figure 4-11 – Per-vertex SMPL error on SURREAL. Hands and feet contribute the
most to the surface error, followed by the other articulated body parts.

the manual annotation due to several reasons: BodyNet produces a full 3D human

body shape even in the case of occlusions (blue); annotations are often imprecise (red);

the 3D prediction of cloth (green) and hair (yellow) is currently beyond this work due

to the lack of training data, we instead focus on producing the anatomic parts (e.g.,

two legs instead of a long dress); finally, the labels are not always consistent in the

case of multi-person images (purple).

We note that we never use manual segmentation during training as such annota-

tions are not available for the full UP-3D dataset. As supervision for re-projection

losses we instead use the SMPL silhouettes whose overlap with the manual segmen-

tation is already not perfect (see Table 4.3, first row). Therefore, our performance in

2D metrics has an upper bound. Due to difficulties with the quantitative evaluation,

we mostly rely on qualitative results for the UP dataset.

SMPL error. We next investigate the quality of predictions depending on the body

location. We examine the network from Table 4.2 (line 10, 65.8mm surface error) and

measure the average per-vertex error. We visualize the color-coded SMPL surface in

Figure 4-11 indicating the areas with the highest and lowest errors by the red and

blue colors, respectively. Unsurprisingly, the highest errors occur at the extremities

of the body which can be explained by the articulation and the limited resolution of

the voxel grid preventing the capture of fine details.
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Figure 4-12 – Failure cases on images from UP. Arrows denote rotated views. Top(a):
results for depth ambiguity visible with the rotated view. Bottom(b-d): intermediate
predictions failing in a multi-person image. Note that GT is inaccurate due to the
semi-automatic annotation protocol.
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Figure 4-13 – Detailed architecture of our volumetric shape estimation subnetwork of
BodyNet. The resolutions denoted in red refer to the spatial resolution. See text for
details.
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Figure 4-14 – Detailed architecture of the shape parameter regression subnetwork
described in Section 4.4.2.

Failure modes. Figure 4-12 presents failure cases on UP. Depth ambiguity (a)

and multi-person images (b-d) often cause failures of pose estimation that propagate

further to the voxel output. Note that UP GT also has errors and our method may

learn such errors when trained on UP.

4.6 Architecture details

Volumetric shape network. The architecture for our 3D shape estimation net-

work is detailed in Figure 4-13. As described in Section 4.3.1, this network consists of
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two hourglasses, each supervised by the same type of losses. Different than the other

subnetworks in BodyNet, the input to the shape estimation network is a combination

of multiple modalities of different resolutions. We design an architecture whose first

branch operates on the concatenation of RGB (3×256×256), 2D pose (16×256×256),

and segmentation (15 × 256 × 256) channels as done in the original stacked hourglass

network [Newell et al., 2016] where a series of convolution and pooling operations

downsample the spatial resolution with a factor of 4. Once the spatial resolution of

this branch matches the one of the 3D pose input, i.e., 64 × 64, we concatenate the

feature maps of the first branch with the 3D pose heatmap channels. Note that the

depth resolution of 3D pose is treated as input channels, thus its dimensions become

304 × 64 × 64 for 16 body joints and 19 depth units (304 = 16 × 19). The output

of the second hourglass has again 64 × 64 spatial resolution. We use bilinear upsam-

pling followed by ReLU and 3 × 3 convolutions to obtain the output resolution of

128 × 128 × 128.

Shape parameter regression network. We described shape parameter regression

as an alternative method in Section 4.4.2. Figure 4-14 gives architectural details for

this subnetwork. The input part of the network is the same as in Figure 4-13. The

output resolution at the bottleneck layer of the hourglass is 128 × 4 × 4 (i.e., 2048-

dim). We vectorize this output and add 3 fully connected layers of size 𝑓𝑐1(2048,

1024), 𝑓𝑐2(1024, 512) and 𝑓𝑐3(512, 10) to produce the 10-dim 𝛽 vector with shape

parameters of the SMPL [Loper et al., 2015] body model. This subnetwork is trained

with the L2 loss.

3D body part segmentation network. When extending our shape network to

produce 3D body parts as described in Section 4.3.1, we first copy the weights of

the shape network trained without any re-projection loss (line 4 of the Table 4.2).

We first train this network for 3D body parts and then fine-tune it with the addi-

tional multi-view re-projection losses. We apply one re-projection loss per part and
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per view, i.e., 7*2=14 binary cross-entropy losses for 6 parts and 1 background, for

frontal and side views. For 6 parts, we apply the 𝑚𝑎𝑥 operation as in Section 4.3.2.

For the background class, we apply the 𝑚𝑖𝑛 operation to approximate orthographic

projection.

4.7 Conclusion

We have presented BodyNet, a fully automatic end-to-end multi-task network ar-

chitecture that predicts the 3D human body shape from a single image. We have

shown that joint training with intermediate tasks significantly improves the results.

We have also demonstrated that the volumetric regression together with a multi-view

re-projection loss is effective for representing human bodies. Moreover, with this flex-

ible representation, our framework allows us to extend our approach to demonstrate

impressive results on 3D body part segmentation from a single image. We believe

that BodyNet can provide a trainable building block for future methods that make

use of 3D body information, such as virtual cloth-change and action recognition.

Furthermore, we believe exploring the limits of using only intermediate representa-

tions is an interesting research direction for 3D tasks where acquiring training data

is impractical. Another future direction is to study the 3D body shape under cloth-

ing. Volumetric representation can potentially capture such additional geometry if

training data is provided.

In the next part of the thesis, we concentrate on the human action recognition

problem, which is closely related to human body analysis. Instead of the static body

pose, we will consider dynamic videos and a higher-level understanding of action

categories, such as running and jumping.
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Figure 4-15 – Qualitative results of our volumetric shape predictions on UP.
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Chapter 5

Long-term Temporal Convolutions

for Action Recognition

This chapter presents our first contribution to human action recognition. Here, we

detail our approach to long-term temporal convolutions.

Typical human actions last several seconds and exhibit characteristic spatio-

temporal structure. Recent methods attempt to capture this structure and learn

action representations with convolutional neural networks. Such representations,

however, are typically learned at the level of a few video frames failing to model

actions at their full temporal extent. In this chapter, we learn video representations

using neural networks with long-term temporal convolutions (LTC). We demonstrate

that LTC-CNN models with increased temporal extents improve the accuracy of ac-

tion recognition. We also study the impact of different low-level representations, such

as raw values of video pixels and optical flow vector fields and demonstrate the im-

portance of high-quality optical flow estimation for learning accurate action models.

We report state-of-the-art results on two challenging benchmarks for human action

recognition UCF101 (92.7%) and HMDB51 (67.2%).

96



CHAPTER 5. LTC 97

Front crawl

100f
20f 20f 20f 20f 20f

Breast stroke

100f
20f 20f 20f 20f 20f

(a) (b) (c) (d)

Figure 5-1 – Video patches for two classes of swimming actions. (a),(c): Actions
often contain characteristic, class-specific space-time patterns that last for several
seconds. (b),(d): Splitting videos into short temporal intervals is likely to destroy
such patterns making recognition more difficult. Our neural network with Long-term
Temporal Convolutions (LTC) learns video representations over extended periods of
time.

5.1 Introduction

Human actions and events can be seen as spatio-temporal objects. Such a view finds

support both in psychology [Tversky et al., 2002] and in computer vision approaches

to action recognition in video [Laptev et al., 2008; Niebles et al., 2008; Schüldt et al.,

2004; Wang and Schmid, 2013]. Successful methods for action recognition, indeed,

share similar techniques with object recognition and represent actions by statisti-

cal models of local video descriptors. Differently to objects, however, actions are

characterized by the temporal evolution of appearance governed by motion. Consis-

tent with this fact, motion-based video descriptors such as HOF and MBH [Laptev

et al., 2008; Wang and Schmid, 2013] as well as recent CNN-based motion represen-

tations [Simonyan and Zisserman, 2014] have shown most gains for action recognition

in practice.

The recent rise of convolutional neural networks (CNNs) convincingly demon-

strates the power of learning visual representations [Krizhevsky et al., 2012]. Equipped

with large-scale training datasets [Deng et al., 2009; Zhou et al., 2014], CNNs have

quickly taken over the majority of still-image recognition tasks such as object, scene

and face recognition [Girshick et al., 2014; Taigman et al., 2014; Zhou et al., 2014]. Ex-
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Figure 5-2 – Network architecture. Spatio-temporal convolutions with 3x3x3 filters
are applied in the first 5 layers of the network. Max pooling and ReLU are applied
in between all convolutional layers. Network input channels 𝐶1...𝐶𝑘 are defined for
different temporal resolutions 𝑡 ∈ {20, 40, 60, 80, 100} and either two-channel motion
(flow-x, flow-y) or three-channel appearance (R,G,B). The spatio-temporal resolution
of convolution layers decreases with the pooling operations.

tensions of CNNs to action recognition in video have been proposed in several recent

works [Karpathy et al., 2014; Simonyan and Zisserman, 2014; Tran et al., 2015]. Such

methods, however, currently show only moderate improvements over earlier methods

using hand-crafted video features [Wang and Schmid, 2013].

Current CNN methods for action recognition often extend CNN architectures

for static images [Krizhevsky et al., 2012] and learn action representations for short

video intervals ranging from 1 to 16 frames [Karpathy et al., 2014; Simonyan and

Zisserman, 2014; Tran et al., 2015]. Yet, typical human actions such as hand-shaking

and drinking, as well as cycles of repetitive actions such as walking and swimming

often last several seconds and span tens or hundreds of video frames. As illustrated

in Figure 5-1(a),(c), actions often contain characteristic patterns with specific spatial

as well as long-term temporal structure. Breaking this structure into short clips (see

Figure 5-1(b),(d)) and aggregating video-level information by the simple average of

clip scores [Simonyan and Zisserman, 2014; Tran et al., 2015] or more sophisticated

schemes such as LSTMs [Donahue et al., 2015] is likely to be suboptimal.

In this work, we investigate the learning of long-term video representations. We

consider space-time convolutional neural networks [Ji et al., 2010; Taylor et al., 2010;
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Tran et al., 2015] and study architectures with Long-term Temporal Convolutions

(LTC), see Figure 5-2. To keep the complexity of networks tractable, we increase

the temporal extent of representations at the cost of decreased spatial resolution.

We also study the impact of different low-level representations, such as raw values

of video pixels and optical flow vector fields. Our experiments confirm the advan-

tage of motion-based representations and highlight the importance of good quality

motion estimation for learning efficient representations for human action recognition.

We report state-of-the-art performance on two recent and challenging human action

benchmarks: UCF101 and HMDB51.

The contributions of this work are twofold. We demonstrate (i) the advantages of

long-term temporal convolutions and (ii) the importance of high-quality optical flow

estimation for learning accurate video representations for human action recognition.

In the remaining part of the chapter we discuss related work in Section 5.2, describe

space-time CNN architectures in Section 5.3 and present an extensive experimental

study of our method in Section 5.4. Our implementation and pre-trained CNN models

(compatible with Torch) are available on the project web page [LTC project page].

5.2 Related Work

We review previous work on action recognition in our literature survey (Chapter 2,

Section 2.2). Here, we refer to some of the most relevant CNN-based action recogni-

tion methods at the time of this work.

Learning visual representations with CNNs [Krizhevsky et al., 2012; LeCun et al.,

1989] has shown clear advantages over “hand-crafted” features for many recognition

tasks in static images [Girshick et al., 2014; Taigman et al., 2014; Zhou et al., 2014].

Extensions of CNN representations to action recognition in video have been proposed

in several recent works [Donahue et al., 2015; Ji et al., 2010; Karpathy et al., 2014;

Simonyan and Zisserman, 2014; Taylor et al., 2010; Tran et al., 2015; Wang et al.,
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2015a,b; Bilen et al., 2016; Feichtenhofer et al., 2016]. Some of these methods encode

single video frames with static CNN features [Donahue et al., 2015; Karpathy et al.,

2014; Simonyan and Zisserman, 2014]. Extensions to short video clips where video

frames are treated as multi-channel inputs to 2D CNNs have also been investigated

in [Karpathy et al., 2014; Simonyan and Zisserman, 2014; Feichtenhofer et al., 2016;

Wang et al., 2015b].

Learning CNN representations for action recognition has been addressed for raw

pixel inputs and for pre-computed optical flow features. Consistent with previous re-

sults obtained with hand-crafted representations, motion-based CNNs typically out-

perform CNN representations learned for RGB inputs [Simonyan and Zisserman, 2014;

Wang et al., 2015b]. In this work we investigate multi-resolution representations of

motion and appearance where for motion-based CNNs we demonstrate the impor-

tance of high-quality optical flow estimation. Similar findings have been recently

confirmed by [Zhang et al., 2016], where the authors transfer knowledge from high

quality optical flow algorithms to motion vector encoding representation.

Most of the current CNN methods use architectures with 2D convolutions, en-

abling shift-invariant representations in the image plane. Meanwhile, the invariance

to translations in time is also important for action recognition since the beginning

and the end of actions is unknown in general. CNNs with 3D spatio-temporal con-

volutions address this issue and provide a natural extension of 2D CNNs to video.

3D CNNs have been investigated for action recognition in [Ji et al., 2010; Karpathy

et al., 2014; Taylor et al., 2010; Tran et al., 2015]. All of these methods, however,

learn video representations for RGB input. Moreover, they typically consider very

short video intervals, for example, 16-frame video clips are used in [Tran et al., 2015]

and 2, 7, 15 frames in [Taylor et al., 2010; Ji et al., 2010; Karpathy et al., 2014],

respectively. In this work we extend 3D CNNs to significantly longer temporal convo-

lutions that enable action representation at their full temporal scale. We also explore

the impact of optical flow input. Both of these extensions show clear advantages in
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RGB MPEG flow Farneback Brox

Input Clip Video
RGB 57.0 59.9
MPEG flow 58.5 63.8
Farneback 66.3 71.3
Brox 74.8 79.6

Figure 5-3 – Illustration of the three optical flow methods and comparison of corre-
sponding recognition performance. From left to right: original image, MPEG [Kan-
torov and Laptev, 2014], Farneback [Farnebäck, 2003] and Brox [Brox et al., 2004]
optical flow. The color coding indicates the orientation of the flow. The table on the
right presents accuracy of action recognition in UCF101 (split 1) for different inputs.
Results are obtained with 60f networks and training from scratch (see text for more
details).

our experimental comparison to previous methods.

5.3 Long-term Temporal Convolutions

In this section we first present the network architecture. We then specify the different

inputs to networks used in this work. We finally provide details on learning and testing

procedures.

5.3.1 Network architecture

Our network architecture with long-term temporal convolutions is illustrated in Fig-

ure 5-2. The network has 5 space-time convolutional layers with 64, 128, 256, 256

and 256 filter response maps, followed by 3 fully connected layers of sizes 2048, 2048

and the number of classes. Following [Tran et al., 2015] we use 3 × 3 × 3 space-time

filters for all convolutional layers. Each convolutional layer is followed by a rectified

linear unit (ReLU) and a space-time max pooling layer. Max pooling filters are of

size 2 × 2 × 2 except in the first layer, where it is 2 × 2 × 1. The size of convolution

output is kept constant by padding 1 pixel in all three dimensions. Filter stride for all

dimensions is 1 for convolution and 2 for pooling operations. We use dropout for the

first two fully connected layers. Fully connected layers are followed by ReLU layers.
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Softmax layer at the end of the network outputs class scores.

5.3.2 Network input

To investigate the impact of long-term temporal convolutions, we here study network

inputs with different temporal extents. We depart from the recent C3D work [Tran

et al., 2015] and first compare inputs of 16 frames (16f) and 60 frames (60f). We then

systematically analyze implications of the increased temporal and spatial resolutions

for input signals in terms of motion and appearance. For the 16-frame network we

crop input patches of size 112×112×16 from videos with spatial resolution 171×128

pixels. We choose this baseline architecture to enable direct comparison with [Tran

et al., 2015]. For the 60-frames networks we decrease spatial resolution to preserve

network complexity and use input patches of size 58×58×60 randomly cropped from

videos rescaled to 89 × 67 spatial resolution.

As illustrated in Figure 5-2, the temporal resolution in our 60f network corre-

sponds to 60, 30, 15, 7 and 3 frames for each of the five convolutional layers. In

comparison, the temporal resolution of the 16f network is reduced more drastically

to 16, 8, 4, 2 and 1 frame at each convolutional layer. We believe that preserving

the temporal resolution at higher convolutional layers should enable learning more

complex temporal patterns. The space-time resolution for the outputs of the fifth con-

volutional layers is 3 × 3 × 1 and 1 × 1 × 3 for the 16f and 60f networks respectively.

The two networks have a similar number of parameters in the fc6 layer and the same

number of parameters in all other layers. For a systematic study of networks with

different input resolutions we also evaluate the effect of increased temporal resolution

𝑡 ∈ {20, 40, 60, 80, 100} and varying spatial resolution of {58 × 58, 71 × 71} pixels.

In addition to the input size, we experiment with different types of input modal-

ities. First, as in [Tran et al., 2015], we use raw RGB values from video frames as

input. To explicitly learn motion representations, we also use flow fields in 𝑥 and

𝑦 directions as input to our networks. Flow is computed for original videos. To
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maintain correct flow values for network inputs with reduced spatial resolution, the

magnitude of the flow is scaled by the factor of spatial subsampling. In other words,

if a point moves 2 pixels in a 320 × 240 video frame, its motion will be 1 pixel when

the frame is resized to 160 × 120 resolution. Moreover, to center the input data, we

follow [Simonyan and Zisserman, 2014] and subtract the mean flow vector for each

frame.

To investigate the dependency of action recognition on the quality of motion

estimation, we experiment with three types of flow inputs obtained either directly

from the video encoding, referred to as MPEG flow [Kantorov and Laptev, 2014], or

from two optical flow estimators, namely Farneback [Farnebäck, 2003] and Brox [Brox

et al., 2004]. Figure 5-3 shows results for the three flow algorithms. MPEG flow is

a fast substitute for optical flow which we obtain from the original video encoding.

Such flow, however, has low spatial resolution. It also misses flow vectors at some

frames (I-frames) which we interpolate from neighboring frames. Farneback flow is

also relatively fast and obtains rather noisy flow estimates. The approach of Brox

flow is the most sophisticated of the three and is known to perform well in various

flow estimation benchmarks.

5.3.3 Learning

We train our networks on the training set of each split independently for both UCF101

and HMDB51 datasets, which contain 9.5K and 3.7K videos, respectively. We use

stochastic gradient descent applied to mini-batches with negative log likelihood cri-

terion. For 16f networks we use a mini-batch size of 30 video clips. We reduce the

batch size to 15 video clips for 60f networks, and 10 clips for 100f networks due to

limitations of our GPUs. The initial learning rate for networks learned from scratch is

3 × 10−3 and 3 × 10−4 for networks fine-tuned from pre-trained models. For UCF101,

the learning rate is decreased twice with a factor of 10−1. For 16f networks, the first

decrease is after 80K iterations and the second one after 45K additional iterations.
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The optimization is completed after 20K more iterations. Convergence is faster for

HMDB51, so the learning rate is decreased once after 60K iterations and completed

after 10K more iterations. These numbers are doubled for 60f networks and tripled

for 100f networks, since their batch sizes are twice and three times smaller compared

to 16f nets. The above schedule is used together with 0.9 dropout ratio. Our exper-

imental setups with 0.5 dropout ratio have less iterations due to faster convergence.

The momentum is set to 0.9 and weight decay is initialized with 5×10−3 and reduced

by a factor of 10−1 at every decrease of the learning rate.

Inspired by the random spatial cropping during training, we apply the correspond-

ing augmentation to the temporal dimension as in [Simonyan and Zisserman, 2014],

which we call random clipping. During training, given an input video, we randomly

select a point (𝑥, 𝑦, 𝑡) to sample a video clip of fixed size. A common alternative is to

preprocess the data by using a sliding window approach to have pre-segmented clips

of fixed size; however, this approach limits the amount of data when the windows are

not overlapped as in [Tran et al., 2015]. Another data augmentation method that we

evaluate is to have a multiscale cropping similar to [Wang et al., 2015b]. For this, we

randomly select a coefficient for width and height separately from (1.0, 0.875, 0.75,

0.66) and resize the cropped region to the size of the network input. Finally, we

horizontally flip the input with 50% probability.

At test time, a video is divided into 𝑡-frame clips with a temporal stride of 4

frames. Each clip is further tested with 10 crops, namely the 4 corners and the

center, together with their horizontal flips. The video score is obtained by averaging

over clip scores and crop scores. If the number of frames in a video is less than the

clip size, we pad the input by repeating the last frames to fill the missing volume.
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5.4 Experiments

We perform experiments on two widely used and challenging benchmarks for action

recognition: UCF101 and HMDB51 (Section 5.4.1). We first examine the effect of

network parameters (Section 5.4.2). We then compare to the state of the art (Sec-

tion 5.4.3) and present a visual analysis of the spatio-temporal filters (Section 5.4.4).

Finally we report runtime analysis (Section 5.4.5).

5.4.1 Datasets and evaluation metrics

UCF101 Soomro et al. [2012] is a widely-used benchmark for action recognition with

13K clips from YouTube videos lasting 7 seconds on average. The total number of

frames is 2.4M distributed among 101 categories. The videos have spatial resolution

of 320 × 240 pixels and 25 fps frame rate.

The HMDB51 dataset Kuehne et al. [2011] consists of 7K videos of 51 actions.

The videos have 320 × 240 pixels spatial resolution and 30 fps frame rate. Although

this dataset has been considered a large-scale benchmark for action recognition for

the past few years, the amount of data for learning deep networks is limited.

We rely on two evaluation metrics. The first one measures per-clip accuracy, i.e.

we assign each clip the class label with the maximum softmax output and measure

the number of correctly assigned labels over all clips. The second metric measures

video accuracy, i.e. the standard evaluation protocol. To obtain a video score we

average the per-clip softmax scores and take the maximum value of this average as

class label. We average over all videos to obtain video accuracy. We report our

final results according to the standard evaluation protocol, which is the mean video

accuracy across the three test splits. To evaluate the network parameters we use the

first split.
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5.4.2 Evaluation of LTC network parameters

In the following we first examine the impact of optical flow and data augmentation.

We then evaluate gains provided by long-term temporal convolutions for the best

flow and data augmentation techniques by comparing 16f and 60f networks. We also

investigate the advantage of pre-training on one dataset (UCF101) and fine-tuning

on a smaller dataset (HMDB51). Furthermore, we study the effect of systematically

increased temporal resolution for flow and RGB inputs as well as the combination of

networks.

Optical flow. The impact of the flow quality on action recognition and a compari-

son to RGB is shown in Figure 5-3 for UCF101 (split 1). The network is trained from

scratch and with a 60-frame video volume as input. We first observe that even the

low-quality MPEG flow outperforms RGB. The increased quality of optical flow leads

to further improvements. The use of Brox flow allows nearly 20% increase in perfor-

mance. The improvements are consistent when classifying individual clips and full

videos. This suggests that action recognition is easier to learn from motion compared

to raw pixel values. While results in Figure 5-3 were obtained for 60f networks, the

same holds for 16f networks (see Table 5.2). We also conclude that the high accuracy

of optical flow estimation plays an important role for learning competitive video rep-

resentations for action recognition. Given the results in Figure 5-3, we choose Brox

flow for all remaining experiments in this work.

Data augmentation. Table 5.1 demonstrates the contribution of data augmen-

tation when training a large CNN with limited amount of data. Our baseline uses

sliding window clips with 75% overlap and a dropout of 0.5 during training. We

gain 3.1% with random clipping, 1.6% with multiscale cropping and 2% with higher

dropout ratio. When combined, the data augmentation and a higher dropout results

in a 4% gain for video classification on UCF101 split 1. High dropout, multiscale
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Table 5.1 – Data augmentations on UCF101 (split 1). All results are with 60-frame
Brox flow and training from scratch. All three modifications (random clipping, mul-
tiscale cropping and high dropout) give an improvement when used alone, the best
performance is obtained when combined.

Method Clip accuracy Video accuracy
Baseline augmentation 71.6 76.5
Random clipping 74.8 79.6
Multiscale cropping 72.5 78.1
High dropout (0.9) 74.4 78.5
Combined 76.3 80.5

cropping and random clipping are used in the remaining experiments, unless stated

otherwise.

Comparison of 16f and 60f networks. Our 16-frame and 60-frame networks have

similar complexity in terms of input sizes and the number of network parameters (see

Section 5.3). Moreover, the 16-frame network resembles the C3D architecture and

enables direct comparison with Tran et al. [2015]. We therefore study the gains

provided by the 60-frame inputs before analyzing performance with systematically

increasing temporal resolution (from 20 to 100 frames by steps of 20) in the next

paragraph.

Table 5.2 compares the performance of 16f and 60f networks for RGB and flow

inputs as well as for different data augmentation and dropout ratios for UCF101

split 1. We observe consistent and significant improvement of long-term temporal

convolutions in 60f networks for all tested setups, when measured in terms of clip

and video accuracies. Our 60f architecture significantly improves for both RGB and

flow-based networks. As expected, the improvement is more prominent for clips since

video evaluation aggregates information over the whole video.

We repeat similar experiments for the split 1 of HMDB51 and report results in

Table 5.3. Similar to UCF101, flow-based networks with long-term temporal convolu-
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Table 5.2 – Results for networks with different temporal resolutions and under vari-
ation of data augmentation (MS: multiscale cropping) and dropout (D) for UCF101
(split 1), trained from scratch. Random clipping is used in all experiments. Evalua-
tions are on individual clips and on full videos.

Input MS D Test 16f 60f gain
RGB x 0.5 Clip 48.4 57.0 + 8.6

Video 51.9 59.9 + 8.0
Flow x 0.5 Clip 66.8 74.8 + 8.0

Video 77.4 79.6 + 2.2
Flow X 0.9 Clip 67.1 76.3 + 9.1

Video 78.7 80.5 + 1.8

Table 5.3 – Results for networks with different temporal resolutions for HMDB51
(split 1) with or without pre-training on UCF101. Flow input, random clipping, mul-
tiscale cropping and 0.9 dropout are used in all setups. We compare our results with
3D CNNs to their 2D CNN counterparts from [Simonyan and Zisserman, 2014]. We
note that 3D CNNs outperform 2D CNNs when the temporal resolution is increased.

Pre-training Test 16f 60f gain 2D CNN [2014]
x Clip 37.0 52.6 +15.6

Video 43.9 52.9 + 9.0 46.6
X Clip 40.6 56.1 +15.5

Video 48.3 57.1 + 8.8 49.0
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Figure 5-4 – Results for the split 1 of UCF101 using LTC networks of i. varying
temporal extents 𝑡, ii. varying spatial resolutions [high (H), low (L)] and iii. different
input modalities (RGB pre-trained on Sports-1M, flow trained from scratch). For
faster convergence all networks were trained using 0.5 dropout and a fixed batch size
of 10. Classification results are shown for clips (a) and videos (b) computed over all
classes and presented for a subset of individual classes for flow input of low spatial
resolution (c). The average number of frames in the training set for a class is denoted
in parenthesis. (d) shows a distribution of action classes over the optimal temporal
extent and (e) indicates correspondnig improvements (see text for details). With the
exception of a few classes, most of the classes benefit from larger temporal extents.
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tions lead to significant improvements over the 16f network, in terms of clip and video

accuracies. Given the small size of HMDB51, we follow [Simonyan and Zisserman,

2014] and also fine-tune networks that have been pre-trained on UCF101. As illus-

trated in the 2nd row of Table 5.3, such pre-training gives significant improvement.

Moreover, our 60f flow networks significantly outperform results of the 2D CNN tem-

poral stream ([Simonyan and Zisserman, 2014], Table 2) evaluated in a comparable

setup, both with and without pre-training.

Varying temporal and spatial resolutions. Given the benefits of long-term tem-

poral convolutions above, it is interesting to study networks for increasing temporal

extents and varying spatial resolutions systematically. In particular, we investigate

if accuracy saturates for networks with larger temporal extents, if higher spatial res-

olution impacts the performance of long-term temporal convolutions and if LTC is

equally beneficial for flow and RGB networks.

To study these questions, we evaluate networks with increasing temporal extent

𝑡 ∈ {20, 40, 60, 80, 100} and two spatial resolutions {58 × 58, 71 × 71} for both RGB

and flow. We also investigate combining RGB and flow by averaging their class scores.

Preliminary experiments with alternative fusion techniques did not improve over such

a late fusion.

Flow networks have our previous architecture as in Figure 5-2, except slightly

more connections in fc6 for 71 × 71 resolution. For flow input, we train our networks

from scratch. For RGB input, learning appears to be difficult from scratch. Even if we

extend the temporal extent from 60 frames (see Table 5.2) to 100 frames, we obtain

68.4% on UCF101 split 1, which is still below frame-based 2D convolution methods

fine-tuned from ImageNet pre-training [Simonyan and Zisserman, 2014]. Although

longer extent boosts the performance significantly, we conclude that one needs to

pre-train RGB network on larger data.

Given the large improvements provided by the pre-training of C3D RGB network
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on the large-scale Sports-1M dataset in [Tran et al., 2015], we use this 16-frame pre-

trained network and extend it to longer temporal convolutions in 2 steps.1 The first

step is fine-tuning the 16f C3D network. A randomly initialized fully connected (fc)

layer of size 101 (number of classes) is added at the end of the network. Only the fc

layers are fine-tuned by freezing the convolutional layers. We start with a learning

rate of 3×10−4 and decrease it to 3×10−5 after 30K iterations for 1K more iterations.

In the second step, we input longer clips to the network and fine-tune all the layers.

Convolutional layers are applied to longer video clips of 𝑡 frames. This results in

outputs from conv5 layer with ⌊𝑡/16⌋ temporal resolution. To re-cycle pre-trained fc

layers of C3D, we max-pool conv5 outputs over time and pass results to fc6. We use

a subset of the fc6 weights for inputs of lower spatial resolution. For this phase, we

run for same number of iterations, but we decrease the learning rate from 3 × 10−5

to 3 × 10−6. We keep dropout ratio 0.5 as in the pre-trained network.

Figure 5-4(a)(b) illustrates results of networks with varying temporal and spatial

resolutions for clips and videos of UCF101, split 1. We observe significant improve-

ments over 𝑡 for LTC networks using flow (trained from scratch), RGB (with pre-

training on Sports-1M), as well as combination of both modalities. Networks with

higher spatial resolutions give better results for lower 𝑡, however, the gain of increased

spatial resolution is lower for networks with long temporal extents. Given the large

number of parameters in high-resolution networks, such behavior can be explained

by the overfitting due to the insufficient amount of training data in UCF101. We

believe that larger training sets could lead to further improvements. Moreover, flow

benefits more from the averaging of clip scores than RGB. This could be an indication

of static RGB information over different time intervals of the video, whereas flow is

dynamic.

Figure 5-4(c) presents results of LTC for a few action classes demonstrating a

variety of accuracy patterns over different temporal extents. Out of all 101 classes,
1We have also tried to pre-train our flow-based networks on Sports-1M but did not obtain signif-

icant improvements.
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Figure 5-5 – The highest improvement of long-term temporal convolutions in terms of
class accuracy is for JavelinThrow. For 16-frame network, it is mostly confused with
the FloorGymnastics class. Here, we visualize sample videos with 7 frames extracted
at every 8 frames. The intuitive explanation is that both classes start by running for
a few seconds and then the actual action takes place. LTC can capture this interval,
whereas 16-frame networks fail to recognize such long-term activities.
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no action has monotonic decrease with the increasing temporal extent, whereas the

performance of 25 action classes increased monotonically. PushUps, YoYo and Shav-

ingBeard are examples of classes with high, medium and low performance that all

benefit from larger temporal extents. Shotput is an example of a class with lower

performance for longer temporal extents. A possible explanation is that samples of

the Shotput class are relatively short and have 90 frames on average (we pad short

clips). Two additional examples with a significant gain for larger temporal extents are

FloorGymnastics and JavelinThrow, see Figure 5-5 for sample frames from these two

classes. We observe that both actions are composed of running followed by throwing

a javelin or the actual gymnastics action. Short-term networks, thus, easily confuse

the two actions, while LTC can capture such long and complex actions. For both

classes, we provide snapshots at every 8th frame. It is clear that one needs to look at

more than 16 frames to distinguish these actions.

Let the performance of class 𝑐 for temporal extent 𝑡 be 𝑝𝑐(𝑡). A set of classes with

the maximum performance at 𝑡 is then 𝑀(𝑡) := {𝑐 | 𝑡 ∈ arg max
𝑡′

(𝑝𝑐(𝑡′))}. Figure 5-

4(d) plots |𝑀(𝑡)| with respect to 𝑡. The majority of classes (64 out of 101) obtain

maximum performance when trained with 100f networks. To further check if there

exists an “ideal temporal extent” for different actions, Figure 5-4(e) illustrates the

average performance increase 𝑑(𝑡):

𝑑(𝑡) := 1
|𝑀(𝑡)|

∑︁
𝑀(𝑡)

max
𝑡′

(𝑝𝑐(𝑡′)) − min
𝑡′

(𝑝𝑐(𝑡′)) (5.1)

We can observe that values of 𝑑(𝑡) are lower for shorter extents and larger for longer

extents. That means actions scoring best at short extents score similar at all scales,

so we cannot conclude that certain actions favor certain extents. Most actions favor

long extents as the difference is largest for 100f. A possible explanation is that making

the interval too long for short actions does not have much impact, whereas making

the interval too short for long actions does impact the performance, see Figure 5-5.
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Combining networks of varying temporal resolutions. We evaluate combin-

ing different networks with late fusion. For final results on flow, 58 × 58 spatial

resolution and 0.9 dropout are used for both UCF101 and HMDB51 datasets. The

flow networks are learned from scratch for UCF101 and fine-tuned for HMDB51. For

final results on UCF101 with RGB input, we use 71 × 71 spatial resolution networks

fine-tuned from C3D network [Tran et al., 2015]. However, we do not further fine-tune

it for HMDB51 because of overfitting, and use C3D network as a feature extractor

in combination with SVM for obtaining RGB scores. Our implementation of C3D as

a feature extractor and a SVM classifier achieved 80.2% and 49.7% average perfor-

mance on 3 splits of UCF101 and HMDB51, respectively. We get similar result when

fine-tuning C3D on 16-frames (80.5% on UCF101).

Figure 5-6 (left) shows results for combining outputs of flow networks with differ-

ent temporal extents. The combination is performed by averaging video-level class

scores produced by each network. We observe that combinations of two networks

with different temporal extents provides significant improvement for flow. The gains

of combining more than two resolutions appear to be marginal. For final results, we

report combining 60f and 100f networks for both flow and RGB, with the exception

of HMDB51 RGB scores for which we use a SVM classifier on 16f feature extractor.

Figure 5-6 (right) shows results for combining multiscale networks of different modal-

ities together with the IDT+FV baseline classifier [Wang and Schmid, 2013] on split 1

of both datasets. We observe complementarity of different networks and IDT+FV

where the best result is obtained by combining all classifiers.

5.4.3 Comparison with the state of the art

In Table 5.4, we compare to the state of the art on HMDB51 and UCF101 datasets.

Note that the numbers do not directly match with previous tables and figures, which

are reported only on first splits. Different methods are grouped together according

to being hand-crafted, using only RGB or optical flow input to CNNs and combining
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UCF101 HMDB51
LTC𝐹 𝑙𝑜𝑤 (100f) 82.6 56.7
LTC𝐹 𝑙𝑜𝑤 (60f+100f) 83.8 60.5
LTC𝑅𝐺𝐵 (100f) 81.8 -
LTC𝑅𝐺𝐵 (60f+100f) 81.5 -
LTC𝐹 𝑙𝑜𝑤+𝑅𝐺𝐵 91.0 65.6
LTC𝐹 𝑙𝑜𝑤+𝑅𝐺𝐵+IDT 91.8 67.7

Figure 5-6 – Results for network combinations. (Left): Combination of LTC flow
networks with different temporal extents on UCF101-split 1. (Right): Combination
of flow and RGB networks together with IDT features on UCF101 and HMDB51-
splits 1. For UCF101, flow is trained from scratch and RGB is pre-trained on Sports-
1M. For HMDB51, flow is pre-trained on UCF101 and RGB scores are obtained using
C3D feature extractor.

any of these. Trajectory features perform already well, especially with higher-order

encodings. CNNs on RGB perform very poor if trained from scratch, but strongly

benefits from static image pre-training such as ImageNet. Recently [Tran et al., 2015]

trained space-time filters from a large collection of videos; however, their method

is not end-to-end, given that one has to train a SVM on top of the CNN features.

Although we fine-tune LTC𝑅𝐺𝐵 based on a network learned with a short temporal

span and we reduce the spatial resolution, we are able to improve by 2.2% on UCF101

(80.2% versus 82.4%) by extending the pre-trained network to 100 frames.

We observe that LTC outperforms 2D convolutions on both datasets. Moreover,

LTC𝐹 𝑙𝑜𝑤 outperforms LTC𝑅𝐺𝐵 despite no pre-training. Our results using LTC𝐹 𝑙𝑜𝑤+𝑅𝐺𝐵

with average fusion significantly outperform the Two-stream average fusion base-

line [Simonyan and Zisserman, 2014] by 4.8% and 6.8% on UCF101 and HMDB51

datasets, respectively. Moreover, the SVM fusion baseline in [Simonyan and Zisser-

man, 2014] is still significantly below LTC𝐹 𝑙𝑜𝑤+𝑅𝐺𝐵. Overall, the combination of our

best networks LTC𝐹 𝑙𝑜𝑤+𝑅𝐺𝐵 together with the IDT method2 provides best results

on both UCF101 (92.7%) and HMDB51 (67.2%) datasets. Notably both of these
2Our implementation of IDT+FV [Wang and Schmid, 2013] obtained 84.5% and 57.3% for

UCF101 and HMDB51, respectively.
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Method UCF101 HMDB51

IDT
[Wang and Schmid, 2013] IDT+FV 85.9 57.2
[Lan et al., 2015] IDT+MIFS 89.1 65.1

RGB

[Karpathy et al., 2014] Slow fusion (from scratch) 41.3 -
[Tran et al., 2015] C3D (from scratch) 441 -
[Karpathy et al., 2014] Slow fusion 65.4 -
[Simonyan and Zisserman, 2014] Spatial stream 73.0 40.5
[Tran et al., 2015] C3D (1 net) 82.3 -
[Tran et al., 2015] C3D (3 nets) 85.2 -

Flow [Simonyan and Zisserman, 2014] Temporal stream 83.7 54.6

RGB

[Simonyan and Zisserman, 2014] Two-stream (avg. fusion) 86.9 58.0

+

[Simonyan and Zisserman, 2014] Two-stream (SVM fusion) 88.0 59.4

Flow

[Ng et al., 2015] LSTM 88.6 -
[Wang et al., 2015a] TDD 90.3 63.2
[Wang et al., 2016b] Transformations 92.4 62.0
[Feichtenhofer et al., 2016] Two-stream (conv. fusion) 92.5 65.4

+IDT
Tran et al. [2015] C3D+IDT 90.4 -
[Wang et al., 2015a] TDD+IDT 91.5 65.9
[Feichtenhofer et al., 2016] Two-str. (conv. fusion)+IDT 93.5 69.2

LTC𝑅𝐺𝐵 82.4 - 2

LTC𝐹 𝑙𝑜𝑤 85.2 59.0
LTC𝐹 𝑙𝑜𝑤+𝑅𝐺𝐵 91.7 64.8
LTC𝐹 𝑙𝑜𝑤+𝑅𝐺𝐵+IDT 92.7 67.2

Table 5.4 – Comparison with the state of the art on UCF101 and HMDB51 (mean
accuracy across 3 splits). 1This number is read from the plot in figure 2 [Tran et al.,
2015] and is clip-based, therefore not directly comparable. 2We use C3D+SVM scores
(49.7%) for HMDB51.

results outperform previously published results on these datasets, except [Feichten-

hofer et al., 2016] which studies best ways to combine RGB and flow streams, hence

complementary to our method.

5.4.4 Analysis of the 3D spatio-temporal filters

First layer weights. In order to have an intuition of what an LTC network learns,

we visualize the first layer space-time convolutional filters in the vector-field form.

Filters learned on 2-channel optical flow vectors have dimension 2 × 3 × 3 × 3 in
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Figure 5-7 – Spatio-temporal filters from the first layer of the network learned with
2-channel, Brox optical flow and 60 frames on UCF101. 18 out of 64 filters are
presented. Each cell in the grid represents two 3 × 3 × 3 filters for 2-channel flow
input (one for 𝑥 and one for 𝑦). 𝑥 and 𝑦 intensities are converted into vectors in 2D.
Third dimension (time) is denoted by putting vectors one after the other in different
colors for better visualization (𝑡=1 blue, 𝑡=2 red, 𝑡=3 green). We see that LTC is able
to learn complex motion patterns for video representation. Better viewed in color.

terms of channels, width, height and time. For each filter, we take the two channels

in each 3 × 3 × 3 volume and visualize them as vectors using x- and y-components.

Figure 5-7 shows 18 example filters out of the 64 from a network learned on UCF101

with 60 frames flow input. Since our filters are spatio-temporal, they have a third

dimension in time. We find it convenient to show them as vectors concatenated one

after the other with regard to the time steps. We denote each time step with different

colors and see that the filters learned by long-term temporal convolutions are able to

represent complex motions in local neighborhoods, which enables to incorporate even

more complex patterns in later stages of the network.

High-layer filter activations. We further investigate filters from higher convolu-

tional layers by examining their highest activations. For a given layer and a chosen
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filter, we record the maximum activation value for all test videos3 for that filter. We

then sort test videos according to the activation values and select the top 7 videos.

This procedure is similar to [Zeiler and Fergus, 2014]. We can expect that a filter

should be activated by similar action classes especially at the higher network layers.

Given longer video clips available to the LTC networks, we also expect better group-

ing of actions from the same class by filter activations of LTC. We illustrate action

classes for 30 filters (x-axis) and their top 7 activations (y-axis) for the 100f and 16f

networks in Figure 5-8(a). Each action class is represented by a unique color. The

filters are sorted by their purity, i.e. the frequency of the dominating class. We assign

each video the color of its ground truth class label. We see that the clustering of

videos from the same class becomes more clear in higher layers in the network for

both 16f and 100f networks. However, it is evident that 100f filters have more purity

than 16f even in L4 and L3. Note that 16f network is trained with high resolution

(112 × 112) flow and 100f network with low resolution (58 × 58) flow.

Example frames from top-scoring videos for a set of selected filters 𝑓 are shown in

Figure 5-8(b) for 16f and 100f flow networks. We also provide a video on our project

web page [LTC project page] to show which videos activate for these filters. We can

observe that for filters 𝑓 maximizing the homogeneity of returned class labels, the top

activations for filters of the 100f network result in videos with similar action classes.

The grouping of videos by classes is less prominent for activations of the 16f net-

work. This result indicates that the LTC networks have higher level of abstraction at

corresponding convolution layers when compared to networks with smaller temporal

extents.
3UCF101 videos are obtained by clipping different parts (video) from a longer video (group). We

take one video per group assuming that videos from the same group would have similar activations
and would avoid a proper analysis. In total, there are 7 test groups per class; therefore there can be
at most 7 videos belonging to a class.
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(a) Top activations of filters at conv3-conv5 layers. Each row is another layer, indicated by
L3-L5. Left is for 100 frames and right is for 16 frames networks. Colors indicate different
action classes. Each color plot illustrates distribution of classes for seven top activations of
30 selected filters. Rows are maximum responding test videos and columns are filters.
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(b) Frames corresponding to videos with top activations at conv4 and conv5 layers. Circles
indicate the spatial location of the maximum response. The visualized frames correspond to
the maximum response in time.

Figure 5-8 – Comparison of 100f and 16f networks by looking at the top activations
of filters. Better viewed in color.
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5.4.5 Runtime

Training on UCF101 takes 1.9 day for 100f (58x58) networks and 1.1 day for 16f

(112x112) networks with 0.5 dropout. At test time (without flow computation), the

100f and 16f networks run at 4452fps and 1128fps respectively on a Titan X GPU

and 8 CPU cores for parallel data loading. Although it takes more time (roughly 1.6

times) to compute one forward pass for 100f, a larger number of frames are processed

per second. C3D [Tran et al., 2015] reports 313fps for a 16f network while using

a larger number of parameters. Our proposed solution is therefore computationally

efficient.

5.5 Conclusions

This chapter introduced and evaluated long-term temporal convolutions (LTC) and

showed that they can significantly improve the performance. Using space-time convo-

lutions over a large number of video frames, we obtained state-of-the-art performance

on two action recognition datasets UCF101 and HMDB51. We also demonstrated the

impact of the optical flow quality. In the presence of limited training data, using flow

improves over RGB and the quality of the flow impacts the results significantly.

Here, we have focused on the discriminative power of the 3D CNN representations

for action recognition. In the next chapter, we will focus on the view-independence

property of the 3D CNN representations.



Chapter 6

View-independent Video

Representations for Action

Recognition

This chapter presents our second contribution on action recognition. We address the

problem of recognizing human actions given RGB videos of unseen viewpoints. Typ-

ical methods using convolutional neural networks do not explicitly handle viewpoint

variation, instead rely on diverse training data. We carefully design and analyze

challenging cross-view action recognition settings and observe that a naive training

approach poorly generalizes to unseen views. We propose a simple yet effective simi-

larity training that introduces additional constraints such that synchronous videos of

different views are closer in the representation space. This light-weight supervision

can be seen as a generic regularization that can be integrated in various settings. In

the presence of a single view available for training, we show that this similarity can be

learned on a separate multi-view dataset. Our experimental study on N-UCLA, NTU

RGB+D, and UESTC multi-view action recognition datasets shows the effectiveness

of the similarity training.

121
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Figure 6-1 – State-of-the-art models trained only on front view generalizes poorly on
side view videos (top). The t-SNE visualization confirms the clear separation of the
representation space within views. Our training with similarity constraints improves
the generalization to unseen viewpoints (bottom). Green and orange labels denote
correct and incorrect action predictions, respectively.

6.1 Introduction

Learning human action representations from RGB video data has been widely stud-

ied. Recent advances on convolutional neural networks (CNNs) have shown excellent

performance [Carreira and Zisserman, 2017; Feichtenhofer et al., 2016; Hara et al.,

2018] on benchmark datasets, such as UCF101 [Soomro et al., 2012]. We take a state-

of-the-art action recognition network [Hara et al., 2018] and train it on videos from

a benchmark dataset NTU RGB+D [Shahroudy et al., 2016] using the videos where

people are facing the camera. When we test this network again on front-view videos,

we obtain 80% accuracy. When we test with side-view videos, the performance drops

to 40%. This effect is illustrated in Figure 6-1.

As also confirmed by Liu et al. [2011b]; Zheng et al. [2016], the appearance of an

action is drastically different when performed from different viewpoints. This might

be a desired property for tasks such as human pose estimation. However, action
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recognition approaches need to be view-invariant. For surveillance, placing a new

camera in the environment would otherwise require re-training a model. Similarly, an

ambient assisted living system would not generalize from one environment to another.

Overall, for action recognition, generalization is important when viewpoints vary.

Achieving view-invariance is mainly challenging because the training datasets have

a strong bias towards cameras capturing from a certain view. A naive way to solve

this problem is to collect data from all possible views, but this is impractical. CNN

architectures are not designed to be view-invariant since they operate on 2D image

projections of the 3D world. Thus, we argue that additional supervision is necessary

to ensure similarity between representations of different views.

Existing methods addressing the cross-view action recognition problem do not

work in challenging setups. The most popular large-scale multi-view action recog-

nition dataset to date is NTU RGB+D [Shahroudy et al., 2016] and the cross-view

protocol has the same subjects both in training and test. Moreover, in the stan-

dard protocol, the training is performed on 0∘ and 90∘ views, while the test is on

45∘. Hence, the state of the art is close to saturation obtaining over 90% accuracy.

In practice, this problem is not close to be solved (see Figure 6-1). Therefore, we

introduce and study more challenging setups.

Cross-view action recognition has mostly been studied based on skeleton data

as input [Kong et al., 2017; Liu et al., 2017b; Zhang et al., 2017]. Transforming

RGB features to be view-invariant is not as trivial as transforming 3D skeletons

which already encode the view information explicitly. Recent work of Wang et al.

[2018a] focuses on view-specific RGB features to achieve cross-view recognition. They

introduce a multi-branch neural network that trains one branch per view, as well as

a view classification. The view classification scores are then used as weights when

fusing view-specific branches. While achieving high performance, this approach is

costly and it cannot handle single-view training.

In this work, we investigate adapting multi-frame video representations to become
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view-invariant. Our model uses only RGB input, therefore does not rely on other

modalities such as skeleton or depth. We first introduce challenging protocols and

emphasize the difficulty of the problem. Then, we study a similarity loss whose goal is

to bring representations closer in feature space if the videos are captured temporally

synchronously from different views. Furthermore, we extend to scenarios where only

one training view is available with action annotations. For this case, we demonstrate

that the similarity loss can be optimized on a separate multi-view dataset, while the

action loss is optimized on the single-view dataset. Our contribution is two-fold: (i) we

integrate a conceptually simple, but powerful similarity supervision into the training

of 3D CNNs for cross-view action recognition; (ii) we systematically study and show

the benefits of such approach on three benchmark datasets. Our implementation and

trained models will be made available publicly.

6.2 Related Work

Action recognition is a well-established research field. For a broad review of the

literature on action recognition, see the recent survey of Kong and Fu [2018] and

our literature review in Chapter 2, Section 2.2. Here, we focus on relevant works on

cross-view action recognition and the use of similarity training in other domains.

Cross-view action recognition. Due to the difficulty of building cross-view action

recognition datasets, the standard benchmarks have been recorded in controlled envi-

ronments. RGB-D datasets such as IXMAS [Weinland et al., 2007], UWA3D II [Rah-

mani et al., 2016] and N-UCLA [Wang et al., 2014] were state-of-the-art evaluation

until the availability of the large-scale NTU RGB+D dataset Shahroudy et al. [2016].

The size of the NTU dataset allowed training and evaluating neural network ap-

proaches unlike previous datasets that were medium-sized. Very recently, Ji et al.

[2018] collected the first large-scale dataset that has a 360∘ coverage around the per-

former, although still in a lab setting.
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Since multi-view action datasets are typically captured with depth sensing devices,

such as Kinect, they also provide an accurate estimate of the 3D skeleton. Skeleton-

based cross-view action recognition therefore received a lot of attention in the past

decade [Ke et al., 2017; Liu et al., 2016, 2017a,b; Zhang et al., 2017]. Variants

of LSTMs have been widely used [Liu et al., 2016, 2017a; Shahroudy et al., 2016].

Recently, spatio-temporal skeletons were represented as images [Ke et al., 2017] or

higher dimensional objects [Liu et al., 2017b] where standard CNN architectures were

applied.

RGB-based cross-view action recognition is in comparison less studied. Early

work on transferring appearance features from the source view to the target view

explored the use of maximum margin clustering to build a joint codebook for tempo-

rally synchronous videos [Farhadi and Tabrizi, 2008]. Following this approach, several

other works focused on building global codebooks to extract view-invariant represen-

tations [Kong et al., 2017; Rahmani et al., 2018; Zheng and Jiang, 2013; Zheng et al.,

2016]. Recently, end-to-end approaches used human pose information as guidance for

action recognition [Baradel et al., 2017; Liu and Yuan, 2018; Luvizon et al., 2018;

Zolfaghari et al., 2017]. Baradel et al. [2018] introduced glimpse clouds, an attention

mechanism that exploits generic 2D interest points. Luo et al. [2018] investigated the

use of multi-modal data at training while testing with a single modality. They intro-

duced graph distillation within modalities such as RGB, depth, skeleton, and optical

flow. Wang et al. [2018a] proposed to fuse view-specific features from a multi-branch

CNN.

Our work differs from previous action recognition methods as follows. We learn a

common representation space for temporally synchronous RGB videos in an end-to-

end manner by integrating a similarity loss. This approach is light-weight and does

not involve any extra cost at test time unlike expensive methods such as [Wang et al.,

2018a]. This auxiliary supervision can be applied in a cross-dataset setting if only

single-view videos are available with action labels.
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ŷh

✓

vi

v+
j

v�j

xV2

V2

Two-views with action labels Single-view with action labels
V1

xV1

h2

h1

Lc(h1, h2, s)

y : throw

Testing

Training

Figure 6-2 – We present an overview of our approach for two different scenarios. Left:
The first scenario depicts multi-view action recognition training (ℒ𝑎) with similarity
constraints on the video representation (ℒ𝑠). Sample images are shown from the
NTU dataset to illustrate training with 0∘ and 45∘ viewpoints, and testing with a
90∘ view of different subjects. Right: In the case of single view available at training,
we use videos from a different multi-view dataset and integrate a contrastive loss
ℒ𝑐 that requires both positive (𝑥+

𝑗 ) and negative (𝑥−
𝑗 ) samples. In both cases, the

parameter 𝜃 of the 3D CNN 𝑔 is shared among views, thus achieving view-invariance
for action recognition. 𝑉1, 𝑉2 represent views from the N-UCLA dataset, whereas
𝑣1, 𝑣2, 𝑣3 denote the views of the NTU dataset. See Section 6.3 for details on the
method description as well as the notation.
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Similarity learning in other contexts. Representations learned by CNNs can

be constrained or adapted for various purposes. Similarity training has been mostly

used in the context of metric learning [Yi et al., 2016; Zagoruyko and Komodakis,

2015]. Siamese networks [Bromley et al., 1993] are widely adopted to maximize the

similarity between pairs of inputs. Alternatively, several works [Sermanet et al., 2018;

Sigurdsson et al., 2018] explore triplets where one positive and one negative input is

sampled per anchor input. The goal then becomes minimizing and maximizing the

distances to the positive and negative samples, respectively.

In the context of multi-view similarity training, Subramaniam et al. [2016] improve

person re-identification by enforcing the image representations of different viewpoints

to be closer. Kan et al. [2016] propose a multi-view deep CNN for the generic prob-

lem of aligning multiple modalities to a common space. They compare their approach

with CCA-based methods. Vo and Hays [2016] aim to match ground-level and satellite

images using variants of Siamese CNNs. Time contrastive networks [Sermanet et al.,

2018] and their multi-frame follow-up [Dwibedi et al., 2018] explore self-supervised

feature learning given multi-view videos in robotics context. Cao et al. [2018] adapt

image features of profile faces to a frontal canonical pose for face recognition. Match-

ing deep representations of different views has been observed to be beneficial for these

tasks, but it has not been explored for video-based cross-view action recognition.

Our work is also related to domain adaptation methods. Similarity training has

been used to adapt the synthetic domain features to the real domain [Massa et al.,

2016; Rozantsev et al., 2018]. Inversely, Rad et al. [2018] learn an adaptation layer

to map the real image domain to the synthetic domain by jointly optimizing for the

target task and a similarity for the adapted features. They show improvements on

3D hand pose and object pose problems with this approach. Wang and Hebert [2016]

transform features learned on small sample size regime to larger collections with the

aim of learning a novel category or for one-shot recognition. Similar to our method,

Sigurdsson et al. [2018] improve the action recognition performance by defining a
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triplet similarity loss for the first- and third-person videos, but their work focuses more

on the semantic alignment of object interactions rather than a geometric alignment.

Moreover, unlike [Sigurdsson et al., 2018], our work aims at aligning multiple-frame

video representations.

6.3 View-invariant action representations

In the following, we describe our similarity training approach for two scenarios illus-

trated in Figure 6-2. We then give details on the implementation.

6.3.1 Cross-view similarity training

Following the success of 3D CNNs for video recognition [Carreira and Zisserman, 2017;

Hara et al., 2018; Tran et al., 2015; Varol et al., 2018b], we employ a spatio-temporal

convolutional architecture that operates on multi-frame video inputs. Formally, an

RGB video input 𝑥 ∈ R𝑡×𝑤×ℎ×3 of 𝑡 frames and of 𝑤 × ℎ spatial resolution is mapped

to a feature representation 𝑔𝜃(𝑥) ∈ R𝑑 by the 3D CNN architecture 𝑔 parameterized

by 𝜃. To provide an initial representation, we train our networks with conventional

action classification supervision, namely cross-entropy loss defined as:

ℒ𝑎(𝑦, 𝑝) = −
𝐶∑︁
𝑖

𝑦𝑖 log(𝑝𝑖), (6.1)

where 𝐶 is the total number of action classes, 𝑝 ∈ R𝐶 is the predicted probability

distribution output by the network, and 𝑦 is the one-hot encoding of the ground truth

label. Given a dataset of 𝑁 labeled videos {𝑥𝑗, 𝑦𝑗}𝑁
𝑗 , our goal is first to minimize

ℒ(𝑦, 𝑓𝛽 ∘ 𝑔𝜃(𝑥)) over the training samples. Here, 𝑓 denotes the classification function

given the feature representation. This optimization gives an initial estimate for the

network parameters 𝛽 and 𝜃, which we call the baseline model.

The baseline model is not robust against viewpoint changes, meaning the feature
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representation 𝑔𝜃(𝑥𝑣1) and 𝑔𝜃(𝑥𝑣2) for two synchronized videos (𝑥𝑣1 , 𝑥𝑣2) from differ-

ent viewpoints (𝑣1, 𝑣2) are not guaranteed to be similar. With this motivation, we

enforce additional constraints on the distance between feature representations of syn-

chronized videos. Our similarity supervision does not require modifying the baseline

architecture, but requires updating its parameters.

We study two scenarios for the similarity training. The first one is when we have

access to synchronous video recordings together with their action label. The second

case is when we have a single viewpoint available with action annotations and other

multi-view videos without labels.

Two-views with action labels. Given two temporally synchronized multi-view

video inputs (𝑥𝑣1 , 𝑥𝑣2) and their action label 𝑦, our goal is to minimize:

ℒ𝑎(𝑦, 𝑓𝛽 ∘ 𝑔𝜃(𝑥𝑣1)) + ℒ𝑎(𝑦, 𝑓𝛽 ∘ 𝑔𝜃(𝑥𝑣2))

+ ℒ𝑠(𝑔𝜃(𝑥𝑣1), 𝑔𝜃(𝑥𝑣2)), (6.2)

where the last term ℒ𝑠(ℎ1, ℎ2) = ‖ℎ1 − ℎ2‖2
2 regularizes the latent representation to

bring multi-view video features closer in Euclidean space. Note that the parameters

are shared between the two views. With this optimization, we adapt network param-

eters 𝛽 and 𝜃 such that 𝑔𝜃 function becomes view-invariant. In practice, if we have

more than two training viewpoints, we sample all possible (𝑥𝑣𝑝 , 𝑥𝑣𝑞) pairs.

Single-view with action labels. A more general and challenging scenario is to

have action labels only for a single view. Our aim in this case is to adapt the represen-

tations 𝑔𝜃 to achieve view-invariance with the help of other multi-view video sources.

Let {𝑧𝑗
𝑣1 , 𝑧𝑗

𝑣2}𝑀
𝑗 be a separate dataset of 𝑀 paired videos of two different views. We

then seek to minimize:

ℒ𝑎(𝑦, 𝑓𝛽 ∘ 𝑔𝜃(𝑥)) + ℒ𝑠(𝑔𝜃(𝑧𝑣1), 𝑔𝜃(𝑧𝑣2)). (6.3)
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Here, the input domain 𝑥 is different from the input domain 𝑧. Therefore, the distance

objective can be trivially minimized by outputting zero for the input 𝑧. To alleviate

this issue, we use a contrastive loss that also maximizes the distance from negative

samples by a margin 𝑚:

ℒ𝑐(ℎ1, ℎ2, 𝑠) = 𝑠‖ℎ1 − ℎ2‖2
2

+ (1 − 𝑠) max(0, 𝑚2 − ‖ℎ1 − ℎ2‖2
2), (6.4)

where the positivity 𝑠 = 1 when (ℎ1, ℎ2) are feature representations of temporally

synchronous videos and 𝑠 = 0 otherwise. Hence, the final cross-dataset optimization

objective becomes:

ℒ𝑎(𝑦, 𝑓𝛽 ∘ 𝑔𝜃(𝑥)) + ℒ𝑐(𝑔𝜃(𝑧𝑣1), 𝑔𝜃(𝑧𝑣2)). (6.5)

In our experiments, we show that in both cases, the additional regularization on the

representation space improves the action recognition performance, especially in cross-

view experiments when the test is performed on videos of unseen views at training.

This shows that by enforcing vicinity between views 𝑣1 and 𝑣2, we implicitly reduce

the distance to an arbitrary unseen view 𝑣3, hence become view-invariant.

6.3.2 Implementation details

As illustrated in Figure 6-2, we have a shared network 𝑔, which is a 3D ResNet50 [Hara

et al., 2018] obtained by inflating the weights of a 2D ResNet50 [He et al., 2015] and

pre-training on the Kinetics dataset [Kay et al., 2017]. At the end of the last residual

connection, the feature responses are spatio-temporally averaged to form a 2048-

dimensional representation, which becomes the output of the function 𝑔. Note that

we remove the last ReLU layer of ResNet50 not to limit the information capacity of

the features. The action classification function 𝑓 is a fully connected layer followed by
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a softmax. The input videos have 16 frames and 256 × 256 spatial resolution. During

training, we randomly sample 16 consecutive frames. At test time, we use a sliding

window without overlapping and average the softmax scores.

6.4 Experiments

In this section, we start by presenting the three action recognition datasets used in

our experiments (Section 6.4.1). We first conduct an analysis on a challenging setup

and show an ablation for different components of our method (Section 6.4.2). Next,

we experiment with the single-view scenario (Section 6.4.3). Then, we compare our

results with the state-of-the-art methods on benchmarks (Section 6.4.4). Finally, we

show a qualitative analysis (Section 6.4.5).

6.4.1 Datasets and evaluation

We briefly present the three datasets used in this work as well as the evaluation

protocols employed. Figure 6-3 shows the viewpoints available in each of the datasets.

N-UCLA multi-view action 3D dataset (N-UCLA). This dataset [Wang et al.,

2014] consists of 1475 videos divided into 3 views from 10 actions. There are missing

videos and the temporal synchronization among views is imperfect. Each sequence is

20-frames long on average. The standard protocol [Wang et al., 2014] measures accu-

racy when training on all possible view pairs and testing on the remaining view. 𝑉 𝑘
𝑖,𝑗

denotes training with views (𝑖, 𝑗) and testing with view 𝑘. In addition to the standard

protocol, we also report for the single-view training setup which is more challenging.

This dataset is relatively small for training deep neural networks. Similar to [Baradel

et al., 2018], we pre-train our networks on NTU. We use this dataset to illustrate

the case of single-view training data with action labels by performing cross-dataset

experiments.
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Figure 6-3 – We show multi-view samples from the datasets used. N-UCLA and
NTU datasets have 3 different views. N-UCLA views are not well separated, but
NTU views correspond to 0∘, 45∘, and 90∘ from left to right. UESTC has a very clear
separation of views with 8 views covering 360∘ around the performer.
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NTU RGB+D dataset (NTU). This dataset [Shahroudy et al., 2016] captures

60 actions with 3 synchronous cameras. The large scale (56K videos) of the dataset

allows training deep neural networks. Each sequence has 84 frames on average. The

standard protocols [Shahroudy et al., 2016] report accuracy for cross-view and cross-

subject splits. The cross-view split considers 0∘ (𝑣1) and 90∘ (𝑣3) views as training

and 45∘ ( 𝑣2) view as test, and the same subjects appear both in training and test.

Note that the official camera enumeration (C1, C2, C3) [Shahroudy et al., 2016] does

not correspond to our view enumeration. We select 𝑣1 as the first replications with

C3 and the second replications with C2. Similarly, 𝑣3 denotes videos from the first

replications with C2 and the second replications with C3. 𝑣2 corresponds to C1. This

is because each subject replicates the action once facing camera 2 and another time

facing camera 3 in a systematic way. We report on the standard protocols to be able

to compare to the state of the art. However, we introduce new protocols to make the

task more challenging and to be able to see the effect of view-invariant features. From

the cross-subject training split, we separate the 0∘ and 45∘ views for training and we

test on the 0∘, 45∘, 90∘ views of the cross-subject test split. We call this protocol

cross-view-subject. Our focus is mainly to improve the unseen view of 90∘.

UESTC RGB-D varying-view 3D action dataset (UESTC). UESTC is a

recent dataset [Ji et al., 2018] that systematically collects 8 equally separated view-

points that cover 360∘ around a person (see Figure 6-3). In total, the dataset has

26500 videos of more than 200 frames each. 118 subjects perform 40 actions while

always facing the front camera. A second camera is placed in one of the 7 other views,

meaning that the temporal synchronization is only provided between front view and

another view, but not between any views. This dataset allows studying actions from

unusual views such as behind the person. We use the standard protocol Cross View

II [Ji et al., 2018] which reports average accuracy of two splits: training with FV, V2,

V4, V6 and testing with V1, V3, V5, V7, and vice versa.
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6.4.2 Ablation study

We start with the cross-view-subject protocol on NTU. We first gradually increase

the number of views in the training and test the models on all views. Baselines

section of Table 6.1 summarizes these results. If we train with only 0∘, i.e., ℒ𝑎(𝑣1),

the performance is high (81.7%) when tested on 𝑣1, but significantly drops (40.2%)

when tested on 𝑣3. Adding more views in the training naturally reduces this gap,

resulting in 59.9% and 73.0% accuracies when 𝑣2 and 𝑣3 are added to the training,

respectively. However, adding naively more views does not increase the test accuracy

of 𝑣1 (81.7% versus 81.9%).

In order to study the effect of similarity training, we set ℒ𝑎(𝑣1) + ℒ𝑎(𝑣2) as our

baseline, i.e., 0∘, 45∘ videos available at training. For this setup, we investigate two

variants of the similarity training: (i) view-invariant features as explained in Sec-

tion 6.3 and (ii) view-adapted features which will be explained next. For each variant,

we also explore two ways of sampling the pairs: (i) only positive sampling (ℒ𝑠) and

(ii) both positive and negative sampling (ℒ𝑐).

Invariance versus adaptation. We study a variant of our architecture which we

refer to as adaptation. As illustrated in Figure 6-4(c-d), we define a mapping 𝑘

which adapts the features ℎ2 to ℎ′
2 such that ℎ′

2 becomes closer to ℎ1. Specifically,

we design 𝑘 as a residual block of 2 fully connected layers with a ReLU nonlinearity

in between, similar to [Cao et al., 2018; Rad et al., 2018]. The adaptation function

𝑘 aims at learning the residual to transform feature representations from 𝑣2 to 𝑣1.

The final action prediction of 𝑣2 therefore becomes 𝑓 ∘ 𝑘 ∘ 𝑔(𝑥𝑣2). This architecture

is particularly useful if updating the parameters of 𝑔 is not desired. Then, one can

freeze its parameters and only train for 𝑘.

The bottom part of the Table 6.1 shows the results obtained with these view-

adapted features. First, we note that by freezing 𝑔𝜃, we can already obtain 10%

improvement (40.2% versus 51.0%). Jointly training further with the action losses and
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Table 6.1 – Ablation on our cross-view-subject split of the NTU dataset. All networks
are pre-trained on the first row, i.e., ℒ𝑎(𝑣1). With abuse of notation, we denote
training with 𝑣1 videos as ℒ𝑎(𝑣1). ℒ𝑠 and ℒ𝑐 denote similarity loss with only positive
samples and both positive/negative samples, respectively. 𝑣1, 𝑣2, and 𝑣3 correspond
to 0∘, 45∘, and 90∘. 𝑣′ denotes adaptation (see Section 6.4.2).

Baselines 𝑣1 𝑣2 𝑣3
ℒ𝑎(𝑣1) 81.7 63.3 40.2
ℒ𝑎(𝑣1) + ℒ𝑎(𝑣2) 81.8 77.6 59.9
ℒ𝑎(𝑣1) + ℒ𝑎(𝑣2) + ℒ𝑎(𝑣3) 81.9 79.5 73.0
View-invariant features 𝑣1 𝑣2 𝑣3
ℒ𝑠(𝑣1, 𝑣2) + ℒ𝑎(𝑣1) 82.8 74.1 55.2
ℒ𝑠(𝑣1, 𝑣2) + ℒ𝑎(𝑣1) + ℒ𝑎(𝑣2) 83.7 80.6 64.4

ℒ𝑐(𝑣1, 𝑣2) + ℒ𝑎(𝑣1) 84.0 73.3 52.3
ℒ𝑐(𝑣1, 𝑣2) + ℒ𝑎(𝑣1) + ℒ𝑎(𝑣2) 83.5 80.0 62.2
View-adapted features 𝑣1 𝑣1′ 𝑣2 𝑣2′ 𝑣3 𝑣3′

ℒ𝑠(𝑣1, 𝑣′
2) [frozen 𝑔𝛽 ] 81.7 80.0 63.3 73.2 40.2 51.0

ℒ𝑠(𝑣1, 𝑣′
2) + ℒ𝑎(𝑣1) 83.8 82.2 72.4 77.0 49.4 57.4

ℒ𝑠(𝑣1, 𝑣′
2) + ℒ𝑎(𝑣1) + ℒ𝑎(𝑣′

2) 83.0 81.7 78.7 79.4 60.1 62.6

ℒ𝑐(𝑣1, 𝑣′
2) [frozen 𝑔𝛽 ] 81.7 79.0 63.3 70.2 40.2 49.1

ℒ𝑐(𝑣1, 𝑣′
2) + ℒ𝑎(𝑣1) 84.2 82.7 70.8 75.9 46.6 55.7

ℒ𝑐(𝑣1, 𝑣′
2) + ℒ𝑎(𝑣1) + ℒ𝑎(𝑣′

2) 83.9 82.7 77.3 79.4 56.3 62.4
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Figure 6-4 – Our model (a) and its variants (b-d) for which we perform ablation study.
(c-d) describe the adaptation model with the function 𝑘 that maps 𝑣2 features to 𝑣1.
(b-d) remove the action supervision on the second view. The results are summarized
in Table 6.1.

updating 𝑔 results in 62.6% accuracy, outperforming the baseline 59.9%. Updating 𝑔

parameters helps making the representation more suitable for adaptation.

Compared with adaptation, view-invariant features overall perform slightly better

while being simpler to train. Finally, the view-invariant features outperform the

baseline significantly (64.4% versus 59.9%). It is interesting to note that even the

source view 𝑣1 improves with both view-invariant and view-adapted feature training.

The performance increases from 81.8% to 84.0% and to 84.2% for invariance and

adaptation, respectively.

Action supervision on both views. Table 6.1 also checks whether having both

action losses ℒ𝑎(𝑣1) and ℒ𝑎(𝑣2) is necessary. Figure 6-4(b-d) illustrates versions of

our architecture without action supervision on 𝑣2. In this case, videos of the second

view only serve for the representation supervision. We find that it is important to
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Table 6.2 – Results on the N-UCLA dataset using single-view at training. For the
cross-dataset experiments, we define the action loss ℒ𝑎 on N-UCLA, and the similarity
loss on NTU. ℒ𝑐(NTU) denotes contrastive loss on the NTU dataset where we use all
pairs from the three views and sample both positives and negatives.

Single-view training 𝑉 3 𝑉 2 𝑉 1

ℒ𝑎(𝑉1) 75.2 77.5 -
ℒ𝑎(𝑉1) + ℒ𝑐(NTU) 81.7 78.2 -
ℒ𝑎(𝑉2) 82.6 - 43.6
ℒ𝑎(𝑉2) + ℒ𝑐(NTU) 81.5 - 62.6

ℒ𝑎(𝑉3) - 71.3 45.1
ℒ𝑎(𝑉3) + ℒ𝑐(NTU) - 71.9 58.8

keep both action supervisions to achieve the best results (64.4% versus 55.2%).

Positive and negative sampling. In Section 6.3, we described the similarity loss

based only on positive samples for the two-view setting. Here, we study whether a

contrastive loss that also requires negative samples is needed. We therefore determine

negative samples as videos from 𝑣2 of the same subject performing a different action.

Although negative samples are commonly adopted in metric learning [Sermanet et al.,

2018; Sigurdsson et al., 2018], we do not observe improvements by using negatives.

This can be explained by the presence of action loss that already separates the nega-

tives. Table 6.1 compares sampling only positives (ℒ𝑠) with sampling both positives

and negatives (ℒ𝑐). While the two performances are mostly similar, ℒ𝑠 alone performs

slightly better and is simpler.

6.4.3 Cross-dataset training

Here, we explore the scenario of having videos from a single view with action labels.

For this experiment, we use the medium-sized N-UCLA dataset. First, we train

the baseline networks for each view in the dataset: ℒ𝑎(𝑉1), ℒ𝑎(𝑉2), and ℒ𝑎(𝑉3).

We test these networks on each of the other views. In Table 6.2, we observe that



CHAPTER 6. VIEW-INDEPENDENT 138

Table 6.3 – Results on the N-UCLA dataset with the standard protocol with com-
parison to the state of the art. Column caption 𝑉 𝑘

𝑖,𝑗 denotes training on views (𝑖, 𝑗)
and testing on view 𝑘. Both the action loss and the similarity loss are defined on
N-UCLA.

Two-views training (𝑉𝑖,𝑗) 𝑉 3
1,2 𝑉 2

1,3 𝑉 1
2,3 Avg

ℒ𝑎(𝑉𝑖) + ℒ𝑎(𝑉𝑗) 90.2 88.8 75.7 84.9
ℒ𝑎(𝑉𝑖) + ℒ𝑎(𝑉𝑗) + ℒ𝑠(𝑉𝑖, 𝑉𝑗) 91.1 89.0 80.5 86.9

nCTE [Gupta et al., 2014] 68.6 68.3 52.1 63.0
NKTM [Rahmani and Mian, 2015] 75.8 73.3 59.1 69.4
TSN [Wang et al., 2016a] (by [Wang et al., 2018a]) 84.5 80.6 76.8 80.6
ResNet50-3D [Baradel et al., 2018] 85.6 84.7 79.2 83.2
DA-net [Wang et al., 2018a] 86.5 82.7 83.1 84.2
Glimpse Clouds [Baradel et al., 2018] 90.1 89.5 83.4 87.6

Table 6.4 – Our model outperforms the state of the art on the recent UESTC dataset
by using only RGB input.

Training V1, V3, V5, V7 FV, V2, V4, V6
Test FV V2 V4 V6 Avg𝑒𝑣𝑒𝑛 V1 V3 V5 V7 Avg𝑜𝑑𝑑 Avg
VS-CNN [Ji et al., 2018] Skeleton 87 54 71 60 68.0 87 58 60 87 73.0 70.5
JOULE [Hu et al., 2017] (by [Ji et al., 2018]) RGB 74 49 57 55 58.8 74 48 47 80 62.3 60.6
ResNeXt [Hara et al., 2018] (by [Ji et al., 2018]) RGB 51 40 54 39 46.0 52 44 48 52 49.0 47.5
Ours w/out similarity RGB 78.1 63.1 76.6 46.4 66.1 92.1 80.9 85.5 86.1 86.2 76.1
Ours w/ similarity RGB 76.7 63.6 80.7 49.3 67.6 91.9 86.1 88.4 89.8 89.1 78.3
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Table 6.5 – We report on the standard protocols of NTU. Our method is on par with
the state of the art while being complementary. Unlike [Baradel et al., 2018; Luo
et al., 2018; Luvizon et al., 2018] we do not use modalities other than RGB during
training. In contrast to [Wang et al., 2018a; Zolfaghari et al., 2017], our model does
not input pre-computed modalities such as optical flow.

Method Modality CS CV
[Shahroudy et al., 2016] Part-LSTM Skeleton 62.9 70.3

[Liu et al., 2016] ST-LSTM Skeleton 69.2 77.7
[Liu et al., 2017a] GCA-LSTM Skeleton 74.4 82.8

[Ke et al., 2017] MTLN Skeleton 79.6 84.8
[Liu et al., 2017b] View-invariant Skeleton 80.0 87.2

[Baradel et al., 2017] Hands attention RGB+Skeleton 84.8 90.6
[Liu and Yuan, 2018] Pose evolution RGB+Depth 91.7 95.3
[Baradel et al., 2017] Hands attention RGB 75.6 80.5
[Liu and Yuan, 2018] Pose evolution RGB 78.8 84.2

[Zolfaghari et al., 2017] Multi-stream RGB 80.8 -
[Luvizon et al., 2018] Multi-task RGB 85.5 -
[Baradel et al., 2018] Glimpse clouds RGB 86.6 93.2
[Wang et al., 2018a] DA-Net RGB 88.1 92.0

[Luo et al., 2018] Graph distillation RGB 89.5 -
Ours w/out similarity RGB 86.3 90.8

Ours w/ similarity RGB 87.1 90.2
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the performance is particularly low when networks are tested on 𝑉1, indicating the

difficulty of this split.

As detailed in Section 6.3, we supervise the similarity on a separate dataset. In this

experiment, we use all three views from NTU to train the similarity. In practice, we

randomly sample from the two datasets with equal probabilities. We do forward pass

for all videos and define the loss only on actions for N-UCLA and only on similarity

for NTU samples.

Table 6.2 shows the results of this cross-dataset experiment for each view. We

observe significant improvements especially for the challenging 𝑉1 test set. From

the baseline cross-view test results, we can also deduce that 𝑉1, 𝑉2 and 𝑉2, 𝑉3 are

similar pairs, e.g., when tested on 𝑉2, training with 𝑉1 gives better performance

than training with 𝑉3 (77.5% versus 71.3%). This can be the reason why similarity

training helps the most on 𝑉1, 𝑉3 pair, i.e. 75.2% versus 81.7% and 45.1% versus

58.8%. We conclude that in the case of a challenging cross-view scenario, where

the source view is drastically different than the target view, the similarity training,

although from a different data source, significantly improves the generalization to the

unseen viewpoint.

6.4.4 Comparison with the state of the art

In the following, we employ the standard protocols for the N-UCLA, UESTC, NTU

datasets used in the experiments and compare our results to other works.

Table 6.3 shows the results of training on two views on the N-UCLA dataset.

First, we note the relatively lower improvement obtained with the similarity training

(86.9% versus 84.9%) compared to using single-view. This can be explained by the

unclear separation of viewpoints in the dataset and the fact that the videos are not

perfectly synchronized. Especially 𝑉1 videos are much longer than 𝑉2-𝑉3 videos and

𝑉2-𝑉3 videos are temporally better aligned. Thus, for the 𝑉 1
2,3 split, we obtain better

improvement with similarity (from 75.7% to 80.5%), than for 𝑉 3
1,2 and 𝑉 2

1,3. Next, we



CHAPTER 6. VIEW-INDEPENDENT 141

brushing teeth

brushing teeth

wear on glasses

drink water

take off a shoe

take off a shoe

wear a shoe

wear a shoe

wipe face

wipe face put palms together

make a phone call

drop

drop drop

make a phone call kicking other

kicking other

punching other

kicking other

falling

falling

pickup

falling

wipe face

wipe face wipe face

take off glasses

touch head

touch head

sneeze/cough

sneeze/cough

wipe face

Figure 6-5 – Qualitative results are shown on NTU for 0∘ and 90∘ test views. The
first line below each image is the prediction of the baseline model trained on 0∘ and
45∘ training views. The second line is the prediction of our similarity model. Top row
shows our improvement over the baseline. The bottom row illustrates failure modes.
Fine-grained categories cause confusions for both models.

compare to the state of the art on this dataset. Our results are on par with Baradel

et al. [2018] which uses additional human pose supervision. The view-specific features

of DA-Net [Wang et al., 2018a] is below our performance although they use both RGB

and optical flow inputs.

We further report the performance of our method on the recently released UESTC

dataset. Table 6.4 compares our results to the baselines reported by [Ji et al., 2018].

We outperform the RGB-based methods ResNeXt [Hara et al., 2018] and JOULE [Hu

et al., 2017] by a large margin. Note that the lowest performances among the indi-

vidual test views are V2 and V6, which correspond to ±90∘ side views. This confirms

the large appearance changes for side-view actions noted earlier on the NTU dataset.

Training with even views, and testing with odd views is better than the opposite

mainly because the dataset has more training samples in this split. Similarity im-

proves over the baseline on the views further from the front view.

In Table 6.5, we compare our results to the state-of-the-art methods on standard

NTU splits. For the cross-subject setting (CS), all views are seen at training and

at test. We define the similarity between any synchronous training pairs, e.g., 0-
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Figure 6-6 – We compare our model with the baseline by measuring the similarity be-
tween cross-view videos on NTU. Top: Matrices measure ℒ𝑠 between 60 synchronous
test videos of 𝑣1 and 𝑣3, one per category. Note the different range between the two
matrices. Bottom: The evolution of similarity during training.
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45∘, 0-90∘, 45-90∘. For the cross-view setting (CS), we define the similarity between

the training views, 0-90∘, and test with the 45∘ view. Our results on both splits

achieve state-of-the-art performance only with RGB data. However, similarity does

not improve on the CV split. This can be explained by the same subjects appearing

both in training and test with only 45∘ difference. In comparison, [Baradel et al.,

2018; Luvizon et al., 2018] both use pose information during training. [Luo et al.,

2018] uses other modalities such as depth, skeleton and optical flow during training.

Similarly, [Wang et al., 2018a] uses optical flow as input and employs a two-stream

architecture. Moreover, [Zolfaghari et al., 2017] uses three-stream inputs including

pre-computed optical flow and segmentation. Our method is complementary and can

be integrated to these approaches.

6.4.5 Qualitative analysis

We next analyze our similarity model with comparison to the baseline qualitatively.

For this analysis, we use the models trained on NTU cross-subject-view protocol with

𝑣1 and 𝑣2 training videos. We test both models on the test videos from views 𝑣1 and

𝑣3.

Figure 6-6 plots our similarity measure ℒ𝑠 for the two models. The top matrices

compute the similarity between 60 temporally synchronous test videos from 𝑣1 and

𝑣3, one pair per action category. Our model encourages similarity on the diagonal

both with the action supervision and the similarity supervision. This results in a

higher contrast with respect to the off-diagonal elements when compared with the

baseline. Note that the range for the similarity values is different for the two models

and is much higher for the baseline. We further denote the grouping between the first

50 action classes. In NTU, the last 10 categories are two-person interactions, which

make them visually different and easier to separate from the rest.

The bottom row of Figure 6-6 shows the evolution of similarity during training

on validation videos from 𝑣1 and 𝑣2. As expected, the ℒ𝑠 measure remains high and
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fluctuates in the baseline model because there are no constraints on the features.

On the other hand, our model minimizes the similarity loss simultaneously with the

action losses.

We further show qualitative results on test videos of 𝑣1 and 𝑣3 in Figure 6-5. Every

image is accompanied with two predicted categories: the first one with the baseline

model, and the second with ours. Top row illustrates cases where our model improves

the 𝑣3 predictions. Bottom row shows failure modes which are often common between

the two models. Failures are mainly due to the fine-grained classes such as ‘take off a

shoe’ and ‘wear a shoe’. In the leftmost example, the ‘wipe face’ category is confused

with ‘touch head’ from the front view, and with the ‘sneeze/cough’ category from the

side. Ambiguous visual cues appearing in different views remain challenging.

6.5 Conclusions

We explored view-invariant video representations for action recognition. We proposed

a conceptually simple, but effective supervision that can be integrated into CNN

training for several scenarios to improve action recognition from unseen viewpoints.

Our method achieves state-of-the-art results on multiple benchmarks given only RGB

data. Future work could exploit synthetic datasets, as in Chapter 3, to scale up the

temporally synchronous multi-view data. Another future direction could be to use a

similarity definition parameterized by 3D human pose predictions.



Chapter 7

Discussion

In this chapter, we conclude this thesis by providing a summary of its contributions

(Section 7.1) and outlining directions for future work (Section 7.2).

7.1 Summary of contributions

This thesis has addressed two areas of human understanding. For human body anal-

ysis, our contributions are twofold:

∙ In Chapter 3, we have generated a large-scale synthetic dataset of people with

many ground truth modalities, which allowed us to train CNNs for human

body part segmentation and depth estimation tasks, for which acquiring labels

is expensive. We investigated the generalization capabilities of models trained

on synthetic data and studied the effect of different components in synthetic

data generation.

∙ In Chapter 4, we have introduced our BodyNet architecture and showed the advan-

tages of volumetric representation for body shape estimation. Our experiments

have demonstrated the benefits of multi-task training of intermediate tasks such

as 2D/3D pose estimation and 2D part segmentation. We found it critical to

145
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enforce a re-projection loss on the volumetric output to obtain confident pre-

dictions at extremities of the body. Finally, we extend our framework for 3D

body part segmentation and for capturing 3D cloth deformations.

For human action recognition, our contributions have been the following:

∙ In Chapter 5, we have presented an extensive study on the benefits of long-term

temporal convolutions for learning discriminative action representations. We

used 3D convolutional neural networks on videos with high temporal resolu-

tion. We followed a two-stream approach where we combined long-term RGB

video and long-term optical flow video inputs to 3D CNNs. We further showed

that the quality of the optical flow algorithm has a significant influence on the

performance of action recognition.

∙ In Chapter 6, we have leveraged multi-view videos for learning view-independent

action representations. We formulated a similarity training where two tempo-

rally synchronous videos that capture the same action should have the maximum

similarity in their embeddings. Our experiments showed that such framework

improves the generalization to unseen viewpoints. We further addressed the

case of a single view available with action labels. We performed a joint training

for action classification on single-view videos and similarity on other multi-view

videos. This mixed training scheme obtained significant improvements.

7.2 Future work

Synthetic-real domain gap. We expect additional improvements could originate

from more appropriate synthetic data. However, currently, the optimal recipe for

creating synthetic datasets is unknown. A detailed study on different aspects of

synthetic data generation would indicate which direction to explore. For example, we

have no evidence that photo-realism is necessary for successful generalization. In our
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experiments in Chapter 3, we showed that the diversity is important. However, how

to capture the real distributions for both pixel and target statistics is a challenging

future direction.

Another potential extension would explore different domain adaptation techniques.

The purpose of our work in Chapter 3 was to show that the SURREAL dataset suffi-

ciently generalizes without the need for complex domain adaptation. Nevertheless, to

obtain competitive performance on challenging images, we need to make use of real

training data.

Body shape from in-the-wild images. The current methods for body shape

estimation are mostly limited to constrained settings. The approach we presented

in Chapter 4 is not robust against occlusions or extreme poses. Furthermore, the

body is approximately centered in the input image. To address these issues, we could

integrate a person detector in the pipeline. Occlusions can be artificially generated

during training. In this case, a special care should be taken to adapt the re-projection

loss. One other promising direction is to leverage unlabeled images in weakly or self-

supervised settings.

Synthetic data for action recognition. Part I of this thesis uses synthetic data

for body analysis. Synthetic data is a useful training resource for low-level tasks such

as body shape estimation. It is unknown whether it can also be used for augmenting

action recognition datasets. However, action recognition is relatively high-level task

which requires reasoning of interactions with other objects and environments. We

believe that this is difficult to simulate. Instead, we are planning to investigate the

multi-view aspect of synthetic videos especially for extending the work presented in

Chapter 6. View-independent representations can be learned by enforcing similarity

between human motions rendered from different viewpoints.



CHAPTER 7. DISCUSSION 148

Closing the loop: pose & action. We have presented work on the low-level

human body analysis (Part I: Chapters 3, 4) and human action recognition (Part II:

Chapters 5, 6). Despite close relations between these two domains, there is little

interaction between them in the concurrent work. Intuitively, the knowledge of body

pose should help the recognition of actions. Vice versa, the knowledge of action should

constrain the possible body configurations. Despite recent efforts on integrating pose

estimation and action recognition in joint frameworks, we have still not witnessed

significant gains from such a joint approach. We believe that this is an interesting

next step, especially given the success of current pose estimation methods.



Annex A

Hollywood in Homes:

Crowdsourcing Data Collection for

Activity Understanding

Computer vision has a great potential to help our daily lives by searching for lost keys,

watering flowers or reminding us to take a pill. To succeed with such tasks, computer

vision methods need to be trained from real and diverse examples of our daily dy-

namic scenes. While most of such scenes are not particularly exciting, they typically

do not appear on YouTube, in movies or TV broadcasts. So how do we collect suffi-

ciently many diverse but boring samples representing our lives? We propose a novel

Hollywood in Homes approach to collect such data. Instead of shooting videos in the

lab, we ensure diversity by distributing and crowdsourcing the whole process of video

creation from script writing to video recording and annotation. Following this pro-

cedure we collect a new dataset, Charades, with hundreds of people recording videos

in their own homes, acting out casual everyday activities. The dataset is composed

of 9,848 annotated videos with an average length of 30 seconds, showing activities

of 267 people from three continents. Each video is annotated by multiple free-text

descriptions, action labels, action intervals and classes of interacted objects. In total,
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Charades provides 27,847 video descriptions, 66,500 temporally localized intervals for

157 action classes and 41,104 labels for 46 object classes. Using this rich data, we

evaluate and provide baseline results for several tasks including action recognition

and automatic description generation. We believe that the realism, diversity, and

casual nature of this dataset will present unique challenges and new opportunities for

computer vision community.
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A.1 Introduction

Large scale visual learning fueled by huge datasets has changed the computer vision

landscape [Deng et al., 2009; Zhou et al., 2014]. Given the source of this data, it’s

not surprising that most of our current success is biased towards static scenes and

objects in Internet images. As we move forward into the era of AI and robotics,

however, new questions arise. How do we learn about different states of objects (e.g.,

cut vs. whole)? How do common activities affect changes of object states? In fact,

it is not even yet clear if the success of the Internet pre-trained recognition models

will transfer to real-world settings where robots equipped with our computer vision

models should operate.

Shifting the bias from Internet images to real scenes will most likely require col-

lection of new large-scale datasets representing activities of our boring everyday life:

getting up, getting dressed, putting groceries in fridge, cutting vegetables and so on.

Such datasets will allow us to develop new representations and to learn models with

the right biases. But more importantly, such datasets representing people interact-

ing with objects and performing natural action sequences in typical environments

will finally allow us to learn common sense and contextual knowledge necessary for

high-level reasoning and modeling.

But how do we find these boring videos of our daily lives? If we search common

activities such as “drinking from a cup”, “riding a bike” on video sharing websites

such as YouTube, we observe a highly-biased sample of results (see Figure A-1).

These results are biased towards entertainment—boring videos have no viewership

and hence no reason to be uploaded on YouTube!

In this work, we propose a novel Hollywood in Homes approach to collect a large-

scale dataset of boring videos of daily activities. Standard approaches in the past have

used videos downloaded from the Internet [Caba Heilbron et al., 2015; Liu et al., 2009;

Gorban et al., 2015; Karpathy et al., 2014; Kuehne et al., 2011; Soomro et al., 2012]

gathered from movies [Laptev et al., 2008; Rodriguez et al., 2008; Rohrbach et al.,
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The Charades Dataset

Figure A-1 – Comparison of actions in the Charades dataset and on YouTube: Reading
a book, Opening a refrigerator, Drinking from a cup. YouTube returns entertaining
and often atypical videos, while Charades contains typical everyday videos.

2015] or recorded in controlled environments [Schüldt et al., 2004; Gorelick et al.,

2007; Rohrbach et al., 2012; Oh et al., 2011; Kuehne et al., 2014; Rohrbach et al.,

2014]. Instead, as the name suggests: we take the Hollywood filming process to the

homes of hundreds of people on Amazon Mechanical Turk (AMT). AMT workers

follow the three steps of filming process: (1) script generation; (2) video direction

and acting based on scripts; and (3) video verification to create one of the largest and

most diverse video dataset of daily activities.

There are threefold advantages of using the Hollywood in Homes approach for

dataset collection: (a) Unlike datasets shot in controlled environments (e.g., MPII [Rohrbach

et al., 2012]), crowdsourcing brings in diversity which is essential for generalization.

In fact, our approach even allows the same script to be enacted by multiple people;

(b) crowdsourcing the script writing enhances the coverage in terms of scenarios and

reduces the bias introduced by generating scripts in labs; and (c) most importantly,

unlike for web videos, this approach allows us to control the composition and the

length of video scenes by proposing the vocabulary of scenes, objects and actions

during script generation.
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The Charades v1.0 Dataset

Charades is our large-scale dataset with a focus on common household activities

collected using the Hollywood in Homes approach. The name comes from of a popular

American word guessing game where one player acts out a phrase and the other players

guess what phrase it is. In a similar spirit, we recruited hundreds of people from

Amazon Mechanical Turk to act out a paragraph that we presented to them. The

workers additionally provide action classification, localization, and video description

annotations. The first publicly released version of our Charades dataset will contain

9,848 videos of daily activities 30.1 seconds long on average (7,985 training and 1,863

test). The dataset is collected in 15 types of indoor scenes, involves interactions with

46 object classes and has a vocabulary of 30 verbs leading to 157 action classes. It has

66,500 temporally localized actions, 12.8 seconds long on average, recorded by 267

people in three continents, and over 15% of the videos have more than one person.

We believe this dataset will provide a crucial stepping stone in developing action

representations, learning object states, human object interactions, modeling context,

object detection in videos, video captioning and many more. The dataset is publicly

available in the project page [Charades project page].

Contributions The contributions of our work are three-fold: (1) We introduce the

Hollywood in Homes approach to data collection, (2) we collect and release the first

crowdsourced large-scale dataset of boring household activities, and (3) we provide

extensive baseline evaluations.

The KTH action dataset [Schüldt et al., 2004] paved the way for algorithms that

recognized human actions. However, the dataset was limited in terms of number

of categories and enacted in the same background. In order to scale up the learn-

ing and the complexity of the data, recent approaches have instead tried collecting

video datasets by downloading videos from Internet. Therefore, datasets such as

UCF101 [Soomro et al., 2012], Sports1M [Karpathy et al., 2014] and others [Kuehne

et al., 2011; Liu et al., 2009; Gorban et al., 2015] appeared and presented more chal-
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lenges including background clutter, and scale. However, since it is impossible to find

boring daily activities on Internet, the vocabulary of actions became biased towards

more sports-like actions which are easy to find and download.

There have been several efforts in order to remove the bias towards sporting ac-

tions. One such commendable effort is to use movies as the source of data [Marszałek

et al., 2009; Ferrari et al., 2009]. Recent papers have also used movies to focus on

the video description problem leading to several datasets such as MSVD[Chen and

Dolan, 2011], M-VAD [Torabi et al., 2015], and MPII-MD [Rohrbach et al., 2015].

Movies however are still exciting (and a source of entertainment) and do not cap-

ture the scenes, objects or actions of daily living. Other efforts have been to collect

in-house datasets for capturing human-object interactions [Gupta and Davis, 2007]

or human-human interactions [Ryoo and Aggarwal, 2009]. Some relevant big-scale

efforts in this direction include MPII Cooking [Rohrbach et al., 2012], TUM Break-

fast [Kuehne et al., 2014], and the TACoS Multi-Level [Rohrbach et al., 2014] datasets.

These datasets focus on a narrow domain by collecting the data in-house with a fixed

background, and therefore focus back on the activities themselves. This allows for

careful control of the data distribution, but has limitations in terms of generalizabil-

ity, and scalability. In contrast, PhotoCity [Tuite et al., 2011] used the crowd to take

pictures of landmarks, suggesting that the same could be done for other content at

scale.

Another relevant effort in collection of data corresponding to daily activities and

objects is in the domain of ego-centric cameras. For example, the Activities of Daily

Living dataset [Pirsiavash and Ramanan, 2012] recorded 20 people performing un-

scripted, everyday activities in their homes in first person, and another extended that

idea to animals [Iwashita et al., 2014]. These datasets provide a challenging task but

fail to provide diversity which is crucial for generalizability. It should however be

noted that these kinds of datasets could be crowdsourced similarly to our work.

The most related dataset is the recently released ActivityNet dataset [Caba Heil-
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Table A.1 – Comparison of Charades with other video datasets.

Actions
per video Classes Labelled

instances
Total
videos Origin Type Temporal

localization

Charades v1.0 6.8 157 67K 10K 267 Homes Daily Activities Yes

ActivityNet [Caba Heilbron et al., 2015] 1.4 203 39K 28K YouTube Human Activities Yes
UCF101 [Soomro et al., 2012] 1 101 13K 13K YouTube Sports No
HMDB51 [Kuehne et al., 2011] 1 51 7K 7K YouTube/Movies Movies No
THUMOS’15 [Gorban et al., 2015] 1-2 101 21K+ 24K YouTube Sports Yes
Sports 1M [Karpathy et al., 2014] 1 487 1.1M 1.1M YouTube Sports No
MPII-Cooking [Rohrbach et al., 2012] 46 78 13K 273 30 In-house actors Cooking Yes
ADL [Pirsiavash and Ramanan, 2012] 22 32 436 20 20 Volunteers Ego-centric Yes
MPII-MD [Rohrbach et al., 2015] Captions Captions 68K 94 Movies Movies No

bron et al., 2015]. It includes actions of daily living downloaded from YouTube. We

believe the ActivityNet effort is complementary to ours since their dataset is uncon-

trolled, slightly biased towards non-boring actions and biased in the way the videos

are professionally edited. On the other hand, our approach focuses more on action

sequences (generated from scripts) involving interactions with objects. Our dataset,

while diverse, is controlled in terms of vocabulary of objects and actions being used

to generate scripts. In terms of the approach, Hollywood in Homes is also related

to [Zitnick and Parikh, 2013]. However, [Zitnick and Parikh, 2013] only generates

synthetic data. A comparison with other video datasets is presented in Table A.1.

To the best of our knowledge, our approach is the first to demonstrate that workers

can be used to collect a vision dataset by filming themselves at such a large scale.

A.2 Hollywood in Homes

We now describe the approach and the process involved in a large-scale video collec-

tion effort via AMT. Similar to filming, we have a three-step process for generating

a video. The first step is generating the script of the indoor video. The key here is

to allow workers to generate diverse scripts yet ensure that we have enough data for

each category. The second step in the process is to use the script and ask workers to

record a video of that sentence being acted out. In the final step, we ask the work-

ers to verify if the recorded video corresponds to script, followed by an annotation
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procedure.

A.2.1 Generating Scripts

In this work we focus on indoor scenes, hence, we group together rooms in residential

homes (Living Room, Home Office, etc.). We found 15 types of rooms to cover most

of typical homes, these rooms form the scenes in the dataset. In order to generate the

scripts (a text given to workers to act out in a video), we use a vocabulary of objects

and actions to guide the process. To understand what objects and actions to include

in this vocabulary, we analyzed 549 movie scripts from popular movies in the past few

decades. Using both term-frequency (TF) and TF-IDF [Salton and McGill, 1986] we

analyzed which nouns and verbs occur in those rooms in these movies. From those we

curated a list of 40 objects and 30 actions to be used as seeds for script generation,

where objects and actions were chosen to be generic for different scenes.

To harness the creativity of people, and understand their bias towards activities,

we crowdsourced the script generation as follows. In the AMT interface, a single

scene, 5 randomly selected objects, and 5 randomly selected actions were presented

to workers. Workers were asked to use two objects and two actions to compose a short

paragraph about activities of one or two people performing realistic and commonplace

activities in their home. We found this to be a good compromise between controlling

what kind of words were used and allowing the users to impose their own human

bias on the generation. Some examples of generated scripts are shown in Figure A-2.

(see the website for more examples). The distribution of the words in the dataset is

presented in Figure A-3.

A.2.2 Generating Videos

Once we have scripts, our next step is to collect videos. To maximize the diversity of

scenes, objects, clothing and behaviour of people, we ask the workers themselves to

record the 30 second videos by following collected scripts.
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AMT is a place where people commonly do quick tasks in the convenience of their

homes or during downtime at their work. AMT has been used for annotation and

editing but can we do content creation via AMT? During a pilot study we asked

workers to record the videos, and until we paid up to $3 per video, no worker picked

up our task. (For comparison, to annotate a video [Sigurdsson et al., 2016a]: 3 workers

× 157 questions × 1 second per question × $8/h salary = $1.) To reduce the base

cost to a more manageable $1 per video, we have used the following strategies:

Worker Recruitment. To overcome the inconvenience threshold, worker recruit-

ment was increased through sign-up bonuses (211% increased new worker rate) where

we awarded a $5 bonus for the first submission. This increased the total cost by 17%.

In addition, “recruit a friend” bonuses ($5 if a friend submits 15 videos) were intro-

duced, and were claimed by 4% of the workforce, generating indeterminate outreach

to the community. US, Canada, UK, and, for a time, India were included in this

study. The first three accounted for estimated 73% of the videos, and 59% of the

peak collection rate.

Worker Retention. Worker retention was mitigated through performance bonuses

every 15th video, and while only accounting for a 33% increase in base cost, signif-

icantly increased retention (34% increase in come-back workers), and performance

(109% increase in output per worker).

Each submission in this phase was manually verified by other workers to enforce

quality control, where a worker was required to select the corresponding sentence

from a line-up after watching the video. The rate of collection peaked at 1225 per

day from 72 workers. The final cost distribution was: 65% base cost per video, 21%

performance bonuses, 11% recruitment bonuses, and 3% verification. The code and

interfaces will be made publicly available along with the dataset.
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vacuum
groceries

chair
refrigerator

pillow

laughing
drinking
putting
washing
closing

Kitchen

"A person opens a refrigerator, 
and begins drinking out of a 
jug of milk before closing it."

"A person is washing their 
refrigerator. Then, opening it, 

the person begins putting 
away their groceries."

"A person stands in the kitchen 
and cleans the fridge. Then start 
to put groceries away from a bag"

"person drinks milk from a fridge, 
they then walk out of the room."

Sampled Words Scripts Recorded Videos Annotations

AMT AMT AMT
Opening a refrigerator

Closing a refrigerator
Putting groceries somewhere

Opening a refrigerator

Drinking from cup/bottle

Figure A-2 – An overview of the three Amazon Mechanical Turk (AMT) crowdsourc-
ing stages in the Hollywood in Homes approach.

A.2.3 Annotations

Using the generated scripts, all (verb,proposition,noun) triplets were analyzed, and

the most frequent grouped into 157 action classes (e.g., pouring into cup, running,

folding towel, etc.). The distribution of those is presented in Figure A-3.

For each recorded video we have asked other workers to watch the video and

describe what they have observed with a sentence (this will be referred to as a de-

scription in contrast to the previous script used to generate the video). We use the

original script and video descriptions to automatically generate a list of interacted

objects for each video. Such lists were verified by the workers. Given the list of

(verified) objects, for each video we have made a short list of 4-5 actions (out of

157) involving corresponding object interactions and asked the workers to verify the

presence of these actions in the video.

In addition, to minimize the missing labels, we expanded the annotations by

exhaustively annotating all actions in the video using state-of-the-art crowdsourcing

practices Sigurdsson et al. [2016a], where we focused particularly on the test set.

Finally, for all the chosen action classes in each video, another set of workers was

asked to label the starting and ending point of the activity in the video, resulting

in a temporal interval of each action. A visualization of the data collection process

is illustrated in Figure A-2. On the website we show numerous additional examples

from the dataset with annotated action classes.
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A.3 Charades v1.0 Analysis

Charades is built up by combining 40 objects and 30 actions in 15 scenes. This

relatively small vocabulary, combined with open-ended writing, creates a dataset

that has substantial coverage of a useful domain. Furthermore, these combinations

naturally form action classes that allow for standard benchmarking. In Figure A-3 the

distributions of action classes, and most common nouns/verbs/scenes in the dataset

are presented. The natural world generally follows a long-tailed distribution [Zipf,

1935; Simoncelli and Olshausen, 2001], but we can see that the distribution of words

in the dataset is relatively even. In Figure A-3 we also present a visualization of

what scenes, objects, and actions occur together. By embedding the words based

on their co-occurance with other words using T-SNE [Van der Maaten and Hinton,

2008], we can get an idea of what words group together in the videos of the dataset,

and it is clear that the dataset possesses real-world intuition. For example, food, and

cooking are close to Kitchen, but note that except for Kitchen, Home Office, and

Bathroom, the scene is not highly discriminative of the action, which reflects common

daily activities.

Since we have control over the data acquisition process, instead of using Internet

search, there are on average 6.8 relevant actions in each video. We hope that this may

inspire new and interesting algorithms that try to capture this kind of context in the

domain of action recognition. Some of the most common pairs of actions measured

in terms of normalized pointwise mutual information (NPMI), are also presented in

Figure A-3. These actions occur in various orders and context, similar to our daily

lives. For example, in Figure A-4 we can see that among these five videos, there

are multiple actions occurring, and some are in common. We further explore this

in Figure A-5, where for a few actions, we visualize the most probable actions to

precede, and most probable actions to follow that action. As the scripts for the

videos are generated by people imagining a boring realistic scenario, we find that

these statistics reflect human behaviour.
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0 1000
Throwing a broom
Washing a window

Fixing a door
Washing a cup/glass

Washing some clothes
Taking a laptop from

Clos ing a box
Throwing a pillow

Tidying up a blanket/s
Lying on the  floor

Snuggling with a pillow
Putting shoes  somewhere
Putting a box somewhere

Holding a vacuum
Putting a blanket

Holding a shoe/shoes
Holding some medicine

Holding a laptop
Taking a

Holding a box
Holding a broom

Someone  is  undress ing
Holding a blanket

Putting some food
Someone  is  laughing
Playing with a phone

Holding a dish
Holding a phone/camera

Sitting in a chair

Count Count Count

Figure A-3 – Statistics for actions (gray, every fifth label shown), verbs (green), nouns
(blue), scenes (red), and most co-occurring pairs of actions (cyan). Co-occurrence
is measured with normalized pointwise mutual information. In addition, a T-SNE
embedding of the co-occurrence matrix is presented. We can see that while there are
some words that strongly associate with each other (e.g., lying and bed), many of the
objects and actions co-occur with many of the scenes. (Action names are abbreviated
as necessary to fit space constraints.)
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Holding a laptop Closing a laptop Put down laptop Taking a dish Taking a dish

Watching TV Watching laptop Closing a laptop Taking phone Playing on phone

Playing on phone Watching TVSitting at table Standing upSitting at table

Watching TV Sneezing Eating Sneezing Fixing hair

Walk in doorway Sneezing Taking box Tidying shelf

Figure A-4 – Keyframes from five videos in Charades. We see that actions occur
together in many different configurations. (Shared actions are highlighed in color).

Smiling at a book

Reading a book 13%
Smiling 9%

Holding a book 9%
Taking a book 7%

Laughing 5%

Smiling 12%
Laughing 5%
Closing a book 9%
Put book somewhere 6%
Reading a book 5% Snuggling with a blanket

Holding a blanket 8%
Taking a blanket 7%

Sitting down 5%
Sitting in a chair 3%

Walk in doorway 3%

Standing up 7%
Put blanket 4%
Throw blanket 4%
Awakening 3%
Smiling 3%

Taking a picture

Play with camera 38%
Hold camera 26%
Take camera 17%

Walk in doorway 6%
Sit in chair 5%

Put camera 9%
Smiling 7%
Playing with camera 5%
Take camera 4%
Hold camera 3% Opening a window

Walk in doorway 22%
Look out window 16%

Standing up 13%
Smiling 10%
Running 9%

Look out window 16%
Close window 5%
Drink from cup 3%
Holding cup 3%
Sneezing 3%

Figure A-5 – Selected actions from the dataset, along with the top five most probable
actions before, and after the action. For example, when Opening a window, it is
likely that someone was Standing up before that, and after opening, Looking out the
window.
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A.4 Applications

We run several state-of-the-art algorithms on Charades to provide the community

with a benchmark for recognizing human activities in realistic home environments.

Furthermore, the performance and failures of tested algorithms provide insights into

the dataset and its properties.

Train/test set. For evaluating algorithms we split the dataset into train and test

sets by considering several constraints: (a) the same worker should not appear in both

training and test; (b) the distribution of categories over the test set should be similar

to the one over the training set; (c) there should be at least 6 test videos and 25

training videos in each category; (d) the test set should not be dominated by a single

worker. We randomly split the workers into two groups (80% in training) such that

these constraints were satisfied. The resulting training and test sets contain 7,985

and 1,863 videos, respectively. The number of annotated action intervals are 49,809

and 16,691 for training and test.

A.4.1 Action Classification

Given a video, we would like to identify whether it contains one or several actions

out of our 157 action classes. We evaluate the classification performance for several

baseline methods. Action classification performance is evaluated with the standard

mean average precision (mAP) measure. A single video is assigned to multiple classes

and the distribution of classes over the test set is not uniform. The label precision for

the data is 95.6%, measured using an additional verification step, as well as comparing

against a ground truth made from 19 iterations of annotations on a subset of 50 videos.

We now describe the baselines.

Improved trajectories. We compute improved dense trajectory features (IDT)

[Wang and Schmid, 2013] capturing local shape and motion information with MBH,

HOG and HOF video descriptors. We reduce the dimensionality of each descriptor
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Table A.2 – mAP (%) for action classification with various baselines.

Random C3D AlexNet Two-Stream-B Two-Stream IDT Combined
5.9 10.9 11.3 11.9 14.3 17.2 18.6

Table A.3 – Action classification evaluation with the state-of-the-art approach on
Charades. We study different parameters for improved trajectories, by reporting for
different local descriptor sets and different number of GMM clusters. Overall perfor-
mance improves by combining all descriptors and using a larger descriptor vocabulary.

HOG HOF MBH HOG+MBH HOG+HOF+MBH
K=64 12.3 13.9 15.0 15.8 16.5
K=128 12.7 14.3 15.4 16.2 16.9
K=256 13.0 14.4 15.5 16.5 17.2

by half with PCA, and learn a separate feature vocabulary for each descriptor with

GMMs of 256 components. Finally, we encode the distribution of local descriptors over

the video with Fisher vectors [Perronnin et al., 2010]. A one-versus-rest linear SVM

is used for classification. Training on untrimmed intervals gave the best performance.

Static CNN features. In order to utilize information about objects in the scene, we

make use of deep neural networks pretrained on a large collection of object images. We

experiment with VGG-16 [Simonyan and Zisserman, 2015] and AlexNet [Krizhevsky

et al., 2012] to compute fc6 features over 30 equidistant frames in the video. These

features are averaged across frames, L2-normalized and classified with a one-versus-

rest linear SVM. Training on untrimmed intervals gave the best performance.

Two-stream networks. We use the VGG-16 model architecture [Simonyan and

Zisserman, 2015] for both networks and follow the training procedure introduced in

[Simonyan and Zisserman, 2014], with small modifications. For the spatial network,

we applied finetuning on ImageNet pre-trained networks with different dropout rates.

The best performance was with 0.5 dropout rate and finetuning on all fully connected

layers. The temporal network was first pre-trained on the UCF101 dataset and then

similarly finetuned on conv4, conv5, and fc layers. Training on trimmed intervals
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gave the best performance.

Balanced two-stream networks. We adapt the previous baseline to handle class

imbalance. We balanced the number of training samples through sampling, and

ensured each minibatch of 256 had at least 50 unique classes (each selected uniformly

at random). Training on trimmed intervals gave the best performance.

C3D features. Following the recent approach from [Tran et al., 2015], we extract

fc6 features from a 3D convnet pretrained on the Sports-1M video dataset [Karpathy

et al., 2014]. These features capture complex hierarchies of spatio-temporal patterns

given an RGB clip of 16 frames. Similar to [Tran et al., 2015], we compute features

on chunks of 16 frames by sliding 8 frames, average across chunks, and use a one-

versus-rest linear SVM. Training on untrimmed intervals gave the best performance.

Action classification results are presented in Table A.2, where we additionally consider

Combined which combines all the other methods with late fusion.

Notably, the accuracy of the tested state-of-the-art baselines is much lower than in

most currently available benchmarks. Consistently with several other datasets, IDT

features [Wang and Schmid, 2013] outperform other methods by obtaining 17.2%

mAP. To analyze these results, Figure A-6(left) illustrates the results for subsets of

best and worst recognized action classes. We can see that while the mAP is low, there

are certain classes that have reasonable performance, for example Washing a window

has 62.1% AP. To understand the source of difference in performance for different

classes, Figure A-6(right) illustrates AP for each action, sorted by the number of

examples, together with names for the best performing classes. The number of actions

in a class is primarily decided by the universality of the action (can it happen in any

scene), and if it is common in typical households (writer bias). It is interesting to

notice, that while there is a trend for actions with higher number of examples to have

higher AP, it is not true in general, and actions such as Sitting in chair, and Washing

windows have top-15 performance.

Delving even further, we investigate the confusion matrix for the Combined base-
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Figure A-6 – On the left classification accuracy for the 15 highest and lowest actions
is presented for Combined. On the right, the classes are sorted by their size. The
top actions on the left are annotated on the right. We can see that while there is
a slight trend for smaller classes to have lower accuracy, many classes do not follow
that trend.
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Figure A-7 – Confusion matrix for the Combined baseline on the classification task.
Actions are grouped by the object being interacted with. Most of the confusion is with
other actions involving the same object (squares on the diagonal), and we highlight
some prominent objects. Note: (A) High confusion between actions using Blanket,
Clothes, and Towel; (B) High confusion between actions using Couch and Bed; (C)
Little confusion among actions with no specific object of interaction (e.g., standing
up, sneezing).
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line in Figure A-7, where we convert the predictor scores to probabilities and accu-

mulate them for each class. For clearer analysis, the classes are sorted by the object

being interacted with. The first aspect to notice is the squares on the diagonal, which

imply that the majority of the confusion is among actions that interact with the same

object (e.g., Putting on clothes, or Taking clothes from somewhere), and moreover,

there is confusion among objects with similar functional properties. The most promi-

nent squares are annotated with the object being shared among those actions. The

figure caption contains additional observations. While there are some categories that

show no clear trend, we can observe less confusion for many actions that have no

specific object of interaction. Evaluation of action recognition on this subset results

in 38.9% mAP, which is significantly higher than average. Recognition of fine-grained

actions involving interactions with the same object class appears particularly difficult

even for the best methods available today. We hope our dataset will encourage new

methods addressing activity recognition for complex person-object interactions.

A.4.2 Sentence Prediction

Our final, and arguably most challenging task, concerns prediction of free-from sen-

tences describing the video. Notably, our dataset contains sentences that have been

used to create the video (scripts), as well as multiple video descriptions obtained

manually for recorded videos. The scripts used to create videos are biased by the vo-

cabulary, and due to the writer’s imagination, generally describe different aspects of

the video than descriptions. The description of the video by other people is generally

simpler and to the point. Captions are evaluated using the CIDEr, BLEU, ROUGE,

and METEOR metrics, as implemented in the COCO Caption Dataset [Chen et al.,

2015b]. These metrics are common for comparing machine translations to ground

truth, and have varying degrees of similarity with human judgement. For compar-

ison, human performance is presented along with the baselines where workers were

similarly asked to watch the video and describe what they observed. We now describe
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Table A.4 – Sentence Prediction. In the script task one sentence is used as ground
truth, and in the description task 2.4 sentences are used as ground truth on average.
We find that S2VT is the strongest baseline.

Script Description
RW Random NN S2VT Human RW Random NN S2VT Human

CIDEr 0.03 0.08 0.11 0.17 0.51 0.04 0.05 0.07 0.14 0.53
BLEU4 0.00 0.03 0.03 0.06 0.10 0.00 0.04 0.05 0.11 0.20
BLEU3 0.01 0.07 0.07 0.12 0.16 0.02 0.09 0.10 0.18 0.29
BLEU2 0.09 0.15 0.15 0.21 0.27 0.09 0.20 0.21 0.30 0.43
BLEU1 0.37 0.29 0.29 0.36 0.43 0.38 0.40 0.40 0.49 0.62

ROUGE𝐿 0.21 0.24 0.25 0.31 0.35 0.22 0.27 0.28 0.35 0.44
METEOR 0.10 0.11 0.12 0.13 0.20 0.11 0.13 0.14 0.16 0.24

the sentence prediction baselines in detail:

Random Words (RW): Random words from the training set.

Random Sentence (Random): Random sentence from the training set.

Nearest Neighbor (NN): Inspired by [Devlin et al., 2015] we simply use a 1-Nearest

Neighbor baseline computed using AlexNet fc7 outputs averaged over frames, and use

the caption from that nearest neighbor in the training set.

S2VT: We use the S2VT method from [Venugopalan et al., 2015], which is a combi-

nation of a CNN, and a LSTM.

Table A.4 presents the performance of multiple baselines on the caption generation

task. We both evaluate on predicting the script, as well as predicting the description.

As expected, we can observe that descriptions made by people after watching the

video are more similar to other descriptions, rather than the scripts used to generate

the video. Table A.4 also provides insight into the different evaluation metrics, and

it is clear that CIDEr offers the highest resolution, and most similarity with human

judgement on this task. In Figure A-8 few examples are presented for the high-

est scoring baseline (S2VT). We can see that while the language model is accurate

(the sentences are coherent), the model struggles with providing relevant captions,

and tends to slightly overfit to frequent patterns in the data (e.g., drinking from a

glass/cup).
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GT: A person opens a 
closet and picks up a 
pink toy laptop off of 
the shelf. They close 
the closet, turn off the 
light, and exit the 
room.

GT: A person sweeps 
the floor and places 
the dirt into a trash 
bag.

GT: A person is sitting 
in a chair while 
watching something 
on a laptop. The 
person then begins to 
laugh.

GT: A person is 
cooking on a stove 
they are mixing the 
food in the pot they go 
to the cabinet and take 
out a spice they put 
the spice in the pot

GT:  Person is 
standing in the 
doorway drinking 
coffee before grabbing 
a towel from the closet 
and tossing it out the 
door.

GT: A person wakes 
up and turns a light 
on and off before 
going back to sleep

A person is walking 
into a room and then 
picks up a broom and 
puts it on the floor

Person is standing in 
front of a mirror , 
opens a cabinet and 
takes out out of a 
cabinet

A person is lying on a 
bed with a blanket . 
the person then gets 
up and walks to the 
room and sits down 

A person is standing 
in the kitchen 
cooking on a stove . 
they then take a 
drink from a glass 
and drink it

A person is standing 
in the doorway 
holding a pillow . the 
person then takes a 
drink from a glass 
and drinks it

A person is lying on a 
bed with a blanket . 
the person then gets 
up and walks to the 
door and sits down 

Figure A-8 – Three generated captions that scored low on the CIDEr metric (red),
and three that scored high (green) from the strongest baseline (S2VT). We can see
that while the captions are fairly coherent, the captions lack sufficient relevance.

A.5 Conclusions

We proposed a new approach for building datasets. Our Hollywood in Homes ap-

proach allows not only the labeling, but the data gathering process to be crowd-

sourced. In addition, Charades offers a novel large-scale dataset with diversity and

relevance to the real world. We hope that Charades and Hollywood in Homes will

have the following benefits for our community:

(1) Training data: Charades provides a large-scale set of 66,500 annotations of actions

with unique realism.

(2) A benchmark: Our publicly available dataset and provided baselines enable bench-

marking future algorithms.

(3) Object-action interactions: The dataset contains significant and intricate object-

action relationships which we hope will inspire the development of novel computer

vision techniques targeting these settings.

(4) A framework to explore novel domains: We hope that many novel datasets in new

domains can be collected using the Hollywood in Homes approach.
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(5) Understanding daily activities: Charades provides data from a unique human-

generated angle, and has unique attributes, such as complex co-occurrences of activ-

ities. This kind of realistic bias, may provide new insights that aid robots equipped

with our computer vision models operating in the real world.
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Learning joint reconstruction of

hands and manipulated objects

Estimating hand-object manipulations is essential for interpreting and imitating hu-

man actions. Previous work has made significant progress towards reconstruction of

hand poses and object shapes in isolation. Yet, reconstructing hands and objects

during manipulation is a more challenging task due to significant occlusions of both

the hand and object. While presenting challenges, manipulations may also simplify

the problem since the physics of contact restricts the space of valid hand-object con-

figurations. For example, during manipulation, the hand and object should be in

contact but not interpenetrate. In this work, we regularize the joint reconstruction of

hands and objects with manipulation constraints. We present an end-to-end learnable

model that exploits a novel contact loss that favors physically plausible hand-object

constellations. Our approach improves grasp quality metrics over baselines, using

RGB images as input. To train and evaluate the model, we also propose a new large-

scale synthetic dataset, ObMan, with hand-object manipulations. We demonstrate

the transferability of ObMan-trained models to real data.

171
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Figure B-1 – Our method jointly reconstructs hand and object meshes from a monocu-
lar RGB image. Note that the model generating the predictions for the above images,
which we captured with an ordinary camera, was trained only on images from our
synthetic dataset, ObMan.

B.1 Introduction

Accurate estimation of human hands, as well as their interactions with the physical

world, is vital to better understand human actions and interactions. In particular,

recovering the 3D shape of a hand is key to many applications including virtual and

augmented reality, human-computer interaction, action recognition and imitation-

based learning of robotic skills.

Hand analysis in images and videos has a long history in computer vision. Early

work focused on hand estimation and tracking using articulated models [Rehg and

Kanade, 1994; Heap and Hogg, 1996; Wu et al., 2001; Stenger et al., 2001] or statistical

shape models [MacCormick and Isard, 2000]. The advent of RGB-D sensors brought

remarkable progress to hand pose estimation from depth images [Hamer et al., 2009;

Oikonomidis et al., 2011a; Keskin et al., 2012; Tang et al., 2013; Tompson et al.,

2014b]. While depth sensors provide strong cues, their applicability is limited by the

energy consumption and environmental constrains such as distance to the target and

exposure to sunlight. Recent work obtains promising results for 2D and 3D hand pose
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estimation from monocular RGB images using convolutional neural networks [Simon

et al., 2017; Zimmermann and Brox, 2017; Iqbal et al., 2018; Mueller et al., 2018; Dibra

et al., 2018; Spurr et al., 2018; Panteleris et al., 2018]. Most of this work, however,

targets sparse keypoint estimation which is not sufficient for reasoning about hand-

object contact. Full 3D hand meshes are sometimes estimated from images by fitting

a hand mesh to detected joints [Panteleris et al., 2018] or by tracking given a good

initialization [De La Gorce et al., 2011]. Recently, the 3D shape or surface of a hand

using an end-to-end learnable model has been addressed with depth input [Malik

et al., 2018].

Interactions impose constraints on relative configurations of hands and objects.

For example, stable object grasps require contacts between hand and object surfaces,

while solid objects prohibit penetration. In this work we exploit constraints imposed

by object manipulations to reconstruct hands and objects as well as to model their

interactions. We build on a parametric hand model, MANO [Romero et al., 2017],

derived from 3D scans of human hands, that provides anthropomorphically valid

hand meshes. We then propose a differentiable MANO network layer enabling end-

to-end learning of hand shape estimation. Equipped with the differentiable shape-

based hand model, we next design a network architecture for joint estimation of hand

shapes, object shapes and their relative scale and translation. We also propose a

novel contact loss that penalizes penetrations and encourages contact between hands

and manipulated objects. An overview of our method is illustrated in Figure B-2.

Real images with ground truth shape for interacting hands and objects are difficult

to obtain in practice. Existing datasets with hand-object interactions are either too

small for training deep neural networks [Tzionas et al., 2016] or provide only partial

3D hand or object annotations [Sridhar et al., 2016]. The recent dataset by Garcia-

Hernando et al. [2018] provides 3D hand joints and meshes of 4 objects during hand-

object interactions.

Synthetic datasets are an attractive alternative given their scale and readily-
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Figure B-2 – Our model predicts the hand and object meshes in a single forward pass
in an end-to-end framework. The repulsion loss ℒ𝑅 penalizes interpenetration while
the attraction loss ℒ𝐴 encourages the contact regions to be in contact with the object.

available ground truth. Datasets with synthesized hands have been recently intro-

duced [Zimmermann and Brox, 2017; Mueller et al., 2018; Malik et al., 2018] but

they do not contain hand-object interactions. We generate a new large-scale syn-

thetic dataset with objects manipulated by hands: ObMan (Object Manipulation).

We achieve diversity by automatically generating hand grasp poses for 2.7𝐾 everyday

object models from 8 object categories. We adapt MANO to be able to interface it

with an automatic grasp generation tool based on the GraspIt software [Miller and

Allen, 2004]. ObMan is sufficiently large and diverse to support training and ablation

studies of our deep models, and sufficiently realistic to generalize to real images. See

Figure B-1 for reconstructions obtained for real images when training our model on

ObMan.

In summary we make the following contributions. First, we design the first end-to-

end learnable model for joint 3D reconstruction of hands and objects from RGB data.

Second, we propose a novel contact loss penalizing penetrations and encouraging

contact between hands and objects. Third, we create a new large-scale synthetic

dataset, ObMan, with hand-object manipulations. The ObMan dataset and our pre-

trained models and code are publicly available at [ObMan project page].
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B.2 Related work

In the following, we review methods that address hand and object reconstructions

in isolation. We then present related works that jointly reconstruct hand-object

interactions.

Hand pose estimation. Hand pose estimation has attracted a lot of research inter-

est since the 90𝑠 [Heap and Hogg, 1996; Rehg and Kanade, 1994]. The availability of

commodity RGB-D sensors [Kinect; PrimeSense; Shotton et al., 2011], led to signifi-

cant progress in estimating 3D hand pose given depth or RGB-D input [Hamer et al.,

2009; Keskin et al., 2012]. Recently, the community has shifted its focus to RGB-

based methods [Iqbal et al., 2018; Mueller et al., 2018; Panteleris et al., 2018; Simon

et al., 2017; Zimmermann and Brox, 2017]. To overcome the lack of 3D annotated

data, many methods employed synthetic training images [Dibra et al., 2018; Mueller

et al., 2018, 2017; Zimmermann and Brox, 2017; Malik et al., 2018]. Similar to these

approaches, we make use of synthetic renderings, but we additionally integrate object

interactions.

3D hand pose estimation has often been treated as predicting 3D positions of

sparse joints [Iqbal et al., 2018; Mueller et al., 2018; Zimmermann and Brox, 2017].

Unlike methods that predict only skeletons, our focus is to output a dense hand

mesh to be able to infer interactions with objects. Very recently, Panteleris et al.

[2018] and Malik et al. [2018] produce full hand meshes. However, [Panteleris et al.,

2018] achieves this as a post-processing step by fitting to 2D predictions. Our hand

estimation component is most similar to [Malik et al., 2018]. In contrast to [Malik

et al., 2018], our method takes not depth but RGB images as input, which is more

challenging and more general.

Regarding hand pose estimation in the presence of objects, Mueller et al. [2017,

2018] grasp 7 objects in a merged reality environment to render synthetic hand pose

datasets. However, objects only serve the role of occluders, and the approach is

difficult to scale to more object instances.
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Object reconstruction. How to represent 3D objects in a CNN framework is an

active research area. Voxels [Maturana and Scherer, 2015; Wu et al., 2017], point

clouds [Su et al., 2017a], and more recently mesh surfaces [Groueix et al., 2018a;

Kato et al., 2018; Wang et al., 2018b] have been explored. We employ the latter since

meshes allow better modeling of the interaction with the hand. AtlasNet [Groueix

et al., 2018a] inputs vertex coordinates concatenated with image features and outputs

a deformed mesh. More recently, Pixel2Mesh [Wang et al., 2018b] explores regulariza-

tions to improve the perceptual quality of predicted meshes. Previous works mostly

focus on producing accurate shape and they output the object in a normalized coordi-

nate frame in a category-specific canonical pose. We employ a view-centered variant

of [Groueix et al., 2018a] to handle generic object categories, without any category-

specific knowledge. Unlike existing methods that typically input simple renderings of

CAD models, such as ShapeNet [Chang et al., 2015], we work with complex images

in the presence of hand occlusions.

Hand-object reconstruction. Joint reconstruction of hands and objects has been

studied with multi-view RGB [Oikonomidis et al., 2011b; Ballan et al., 2012; Wang

et al., 2013c] and RGB-D input with either optimization [Hamer et al., 2009, 2010;

Oikonomidis et al., 2012; Tzionas et al., 2016; Tzionas and Gall, 2015; Sridhar et al.,

2016; Pham et al., 2018; Tsoli and Argyros, 2018] or classification [Romero et al., 2010;

Rogez et al., 2014, 2015a,b] approaches. These works use rigid objects, except for a

few that use articulated [Tzionas et al., 2016] or deformable objects [Tsoli and Argy-

ros, 2018]. Focusing on contact points, most works employ proximity metrics [Sridhar

et al., 2016; Tzionas et al., 2016; Tsoli and Argyros, 2018], while [Rogez et al., 2015b]

directly regresses them from images, and [Pham et al., 2018] uses contact measure-

ments on instrumented objects. [Tzionas et al., 2016] integrates physical constraints

for penetration and contact, attracting fingers onto the object one-directionally. On

the contrary, [Tsoli and Argyros, 2018] symmetrically attracts the fingertips and the

object surface. The last two approaches evaluate all possible configurations of contact
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points and select the one that provides the most stable grasp [Tzionas et al., 2016]

or best matches visual evidence [Tsoli and Argyros, 2018]. Most related to our work,

given an RGB image, Romero et al. [2010] query a large synthetic dataset of ren-

dered hands interacting with objects to retrieve configurations that match the visual

evidence. Their method’s accuracy, however, is limited by the variety of configura-

tions contained in the database. In parallel work to ours [Tekin et al., 2019] jointly

estimates hand skeletons and 6DOF for objects. Our work differs from previous hand-

object reconstruction methods mainly by incorporating an end-to-end learnable CNN

architecture that benefits from a differentiable hand model and differentiable physical

constraints on penetration and contact.

B.3 Hand-object reconstruction

As illustrated in Figure B-2, we design a neural network architecture that reconstructs

the hand-object configuration in a single forward pass from a rough image crop of

a left hand holding an object. Our network architecture is split into two branches.

The first branch reconstructs the object shape in a normalized coordinate space. The

second branch predicts the hand mesh as well as the information necessary to transfer

the object to the hand-relative coordinate system. Each branch has a ResNet18 [He

et al., 2015] encoder pre-trained on ImageNet [Russakovsky et al., 2015]. In the

following, we detail the three components of our method: hand mesh estimation in

Section B.3.1, object mesh estimation in Section B.3.2, and the contact between the

two meshes in Section B.3.3.

B.3.1 Differentiable hand model

Following the methods that integrate the SMPL parametric body model [Loper et al.,

2015] as a network layer [Kanazawa et al., 2018a; Pavlakos et al., 2018b], we integrate

the MANO hand model [Romero et al., 2017] as a differentiable layer. MANO is a
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statistical model that maps pose (𝜃) and shape (𝛽) parameters to a mesh. While

the pose parameters capture the angles between hand joints, the shape parameters

control the person-specific deformations of the hand; see [Romero et al., 2017] for

more details.

Hand pose lives in a low-dimensional subspace [Romero et al., 2017; Lin et al.,

2000]. Instead of predicting the full 45-dimensional pose space, we predict 30 pose

PCA components. We found that performance saturates at 30 PCA components and

keep this value for all our experiments (see Section B.6.2).

Supervision on vertex and joint positions (ℒ𝑉Hand , ℒ𝐽). The hand encoder

produces an encoding ΦHand from an image. Given ΦHand , a fully connected network

regresses 𝜃 and 𝛽. We integrate the mesh generation as a differentiable network layer

that takes 𝜃 and 𝛽 as inputs and outputs the hand vertices 𝑉Hand and 16 hand joints.

In addition to MANO joints, we select 5 vertices on the mesh as fingertips to obtain

20 hand keypoints 𝐽 . We define the supervision on the vertex positions (ℒ𝑉Hand ) and

joint positions (ℒ𝐽) to enable training on datasets where a ground truth hand surface

is not available. Both losses are defined as the L2 distance to the ground truth. We

use root-relative 3D positions as supervision for ℒ𝑉Hand and ℒ𝐽 . Unless otherwise

specified, we use the wrist defined by MANO as the root joint.

Regularization on hand shape (ℒ𝛽). Sparse supervision can cause extreme mesh

deformations when the hand shape is unconstrained. We therefore use a regularizer,

ℒ𝛽 = ‖𝛽‖2, on the hand shape to constrain it to be close to the average shape in

the MANO training set, which corresponds to 𝛽 = 0⃗ ∈ R10.

The resulting hand reconstruction loss ℒHand is the summation of all ℒ𝑉Hand , ℒ𝐽

and ℒ𝛽 terms:

ℒHand = ℒ𝑉Hand + ℒ𝐽 + ℒ𝛽. (B.1)

Our experiments indicate benefits for all three terms. Our hand branch also matches

state-of-the-art performance on a standard benchmark for 3D hand pose estimation

(see Section B.6.3).
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B.3.2 Object mesh estimation

Following recent methods [Kato et al., 2018; Wang et al., 2018b], we focus on genus 0

topologies. We use AtlasNet [Groueix et al., 2018a] as the object prediction compo-

nent of our neural network architecture. AtlasNet takes as input the concatenation

of point coordinates sampled either on a set of square patches or on a sphere, and

image features ΦObj . It uses a fully connected network to output new coordinates on

the surface of the reconstructed object. AtlasNet explores two sampling strategies:

sampling points from a sphere and sampling points from a set of squares. Preliminary

experiments showed better generalization to unseen classes when input points were

sampled on a sphere. In all our experiments we deform an icosphere of subdivision

level 3 which has 642 vertices. AtlasNet was initially designed to reconstruct meshes

in canonical view. In our model, meshes are reconstructed in view-centered coordi-

nates. We experimentally verified that AtlasNet can accurately reconstruct meshes

in this setting (see Section B.7.1). Following AtlasNet, the supervision for object

vertices is defined by the symmetric Chamfer loss between the predicted vertices and

points randomly sampled on the ground-truth external surface of the object.

Regularization on object shape (ℒ𝐸, ℒ𝐿). In order to reason about the inside and

outside of the object, it is important to predict meshes with well-defined surfaces and

good quality triangulations. However AtlasNet does not explicitly enforce constraints

on mesh quality. We find that when learning to model a limited number of object

shapes, the triangulation quality is preserved. However, when training on the larger

variety of objects of ObMan, we find additional regularization on the object meshes

beneficial. Following [Wang et al., 2018b; Kanazawa et al., 2018b; Groueix et al.,

2018b] we employ two losses that penalize irregular meshes. We penalize edges with

lengths different from the average edge length with an edge-regularization loss, ℒ𝐸.

We further introduce a curvature-regularizing loss, ℒ𝐿, based on [Kanazawa et al.,

2018b], which encourages the curvature of the predicted mesh to be similar to the

curvature of a sphere (see details in Section B.7.2). We balance the weights of ℒ𝐸 and
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ℒ𝐿 by weights 𝜇𝐸 and 𝜇𝐿 respectively, which we empirically set to 2 and 0.1. These

two losses together improve the quality of the predicted meshes, as we show in Figure

A.4 of the appendix. Additionally, when training on the ObMan dataset, we first

train the network to predict normalized objects, and then freeze the object encoder

and the AtlasNet decoder while training the hand-relative part of the network. When

training the objects in normalized coordinates, noted with 𝑛, the total object loss is:

ℒ𝑛
Object = ℒ𝑛

𝑉Obj
+ 𝜇𝐿ℒ𝐿 + 𝜇𝐸ℒ𝐸. (B.2)

Hand-relative coordinate system (ℒ𝑆, ℒ𝑇 ). Following AtlasNet [Groueix et al.,

2018a], we first predict the object in a normalized scale by offsetting and scaling

the ground truth vertices so that the object is inscribed in a sphere of fixed radius.

However, as we focus on hand-object interactions, we need to estimate the object

position and scale relative to the hand. We therefore predict translation and scale

in two branches, which output the three offset coordinates for the translation (i.e.,

𝑥, 𝑦, 𝑧) and a scalar for the object scale. We define ℒ𝑇 = ‖𝑇 −𝑇‖2
2 and ℒ𝑆 = ‖𝑆−𝑆‖2

2,

where 𝑇 and 𝑆 are the predicted translation and scale. 𝑇 is the ground truth object

centroid in hand-relative coordinates and 𝑆 is the ground truth maximum radius of

the centroid-centered object.

Supervision on object vertex positions (ℒ𝑛
𝑉Obj

, ℒ𝑉Obj ). We multiply the AtlasNet

decoded vertices by the predicted scale and offset them according to the predicted

translation to obtain the final object reconstruction. Following AtlasNet, the su-

pervision for object vertices is defined by the symmetric Chamfer loss between the

predicted vertices and points randomly sampled on the ground-truth external surface

of the object. Chamfer loss (ℒ𝑉Obj ) is applied after translation and scale are applied.

When training in hand-relative coordinates the loss becomes:

ℒObject = ℒ𝑇 + ℒ𝑆 + ℒ𝑉Obj . (B.3)
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B.3.3 Contact loss

So far, the prediction of hands and objects does not leverage the constraints that

guide objects interacting in the physical world. Specifically, it does not account for

our prior knowledge that objects can not interpenetrate each other and that, when

grasping objects, contacts occur at the surface between the object and the hand. We

formulate these contact constraints as a differentiable loss, ℒ𝐶𝑜𝑛𝑡𝑎𝑐𝑡, which can be

directly used in the end-to-end learning framework. We incorporate this additional

loss using a weight parameter 𝜇𝐶 , which we set empirically to 10.

We rely on the following definition of distances between points. 𝑑(𝑣, 𝑉Obj) =

inf𝑤∈𝑉Obj ‖𝑣−𝑤‖2 denotes distances from point to set and 𝑑(𝐶, 𝑉Obj) = inf𝑣∈𝐶 𝑑(𝑣, 𝑉Obj)

denotes distances from set to set. Moreover, we define a common penalization func-

tion 𝑙𝛼(𝑥) = 𝛼 tanh
(︁

𝑥
𝛼

)︁
, where 𝛼 is a characteristic distance of action.

Repulsion (ℒ𝑅). We define a repulsion loss (ℒ𝑅) that penalizes hand and object

interpenetration. To detect interpenetration, we first detect hand vertices that are

inside the object. Since the object is a deformed sphere, it is watertight. We therefore

cast a ray from the hand vertex and count the number of times it intersects the

object mesh to determine whether it is inside or outside the predicted mesh [Möller

and Trumbore, 1997]. ℒ𝑅 affects all hand vertices that belong to the interior of the

object, which we denote Int(𝑂𝑏𝑗). The repulsion loss is defined as:

ℒ𝑅(𝑉Obj , 𝑉Hand) =
∑︁

𝑣∈𝑉Hand

1𝑣∈Int(𝑉Obj)𝑙𝑟(𝑑(𝑣, 𝑉Obj)),

where 𝑟 is the repulsion characteristic distance, which we empirically set to 2cm in

all experiments.

Attraction (ℒ𝐴). We further define an attraction loss (ℒ𝐴) to penalize cases in which

hand vertices are in the vicinity of the object but the surfaces are not in contact. This

loss is applied only to vertices which belong to the exterior of the object Ext(𝑂𝑏𝑗).

We compute statistics on the automatically-generated grasps described in the next
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Figure B-3 – Left: Estimated contact regions from ObMan. We find that points that
are often involved in contacts can be clustered into 6 regions on the palmar surface
of the hand. Right: Generic shape of the penalization function emphasizing the role
of the characteristic distances.

section to determine which vertices on the hand are frequently involved in contacts.

We compute for each MANO vertex how often across the dataset it is in the immediate

vicinity of the object (defined as less than 3mm away from the object’s surface). We

find that by identifying the vertices that are close to the objects in at least 8% of the

grasps, we obtain 6 regions of connected vertices {𝐶𝑖}𝑖∈[[1,6]] on the hand which match

the 5 fingertips and part of the palm of the hand, as illustrated in Figure B-3 (left).

The attraction term ℒ𝐴 penalizes distances from each of the regions to the object,

allowing for sparse guidance towards the object’s surface:

ℒ𝐴(𝑉Obj , 𝑉Hand) =
6∑︁

𝑖=1
𝑙𝑎(𝑑(𝐶𝑖 ∩ Ext(𝑂𝑏𝑗), 𝑉Obj)). (B.4)

We set 𝑎 to 1cm in all experiments. For regions that are further from the hand than

a threshold 𝑎, the attraction will significantly decrease and become negligible as the

distance to the object further increases, see Figure B-3 (right).

Our final contact loss ℒContact is a weighted sum of the attraction ℒ𝐴 and the

repulsion ℒ𝑅 terms:

ℒ𝐶𝑜𝑛𝑡𝑎𝑐𝑡 = 𝜆𝑅ℒ𝑅 + (1 − 𝜆𝑅)ℒ𝐴, (B.5)

where 𝜆𝑅 ∈ [0, 1] is the contact weighting coefficient, e.g., 𝜆𝑅 = 1 means only the
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repulsion term is active. We show in our experiments that the balancing between

attraction and repulsion is very important for physical quality.

Our network is first trained with ℒHand + ℒObject . We then continue training

with ℒHand + ℒObject + 𝜇𝐶ℒContact to improve the physical quality of the hand-object

interaction. Section B.8.1 gives further implementation details.

B.4 ObMan dataset

To overcome the lack of adequate training data for our models, we generate a large-

scale synthetic image dataset of hands grasping objects which we call the ObMan

dataset. Here, we describe how we scale automatic generation of hand-object images.

Objects. In order to find a variety of high-quality meshes of frequently manipulated

everyday objects, we selected models from the ShapeNet [Chang et al., 2015] dataset.

We selected 8 object categories of everyday objects (bottles, bowls, cans, jars, knifes,

cellphones, cameras and remote controls). This results in a total of 2754 meshes

which are split among the training, validation and test sets.

Grasps. In order to generate plausible grasps, we use the GraspIt software [Miller

and Allen, 2004] following the methods used to collect the Grasp Database [Goldfeder

et al., 2009]. In the robotics community, this dataset has remained valuable over many

years [Sahbani et al., 2012] and is still a reference for the fast synthesis of grasps given

known object models [Lenz et al., 2015; Mahler et al., 2017].

We favor simplicity and robustness of the grasp generation over the accuracy of

the underlying model. The software expects a rigid articulated model of the hand.

We transform MANO by separating it into 16 rigid parts, 3 parts for the phalanges

of each finger, and one for the hand palm. Given an object mesh, GraspIt produces

different grasps from various initializations. Following [Goldfeder et al., 2009], our

generated grasps optimize for the grasp metric but do not necessarily reflect the

statistical distribution of human grasps. We sort the obtained grasps according to
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Figure B-4 – ObMan: large-scale synthetic dataset of hand-object interactions. We
pose the MANO hand model [Romero et al., 2017] to grasp [Miller and Allen, 2004]
a given object mesh. The scenes are rendered with variation in texture, lighting, and
background.

a heuristic measure (see Section B.8.2) and keep the two best candidates for each

object. We generate a total of 21𝐾 grasps.

Body pose. For realism, we render the hand and the full body (see Figure B-4).

The pose of the hand is transferred to hands of the SMPL+H [Romero et al., 2017]

model which integrates MANO to the SMPL [Loper et al., 2015; Romero et al., 2017]

statistical body model, allowing us to render realistic images of embodied hands. Al-

though we zoom our cameras to focus on the hands, we vary the body poses to provide

natural occlusions and coherent backgrounds. Body poses and shapes are varied by

sampling from the same distribution as in SURREAL [Varol et al., 2017]; i.e., sam-

pling poses from the CMU MoCap database [Carnegie-Mellon Mocap Database] and

shapes from CAESAR [Robinette et al., 2002]. In order to maximize the viewpoint

variability, a global rotation uniformly sampled in 𝑆𝑂(3) is also applied to the body.

We translate the hand root joint to the camera’s optical axis. The distance to the

camera is sampled uniformly between 50cm and 80cm.

Textures. Object textures are randomly sampled from the texture maps provided

with ShapeNet [Chang et al., 2015] models. The body textures are obtained from

the full body scans used in SURREAL [Varol et al., 2017]. Most of the scans have

missing color values in the hand region. We therefore combine the body textures with
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176 high resolution textures obtained from hand scans from 20 subjects. The hand

textures are split so that textures from 14 subjects are used for training and 3 for

test and validation sets. For each body texture, the skin tone of the hand is matched

to the subject’s face color. Based on the face skin color, we query in the HSV color

space the 3 closest hand texture matches. We further shift the HSV channels of the

hand to better match the person’s skin tone.

Rendering. Background images are sampled from both the LSUN [Yu et al., 2015]

and ImageNet [Russakovsky et al., 2015] datasets. We render the images using

Blender [Blender - a 3D modelling and rendering package]. In order to ensure the

hand and objects are visible, we discard configurations if less than 100 pixels of the

hand or if less than 40% of the object is visible.

For each hand-object configuration, we render object-only, hand-only, and hand-

object images, as well as the corresponding segmentation and depth maps. The

dataset will be made publicly available.

In the following, we present our experimental analysis on hand-object reconstruc-

tion (Section B.5), hand-only reconstruction (Section B.6), and object-only recon-

struction (Section B.7). We give implementation details in Section B.8.

B.5 Experiments on hand-object reconstruction

In this section, we first define the evaluation metrics (Section B.5.1) and the datasets

(Section B.5.2) for our experiments. We then analyze the effects of occlusions (Sec-

tion B.5.3) and the contact loss (Section B.5.4). Finally, we present our transfer

learning experiments from synthetic to real domain (Sections B.5.5 and B.5.6).

B.5.1 Evaluation metrics

Our output is structured, and a single metric does not fully capture performance. We

therefore rely on multiple evaluation metrics.
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Hand error. For hand reconstruction, we compute mean end-point error (mm) over

21 joints following [Zimmermann and Brox, 2017].

Object error. Following AtlasNet [Groueix et al., 2018a], we measure the accuracy

of object reconstruction by computing the symmetric Chamfer distance (mm) between

points sampled on the ground-truth mesh and vertices of the predicted object mesh.

Contact. To measure the physical quality of our joint reconstruction, we use the

following metrics.

Penetration depth (mm), Intersection volume (cm3): Hands and objects should

not share the same physical space. To measure whether this rule is violated, we report

the intersection volume between the object and the hand as well as the penetration

depth. To measure the intersection volume of the hand and object we voxelize the

hand and object using a voxel size of 0.5cm. If the hand and the object collide, the

penetration depth is the maximum of the distances from hand mesh vertices to the

object’s surface. In the absence of collision, the penetration depth is 0.

Simulation displacement (mm): Following [Tzionas et al., 2016], we use physics

simulation to evaluate the quality of the produced grasps. This metric measures

the average displacement of the object’s center of mass in a simulated environ-

ment [Coumans, 2013] assuming the hand is fixed and the object is subjected to

gravity. Details on the setup and the parameters used for the simulation can be

found in [Tzionas et al., 2016]. Good grasps should be stable in simulation. How-

ever, stable simulated grasps can also occur if the forces resulting from the collisions

balance each other. For estimating grasp quality, simulated displacement must be

analyzed in conjunction with a measure of collision. If both displacement in simula-

tion and penetration depth are decreasing, there is strong evidence that the physical

quality of the grasp is improving (see Section B.5.4 for an analysis). The reported

metrics are averaged across the dataset.
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B.5.2 Datasets

In the following, we present the datasets we use to evaluate our models. Statistics for

each dataset are summarized in Table B.1.

First-person hand benchmark (FHB). This dataset [Garcia-Hernando et al.,

2018] is a recent video collection providing 3D hand annotations for a wide range

of hand-object interactions. The joints are automatically annotated using magnetic

sensors strapped on the hands, and which are visible on the RGB images. 3D mesh

annotations are provided for four objects: three different bottles and a salt box. In

order to ensure that the object being interacted with is unambiguously defined, we

filter frames in which the manipulating hand is further than 1cm away from the

manipulated object. We refer to this filtered dataset as FHB. As the milk bottle is

a genus-1 object and is often grasped by its handle, we exclude this object from the

experiments we conduct on contacts. We call this subset FHB𝐶 . We use the same

subject split as [Garcia-Hernando et al., 2018], therefore, each object is present in

both the training and test splits.

The object annotations for this dataset suffer from some imprecisions. To inves-

tigate the range of the object ground-truth error, we measure the penetration depth

of the hand skeleton in the object for each hand-object configuration. We find that

on the training split of FHB, the average penetration depth is 11.0mm (std=8.9mm).

While we still report quantitative results on objects for completeness, the ground-

truth errors prevent us from drawing strong conclusions from reconstruction metric

fluctuations on this dataset.

Hands in action dataset (HIC). We use a subset of the HIC dataset [Tzionas

et al., 2016] which has sequences of a single hand interacting with objects. This gives

us 4 sequences featuring manipulation of a sphere and a cube. We select the frames

in which the hand is less than 5mm away from the object. We split this dataset into

2 training and 2 test sequences with each object appearing in both splits and restrict

our predictions to the frames in which the minimal distance between hand and object
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Table B.1 – Dataset details for train/test splits.

Datasets
ObMan FHB FHB𝐶 HIC

#frames 70𝐾/6𝐾 8420/9103 5077/5657 251/307
#video sequences - 115/127 76/88 2/2
#object instances 1947/411 4 3 2
real no yes yes yes

Table B.2 – We first show that training with occlusions is important when targeting
images of hand-object interactions.

Evaluation images
Training H-img HO-img
H-img (ℒ𝐻) 10.3 14.1
HO-img (ℒ𝐻) 11.7 11.6

Evaluation images
Training O-img HO-img
O-img (ℒ𝑂) 0.0242 0.0722
HO-img (ℒ𝑂) 0.0319 0.0302

vertices is below 5mm. For this dataset the hand and object meshes are provided.

We fit MANO to the provided hand mesh, allowing for dense point supervision on

both hands and objects.

B.5.3 Effect of occlusions

For each sample in our synthetic dataset, in addition to the hand-object image (HO-

img) we render two images of the corresponding isolated and unoccluded hand (H-

img) or object (O-img). With this setup, we can systematically study the effect of

Figure B-5 – Qualitative comparison between with (bottom) and without (top) contact
on FHB𝐶 . Note the improved contact and reduced penetration, highlighted with red
regions, with our contact loss.
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ObMan Dataset FHB𝐶 Dataset
Hand Object Maximum Simulation Intersection Hand Object Maximum Simulation Intersection
Error Error Penetration Displacement Volume Error Error Penetration Displacement Volume

No contact loss 11.6 641.5 9.5 31.3 12.3 28.1 ± 0.5 1579.2 ± 66.2 18.7 ±0.6 51.2 ± 1.7 26.9 ± 0.2
Only attraction (𝜆𝑅 = 0) 11.9 637.8 11.8 26.8 17.4 28.4 ± 0.6 1586.9 ± 58.3 22.7 ±0.7 48.5 ± 3.2 41.2 ± 0.3
Only repulsion (𝜆𝑅 = 1) 12.0 639.0 6.4 38.1 8.1 28.6 ± 0.8 1603.7 ± 49.9 6.0 ± 0.3 53.9 ± 2.3 7.1 ± 0.1
Attraction + Repulsion (𝜆𝑅 = 0.5) 11.6 637.9 9.2 30.9 12.2 28.8 ±0.8 1565.0 ± 65.9 12.1 ± 0.7 47.7 ±2.5 17.6 ± 0.2

Table B.3 – We experiment with each term of the contact loss. Attraction (ℒ𝐴)
encourages contacts between close points while repulsion (ℒ𝑅) penalizes interpene-
tration. 𝜆𝑅 is the repulsion weight, balancing the contribution of the two terms.
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Figure B-6 – We examine the relative importance between the contact terms on the
grasp quality metrics. Introducing a well-balanced contact loss improves upon the
baseline on both max penetration and simulation displacement.
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occlusions on ObMan, which would be impractical outside of a synthetic setup.

We study the effect of objects occluding hands by training two networks, one

trained on hand-only images and one on hand-object images. We report performance

on both unoccluded and occluded images. A symmetric setup is applied to study

the effect of hand occlusions on objects. Since the hand-relative coordinates are not

applicable for experiments with object-only images, we study the normalized shape

reconstruction, centered on the object centroid, and scaled to be inscribed in a sphere

of radius 1.

Unsurprisingly, the best performance is obtained when both training and testing

on unoccluded images as shown in Table B.2. When both training and testing on

occluded images, reconstruction errors for hands and objects drop significantly, by

12% and 25%, respectively. This validates the intuition that estimating hand pose

and object shape in the presence of occlusions is a harder task.

We observe that for both hands and objects, the most challenging setting is train-

ing on unoccluded images while testing on images with occlusions. This shows that

training with occlusions is crucial for accurate reconstruction of hands-object config-

urations.

B.5.4 Effect of contact loss

In the absence of explicit physical constraints, the predicted hands and objects have an

average penetration depth of 9mm for ObMan and 19mm for FHB𝐶 (see Table B.3).

The presence of interpenetration at test time shows that the model is not implicitly

learning the physical rules governing hand-object manipulation. The differences in

physical metrics between the two datasets can be attributed to the higher reconstruc-

tion accuracy for ObMan but also to the noisy object ground truth in FHB𝐶 which

produces penetrated and likely unstable ‘ground-truth’ grasps.

In Figure B-6, we study the effect of introducing our contact loss as a fine-tuning

step. We linearly interpolate 𝜆𝑅 in [[0, 1]] to explore various relative weightings of



ANNEX B. HANDS AND MANIPULATED OBJECTS 191

Figure B-7 – Qualitative results on CORe50. Our model, trained only on synthetic
data, shows robustness to various hand poses, objects and scenes. Global hand pose
and object outline are well estimated while fine details are missed. We present failure
cases in the red box.

the attraction and repulsion terms. We find that using ℒ𝑅 in isolation efficiently

minimizes the maximum penetration depth, reducing it by 33% for ObMan and 68%

for FHB𝐶 . This decrease occurs at the expense of the stability of the grasp in sim-

ulation. Symmetrically, ℒ𝐴 stabilizes the grasps in simulation, but produces more

collisions between hands and objects. We find that equal weighting of both terms

(𝜆𝑅 = 0.5) improves both physical measures without negatively affecting the recon-

struction metrics on both the synthetic and the real datasets, as is shown in Table B.3

(last row). For FHB𝐶 , for each metric we report the means and standard deviations

for 10 random seeds.

We find that on the synthetic dataset, decreased penetration is systematically

traded for simulation instability whereas for FHB𝐶 increasing 𝜆𝑅 from 0 to 0.5 de-

creases depth penetration without affecting the simulation stability. Furthermore,

for 𝜆𝑅 = 0.5, we observe significant qualitative improvements on FHB𝑐 as seen in

Figure B-5.

B.5.5 Synthetic to real transfer

Large-scale synthetic data can be used to pre-train models in the absence of suitable

real datasets. We investigate the advantages of pre-training on ObMan when targeting

FHB and HIC. We investigate the effect of scarcity of real data on FHB by comparing

pairs of networks trained using subsets of the real dataset. One is pre-trained on
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ObMan while the other is initialized randomly, with the exception of the encoders,

which are pre-trained on ImageNet [Russakovsky et al., 2015]. For these experiments

we do not add the contact loss and report means and standard deviations for 5 distinct

random seeds. We find that pre-training on ObMan is beneficial in low data regimes,

especially when less than 1000 images from the real dataset are used for fine-tuning,

see Figure B-8.

The HIC training set consists of only 250 images. We experiment with pre-training

on variants of our synthetic dataset. In addition to ObMan, to which we refer as (a)

in Figure B-9, we render 20𝐾 images for two additional synthetic datasets, (b) and

(c), which leverage information from the training split of HIC (d). We create (b)

using our grasping tool to generate automatic grasps for each of the object models of

HIC and (c) using the object and pose distributions from the training split of HIC.

This allows to study the importance of sampling hand-object poses from the target

distribution of the real data. We explore training on (a), (b), (c) with and without

fine-tuning on HIC. We find that pre-training on all three datasets is beneficial for

hand and object reconstructions. The best performance is obtained when pre-training

on (c). In that setup, object performance outperforms training only on real images

even before fine-tuning, and significantly improves upon the baseline after. Hand pose

error saturates after the pre-training step, leaving no room for improvement using the

real data. These results show that when training on synthetic data, similarity to the

target real hand-object pose distribution is critical.

B.5.6 Qualitative results on CORe50

FHB is a dataset with limited backgrounds, visible magnetic sensors and a very lim-

ited number of subjects and objects. In this section, we verify the ability of our model

trained on ObMan to generalize to real data without fine-tuning. CORe50 [Lomonaco

and Maltoni, 2017] is a dataset which contains hand-object interactions with an em-

phasis on the variability of objects and backgrounds. However no 3D hand or object
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Figure B-8 – We compare training only on FHB (Real) and pre-training on synthetic,
followed by fine-tuning on FHB (Synth2Real). As the amount of real data decreases,
the benefit of pre-training increases. For both the object and the hand reconstruction,
synthetic pre-training is critical in low-data regimes.

Figure B-9 – We compare the effect of training with and without fine-tuning on
variants of our synthetic dataset on HIC. We illustrate each dataset (a, b, c, d) with
an image sample, see text for definitions. Synthetic pre-training, whether or not the
target distribution is matched, is always beneficial.
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annotation is available. We therefore present qualitative results on this dataset. Fig-

ure B-7 shows that our model generalizes across different object categories, including

light-bulb, which does not belong to the categories our model was trained on. The

global outline is well recovered in the camera view while larger mistakes occur in the

perpendicular direction. More results can be found in Section B.9.

B.6 Experiments on hand pose estimation

In this section, we first present an ablation study for the different losses we defined

on the MANO hand model (Section B.6.1). Then, we study the latent hand repre-

sentation (Section B.6.2). Finally, we validate our hand pose estimation branch and

demonstrate its competitive performance compared to the state-of-the-art methods

on a benchmark dataset (Section B.6.3).

B.6.1 Loss study on MANO

As explained in Section B.3.1, we define three losses for the differentiable hand model

while training our network: (i) vertex positions ℒ𝑉𝐻𝑎𝑛𝑑
, (ii) joint positions ℒ𝐽 , and

(iii) shape regularization ℒ𝛽. The shape is only predicted in the presence of ℒ𝛽. In the

absence of shape regularization, when only sparse keypoint supervision is provided,

predicting 𝛽 without regularizing it produces extreme deformations of the hand mesh,

and we therefore fix 𝛽 to the average hand shape.

Table B.4 summarizes the contribution of each of these losses. Note that the dense

vertex supervision is available on our synthetic dataset ObMan, and not available on

the real datasets FHB [Garcia-Hernando et al., 2018] and StereoHands [Zhang et al.,

2016].

We find that predicting 𝛽 while regularizing it with ℒ𝛽 significantly improves the

mean end-point-error on keypoints. On the synthetic dataset ObMan, we find that

adding ℒ𝑉 yields a small additional improvement. We therefore use all three losses
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Table B.4 – We report the hand reconstruction error to study different losses defined
on MANO. We experiment with the loss on 3D vertices (ℒ𝑉𝐻𝑎𝑛𝑑

), 3D joints (ℒ𝐽),
and shape regularization (ℒ𝛽). We show the results of training and testing on our
synthetic ObMan dataset, as well as the real datasets FHB [Garcia-Hernando et al.,
2018] and StereoHands [Zhang et al., 2016].

ObMan FHB StereoHands
ℒ𝐽 13.5 28.1 11.4
ℒ𝐽 + ℒ𝛽 11.7 26.5 10.0
ℒ𝑉Hand 14.0 - -
ℒ𝑉Hand + ℒ𝛽 12.0 - -
ℒ𝑉Hand + ℒ𝐽 + ℒ𝛽 11.6 - -

Table B.5 – We report the hand reconstruction error on multiple datasets to study
the effect of the number of PCA hand pose components for the latent MANO repre-
sentation.

#PCA comps. 6 15 30 45
FHB 28.2 27.5 26.5 26.9
StereoHands 13.9 11.1 10.0 10.0
ObMan 23.4 13.3 11.6 11.2

whenever dense vertex supervision is available, and ℒ𝐽 in conjunction with ℒ𝛽 when

only keypoint supervision is provided.

B.6.2 MANO pose representation

As described in Section B.3.1, our hand branch outputs a 30-dimensional vector to

represent the hand. These are the 30 first PCA components from the 45-dimensional

full pose space. We experiment with different dimensionality for the latent hand

representation and summarize our findings in Table B.5. While low-dimensionality

fails to capture some poses present in the datasets, we do not observe improvements

after increasing the dimensionality more than 30. Therefore, we use this value for all

experiments.



ANNEX B. HANDS AND MANIPULATED OBJECTS 196

Figure B-10 – Qualitative results on the test sequence of the StereoHands dataset.

B.6.3 Comparison with the state of the art

Using the MANO branch of the network, we can also estimate the hand pose for

images in which the hands are not interacting with objects, and compare our results

with previous methods. We train and test on the StereoHands dataset [Zhang et al.,

2016], and follow the evaluation protocol of [Iqbal et al., 2018; Zimmermann and

Brox, 2017; Mueller et al., 2018] by training on 10 sequences from StereoHands and

testing on the 2 remaining ones. For fair comparison, we add a palm joint to the

MANO model by averaging the positions of two vertices on the front and back of the

hand model at the level of the palm. Although the hand shape parameter 𝛽 allows to

capture the variability of hand shapes which occurs naturally in human populations, it

does not account for the discrepancy between different joint conventions. To account

for skeleton mismatch, we add a linear layer initialized to identity which maps from

the MANO joints to the final joint annotations.

We report the area under the curve (auc) on the percentage of correct keypoints

(PCK). Figure B-11 shows that our differentiable hand model is on par with the state

of the art. Note that the StereoHands benchmark is close to saturation. In contrast to

other methods [Cai et al., 2018; Iqbal et al., 2018; Mueller et al., 2018; Zimmermann

and Brox, 2017; Sun et al., 2015b] that only predicts sparse skeleton keypoints, our

model produces a dense hand mesh. Figure B-10 presents some qualitative results
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Figure B-11 – We compare our root-relative 3D hand pose estimation on StereoHands
to the state-of-the-art methods from Iqbal et al. [2018], Cai et al. [2018], Mueller et al.
[2018], Zimmermann and Brox [2017], and CHPR [Sun et al., 2015b].

from this dataset.

B.7 Experiments on object reconstruction

In the following, we validate our design choices for the object reconstruction branch.

We experiment with object reconstruction (i) in the camera viewpoint (Section B.7.1)

and (ii) with regularization losses (Section B.7.2).

B.7.1 Canonical versus camera view reconstruction

As explained in Section B.3.2, we perform object reconstructions in the camera

coordinate frame. To validate that AtlasNet [Groueix et al., 2018a] can success-

fully predict objects in camera view as well as in canonical view, we reproduce the

training setting of the original paper [Groueix et al., 2018a]. We use the setting

where 2500 points are sampled on a sphere and train on the rendered images from

ShapeNet [Choy et al., 2016]. To obtain the rotated reference for the object, we
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Table B.6 – Chamfer loss (×2000) for 2500 points in the canonical view and camera
view show no degradation from predicting the camera view reconstruction. We com-
pare our re-implementation to the results provided by [Groueix et al., 2018a] on their
code page https://github.com/ThibaultGROUEIX/AtlasNet.

Object error
Canonical view [Groueix et al., 2018a] 4.87
Canonical view (ours) 4.88
Camera view (ours) 4.88

apply the ground truth azimuth and elevation provided with the renderings so that

the 3D ground truth matches the camera view. We use the original hyperparam-

eters (Adam [Kingma and Ba, 2014] with a learning rate of 0.001) and train both

networks for 25 epochs. Both for supervision and evaluation metrics, we report the

Chamfer distance ℒ𝑉𝑂𝑏𝑗
= 1

2(∑︀
𝑝 𝑚𝑖𝑛𝑞‖𝑝 − 𝑞‖2

2 + ∑︀
𝑞 𝑚𝑖𝑛𝑝‖𝑞 − 𝑝‖2

2) where 𝑞 spans the

predicted vertices and 𝑝 spans points uniformly sampled on the surface of the ground

truth object. We always sample the same number of points on the surface as there

are vertices in the predicted mesh. We find that both numerically and qualitatively

the performance is comparable for the two settings. Some reconstructed meshes in

camera view are shown in Figure B-12. For better readability they also multiply

the Chamfer loss by 1000. In order to provide results directly comparable with the

original paper [Groueix et al., 2018a], we also report numbers with the same scaling

in Table B.6. Table B.6 reports the Chamfer distances for their released model, our

reimplementation in canonical view, and our implementation in non-canonical view.

We find that our implementation allows us to train a model with similar performances

to the released model. We observe no numerical or qualitative loss in performance

when predicting the camera view instead of the canonical one.

B.7.2 Object mesh regularization

We find that in the absence of explicit regularization on their quality, the predicted

meshes can be very irregular. Sharp discontinuities in curvature occur in regions

https://github.com/ThibaultGROUEIX/AtlasNet
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Figure B-12 – Renderings from ShapeNet models and our corresponding reconstruc-
tions in camera view.

where the ground truth mesh is smooth, and the mesh triangles can be of very dif-

ferent dimensions. These shortcomings can be observed on all three reconstructions

in Figure B-12. Following recent work on mesh estimation from image inputs [Wang

et al., 2018b; Kanazawa et al., 2018b; Groueix et al., 2018b], we introduce regulariza-

tion terms on the object mesh.

Laplacian smoothness regularization (ℒ𝐿). In order to avoid unwanted discon-

tinuities in the curvature of the mesh, we enforce a local prior of smoothness. We

use the discrete Laplace-Beltrami operator to estimate the curvature at each mesh

vertex position, as we have no prior on the final shape of the geometry, we compute

the graph laplacian 𝐿 on our mesh, which only takes into account adjacency between

mesh vertices. Multiplying the laplacian 𝐿 by the positions of the object vertices

𝒱𝑂𝑏𝑗 produces vectors which have the same direction as the vertex normals and their

norm proportional to the curvature. Minimizing the norm of these vector therefore

minimizes the curvature. We minimize the mean curvature over all vertices in order

to encourage smoothness on the mesh.

Laplacian edge length regularization (ℒ𝐸). ℒ𝐸 penalizes configurations in which
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the edges of the mesh have different lengths. The edge regularization is defined as:

ℒ𝐸 = 1
|ℰ𝐿|

∑︁
𝑙∈ℰ𝐿

|𝑙2 − 𝜇(ℰ2
𝐿)|, (B.6)

where ℰ𝐿 is the set of edge lengths, defined as the L2 norms of the edges, and 𝜇(ℰ2
𝐿)

is the average of the square of edge lengths.

To evaluate the effect of the two regularization terms we train four different mod-

els. We train a model without any regularization, two models for which only one of

the two regularization terms are active, and finally a model for which the two regu-

larization terms are applied simultaneously. Each of these models is trained for 200

epochs.

Figure B-13 shows the qualitative benefits of each term. While edge regularization

ℒ𝐸 alone already significantly improves the quality of the predicted mesh, note that

unwanted bendings of the mesh still occur, for instance in the last row for the cellphone

reconstruction. Adding the laplacian smoothness ℒ𝐿 resolves these irregularities.

However, adding each regularization term negatively affects the final reconstruc-

tion score. Particularly we observe that introducing edge regularization increases the

Chamfer loss by 22% while significantly improving the perceptual quality of the pre-

dicted mesh. Introducing the regularization terms contributes to the coarseness of the

object reconstructions, as can be observed on the third row, where sharp curvatures

of the object in the input image are not captured in the reconstruction.

B.8 Implementation details

We give implementation details on our training procedure (Section B.8.1) and our

automatic grasp generation (Section B.8.2).
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No reg. ℒ𝐸 ℒ𝐿 ℒ𝐸 + ℒ𝐿

Object error 0.0246 0.0286 0.0258 0.0292

Figure B-13 – We show the benefits from each term of the regularization. Using
both the ℒ𝐸 and ℒ𝐿 in conjunction improves the visual quality of the predicted
triangulation while preserving the shape of the object.
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B.8.1 Training details

For all our experiments, we use the Adam optimizer [Kingma and Ba, 2014]. As

we observe instabilities in validation curves when training on synthetic datasets, we

freeze the batch normalization layers. This fixes their weights to the original values

from the ImageNet [Russakovsky et al., 2015] pre-trained ResNet18 [He et al., 2015].

For the final model trained on ObMan, we first train the (normalized) object

branch using ℒ𝑛
Object for 250 epochs, we start with a learning rate of 10−4 and decrease

it to 10−5 at epoch 200. We then freeze the object encoder and the AtlasNet decoder,

as explained in Section B.3.2. We further train the full network with ℒHand + ℒObject

for 350 additional epochs, decreasing the learning rate from 10−4 to 10−5 after the

first 200 epochs.

When fine-tuning from our main model trained on synthetic data to smaller real

datasets, we unfreeze the object reconstruction branch.

For the FHB𝐶 dataset, we train all the parts of the network simultaneously with

the supervision ℒHand + ℒObject for 400 epochs, decreasing the learning rate from 10−4

to 10−5 at epoch 300.

When fine-tuning our models with the additional contact loss, ℒHand + ℒObject +

𝜇𝐶ℒContact , we use a learning rate of 10−5. We additionally set the momentum of the

Adam optimizer [Kingma and Ba, 2014] to zero, as we find that momentum affects

negatively the training stability when we include the contact loss.

In all experiments, we keep the relative weights between different losses as provided

in Section B.3 and normalize them so that the sum of all the weights equals 1.

B.8.2 Heuristic metric for sorting GraspIt grasps

We use GraspIt [Miller and Allen, 2004] to generate grasps for the ShapeNet object

models. GraspIt generates a large variety of grasps by exploring different initial

hand poses. However, some initializations do not produce good grasps. Similarly
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to [Goldfeder et al., 2009] we filter the grasps in a post-processing step in order to

retain grasps of good quality according to a heuristic metric we engineer for this

purpose.

For each grasp, GraspIt provides two grasp quality metrics 𝜀 and 𝑣 [Ferrari and

Canny, 1992]. Each grasp produced by GraspIt [Miller and Allen, 2004] defines con-

tact points between the hand and the object. Assuming rigid contacts with friction,

we can compute the space of wrenches which can be resisted by the grasp: the grasp

wrench space (GWS). This space is normalized with relation to the scale of the object,

defined as the maximum radius of the object, centered at its center of mass. The grasp

is suitable for any task that involves external wrenches that lie within the GWS. 𝑣

is the volume of the 6-dimensional GWS, which quantifies the range of wrenches the

grasp can resist. The GWS can further be characterized by the radius 𝜀 of the largest

ball which is centered at the origin and inscribed in the grasp wrench space. 𝜀 is the

maximal wrench norm that can be balanced by the contacts for external wrenches

applied coming from arbitrary directions. 𝜀 belongs to [0, 1] in the scale-normalized

GWS, and higher values are associated with a higher robustness to external wrenches.

We require a single value to reflect the quality of the grasp in order to sort different

grasps. We use the norm of the [𝜀, 𝑣] vector in our heuristic measure of grasp quality.

We find that in the grasps produced by GraspIt, power grasps, as defined by [Feix

et al., 2016] in which larger surfaces of the hand and the object are in contact, are

rarely produced. To allow for a larger proportion of power grasps, we use a multiplier

𝛾𝑝𝑎𝑙𝑚 which we empirically set to 1 if the palm is not in contact and 3 otherwise.

We further favor grasps in which a large number of phalanges are in contact with

the object by weighting the final grasp score using 𝑁𝑝, the number of phalanges in

contact with the object, which is computed by the software.

The final grasp quality score 𝐺 is defined as:

𝐺 = 𝛾𝑝𝑎𝑙𝑚

√︁
𝑁𝑝‖𝜀, 𝑣‖2. (B.7)
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Figure B-14 – Qualitative results on CORe50 dataset. We present additional hand-
object reconstructions for a variety of object categories and object instances, spanning
various hand poses and object shapes.

We find that keeping the two best grasps for each object produces both diverse grasps

and grasps of good quality.

B.9 Additional qualitative results

We present additional qualitative results on the CORe50 [Lomonaco and Maltoni,

2017] dataset. We present a variety of diverse input images from CORe50 in Figure B-

14 alongside the predictions of our final model trained solely on ObMan.

The first row presents results on various shapes of light bulbs. Note that this

category is not included in the synthetic object models of ObMan. Our model can

therefore generalize across object categories. The last column shows some recon-

structions of mugs, showcasing the topological limitations of the sphere baseline of

AtlasNet which cannot, by construction, capture handles.

However, we observe that the object shapes are often coarse, and that fine details

such as phone antennas are not reconstructed. We also observe errors in the relative

position between the object and the hand, which is biased towards predicting the

object’s centroid in the palmar region of the hand, see Figure B-14, fourth column. As
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hard constraints on collision are not imposed, hand-object interpenetration occurs in

some configurations, for instance in the top-right example. In the bottom-left example

we present a failure case where the hand pose violates anatomical constraints. Note

that while our model predicts hand pose in a low-dimensional space, which implicitly

regularizes hand poses, anatomical validity is not guaranteed.

B.10 Conclusions

We presented an end-to-end approach for joint reconstruction of hands and objects

given a single RGB image as input. We proposed a novel contact loss that enforces

physical constraints on the interaction between the two meshes. Our results and the

ObMan dataset open up new possibilities for research on modeling object manipula-

tions. Future directions include learning grasping affordances from large-scale visual

data, and recognizing complex and dynamic hand actions.
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RÉSUMÉ

Le contenu visuel se concentre souvent sur les humains. L’analyse automatique des humains à partir de données

visuelles revêt donc une grande importance pour de nombreuses applications. Le but de cette thèse est d’apprendre des

représentations visuelles pour l’analyse des humains. Un accent particulier est mis sur deux domaines étroitement liés

de la vision artificielle: l’analyse du corps humain et la reconnaissance des actions. En résumé, nos contributions sont les

suivantes: (i) nous générons des données synthétiques photoréalistes de personnes permettant l’entraînement de CNNs

pour l’analyse du corps humain, (ii) nous proposons une architecture multitâche permettant d’obtenir une représentation

volumétrique du corps à partir d’une seule image, (iii) nous étudions les avantages des convolutions temporelles à long

terme pour la reconnaissance de l’action humaine à l’aide de CNNs 3D, (iv) nous incorporons une fonction de coût de

similarité des vidéos multi-vues pour concevoir des représentations invariantes au changement de vue.

MOTS CLÉS

Vision artificielle, analyse du corps humain, reconnaissance de l’action humaine, réseaux de neurones con-

volutionnels, apprentissage de la représentation.

ABSTRACT

The focus of visual content is often people. Automatic analysis of people from visual data is therefore of great importance

for numerous applications in content search, autonomous driving, surveillance, health care, and entertainment. The goal

of this thesis is to learn visual representations for human understanding. Particular emphasis is given to two closely

related areas of computer vision: human body analysis and human action recognition. In summary, our contributions are

the following: (i) we generate photo-realistic synthetic data for people that allows training CNNs for human body analysis,

(ii) we propose a multi-task architecture to recover a volumetric body shape from a single image, (iii) we study the benefits

of long-term temporal convolutions for human action recognition using 3D CNNs, (iv) we incorporate similarity training in

multi-view videos to design view-independent representations for action recognition.

KEYWORDS

Computer vision, human body analysis, human action recognition, convolutional neural networks, represen-

tation learning.


