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Abstract

Dynamic processes in which users need to work together and collaborate in myriad ways on

process models de�ned on-the-
y are fast becoming the rule rather than the exception. This

thesis presents the design of a purely declarative modelling approach for dynamic, collaborative,

user-centered, and data-driven processes. First, we organize the work of a user into task

hierarchies which we model as mindmaps, which are trees used to visualize, organize, and

log information about tasks in which the user is involved. We introduce the model ofguarded

attribute grammar, or GAG, to help the automation of updating such maps. A GAG consists

of an underlying grammar, that speci�es the logical structure of the map, with semantic rules

which are used both to govern the evolution of the tree structure (how an open node may be

re�ned to a sub-tree) and to compute the values of some of its attributes. The map enriched

with this extra information and with high level constructs for task dependencies; collaboration

and user-interactions is termed anactive workspaceor AW. Communication between AWs is

essentially through exchange of messages without a shared memory thus enabling convenient

distribution on an asynchronous architecture. Lastly, we introduce a language syntax for GAG

speci�cation and design a prototype that includes an internal domain speci�c language (in

Haskell) for their speci�cation and a graphical user interface to simulate its execution in a

distributed environment. We motivate our approach and illustrate its language syntax and

features on a case study for a disease surveillance system.

Keywords:

Business Process Management, Case Management, Dynamic Processes, Collaborative Systems,

Business Artifacts, Guarded Attribute Grammars, Active-Workspaces, Disease Surveillance

Process.
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R�esum�e

De plus en plus, les utilisateurs collaborent de multiples fa�cons sur des processus dynamiques

construit de mani�ere progressive. Dans cette th�ese, nous concevons une nouvelle approche

d�eclarative de mod�elisation des processus dynamiques, centr�es sur l'utilisateur et dirig�es par

les donn�ees. Tout d'abord, nous organisons le travail d'un utilisateur par des hi�erarchies des

tâches, repr�esent�ees par des cartes heuristiques (arbre de tâches). Ces derniers sont utilis�ees

pour visualiser, organiser, et sauvegarder les informations sur les tâches men�es par l'utilisateur.

Nous introduisons ensuite le mod�ele desgrammaires attribu�ees gard�ees, ou GAG, pour faciliter

l'automatisation de la manipulation de telles cartes. Une GAG consiste en une grammaire sous-

jacente, qui sp�eci�e la structure logique de la carte, avec des r�egles s�emantiques qui servent �a la

fois �a gouverner l'�evolution de l'arbre des taches (ra�nement des n�uds ouverts) et �a calculer

les valeurs de certains de ses attributs. La carte enrichie de ces informations suppl�ementaires et

d'autres concepts de haut niveau pour les d�ependances entre les tâches, la collaboration et les

interactions utilisateur est appel�ee em Active Workspace ou AW. La communication entre AWs

est essentiellement par �echange des messages permettant ainsi une impl�ementation commode

sur une architecture distribu�ee et asynchrone. En�n, nous d�ecrivons une syntaxe de langage

pour la sp�eci�cation des processus en utilisant les GAGs et concevons un prototype qui inclut

un langage sp�eci�que au domaine, interne �a Haskell, pour leur sp�eci�cation et une interface

utilisateur graphique pour la simulation de l'ex�ecution dans un environnement distribu�e. Nous

motivons notre approche et illustrons sa syntaxe et ses caract�eristiques sur une �etude de cas

portant sur le processus de surveillance �epid�emiologique.

Mots cl�es :

Business Process Management, Case Management, Processus Dynamiques, Syst�emes Collabo-

ratifs, Business Artifacts, Grammaires Attribu�ees Gard�ees, Active-Workspaces, Surveillance

Epid�emiologiques.
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A Guarded Attribute Grammar based-model for
User-Centered, Distributed and Collaborative

Case Management:
Case of the Disease Surveillance Process

Nsaibirni Robert Fondze Jr

Extended Abstract

1 Thesis Objective

This work focuses on distributed, user-centric collaborative process models that
provide the 
exibility and adaptability needed for case management systems,
such as early warning systems for disease outbreak detection and control. These
systems involve many geographically distant stakeholders, playing di�erent roles
on tasks that only become known when data becomes available, and working
mostly in limited connectivity settings. Our objective is to provide each of these
users with a workspace that shows at each instant, the current tasks that requires
the user's intervention based on the available data, the information attached to
these tasks and a list of actions the user can perform to resolve these tasks. Also,
the system should be 
exible enough to allow for data-centric enactment, easy
runtime recon�guration, on-the-
y design and e�ective collaboration. These
strong constraints led to an interest in a declarative model in the form of rules:
the model of attribute grammars.

2 Work Performed

The research context is Case Management, a sub-domain of Business Process
Modelling (BPM). Speci�cally, the work focuses on dynamic, user-centric, and
data-driven processes. Dynamic processes are those in which (i) data plays a
key role in the selection and scheduling of work and (ii) stakeholders interact
(collaborate) in performing a process that is only progressively speci�ed.

Two illustrative examples were explored to show on real world cases ex-
tracted from scenarios of epidemiological surveillance, the relevance of having a

exible and expressive model allowing stakeholders to (i) control the execution
of the process (ii) perform on-the-
y process modelling (iii) collaborate with

1
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other stakeholders and (iv) easily and collectively make decisions.

This context is complemented by a literature review of tools and methods
for process modelling in general and dynamic processes in particular, and a
presentation of two key concepts of the work: collaboration & user interactions,
and process 
exibility. The literature review is completed with a presentation of
the disease surveillance process and its properties that characterize it as being
data-driven, user-centred, and collaborative.

2.1 Proposed Model

The proposed model, called the Guarded Attribute Grammar (GAG) model,
assumes the use of the hierarchical task decomposition technique for the anal-
ysis and identi�cation of the tasks to be performed to solve a problem. This
decomposition is modelled by rewriting rules in the form of productions of an
attribute grammar. Attributes of the grammar are used in semantic rules to
model the 
ow of information between a task and its subtasks and to introduce
constraints on the data, which will be useful later to drive the execution of the
process.

The properties of the model are based on three pillars: composition, distri-
bution, and a form of termination (soundness). Composition adds modularity
to GAG based modelling and hence support for iterative modelling, Distribu-
tion guarantees deployment on a distributed and asynchronous architecture, and
soundness ensures that all well-formed GAG speci�cations terminate. Sound-
ness is undecidable in general cases but can be easily veri�ed on a particular
family of GAGs.

The concept Active Workspaces (AW), describes the layer above the GAG
model that contains the actions availble to a particular user (the owner of the
AW) and provides the tools needed to (i) carry out these actions in conformity
with the GAG operational semantics and (ii) to interact with the system and
with other active workspaces. A user's AW contains the GAGs of the services
o�ered by the user as well as the artifacts (execution trees) that he initiated.

These results were published in ACM's ACR journal in 2015, and a demon-
stration of its applicability to disease surveillance was presented at the CRI'15
conference in Yaounde. Also, a paper presenting the requirements for the mod-
elling of a dynamic process such as the disease surveillance process was presented
at the HIMS'2016 conference in Las Vegas, and another publication focusing on
collaboration tools with GAGs was presented at the CARI in 2016 in Ham-
mamet.

2
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2.2 Experimentation and validation

The Active Workspaces model was enriched with formal tools to facilitate the
modelling of services and roles, temporal dependencies between tasks (sequence,
parallelism, optionality, loops, dialog, and checklists), interactions between users
(single-/multi-user service calls), time constraints, and the use of semantic func-
tions and Boolean formulae to enrich the guards of a GAG speci�cation.

These tools were implemented in a prototype of the model that contains: a
Haskell-internal Domain Speci�c Language (GAG-DSL) and a runtime engine
with a graphical interface that simulates execution in a distributed environ-
ment. An excerpt of the disease surveillance process for human in
uenza was
completely speci�ed using the GAG-DSL and its execution simulated using the
prototype.

The GAG-DSL can be updated on-the-
y and the updates are built and
available for subsequent executions. Also, the prototype GUI demonstrates the
data drivenness of process enactment with data objects built progressively in
push mode, and gives users ample control on how the process unfolds. The
user decides which actions are performed on pending tasks, who receives service
calls and in what form (single/multi-user), and how values for certain inherited
attributes are provided. Finally, the artifacts give users great visibility over
process enactment and orchestration.

3 Conclusion

The work presented covers a broad spectrum of works combining (1) theoretical
work of formalization of a model (AW / GAG) including the formal study of
its properties, (2) the elaboration of a methodology for the speci�cation of a
system using such a model, (3) the development of a demonstrator and �nally
(3) a demonstration of the applicability of the model through the speci�cation
of scenarios from disease surveillance.

Our objective in this thesis was to design a suitable (adaptive case manage-
ment) model for distributed collaborative systems such as the disease surveil-
lance system. Using examples and literature from disease surveillance systems,
we characterized such systems as requiring high levels of 
exibility at both
design and run-time. The systems are artifact-centric, user-driven, and col-
laborative, and their modelling should include all of the following aspects: (i)
iterative (incremental) design, (ii) collaboration and user interactions, (iii) tech-
niques to leverage uncertainty and exceptions, (iv) decision-making support. We
proposed a model that naturally supports iterative modelling, concurrent and

exible process enactment, collaboration and user interactions in a distributed
environment.

3

v



Un Mod�ele bas�e sur les Grammaires Attribu�ees
Gard�ees pour les Processus Dynamiques, Centr�es

sur l'Utilisateur, Distribu�es et Collaboratifs:
Cas de la Surveillance Epid�emiologique

Nsaibirni Robert Fondze Jr

R�esum�e Etendu

1 Probl�ematique de la Th�ese

Les travaux men�es portent sur un mod�ele de travail collaboratif distribu�e, centr�e
sur les utilisateurs o�rant la souplesse et l'adaptabilit�e n�ecessaires aux syst�emes
de gestion de crises, et en particulier les syst�emes de d�etection pr�ecoce des
�epid�emies. Ces syst�emes mettent en jeu un grand nombre d'intervenants, jouant
des rles di��erents sur des tâches qui ne sont connues qu'ap�es la production des
donn�ees, et pouvant se trouver g�eographiquement distants. Chaque intervenant
doit pouvoir travailler aussi bien en mode connect�e que d�econnect�e. Notre ob-
jectif est de fournir �a chaque utilisateur, un espace de travail lui montrant �a
chaque instant les actions en cours qui le concernent, les informations qui y sont
attach�ees et les actions qu'il peut choisir a�n de faire progresser ces tches. Par
ailleurs le syst�eme doit pouvoir être facilement recon�gurable pour permettre
aux utilisateurs de changer dynamiquement la fa�con dont ils souhaitent op�erer
pour ex�ecuter les tâches qui leur sont con��ees. Ces contraintes fortes ont con-
duit �a s'int�eresser �a un mod�ele d�eclaratif sous forme de r�egles : le mod�ele des
grammaires attribu�ees.

2 Travaux E�ectu�es

Le contexte de recherche est le Case Management, un sous-domaine du Business
Process Modelling (BPM). Plus particuli�erement, les travaux portent sur les
outils de mod�elisation des processus dynamiques, centr�es sur les utilisateurs, et
dirig�es par les donn�ees. Les processus dynamiques sont ceux dans lesquels (i)
les donn�ees jouent un rle cl�e dans le choix et l'ordonnancement des travaux et
(ii) les intervenants interagissent (collaborent) dans l'ex�ecution d'un processus
qui n'est que progressivement sp�eci��e.

1
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Deux exemples illustratifs ont �et�e explor�es pour montrer sur des cas r�eels
extraits des sc�enarios de la surveillance �epid�emiologique, la pertinence d'avoir
un mod�ele 
exible et expressif permettant aux intervenants de (i) contrler
l'ex�ecution du processus, (ii) d�e�nir et plani�er l'ex�ecution des nouvelles tches
pendant l'ex�ecution, (iii) collaborer avec d'autres intervenants, et (iv) faciliter
la prise de d�ecision (collective).

Ce contexte est compl�et�e par une revue de la litt�erature des outils et m�ethodes
de mod�elisation des processus en g�en�eral et des processus dynamiques en par-
ticulier et une pr�esentation de deux concepts cl�es du travail : la collaboration
et les interactions utilisateurs, et la 
exibilit�e des processus. Cet �etat des l'art
est termin�e par une pr�esentation de ce qu'est la surveillance �epid�emiologique et
de ses propri�et�es qui permettent de la caract�eriser comme �etant dirig�ee par les
donn�ees, centr�ee sur l'utilisateur, et collaborative.

2.1 Mod�ele Propos�e

Le mod�ele propos�e est bas�e sur l'approche des Grammaires Attribu�ees Gard�ees
(GAG) qui suppose l'utilisation de la technique de d�ecomposition hi�erarchique
pour l'analyse et l'identi�cation des tâches �a ex�ecuter pour r�esoudre un probl�eme.
Cette d�ecomposition est mod�elis�ee par des r�egles de r�ecriture sous forme de pro-
ductions d'une grammaire attribu�ee. Les attributs de la grammaire sont utilis�es
dans les r�egles s�emantiques pour mod�eliser le 
ot d'information entre une tche
et ses sous-tches et pour introduire les contraintes sur les donn�ees, qui seront
utile par la suite pour diriger l'ex�ecution du processus.

Les propri�et�es du mod�ele reposent sur trois piliers : la composition, la dis-
tribution, et une forme de terminaison (soundness). La composition permet
de rendre modulaire la sp�eci�cation des processus avec les GAG, la distribu-
tion garanti le d�eploiement sur une architecture distribu�ee et asynchrone, et le
soundness assure que toute mod�elisation est bien form�e et termine. Ce dernier
est ind�ecidable dans les cas g�en�eral mais peut être facilement v�eri��ee sur des
familles particuli�eres des GAG.

Le concept des espaces de travail actifs (Active Workspaces -AW) qui sont
la couche au-dessus des GAGs rassemble les actions d'un utilisateur et fournit
des outils lui permettant d'interagir avec le syst�eme et avec d'autres espaces de
travail actifs. L'AW d'un utilisateur contient les GAGs des services qu'o�re ce
dernier ainsi que les artefacts (arbres d'ex�ecution) qu'il a initi�e.

Ces r�esultats ont �et�e publi�es au journal ACR de l'ACM en 2015, et une
d�emonstration de son applicabilit�e sur un syst�eme r�eel qu'est la surveillance
�epid�emiologique a �et�e pr�esent�ee �a la conf�erence CRI'15 �a Yaound�e. Ensuite,
une �etude sur les besoins que doivent fournir un outil de mod�elisation de la
surveillance �epid�emiologique a �et�e pr�esent�ee �a la conf�erence HIMS'2016 �a Las
Vegas, et une autre publication mettant l'accent sur les outils de collaboration
avec les GAGs a �et�e pr�esent�e au CARI en 2016 �a Hammamet.

2
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2.2 Exp�erimentation et Validation

Pour valider le mod�ele, nous avons concu au-dessus du mod�ele de base, les out-
ils formels permettant de mod�eliser les services et les rôles, les d�ependances
temporelles entre les tches (s�equence, parall�elisme, optionalit�e, les boucles, le
dialogue, et les checklists), les interactions entre utilisateurs, les contraintes tem-
porelles, et l'utilisation des fonctions s�emantiques et formules bool�eennes pour
enrichir la speci�cation des GAGs.

Ces outils sont impl�ement�es dans un prototype du mod�ele qui contient : un
langage d�edi�e interne �a Haskell (GAG-DSL) et un moteur d'ex�ecution avec une
interface graphique qui permet de simuler l'ex�ecution dans un environnement.
Un extrait du syst�eme de surveillance syndromique de la grippe humaine est
mod�elis�e dans le GAG-DSL et son e�ecution simul�ee.

Une sp�eci�cation de processus dans le GAG-DSL peut être modi��ee �a chaud
et ces modi�cations sont compil�ees et utilisable dans les prochaines ex�ecutions.
Le prototype d�emontre aussi l'ex�ecution dirig�ee par les donn�ees et le contrle
dont dispose l'utilisateur sur cette ex�ecution. L'utilisateur d�ecide des actions
�a mener, des destinataires �a qui envoyer des appels de services, et comment
certaines donn�ees en entr�ees sont fournies. En�n, les art�efacts donnent aux
intervenants une bonne visibilit�e sur le d�eroulement du processus.

3 Conclusion

Le travail pr�esent�e couvre un large spectre de travaux combinant (1) un travail
th�eorique de formalisation d'un mod�ele (AW/GAG) incluant l'�etude formelle de
ses propri�et�es, (2) l'�elaboration d'une m�ethodologie pour la sp�eci�cation d'un
syst�eme �a l'aide d'un tel mod�ele, (3) le d�eveloppement d'un d�emonstrateur et
en�n (3) une �etude du probl�eme de d�etection pr�ecoce des �epid�emies, qui avait
�et�e choisi comme cas d'�etude, a�n d'aboutir �a une compr�ehension �ne de cette
probl�ematique et d'en apporter des solutions.

Notre objectif dans cette th�ese �etait de concevoir un mod�ele (de gestion
adaptative des cas) appropri�e pour les syst�emes collaboratifs distribu�es tels que
le syst�eme de surveillance des maladies. En utilisant des exemples et de la docu-
mentation provenant des syst�emes de surveillance des maladies, nous avons car-
act�eris�e ces syst�emes comme exigeant des niveaux �elev�es de 
exibilit�e �a la fois
au niveau de la conception et de l'ex�ecution. Ces syst�emes sont artefact-centric,
centr�es sur l'utilisateur et collaboratifs, et leur mod�elisation doit inclure tous les
aspects suivants : (i) conception it�erative (incr�ementielle), (ii) collaboration et
interactions avec les utilisateurs, (iii) techniques pour lever l'incertitude et (iv)
l'aide �a la d�ecision. Nous avons propos�e un mod�ele qui prend naturellement en
charge la mod�elisation it�erative, l'ex�ecution concurrente et 
exible, la collabo-
ration et les interactions des utilisateurs dans un environnement distribu�e.
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Chapter 1

Introduction

The need to work together doing more with less, to meet unyielding deadlines, to deal with

unprecedented levels of uncertainty, and to do it all 
awlessly has become the norm, not the

exception [14].

1.1 Motivation and Objectives

A few decades ago, the need to digitally support enterprise activities, improve on their orga-

nization, visibility, control, and maintenance was most felt and several research communities

emerged each handling di�erent aspects of activity modelling and automation. The objective

being to clearly identify the di�erent activities as a sequence of inter-connected actions (a pro-

cess) and capture these into o�-the-shelf solutions that are usable in enterprise environments.

The Business Process Management (BPM) [34] domain was created to address these concerns

in the face of fast evolving technologies and with the ever-increasing complexity in enterprise

activities and customer demands. BPM solutions aided companies not only to cope with this

increasing complexity, but also to improve their productivity, reduce costs, and to stay com-

petitive [124].

A Business Process is de�ned as a set of activities whose execution realises a certain goal [124].

It is the key to organising activities, improving and understanding their inter-dependencies.

Business Process Management on the other hand brings together the concepts, methods and

techniques necessary to support the design, administration, con�guration, and analysis of busi-

ness processes[124, 34].

From its de�nition, it is clear that BPM is well adapted to model structured processes: business

processes that can be completely de�ned prior to their execution [119]. Precisely, BPM divides

2
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system modelling into four major phases:i. the design analysis phaseduring which a succinct

description of activities as well as the required data and resources are identi�ed from require-

ments and expressed in a suitable modelling language;ii. the con�guration phase during which

a process aware information system (PAII) is con�gured to support execution of the designed

process on some execution architecture;iii. the enactment and monitoring phaseduring which

process instances are created and run using the con�gured PAII;iv. the diagnosis phaseduring

which enacted processes are analysed to identify problems and aspects that should be improved

upon[119, 114].

BPM therefore supports "process-aware" systems, i.e., systems in which information about the

operational processes can be made explicit during the design phase.

We note however that this approach becomes insu�cient to capture today's working environ-

ments: the increased need to innovate and respond to unpredictable (emerging) process needs in

near real time, the need for knowledge based (including data and users) process orchestration,

the support for collaborative work and decision making in uncertain contexts.

While most formerly structured systems are tilting towards more 
exible process management

solutions to improve their productivity in the face of competition, other systems are by de�nition

mostly unpredictable and cannot be completely modelled using BPM techniques. This is the

case with theDisease Surveillance Process .

In disease surveillance, several geographically distant users with heterogeneous pro�les col-

laborate and share information extensively over a highly cognitive and unpredictable process

[90] in order to detect and/or pre-empt the occurrence of disease outbreaks and take timely

actions [85]. Based on the classi�cation in [114], disease surveillance can be considered a semi-

structured process since its high level activities and their sequencing are known at design time

but the actual low level activities as well as their execution order only become known at runtime

as communication between users intensify and new information becomes available.

These new requirements bring to light new modelling objectives: supporting all forms of work

(structured, unstructured, ad-hoc, and context sensitive work [14]), using data to dictate the

choice and ordering of activities, giving users higher expressive power in process design and

execution, and supporting all forms of interactions between users.

We focus our research on these new requirements, the modelling of the so-called dynamic

(adaptive) processes, which are data-centric and user-driven: data plays a key role in the

choice and ordering of work and users interact extensively over process models de�ned almost

on-the-
y and executed in (time) constrained environments. Examples of activity domains

requiring a dynamic process model include:

| Medical Consultations : the set of activities the doctor performs, and the order of

execution depend highly on the signs and symptoms, the patient's history, on laboratory
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analysis results, on the doctors expertise and experience from similar cases in the past,

etc. The activities are thus likely to be di�erent on each case, and still, when they remain

same, the physician may not always do them in the same order all the time.

| Crisis Management : there exist guidelines for almost every form of crisis. However,

crises are mostly spontaneous and there are hardly ever all the necessary resources required

to execute the prescribed guidelines. Also, guidelines are indications of what should be

done, the actual activities, usually performed by unskilled volunteers, are determined on

site and e�ective coordination is required for e�ciency.

| Disease Outbreak Investigation : outbreak investigation has been characterized as be-

ing a collaborative expert activity involving several cognitive tasks with several decision

points, on data built progressively [91]. It therefore requires modelling that guarantees

considerable 
exibility and aids the user to implement appropriate contextualized activi-

ties rather than prede�ned (and sometimes inappropriate) ones.

The actual models for these processes are built on a per-case basis and we talk of Case Man-

agement [104]. Case Management is an emerging way to support users (knowledge workers) in

applications that require a level of 
exibility beyond the process 
ows of classical BPM [70]. It

is strongly centered around data: it organises processes around case folders { that hold business

documents and other information { as the primary building block for managing processes [70].

The Case Management Model and Notation (CMMN), the Object Management Group (OMG)

standard for case management, promotes the notion of business artifacts [78, 62], which are

holistic representations of data and processes. A business artifact has an information model

and a lifecycle model. The so-called business rules expressed on the information model are used

to control the evolution of the artifact's lifecyle [78].

1.2 Illustrative Example

Foodborne disease outbreak Investigation :

The following scenario describes a response to a foodborne disease outbreak. It is based

on a real-world case that occurred in a French military base. The outbreak is declared

by the physician at the emergency unit of the military base and responded to by the

surveillance unit of the said base. The physician receives within a day, nine (9) patients

with abdominal pains, fever, and nausea. He notices that all 9 persons belong to the same

military unit had all been at a social gathering the previous night with their families.

He immediately reports the suspected outbreak to the surveillance unit while waiting

for laboratory analysis results to ascertain which bacteria caused the poisoning. The

epidemiologist at the surveillance unit contacts the a�ected military unit to obtain the

list of all attendees of the gathering, the kitchen personnel, and the list of all food items
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consumed. He initiates a survey on the attendees and within 3 days the survey results

showed that amongst the 40 persons (military personnel) who attended the gathering, 25

fell sick. Also, these 25 persons ate 4 food items in common. The physician eventually

receives the laboratory tests and sends them to the epidemiologist. The results show that

the bacteria that caused the poisoning wasShigella Sonnei. With this new information,

the epidemiologist sends the food samples to the laboratory in a bit to know which of the

items contained the bacteria. He also starts preparing to carry out an investigation to

trace the origin of the bacteria. The laboratory results showed that the beef consumed at

the gathering contained the bacteria. With this information the epidemiologist engages

the veterinarian with whom he identi�es the slaughter house and eventually run more tests

on animal food and water detect the primary source. In the mean time, all patients are

placed under treatment and the civilian surveillance unit noti�ed and the list of civilian

attendees of the gathering sent to them.

In this scenario, we illustrate how data is used to dictate what can be done at any given

moment. The general guidelines for a foodborne disease outbreak investigation prescribe

a survey to identify the food item and another survey to identify the source of the bacteria.

Both surveys proceed in parallel but as we see in the scenario, the actions that need to be

carried out in each of these surveys as well as the actors that will intervene only become

known and de�ned when data becomes available. For instance, the information that the

bacteria at the origin of the outbreak was in the meat will greatly in
uence the actions

that need to be taken and the choice of the users to include in the survey.

Flu Outbreak Investigation:

Let us now describe another scenario of Flu Outbreak surveillance and investigation

which illustrates the need to support automated work, adhoc work, and manual work

and which lays emphasis on the implication of users to drive process enactment. In

Flu surveillance, every physician who notices Flu symptoms in a patient registers the

patient in the Flu suspect list which he declares to the surveillance center in the weekly

Flu report. This information is entered into a database on which automated outbreak

surveillance algorithms run. These algorithms search for an abnormal increase in Flu

cases in a population within a period, and at a given place { a Flu epidemic. When such

an abnormal increase occurs, an alarm is produced, and the head epidemiologist noti�ed.

The objective of the epidemiologist is to con�rm the outbreak alarm and hence produce

an outbreak alert or to discard the alarm [19]. If for example a similar alarm had been

produced the previous week, he can safely discard the new alarm since it most likely

concerns the current epidemic. If on the other hand the alarm is new, the epidemiologist

initiates situational diagnosis [19, 108] during which he will combine biological data,

environmental data, and other sources of information to decide whether the outbreak

alarm is real. To do so, he creates several (adhoc) tasks to request precise additional

information, give directives, or simply inform. For instance, he can create a task for
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each of the reporting physicians in the alarm data requesting that they provide him with

additional diagnostic information: lab results, medical history, places the patients had

been the weeks before the onset of symptoms etc. This information might have been

registered during the patient visits but not reported. When the epidemiologist receives

this information, he can de�ne a speci�c case-de�nition and send as directive to all

hospitals, clinics, laboratories, pharmacies, etc. in the a�ected area, requiring them to

report any cases that fall in the case-de�nition criteria and to proceed systematically with

sample extraction and laboratory analysis for all such cases. Rich with this information,

the epidemiologist might be able to decide on the validity of the alarm or might decide

to create more tasks requesting more information or using automated data analysis tools

to obtain more insight into the alarm.

This scenario shows how the user actively drives process enactment based on the available

data. It illustrates the semi-structuredness of the disease surveillance process, with au-

tomated prede�ned segments and ad-hoc segments that only become discovered as data

is produced and whose e�ective inclusion in the process rests on decisions made by the

user at run-time.

The disease surveillance process can be characterised as beingdata-centered and user-driven

involving several collaborating users . It requires modelling which expresses the essential


exibility required by human case workers for: (i) run-time de�nition, selection, and planning

of tasks, (ii) run-time ordering, (iii) ad-hoc collaboration with other case workers, and (iv)

(Multi-user) decision making support.

Our objective in this thesis is to propose an Adaptive Case Management model for distributed

collaborative systems. In the next section, we brie
y discuss our contributions and elucidate

its principal properties.

1.3 Contributions

1. AW based on GAGs

We design a distributed data-driven and user-centered case management system, evoca-

tive of artifact-centric approaches but with emphasis on organising the work on each

user's workspace and providing tools to enhance 
exible and improved expressiveness in

task resolution. Our model is built on two foundational concepts: Guarded Attribute

Grammars and Active-Workspaces.

(a) Guarded Attribute Grammars Chapters 3-4:

We assume the widely studied hierarchical task decomposition technique for task

analysis [102], then we express the task hierarchies as rewriting rules and propose a
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formal speci�cation based on productions of a (guarded) attribute grammars. The

attributes attached to the (sorted) grammar symbols in each production are used by

implicit semantic rules to pass down data from a task to its subtasks and to compute

the output of a task from the outputs of its subtasks.

The GAG model is declarative, modular, distributed, user-centered, and data (arti-

fact) driven formal speci�cation language for dynamic processes.

One key property of process modelling techniques issoundness, that is, the ability

of every case to be executed to completion no matter how it started or what data

it was initialised with. We de�ne a restriction on guarded attribute grammars and

describe a procedure that veri�es that such GAGs terminate and are sound.

(b) Active-Workspaces Chapter 5:

Our case management model is centered on the notion of users and users' workspace.

A user's workspace comprises a GAG speci�cation of the services he o�ers and several

mindmaps (trees) used to visualize and organize the work carried out by the user as

well as the information used by and/or produced as a result of the resolution of the

task. Each of the mindmaps correspond to a service o�ered by the user and each in

turn might contain several artifacts { concrete instances of the corresponding service

{, initiated either by the user or as a result of a request from a distant user, in which

case, the results output will have to be sent to the distant user.

The internal nodes (closed nodes) of an artifact represent tasks for which a resolution

method has been assigned, while the leaf nodes (open nodes) represent pending

tasks. Data arriving at open nodes is used by the operational semantics of GAGs to

automatically �lter doable actions at these nodes. If more than one action is possible,

then the user has to choose which to perform. If none of the doable actions suit the

pursued objective, new ones can be added by de�ning new grammar productions in

the underlying GAG. Actions correspond to guarded attribute grammar productions

which when applied develop the artifact tree further and creates new open nodes.

The active workspace model gives users run-time control over process design and

enactment, hence the nameActive-Workspace .

2. AW-Framework: Prototype & Example Chapter 6

To demonstrate the properties of the AW/GAG model, we design a prototype for the

model in what we call the AW-Framework. This framework includes, a language syntax

for GAG speci�cation (user, data, task, and interaction modelling), an implementation

of the language as an internal domain speci�c language into Haskell (a general purpose

purely functional language), and a graphical user interface for process enactment and

simulation of distributed execution. We also model a complete example of a disease

surveillance system using the AW-Framework.
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Chapter 2

Background

In the introductory chapter, we situated the context and requirements for modelling dynamic

collaborative processes. In this chapter, we expatiate upon the underlying concepts and present

a state of the art related to each of them. Then we present an analysis and characterization of

the disease surveillance process as a dynamic process.

2.1 Business Process Management

2.1.1 The Process Management Spectrum

In [31], Di Ciccio et al. presents a classi�cation of business processes based on the required

degree of 
exibility and predictability. Their classi�cation is similar to previous classi�cations

in [114, 57]. As the required degree of 
exibility increases, it becomes more and more di�cult

to automate and control business processes.

In Structured Processesthe process logic is known in advance and the activities, dependencies,

and associated resources are pre-de�nable end-to-end. They can be repeatedly instantiated in

a predictable and controlled manner. Examples are factory manufacturing and administrative

procedures.

Structured processes with ad-hoc exceptionsare structured processes augmented with excep-

tion handlers for anticipated exceptions. Such exception handlers are: undo/redo, skip, etc.

Unanticipated exceptions often require redesigning the business process.

In Unstructured processes with pre-de�ned segments, the overall process logic is unknown, but

policies and regulations can be used a-priori to de�ne structured fragments. These fragments

are then incorporated into the overall process at runtime on a per-case basis.

9
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Figure 2.1 { Process Management Spectrum [31]

Loosely structured processeshave a known set of possible activities, but it is unknown when

each will be executed due to the inde�nite number of foreseeable futures. For instance, the

actions to take to investigate an outbreak alarm may be known but when and how they will be

executed depends on the alarm data.

Lastly, unstructured processesare those for which no prede�ned model can be de�ned and little

or no automation is possible. Users rely on experience to perform ad-hoc tasks on a per-case

basis. Only the pursued goal is known a priori.

As we move down the spectrum, we lose in automation and control and gain in 
exibility and

unpredictability. Traditional BPM techniques are adapted for structured and fairly structured

application domains. Unstructured processes on the other hand require more data centric

and rule-based approaches [31], which are the basis of case management [104]. The latter are

highly knowledge intensive processes: processes requiring a modelling technique that does not

follow the design -{ execute & monitor -{ analyse -{ re-design paradigm [114] but supports

a continuous interleaving and overlapping between design, execution and adaptation phases

[30, 31].
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2.1.2 BPM Techniques

A chronological evolution is apparent from the development of process modelling languages and

methods. At the onset is activity centric methods which lay emphasis on the 
ow of activities

(constrained or not), then comes data centric methods which use data to dictate when and

how a process evolves, and �nally & most recently, artifact centric methods which describe

entities called artifacts to handle data and 
ow holistically so that both evolve as a function of

the other. In the following section, we present a summary of the techniques developed in the

literature for activity centric business processes (work
ows).

2.1.2.1 Activity Centric Work
ows

Organized around activity 
ows, with tasks and operations as the core building blocks, the

objective of activity centric work
ows is to execute a set of operations in a prede�ned order.

The manipulated data is not explicitly considered, it is regarded as a second-class citizen.

Petri nets [77, 112] are the oldest and most investigated process modelling language with

a simple and intuitive graphical notation. Their precise semantics make them well suited

for formal analysis in general and process model analysis in particular. In process models,

places represent states and/or conditions while transitions represent events or tasks, and tokens

represent information objects. Richer process speci�cations are obtained with coloured Petri-

nets when semantic meaning and time values are attached to the colour of the token and the

tokens respectively.

Work
ow nets - WF-nets [112] are enhanced Petri nets for work
ow modelling. They include

new concepts and notations which allow for easier speci�cation of complex business processes.

In particular, WF-nets have a start and an end place, and every other place is situated along

the path from start to end. They can express exclusive and parallel behaviour using split and

join nodes and the tokens carry data speci�c to process instances. Hence several instances of a

process can coexist.

Yet Another Work
ow Language - YAWL [117]. Developed as a formal syntax (set theory and

predicate logic) and semantics (coloured Petri nets) for the large collection of work
ow patterns

[118] that were identi�ed by the work
ow patterns initiative 1.

Business Process Modelling Notation - BPMN[83]. A graph based modelling notation devel-

oped under the coordination of the Object Management Group (OMG) with over 50 distinct

graphical modelling constructs. It combines in a single language constructs and best practices

of the other existing approaches from the business to the technical levels of abstraction. It

1. Work
ow Patterns Initiative: http://www.work
owpatterns.com



12 Chapter 2. Background

contains atomic activities (tasks) which can be logically nested using gateways, message and

control 
ows and can be used to express very complex process models.

The BPMN execution semantics is informally based on tokens, that is, data is used at gateways

to direct the execution of the process instances or as prerequisites for tasks. Data modelling

is however optional making BPMN a model where data objects play a supporting role to the

control 
ow.

Event-driven Process Chains - EPCs[121]. They provide a classical informal graph-based

notation for process speci�cation widely used in industry. Nodes in EPC graphs represent

either activities, events, or connectors while edges represent the control 
ow. EPC schema

are not directly executable and since they provide a limited set of control 
ow constructs,

industry demanded for extended EPCs (eEPCs) that are augmented with capabilities to model

data objects, organizational entities and interfaces to processes. Data is however not directly

modelled on the 
ow graph (extra nodes are added to represent data objects) hence no support

for the data life cycle is provided.

2.2 Case Management and Dynamic Processes

One key characteristic of dynamic processes is their collaborative (cooperative) nature. They

generally involve several participants with di�erent skills from di�erent domains at di�erent

levels, hence the resulting processes may include innovative and creative parts which are not

easily straitjacketed into classical control-based process models [31]. A dynamic process is

therefore a knowledge intensive process which according to [46] is one whose value can only be

created through the ful�lment of the knowledge requirements of the process participants.

In [111], knowledge intensive processes are de�ned as those whose conduct and execution are

heavily dependent on knowledge workers performing various interconnected knowledge inten-

sive decision-making tasks. They are genuinely knowledge, information and data centric and

require substantial 
exibility at design- and run-time. This de�nition stresses the need to place

knowledge and knowledge workers at the center of process modelling. Knowledge is used in dy-

namic processes not only as operational data (to compute required output) but also to control

and/or constrain the execution (the when, the how, and the by whom) of the entire process.

2.2.1 Case Management

Case management [70, 104] or Case Handling [120] was conceived to handle work in application

domains that require considerable levels of 
exibility and knowledge-worker's expressive power.
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Van der Aalst and Weske [120] described it asa new paradigm for supporting 
exible and

knowledge intensive processes. Also, market analysts at Forester describe case management as

highly structured, collaborative, dynamic, and information-intensive, driven by outside events

and requiring incremental and progressive responses from the business domain handling the case

[64].

[104, 114, 31] suggest that having data centered process models greatly enhances 
exibility

while expressiveness is best achieved by the use of declarative rather than imperative modelling

languages. A study presented in [31] identi�es the major case management use cases as centered

around being able to (i) defer the modelling of data, business rules (constraints on data), tasks

(knowledge actions enriched with business rules), goals, knowledge workers, and events from

design to run-time, and (ii) provide tools for explicit modelling of dependencies, interactions,

and 
exible chaining of these constructs to realise particular business goals.

A caseis how a knowledge worker visualizes and organizes work (the coordination of multiple

tasks, planned and unplanned, for a speci�c purpose). It contains data about the case and is

represented by a business artifact which carries all of the information that is required and/or

generated through the processing of the case [14]. Examples of cases include: a patient record,

an outbreak alarm, an insurance claim, a natural disaster investigation, a laboratory test re-

quest, a lawsuit, etc. Also, a case can contain sub-cases. For example, in an outbreak alarm

investigation case, several sub-cases might be created based on the type of outbreak, and these

sub-cases in turn might initiate several laboratory analysis requests cases.

Adaptive (or dynamic) case management (ACM) [14, 104] seeks to support the management

of work the way knowledge workers know it must be done [14]. More precisely, dynamic case

management ensures that all forms of work (automated work, manual work done by users, ad

hoc work, and knowledge sensitive work) are supported by case management systems [14].

The intended 
exibility in case management is achieved through the use of the so-called case-

folders which hold all the required business documents and other information needed to handle

the case, and on which a behaviour model is assigned to guide its evolution in the business

process [70]. The notion of Business Artifacts [78, 62] was introduced a couple of decades

ago and promulgated recently by the CMMN (Case Management Model and Notation) [71] to

enhance the need to place both data and control as �rst class citizens in process modelling

techniques. Business artifacts are the basis on which researchers are building case management

systems with the objective of obtaining formal veri�able models while preserving the 
exibility

and expressiveness properties of dynamic processes.

A business artifact has an information model and a lifecycle model [78]. The information model

holds all operational data needed to process the case, while the lifecycle model describes the

di�erent ways the case can evolve through the business process.
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2.2.2 Artifact-Centered Business Processes

Introduced in [120, 12] this approach is well suited for adaptive case management [120] and

is centered around the notion of business artifacts that are holistic representations of data

and processes. In [78], Nigam and Caswell de�ne an artifact as a concrete, identi�able, self-

describing chunk of information that can be used by a business person to actually run a business.

In [51] and [25] the artifact-centric approach is described as a work
ow model comprising

the following three dimensions: (i)business artifactswhich are business relevant entities, (ii)

life cycles which capture the end to end processing of business artifacts, and (iii)business

rules expressed as constraints on the information model of business artifacts, used to control

the evolution of the business artifacts in their lifecycles. Initial research on business artifacts

modeled the lifecycles using variants of �nite state machines [62, 61, 78, 54, 41, 15], Petri nets

[67], or logical formulas depicting legal successors of a state [25]. However, these state-based

formalisms do not provide the required 
exibility since the speci�cations remain imperative and

the designer has to explicitly describe how the process will unfold. Recent research has focused

on more declarative lifecycle models [52, 25] which used rule-based formalisms to describe what

activities are allowed or disallowed at any instant in the artifact lifecycle.

2.2.2.1 Finite State Machine based Lifecycles

The idea to associate a state machine with a business artifact was �rst introduced in the original

ADocs model [62] and in [61], Kumaran et. al. developed a much more explicit association

with activities represented as annotations on transitions between states. In the Business Entity

Lifecycle Analytics (BELA) method [103], the states are thought of as milestones, that is,

business-relevant operational objectives that a business artifact may achieve.

Another related model to business artifacts is the PHILharmonicFlows [63] model which enable

a strong integration between process and data, supporting business objects wih �nite-state

machine-based lifecycles.

2.2.2.2 Declarative Lifecycles

Contrary to the commonly used imperative paradigm of process modelling, the declarative

approach is suitable for 
exible processes that do not require a strict order of activities [38, 33,

32]. It limits their behavior by using constraints that sanction the starting and termination of

tasks.
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In 2010, IBM researchers introduced the concept of Business Entities (with Guard Stage Mile-

stone (GSM)) Lifecycles (BEL) [52, 53, 25]. The idea is to replace the �nite state machine-

based life cycles with more declarative and intuitive lifecycles with the rule-based operational

semantics expressed as event-condition-action (ECA-like [87]) rules. The GSM model has been

adopted as the basis of the OMG standard Case Management and Notation (CMMN). Just

like artifacts, BEL entities have an information model and a lifecycle model. The GSM life

cycle meta-model allows for dynamic creation of subtasks and handles data attributes. Mile-

stones correspond to business goals, stages contain one or more tasks whose execution aims at

achieving one or several milestones, and guards are conditions or events which when achieved

or triggered, activate stages and/or realize milestones.

However, interactions with users are modelled as incoming messages from the environment or

as events from low-level (atomic) stages. In this way, users do not contribute to the choice of a

work
ow for a process. Also, the semantics of GSM model is given in terms of global snapshots,

events can be handled by all stages as soon as they are produced, and a guard of a stage can

refer to attributes of distant stages. Thus, this model is not directly executable on a distributed

architecture. As reported in [37], distributed implementation may require restructuring the

original GSM schema and relies on locking protocols to ensure that the outcome of the global

execution is preserved.

2.3 Collaboration and User Interactions

Collaboration is working together with a single shared goal. It is a more aligned form of

cooperation which describes performing together while working on "sel�sh" yet common goals.

For instance, in a disease surveillance system, depending on the angle of view, the actors can

be seen either as collaborating or cooperating. If we ignore every other complementary system

(patient follow-up, research, etc) and consider only the objective of monitoring diseases for

outbreaks, then di�erent stakeholders will be seen as collaborating with the goal of detecting

disease outbreaks. If on the other hand we view these di�erent actors as going about their

separate objectives while participating in disease surveillance, then they cooperate. In the

remainder of this document, we interchangeably employ the two terms to mean the same thing.

Collaboration helps individual users and teams to harness their true potentials and break new

grounds in e�ciency and productivity, and technology plays an enabling role.Collaborative

software or groupware is a set of computer tools that enhance collaboration between users.

Groupware can be placed into three categories: (i) communication: that enhance structured

and/or unstructured communication between users, (ii) deliberation or conferencing: that en-

hance brainstorming and collaborative decision making, (iii) coordination: running complex
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interdependent (human-centered) activities towards a shared goal. In BPM and hence case

management systems, the objective is to design tools for the third category.

Collaboration is an indispensable part of human-centered processes because it enhances business

processes that not only depend on users but depend on users working together on speci�c

activities to achieve set goals. Such users are geographically distant and interact in myriad

ways. Several works have addressed collaboration concerns in BPM and case management

systems [35, 69, 11, 10, 5]. In [5], it is argued that having a well-de�ned organizational context

integrated into an electronic system (for transparency to users/actors) greatly increases the

visibility users have of the processes they partake in.

In our work, we are interested in a collaborative system that helps users interact with each

other and with the system to have work done. In the former case, they request for and provide

help to each other while in the latter case, they 
exibly build and enact processes together to

resolve real world problems. Our declarative approach to process modelling favours modularity

in process models, which is useful in distributed collaborative settings.

2.4 Flexibility in BPM

Flexibility is de�ned in [98] as the ability to deal with foreseen and unforeseen changes by

varying or adapting those parts of the business process a�ected by them. Being able to adapt

process models and enacted instances at design and/or runtime are fast becoming the rule

rather than the exception in Business Process Modelling in general and especially in case

management and dynamic process modelling. This is attributed to the continuous advances in

domain knowledge, the increase in expert knowledge, and the diverse and heterogeneous nature

of contextual variables. In such processes, several users with possibly heterogeneous pro�les

collaborate to achieve set goals on a process mostly designed on-the-
y.

Flexibility concerns has been widely studied in the BPM community [98, 3, 35, 92, 93, 114, 22]

mostly focusing on process aware information systems (PAISs) and on declarative speci�ca-

tions. In [98], substantiated by [114], a comprehensive taxonomy for the di�erent types of

process 
exibility is proposed, in a bit to curb the standardization gap and non-uniformity

that exist amongst researchers. The proposed types (
exibility by de�nition, deviation, under-

speci�cation, and change) are designed to be independent of each other and all concur to

improve the ability of business processes to respond to changes in their operating environment

without necessitating a complete redesign of the underlying process model. However, they di�er

in the timing and manner in which they are applied. In the following section, we present this

taxonomy from a dynamic process perspective.
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2.4.1 Types of process 
exibility

1. Flexibility by de�nition/design

In 
exibility by de�nition, all possible changes are enumerated and incorporated into

the process model at design time. It is achieved by incorporating support for work
ow

patterns (parallelism, choice, iteration, interleaving, multiple instances, cancellation, etc.)

in the model. In classical process-centric models, achieving this form of 
exibility is either

not feasible because it is impossible to enumerate all situations or leads to highly complex

models. In declarative constraint-based models for dynamic processes on the other hand,

this is essentially achieved by using weaker constraints or reducing existing constraints.

2. Flexibility by deviation

In 
exibility by deviation, the process model allows for runtime deviation from prescribed

process model, which serves as an execution guide not as an imposed sequence. For

instance, in a process model in which the physician registers a patient then examines

him/her, the physician is likely to encounter situations where he is obliged to swap the

register and examine tasks.

Again, this form of 
exibility is incorporated into the model. This is achieved by providing

support for undo/redo operations, skipping or inhibiting, bypassing or blocking, allowing

the creation of additional instances of running instances, and allowing for arbitrary task

invocation.

Dynamic knowledge intensive process generally don't have any prede�ned (prescribed)

ordering and their declarative data centric models ensure that the ordering is discovered

based on the data values and how they are evaluated in the constraints. This notwith-

standing, providing support for undo/redo, inhibiting, and blocking operations improve

the 
exibility of the process model.

3. Flexibility by underspeci�cation

This form of 
exibility is adapted for semi-structured and/or adhoc-structured systems

where what needs to be done at somespeci�c points in a process only becomes apparent

during execution or in collaborative systems where di�erent parts of the process model

need to be completed by separate users or groups of users. Such speci�c points are known

in advance and marked as unspeci�ed (using place-holders) to be �lled subsequently at

runtime.

Again, this form of 
exibility requires that such points be identi�ed at design time and

�lling up place-holders occurs in any of two ways: either by using a prede�ned process

fragment (late binding) or de�ning one from scratch (late modelling).

Allowing for the execution of (well-formed) incomplete process speci�cations is an asset

for every dynamic process modelling tool. It delays modelling till what should be done is

known.
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4. Flexibility by change

In human centered dynamic process models, it is assumed that two users in the same

role do not necessarily proceed in the same way to resolve a given task. In the worst-

case scenario, each of the users employ a di�erent process model on each case - the user

rede�nes the process entirely based on the case before him.

Flexibility by change is the ability of process models to accommodate on-the-
y change to

the underlying model speci�cation. Running instances then have to be either invalidated,

restarted, or migrated into the new speci�cation. Unlike the other types of 
exibility,


exibility by change is a property of the modelling technique and not just of the speci�ed

process. Techniques that support this form of 
exibility are ideal for dynamic processes.

2.5 Disease Surveillance

2.5.1 De�nition

Disease surveillance as de�ned by the Centre for Disease Control and Prevention (CDC) [17]

is the ongoing, systematic collection, analysis, interpretation, and dissemination of data about

a health-related event for use in public health action to reduce morbidity and mortality and

to improve health [85]. One of the objectives of disease surveillance is to detect outbreaks,

facilitate decision making, and take necessary actions to curb down the spread of the disease

[134, 7, 65]. The earlier the detection, the more e�ective the control and prevention measures

will be within the window of opportunity beyond which the epidemic goes out of control [29].

Syndromic surveillance or early warning disease surveillance is the real-time (or near real-

time) collection, analysis, interpretation, and dissemination of health-related data to enable

the early identi�cation of the impact (or absence of impact) of potential human or veterinary

public health threats that require e�ective public health action [110]. Syndromic surveillance

is based not on the laboratory-con�rmed diagnosis of a disease but on non-speci�c health

indicators including clinical signs, symptoms as well as proxy measures (eg, absenteeism, drug

sales, animal production collapse) that constitute a provisional diagnosis (or \syndrome").

The data is usually collected for purposes other than surveillance and, where possible, are

automatically generated so as not to impose an additional burden on the data providers. This

surveillance tends to be non-speci�c yet sensitive and rapid, and can augment and complement

the information provided by traditional test-based surveillance systems [110].

Several such systems have been developed all over the world [68, 84, 56, 19, 23, 82] supported by

the apparition of new tools in public health (ICT, telecommunication networks, new outbreak

detection algorithms, rapid diagnostic tests, etc.), and the availability of data, the proliferation
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of new data sources and storage facilities.

The overall objective of syndromic surveillance is to rapidly propose counter conservative mea-

sures to hinder the advancement of the epidemic and to initiate aetiological studies to identify

the origin of the epidemic. Once the aetiology is established, de�nitive counter measures can

be proposed.

2.5.2 Human Centeredness

Disease (syndromic) surveillance is a multidisciplinary, multi organizational, time critical, de-

cision oriented, data intensive, dependent on information technology, knowledge intensive, and

complex process [123]. Standards and regulations [128, 39, 129] prescribe activities, their or-

dering and how actors interact with them. However, in syndromic surveillance, investigating

an outbreak alarm or managing an epidemic is a highly cognitive process [108, 91, 89]. Actors

decide on what to do and how to proceed on-the-
y based on their expertise, the available data

and resources, and other contextual variables.

Syndromic surveillance is thus an expert medical activity whose objective is to manage a com-

plex situation under temporal constraints and characterised by intense interactions between the

di�erent components, uncertainty, and risks [109, 107, 89, 79].

Evaluating a situation, following-up its evolution, and taking timely decisions are characteristics

of most professional activities that require considerably high levels of expertise [132]. Such

activities are concerned mainly with the supervision and control of dynamic processes. Dynamic

because of the continuously changing nature and structure of tasks independently of the actors,

and because of the need to make decisions dynamically [13, 50]. In [91], disease surveillance

is described as a Joint Cognitive System: one characterised by the association of human and

arti�cial agents working together on coordinated tasks with a shared goal through information

and knowledge sharing.

2.5.2.1 Situational Diagnosis

Outbreak alarms identi�ed in syndromic surveillance systems need to be investigated. An

outbreak alarm is a statistical aberration of an epidemiological signal obtained when an observed

surveillance indicator goes beyond a de�ned threshold in some outbreak detection algorithm

[108].

From an actor's viewpoint, an outbreak alarm has two objectives: raise awareness amongst

disease surveillance stakeholders and initiate conservative counter measures [108, 107] while

waiting for the alarm to be con�rmed (a con�rmed alarm is called an outbreak alert).
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Figure 2.2 { Schematic overview of the model-based architecture for situational diagnosis [18]

The human process between an outbreak alarm and an outbreak alert is called situational di-

agnosis [18]. This process guides a human expert through the comprehension of the current

situation, the projection of future threats, and extension from the projection of alarms to the

release of con�rmed alerts (Figure 2.2). During situational diagnosis, the experts make use of

other data sources (surveys, health information systems, patient records, geographic informa-

tion systems, weather and climate information, etc), run an inde�nite number of complementary

analyses, and use related biological diagnosis data to con�rm or discard outbreak alarms. One

important step before implementing counter measures in the case of an alert is assessment the

risk and impact of the epidemic.

2.5.3 Data Drivenness

The complex, dynamic, and cognitive nature of disease surveillance entails that human experts

describe what to do on a case by case basis. In other words, each activity on the �eld is always

contextualized based on the available data, their form or structure, and even on some condition

expressed on a combination of values.

Several research works [68, 31, 133, 47, 48, 58, 99] have classi�ed disease surveillance and

several other health processes as highly data centric and knowledge intensive. Data in disease

surveillance is used not only to compute values for relevant indicators and provide more insight

to di�erent events and situations that may arise, but also to (manually or automatically)

circumscribe and reduce the set of doable tasks and activities to a strict minimum, easily

manipulable by a human expert.
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2.5.4 Timeliness and Uncertainty

The aim of monitoring diseases is to be able to detect outbreaks early enough and to respond

as early as possible within a prede�ned window of opportunity beyond which the e�ects of the

outbreak might be uncontrollable [7, 68, 134]. Figure 2.3 visually expresses the importance in

terms of number of cases (the disease burden) of detection outbreak early enough.

Figure 2.3 { Importance in terms of disease burden of timely detection of disease outbreaks
[107]

The process is also characterised by users making time-bound decisions under the pressure

induced by disease outbreaks [107, 109]. At the onset, these decisions are made based on in-

complete or unrelated data and information, and as time goes on, coupled with the proliferation

of surveillance systems, new data sources, users �nd themselves overwhelmed by the quantity

of information that needs to be processed to make decisions. Vis-a-vis the user, this creates

uncertainty in decision making.

In a recent publication, Texier et al. [109] supported by previous work in [47] hypothesize that

in outbreak situations, the human actors' subjective experiences of uncertain events is a major

element of cognitive activities performed to manage the situation. The study suggests that

in disease surveillance, uncertainty in decision making has three major causes: insu�cient or

unavailable information, inadequate understanding due to ambiguities in available information,

and con
icts resulting from alternative approaches with equally attractive outcomes.

A process modelling technique applicable in disease surveillance should thus not only provide

users with as much information as possible, but also break down the information for easy sorting

and �ltering to enhance the cognitive capabilities of the human actor and ergonomics of the

system and hence improve e�ciency [107].



Conclusion

In Part I, we introduced the context and de�ned the objectives of our work. We then went

ahead to present a synthesis of the underlying concepts substantiated with a state of the art of

related works with respect to dynamic (collaborative) process modelling.

In conclusion, though several works have addressed dynamic business processes, most have fo-

cused on augmenting existing (process centric) techniques to support the 
exibility requirements

of dynamic processes. Only recently have researchers started working on formal speci�cations

for dynamic case management. Still these recent e�orts though geared towards more declarative

and data driven approaches leave out one key perspective of dynamic collaborative processes:

the user perspective. In this work, we will propose a holistic modelling technique that naturally

includes a process, data, and user perspective.

We end this part with a characterization of the disease surveillance process as dynamic, col-

laborative, human-centered, and data driven. In most of our work we use snippets of disease

surveillance scenarios to illustrate di�erent aspects of our model.

In Part II, we present the Guarded Attribute Grammar based dynamic process modelling

technique, its properties, and how it is used in Active-Workspaces to structure the work of

individual users and ensure e�ective collaboration between users.
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Introduction

Case-management usually consists in assembling relevant information by callingtasks, which

may in turn call subtasks. Case elicitation needs not be implemented as a sequence of suc-

cessive calls to subtasks, and several subtasks can be performed in parallel. To allow as much

concurrency as possible in the execution of tasks, we favour adeclarative approach where task

dependencies are speci�ed without imposing a particular execution order.

Attribute grammars [60, 86] are particularly adapted to that purpose. The model proposed in

this work is a variant of attribute grammars, calledGuarded Attributed Grammar (GAG). We

use a notation reminiscent of uni�cation grammars and inspired by the work of Deransart and

Maluszynski [26] relating attribute grammars with de�nite clause programs.

A production of a grammar is, as usual, described by a left-hand side, indicating a non-terminal

to expand, and a right-hand side, describing how to expand this non-terminal. We furthermore

interpret a production of the grammar as a way to decompose a task (the symbol in the left-

hand side of the production) into sub-tasks associated with the symbols in its right-hand side.

The semantic rules basically serve as a glue between the task and its sub-tasks. They indicate

how the outputs (synthesized attributes) are obtained from the inputs (inherited attributes).

In this declarative model, the lifecycle of artifacts is left implicit. Cases under execution can be

seen as incomplete structured documents, i.e., trees withopen nodes, also calledartifacts, cor-

responding to parts of the document that remain to be completed. Each open node is attached

a so-calledform interpreted as a task. A form consists of a task name together with some

inherited attributes (data resulting from previous executions) and some synthesized attributes.

The latter are variables subscribing to the values that will emerge from task execution.

Productions areguardedby patterns occurring at the inherited positions of the left-hand side

symbol. Thus, a production is enabled at an open node if the patterns match with the cor-

responding attribute values as given in the form. The evolution of the artifact thus depends

both on previously computed data (stating which production is enabled) and the stakeholder's

decisions (choosing a particular production amongst those which are enabled at a given moment

and inputting associated data). Thus, GAGs are bothdata-driven and user-centric.
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Data manipulated in guarded attributed grammars are of two kinds. First, the tasks commu-

nicate using forms which are temporary information used for communication purposes only,

essentially for requesting values. Second,artifacts are structured documents that record the

history of cases (log of the system).

An artifact grows monotonically {we never erase information. Moreover, every part of the

artifact is edited by a unique stakeholder {the owner of the corresponding nodes{ hence avoiding

edition con
icts. These properties are instrumental to obtain a simple and robust model that

can easily be implemented on a distributed asynchronous architecture.

The remainder of this part is organised thus: in Chapter 3 we present the idea of our model,

its formal speci�cation, its basic properties, and some speci�cation examples. In Chapter 4,

we exhibit certain key properties of the model that are indispensable for dynamic collaborative

process modelling, and we also verify the Soundness property of Guarded Attribute Grammars.



Chapter 3

Guarded Attribute Grammars - GAG

This chapter is devoted to a presentation of the model of guarded attribute grammars. We start

with an informal presentation that shows how rewriting rules can be used to enforce hierarchical

task decomposition, then we introduce guarded attribute grammars and use them to formally

structure the notions of task, business-rule, and data, and to show how task resolution is 
exibly

achieved. The chapter ends with basic examples used to illustrate some of the fundamental

characteristics of the model.

3.1 A Grammatical Approach to Task Decomposition

Task analysis as a subject has been broadly studied in social and cognitive sciences [88] and in

human-computer-interaction (HCI) modelling and design [21, 95]. One widely studied aspect

is task-decompositionwhich employs the hierarchical-task-analysis (HTA)[102] technique to

describe user actions, structure them into hierarchies, and prescribe an ordering between them.

It also uses Knowledge-Based-Analysis [126] techniques to identify and describe the knowledge

requirements of tasks. Task analysis is beyond the scope of our work. Moreover, the output of

task analysis is simply a detailed and comprehensive description of tasks which still has to be

designed or scripted in some enactment system. Our focus is on designing such a system.

Hierarchical task decomposition can be viewed as a rewriting system in which each task is

reduced to its subtasks. A task is thus perceived as a problem to be solved and the rewriting

system describes how it can be solved. For instance, let us consider the process de�nition for a

doctor/patient encounter { a medical consultation. We can imagine that to consult a patient,

the doctor will have to clinically examine the patient, administer some initial care, and if need

be declare the patient as a suspect case of some disease under surveillance. It is clear from this

description how consultation is done. It can thus be expressed using the following rewriting
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rule:
consultation ! clinical assessment

initial care

case declaration

We can further imagine that in order to clinically examine the patient, the doctor needs to

interview the patient to obtain some descriptive information (name, age, origin, etc.), his

medical history, the current complaint, take measures of some medical indicators (temperature,

weight, etc.) based on the previous information, etc. Again, this can be expressed by a rewriting

rule:
clinical assessment ! interview patient

obtain medical history

take measures

The task decomposition process is continuous and iterative [102]. It is not clearly de�ned when

to stop task re�nement but most researchers in the domain clearly agree on stopping either

when it can be judged that failure to perform the subtask(s) is inconsequential, or when the

subtasks are clear enough (both to the analyst and the subject expert) that they can be reduced

to atomic actions such as simple data production actions [102].

In the illustrations above, we have only imagined some possible scenarios but in practice there

are numerous ways a patient/doctor encounter might unfold. Each of the possible unfoldings

can be expressed as a di�erent rewriting rule. They correspond therefore to a decision that will

have to be made by the user, in this case the doctor. For instance, the following two rewriting

rules show that declaring a suspect case can unfold in two di�erent ways. The clinician has

to decide whether the case under investigation has to be declared to the Disease Surveillance

Center or not.
suspectcase : case declaration ! follow up

benign case : case declaration !

If the case is reported as a suspect case, then the clinician will have to follow up the case

according to further requests of the biologist or of the epidemiologist. On the contrary, if the

clinician has described the case as benign, it is closed with no follow up actions More generally

the tasks on the right-hand side of each production represent what remains to be done to resolve

the task on the left-hand side in case this rewriting rule is chosen.

In a �rst approximation, a rewriting rule can be modelled by aproduction P : s0 ! s1 � � � sn

of a context free grammar expressing that tasks0 can be reduced to subtaskss1 to sn . We

call such productionsbusiness rules, and the si i 2 [0; n], represent thesorts (names) of the

task and its subtasks and corresponds to non-terminal symbols of the context free grammar.

Visually, a business rule which reduces a task of sorts to n tasks of respective sortss1; : : : ; sn

is represented thus:
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s

P

s1 sn

Figure 3.1 { Business rule for a task of sorts

Continually re�ning the subtasks generates a grammar which inherently contains all possible

unfoldings of some modelled process. Plain context-free grammars however are not su�cient

to model the interactions and data exchanged between the various tasks associated with open

nodes. For that purpose, we use attribute grammars [60] which attach additional information,

attributes, to sorts of the context-free grammar. We will see subsequently how attributes at-

tached to sorts of business rules account for semantic dependencies and data exchanges between

a task and its subtasks and between subtasks.

Each sorts 2 S comes equipped with a set ofinherited attributes Inh (s) and a set ofsynthesized

attributes Syn(s). We interpret inherited attributes as information needed by the subtasks to

compute values for the synthesized attributes and passed down by the parent task. Unlike with

traditional attribute grammars, the semantic domain and hence the semantic equations of the

grammar are implicitly contained in the right-hand sides of the grammar productions. In other

words, synthesized attributes can be viewed as work delegated to subtasks and whose results

(values) are obtained by the execution of one or more subtasks. We say that the synthesized

attributes of the parent task subscribe to values produced by the subtasks.

3.1.1 Modelling Attributes

Data in (guarded) attribute grammars is modelled as attributes associated with symbols of the

grammar. Unlike with classical attribute grammars, attributes in guarded attribute grammars

are de�ned asterms over a ranked alphabet (a signature) �.

Recall 3.1.1 (On Signatures and Terms). Given a setA of symbols (also called constructors),

we identify a multi-sorted signature � on the symbols in A and the setS of sorts as

a 2 � a :: (s1; � � � ; sn ) ! s si ; s 2 S

We say that a has arity n � 0, and sort s. When S = f�g , i.e. � is uni-sorted, we talk of

terms . Terms may contain unde�ned parts { the contexts { identi�ed by variables. Let X be

the set of variables in a term, then we represent the set of terms on � and a countably in�nite
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set of variablesX by the set of treesT(� ; X ) de�ned as follows:

t1 :: s1 t2 :: s2 � � � tn :: sn a :: s1 � � � sn ! s
a(t1; : : : ; tn ) :: s

De�nition 3.1. The set of terms over � and the setX of variables, denotedT(� ; X ) is

de�ned inductively as:

i. x 2 T(�) ; 8x 2 X

ii. If a is an n-ary symbol (n � 0) and t1; : : : ; tn 2 T(�) , then a(t1; : : : ; tn ) 2 T(�)

The terms t i are called thearguments of the term a(t1; : : : ; tn ) and the symbol a, the head

symbolor root of the term.

A term is said to beclosedif it contains no variables. We noteT0(�) the set of closed terms,

also called ground terms.

By V ar(t), we denote the set of variables that occur in a termt. So t is closed ifV ar(t) = ; .

If V � X , we can writeT(� ; V) to denote the set of termst with V ar(t) � V .

End of Recall 3.1.1

By data , we mean any arbitrarily typed piece of information that is needed to complete the

execution of a task or that is produced as the result of the execution of a task. For simplicity,

we don't assign explicit types to data values but instead consider arecord-syntax represen-

tation adapted for complex data values. Terms have been used in the past to describe data

records. The function symbols representdata constructors and the subterms represent the

�elds of the record, which are also terms. For example, apatient in the scenario above may

be characterized by the �eldsname, dob (date of birth), and gender. We can also imagine that

the date of birth is described by the �eldsday, month, and year. Using the notation for terms,

the patient data object is written as:

patient (name; dob(day; month; year); gender):

As a convention, value constructors are written underlined. Thus, in the above example,patient

and dobare data constructors whilename; day; month; yearand genderare variables. Letta be

a term representation for an attributea. We denote byV ar(ta), the set of variables in the term

ta. Variables in terms represent holes or place-holders which identify the parts of the term that

remain to be �lled for it to be closed. A closed term therefore contains only data constructors

(including constant value constructors that carry some meaning in the context in which they

are used), or actual data values. For example, a closed instance of the patient term above could

be,

patient (" Peter Pence" ; dob(12; 05; 1975); male)
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where the nameis replaced by a string, the date of birth is instantiated with integer values

for the day, month, and year, and the gendervariable is instantiated with the constant data

constructor male for the masculine gender.

This form of data modelling is a little subtler than with traditional attribute grammars. While

in the latter, semantic rules are de�ned for each de�ned-occurrence of attributesa 2 Occdef ,

here, semantic rules are de�ned for all variables occurring inta, a 2 Occdef . Thus, each attribute

may have several semantic rules for each of its variables. We therefore talk of semantic rules

for variablesx 2 V ar(ta).

Let p : s0 ! s1 : : : ; sn be a production of a (guarded) attribute grammarG, and s 2 f s0; : : : ; sng

be an occurrence of a grammar symbol inp. The setsinh (s) and syn(s) respectively represent

the inherited and synthesized attributes associated withs. We de�ne the sets of variable

occurrences in attributes of grammar symbols inp as follows:

V arinh (s) = f x 2 V ar(ta) j a 2 inh (s)g

V arsyn (s) = syn(s)

V ar(s) = V arinh (s) [ V arsyn (s)

V arinh (p) = V arinh (s0)

V arsyn (p) = V arsyn (s0)

V ar(p) =
[

for every s appearing in p

V ar(s)

In like manner, we de�ne the input and output occurrences of variables inp. A variable is said

to be an input occurrence if it occurs in an inherited position of the left-hand side ofp or in a

synthesized position of a symbol in the right-hand side ofp. Similarly, a variable is said to be

an output occurrence if it occurs in a synthesized position of the left-hand side ofp or in an

inherited position of a symbol in the right-hand side ofp. More precisely,
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V arinp (p) =

0

@
[

s2 lhs (p)

V arinh (s)

1

A [

0

@
[

s2 rhs (p)

V arsyn (s)

1

A

V arout (p) =

0

@
[

s2 lhs (p)

V arsyn (s)

1

A [

0

@
[

s2 rhs (p)

V arinh (s)

1

A

Variables in V arinp (p) are also calledde�ned occurrences, and variables inV arout (p) are also

called used occurrences. Also, variables inV arinp (p) are pairwise disjoint. In other words, a

variable has a unique de�ned occurrence but can have several used occurrences.

Data plays two important roles in guarded attribute grammars.

| Data gives meaning to the operational semantics of the modelled process: It fuels the eval-

uation of semantic rules and when data values are computed, they aid to give contextual

meaning to the modelled process.

| Terms, also called patterns serve asguardsthat can be used to �lter data objects. When

placed in inherited positions of the left-hand side of a production, patterns are used to

specify the form of the values expected by the production. Thus, the production is only

applicable if the input valuesmatch the form of its inherited attributes. Such terms are

called guards and we say that the productionp is guarded, hence the nameguarded

attribute grammars .

For instance, suppose a production has two inherited attributesa1 = patient (name; male)

and a2 = dob(day; month; 1989). These express thatp is only applicable if it receives as

input two attributes with data constructors patient and dob, and again the patient must

be masculine (male) born in 1989. Variablesname, day, and month are not �ltered and

simply substituted by the corresponding values.

3.1.2 Modelling Tasks

When tasks are decomposed into task-hierarchies, to resolve a task it su�ces to resolve its sub-

tasks. We model the decomposition of a task as a production of a guarded attribute grammar.

Each symbol (sort) of such a production is aform of the corresponding sort.

De�nition 3.2 (Forms). A form of sort s is an expressionF = s(t1; : : : ; tn )hu1; : : : ; um i

wheret1; : : : ; tn (respectivelyu1; : : : ; um ) are terms over a ranked alphabet and a set of variables

var(F ). Terms t1; : : : ; tn give the values of theinherited attributes and u1; : : : ; um the values

of the synthesized attributes attached to formF .
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We call business rulesor simply rules, productions whose sorts are replaced by forms of the

corresponding sorts. More precisely, a productionp : s0 ! s1; : : : ; sk is rewritten into the

following business rule

s0(p1; : : : ; pn )hu1; : : : ; um i ! s1(t (1)
1 ; : : : ; t(1)

n1 )hy(1)
1 ; : : : ; y(1)

m1 i
...

sk(t (k)
1 ; : : : ; t(k)

nk )hy(k)
1 ; : : : ; y(k)

mk i

where thepi , the uj , and thet (` )
j are terms and they(` )

j are variables. The forms in the right-hand

side of a rule aretasks given by forms

F = s(t1; : : : ; tn )hy1; : : : ; ym i

where the synthesized positions are (distinct) variablesy1; : : : ; ym {i.e., they are not instanti-

ated. The rationale is that we invoke a task by �lling in the inherited positions of the form

{the entries{ and by indicating the variables that expect to receive the results returned during

task execution {the subscriptions.

If s0(d1; : : : ; dn )hy1; : : : ; ym i is a task ands0(p1; : : : ; pn )hu1; : : : ; um i is the left-hand side of a

business ruleR, we resolves0 with R as follows

| check that for 1 � i � n, the patterns pi match the data di and create a substitution used

to initialize (certain) variables in input positions of tasks in the right-hand side ofR,

| ensure that there is promise of a value for each of the variablesyj 1 � j � m, that is, a

value subscription is created for everyyj .

When these happen, the tasks0 is replaced by new created taskss1; : : : ; sk , corresponding to

(instantiated) subtasks in the right-hand side ofR. The values ofuj 's are then (eventually)

returned to the corresponding variablesyj 's that subscribed to these values. For instance,

applying rule (see Fig. 3.2)

R : s0(a(x1; x2))hb(y0
1); y0

2i ! s1(c(x1))hy0
1i s2(x2; y0

1)hy0
2i

to resolve a tasks0(a(t1; t2))hy1; y2i gives rise to the substitutionx1 = t1 and x2 = t2. The two

newly-created tasks correspond respectively to the subtaskss1(c(t1))hy0
1i and s2(t2; y0

1)hy0
2i and

the valuesb(y0
1) and y0

2 are substituted to the variablesy1 and y2 respectively.

This formalism puts emphasis on a declarative (logical) decomposition of tasks to avoid over-

constrained schedules. Indeed, semantic rules and guards do not impose any ordering on the

execution of tasks. The only possible ordering of tasks is that induced by data dependencies

between subtasks, and still, an e�ective sequence relationship between two tasks exists only

when the data produced by one is used to guard the execution of the other. Hence such data
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P

s0

?

s1

?

s2

a

?

x2

?

x1

b

y0
1 y0

2

c

x1

?

y0
1

y0
1x2 ?

y0
2

Figure 3.2 { A business rule

values which are simply assigned and not �ltered at business rules do not prevent the execution

of the corresponding subtasks. In this way, the model allows as much concurrency as possible

in process enactment.

As with task analysis, the model can incrementally be designed by observing user's daily practice

and discussing with users. We let users initially develop large chunks of mostly abstract process

parts. As their knowledge on the ontology of the system gets enriched, recurrent patterns of

activities and their inherent data requirements and exchanges are detected. Users can therefore

progressively improve upon the automation of the process with new business processes that

either further re�ne process parts or provide alternative re�nements to already re�ned parts.

Thus, an in�nite number of business rules can be de�ned for the same task. These rules

share the same sort and may di�er in the number and form of their inherited and synthesized

attributes, and in the number and type of subtasks in their right-hand sides.

This incremental nature of process design is indispensable in highly dynamic systems. As we

show in Section 3.3, the operational semantics of guarded attribute grammars enhance this

nature by adding a non-deterministic touch to process enactment and execution.

3.2 Syntax of a Guarded Attribute Grammar

In Section 3.1.2 we described task re�nement using business rules into subtasks which can in

turn be further re�ned into new business rules, whose subtasks can be further re�ned, and so

on. This creates a grammar for the resolution of the task { a guarded attribute grammar {.

Attribute grammars, introduced by Donald Knuth in the late sixties [60], have been instrumen-

tal in the development of syntax-directed transformations and compiler design. More recently

this model has been revived for the speci�cation of structured document's manipulations mainly

in the context of web-based applications. The expressiongrammarwarehas been coined in [59]

to qualify tools for the design and customization of grammars and grammar-dependent soft-

ware. One such tool is the UUAG system developed by Swierstra and his group. They relied
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on purely functional implementations of attribute grammars [55, 97, 9] to build a domain spe-

ci�c languages (DSL) as a set of functional combinators derived from the semantic rules of an

attribute grammar [105, 97, 96].

An attribute grammar is obtained from an underlying grammar by associating each sorts with

a setAtt (s) of attributes |which henceforth should exist for each node of the given sort| and

by associating each productionP : s ! s1 : : : sn with semantic rules describing the functional

dependencies between the attributes of a node in its abstract syntax tree labelledP (hence

of sort s) and the attributes of its successor nodes {of respective sortss1 to sn . We use a

non-standard notation for attribute grammars, inspired from [26, 27]. Let us introduce this

notation on an example before proceeding to the formal de�nition.

In this section, we use the classical example of attribute grammars that computes the 
attening

of a binary tree, that is, the sequence of leaves read from left to right, to illustrate the syntax we

adopted to represent guarded attribute grammars. We then formally de�ne a guarded attribute

grammar. We use a non-standard notation for attribute grammars, inspired from [26, 27].

Example 3.2.1 (Flattening of a binary tree).

Our �rst illustration is the classical example of the attribute grammar that computes the


attening of a binary tree, i.e., the sequence of the leaves read from left to right. The semantic

rules are usually presented as shown in Fig. 3.2.1. The sortbin of binary trees has two attributes:

Root

X :: root

?

x

Nil ?

x

Root : hX :: root i ! h X 1 :: bini
where X � s = X 1 � s

X 1 � h = Nil

Fork

X :: bin

? ?

?

x
y

z ?

y

x ?

z

Fork : hX :: bini !
hX 1 :: bini hX 2 :: bini
where X � s = X 1 � s

X 1 � h = X 2 � s
X 2 � h = X � h

Leaf a

X :: bin

?

x

Cons a

x

Leafa : hX :: bini !
where X � s = Consa(X � h)

Figure 3.3 { Flattening of a binary tree

The inherited attribute h contains an accumulating parameter and the synthesized attributes

eventually contains the list of leaves of the tree appended to the accumulating parameter. Which

we may write ast � s = 
atten (t)++ t � h, i.e., t � s = 
at (t; t � h) where
at (t; h) = 
atten (t)++ h.

The semantics rules stem from the identities:
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atten (t)= 
at (t; Nil )


at (Fork( t1; t2); h)= 
at (t1; 
at (t2; h))


at (Leafa; h)=Consa(h)

We present the semantics rules of Fig. 3.2.1 using the following syntax:

Root : root ()hxi ! bin(Nil )hxi

Fork : bin(x)hyi ! bin(z)hyi bin(x)hzi

Leafa : bin(x)hConsa(x)i !

The syntactic categoriesof the grammar, also called itssorts, namelyroot andbin are associated

with their inherited attributes {given as a list of arguments: (t1; : : : ; tn ){ and their synthesized

attributes {the co-arguments:hu1; : : : ; um i . We denote aninput variable x by x?. It corresponds

to a piece of information stemming respectively from the context of the node or from the sub-

tree rooted at the corresponding successor node. These variables should be pairwise distinct.

Symmetrically, we denote anoutput variablex by x !. It corresponds to values computed by the

semantic rules and sent respectively to the context of the node or the sub-tree rooted at the

corresponding successor node. Indeed, if we annotate the occurrences of variables with their

polarity {input or output{ one obtains:

Root : root ()hx !i ! bin(Nil )hx?i

Fork : bin(x?)hy!i ! bin(z!)hy?i bin(x !)hz?i

Leafa : bin(x?)hConsa(x !)i !

And if we draw an arrow from the (unique) occurrence ofx? to the (various) occurrences ofx !

for each variablex to witness the data dependencies then the above rules correspond precisely

to the three �gures shown on the left-hand side of Table 3.2.1.

Guarded attribute grammars extend the traditional model of attribute grammars by allowing

patterns rather than plain variables {as it was the case in the above example{ to represent

the inherited attributes in the left-hand side of a rule. As mentioned early, patterns allow the

semantic rules to process by case analysis based on the shape of some of the inherited attributes,

and in this way to handle the interplay between the data {contained in the inherited attributes{

and the control {the enabling of rules.

De�nition 3.3 (Guarded Attribute Grammars). Given a set of sortsS with �xed inherited

and synthesized attributes, aguarded attribute grammar (GAG) is a set of rulesR : F0 !

F1 � � � Fk where theFi :: si are forms. A sort is used (respectivelyde�ned ) if it appears in

the right-hand side (resp. the left-hand side) of some rule. A guarded attribute grammarG

comes with a speci�c set of sortsaxioms (G) � def(G) n Use(G) {called the axioms of G{

that are de�ned and not used. They are interpreted as the provided services. Sorts which are
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used but not de�ned are interpreted as external services used by the guarded attribute grammar.

The values of the inherited attributes of left-hand sideF0 are called thepatterns of the rule.

The values of synthesized attributes in the right-hand side are variables. These occurrences of

variables together with the variables occurring in the patterns are called theinput occurrences

of variables. We assume that each variable hasat most one input occurrence .

Remark 3.2.2. We have assumed in Def. 3.3 that axioms do not appear in the right-hand

side of rules. This property will be instrumental to prove that strong-acyclicity {a property that

guarantees the safe distribution of the GAG on an asynchronous architecture{ can be compo-

sitionally veri�ed. Nonetheless a speci�cation that does not satisfy this property can easily be

transformed into an equivalent speci�cation that satis�es it: For each axioms that occurs in

the right-hand side of the rule we add a new symbols0 that becomes axioms in the place ofs

and we add copies of the rules associated withs {containing s in their left-hand side{ in which

we replace the occurrence ofs in the left-hand side bys0. In this way we distinguishs used as

a service by the environment of the GAG {role which is now played bys0{ from its uses as an

internal subtask {role played bys in the transformed GAG. End of Remark 3.2.2

A rule of a GAG speci�es the values at output positions {value of a synthesized attribute ofs0

or of an inherited attribute of s1; : : : ; sn . We refer to these correspondences as thesemantic

rules . More precisely, the inputs are associated with (distinct) variables and the value of each

output is given by a term.

A variable can have several occurrences. First it may appear (once) as an input and it may also

appear severally in output values. The corresponding occurrence is respectively said to be in

an input or in an output position. We de�ne the following transformation on rules whose e�ect

is to annotate each occurrence of a variable so thatx? (respectivelyx !) stands for an occurrence

of x in an input position (resp. in an output position).

!(F0 ! F1 � � � Fk) = ?( F0) ! !(F1) � � � !(Fk)

?(s(t1; : : : tn )hu1; : : : um i ) = s(?(t1); : : :?(tn ))h!(u1); : : :!(um )i

!(s(t1; : : : tn )hu1; : : : um i ) = s(!(t1); : : :!(tn ))h?(u1); : : :?(um )i

?(c(t1; : : : tn )) = c(?(t1); : : :?(tn ))

!(c(t1; : : : tn )) = c(!(t1); : : :!(tn ))

?(x) = x?

!(x) = x !

The conditions stated in De�nition 3.3 say that in the labelled version of a rule each variable

occurs at most once in an input position, i.e., thatf ?(F0); !(F1); : : : ; !(Fk)g is an admissible

labeling of the set of forms in ruleR according to the following de�nition.
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De�nition 3.4 (Link Graph) . A labelling in f ?; !g of the variables var(F ) of a set of forms

F is admissible if the labelled version of a formF 2 F is given by either!F or ?F and each

variable has at most one occurrence labelled with?. The occurrencex? identi�es the place where

the value of variablex is de�ned and the occurrences ofx ! identify the places where this value is

used. Thelink graph associated with an admissible labelling of a set of formsF is the directed

graph whose vertices are the occurrences of variables with an arc fromv1 to v2 if these vertices

are occurrences of a same variablex, labelled? in v1 and ! in v2. This arc, depicted as follows,

?
x

x

means that the value produced in thesource vertex v1 should be forwarded to thetarget

vertex v2. Such an arc is called adata link .

De�nition 3.5 (Underlying Grammar). The underlying grammar of a guarded attribute

grammar G is the context-free grammarU(G) = ( N; T; A; P) where

| the non-terminal symbols s 2 N are the de�ned sorts,

| T = S n N is the set of terminal symbols {the external services{,

| A = axioms (G) is the set of axioms of the guarded attribute grammar, and

| the set of productions P is made of the underlying productionsU(R) : s0 ! s1 � � � sk of

rules R : F0 ! F1 � � � Fk with Fi :: si .

A guarded attribute grammar is said to beautonomous when its underlying grammar contains

no terminal symbols.

Intuitively an autonomous guarded attribute grammar represents a standalone application:

It corresponds to the description of particular services, associated with the axioms, whose

realizations do not rely on external services.

3.3 Behaviour of a Guarded Attribute Grammar

Executing a guarded attribute grammar speci�cation of a process is analogous to constructing

an abstract syntax trees for the underlying attribute grammar. In the latter case, these trees

are usually produced by some parsing algorithm during an earlier step. The semantic rules are

then used to decorate the nodes of the input tree with attributes and attribute values. In our

setting, the generation of the tree and its evaluation using the semantic rules are intertwined,

that is, each rule is decorated with its semantic-rules the moment it is plugged into the abstract

syntax tree. The abstract syntax tree is therefore viewed as partially constructed with internal
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nodes (closed nodes) representing tasks for which a resolution method has been assigned, and

leaf nodes (open nodes) representing pending tasks. We call this tree under construction, an

artifact.

An artifact is thus an (incomplete) abstract syntax tree that registers all work that has been

done till a certain instant and brings to the limelight what remains to be done. A closed node

in an artifact is labelled by the rule that was used to create it and an open node is associated

with a form (a task) that will contain all the needed information for its eventual re�nement.

The information attached to an open node consists of the sort of the node, the current value

of its inherited attributes, and the set of applicable business rules obtained after �ltering the

guards. The synthesized attributes of an open node are unde�ned and are thus associated with

variables.

We describe and illustrate the operational semantics of a guarded attribute grammar using the

following three concepts: con�guration (snapshot) and atomic (business) step. A con�guration

allows to characterize a snapshot of the enacted artifact at some point in time, atomic steps

sanction the move from a con�guration to the next, and data-update steps are used to update

data values for variables in inherited positions of the business rule.

3.3.1 Con�guration of a Guarded Attribute Grammar

We consider in this section, only autonomous guarded attribute grammars. The de�nitions

however can be easily generalized to all guarded attribute grammars.

De�nition 3.6 (Con�guration) . A con�guration � of an autonomous guarded attribute gram-

mar with underlying grammarG is an S-sorted set of nodesX 2 nodes(�) each of which is

associated with a de�ning equation in one of the following forms where Var(�) is a set of

variables associated with� :

Closed node: X = R(X 1; : : : ; X k) whereX :: s, and X i :: si for 1 � i � k, and U(R) : s !

s1 : : : sk is the underlying production of ruleR. Rule R is the label of nodeX and nodes

X 1 to X n are its successor nodes .

Open node: X = s(t1; : : : ; tn )hx1; : : : ; xm i where X is of sort s and t1; : : : ; tk are terms

with variables in Var(�) that represent the values of the inherited attributes ofX , and

x1; : : : ; xm are variables in Var(�) associated with its synthesized attributes. { We denote
by Varinh (�) and Varsyn (�) , the sets of inherited and synthesized variables of� respectively

{.

Each variable in var(�) occurs at most once in a synthesized position. Otherwise stated!� =

f !F j F 2 � g is an admissible labelling of the set of forms occurring in� . A node is called

a root node when its sort is an axiom. Each node is the successor of a unique node, called
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its predecessor , except for the root nodes that are the successor of no other nodes. Hence a

con�guration is a set of trees {abstract-syntax trees of the underlying grammar{ which we call

the artifacts of the con�guration. Each axiom is associated with amap made of the artifacts

of the corresponding sort. A map thus collects the artifacts corresponding to a speci�c service

of the GAG.

In order to specify the e�ect of applying a rule at a given node of a con�guration (an Atomic

Step, De�nition 3.10) we �rst recall some notions about substitutions.

Recall 3.3.1 (on Substitutions). A substitution de�nes for each variable in a set of variables,

a value that should be substituted for all occurrences of the variable.

De�nition 3.7 (Substitution) . A substitution � on a set of variablesX = f x1; : : : ; xkg, called

the domain of � and denoteddom(� ), is a partial map

� : X 7! T� (Y) with X \ Y = ;

de�ned by the system of equations

f x i = t i j 1 � i � k g

The setvar(� ) =
S

1� i � k var(t i ) of variables of� , is disjoint from the domain dom(� ) of � . We

say thatdom(� ) is the set ofde�ned variables of � and var(� ) is the set ofused variables

of � .

Conversely a system of equationsf x i = t i j 1 � i � k g de�nes a substitution � with � (x i ) = t i

if it is in solved form , i.e., none of the variablesx i appears in some of the termst j . In

order to transform a system of equationsE = f x i = t i j 1 � i � k g into an equivalent system
�

x i = t0
j j 1 � j � m

	
in solved form one can iteratively replace an occurrence of a variablex i

in one of the right-hand side termt j by its de�nition t i until no variable x i occurs in somet j .

De�nition 3.8 (Applying a substitution) . Given a substitution � : X 7! T� (Y) such that

t 2 T� (X ) ) t� 2 T� (X [ Y), we de�ne the application of a substitution by the following

equations:

x� = � (x) if x 2 dom(� )

x� = x if x =2 dom(� )

a(t1; : : : ; tn )� = a(t1�; : : : ; t n � )

We note t[t i =xi ], the operation of replacing all occurrences of variablesx i by their valuest i in

a term t.
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This process terminates when the relationx i � x j , x j 2 var(� (x i )) is acyclic. One

can easily verify that, under this assumption, the resulting system of equationSF(E) =

f x i = t0
i j 1 � i � ng in solved form does not depend on the order in which the variablesx i

have been eliminated from the right-hand sides. When the above condition is met we say that

the set of equations isacyclic and that it de�nes the substitution associated with the solved

form.

The composition of two substitutions�; � 0, where var(� 0) \ dom(� ) = ; , is denoted by �� 0

and de�ned by �� 0 = f x = t� 0jx = t 2 � g. Similarly, we let � � denote the con�guration

obtained from � by replacing the de�ning equation X = F of each open nodeX by X = F � .

End of Recall 3.3.1

3.3.2 Atomic Step - Applying a Business Rule

The operational semantics of a guarded attribute grammar is described by successive snapshots

(con�gurations) of the enacted system, each snapshot created by the execution of an atomic or

business step. An atomic step that sanctions the move from a con�guration � to a con�guration

� 0 corresponds to the application of a business ruleR at an open nodeX in �. The new

con�guration � 0 is augmented with a closed node (the previously open nodeX ) and none or

several open nodes corresponding to subtasks in the right-hand side ofR.

We now de�ne more precisely when a rule is enabled at a given open node of a con�guration and

the e�ect executing an atomic step. First, note that variables of a rule are formal parameters

whose scopes are limited to the rule. They can injectively be renamed in order to avoid

clashes with variable names appearing in the con�guration. Therefore, we always assume that

the set of variables of a ruleR is disjoint from the set of variables of con�guration � when

applying rule R at a node of �. As informally stated in Section 3.1.2, a ruleR applies at

an open nodeX when its left-hand sides(p1; : : : ; pn )hu1; : : : um i matches with the de�nition

X = s(d1; : : : ; dn )hy1; : : : ; ym i , that is, the task associated withX in �. We use the usual

pattern matching algorithm [125] summarized by the following inductive statements

match (c(p0
1; : : : ; p0

k); c0(d0
1; : : : ; d0

k0)) with c 6= c0 fails

match (c(p0
1; : : : ; p0

k); c(d0
1; : : : ; d0

k)) =
P k

i =1 match (p0
i ; d0

i )

match (x; d) = f x = dg

where the sum� =
P k

i =1 � i of substitutions � i is de�ned and equal to
S

i 2 1::k � i when all substi-

tutions � i are de�ned and associated with disjoint sets of variables. Note that since no variable

occurs twice in the whole set of patternspi , the various substitutionsmatch (pi ; di ), when de-

�ned, are indeed concerned with disjoint sets of variables. Note also thatmatch (c(); c()) = ; .
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De�nition 3.9. A form F = s(p1; : : : ; pn )hu1; : : : um i matches with a task invocationF 0 =

s(d1; : : : ; dn )hy1; : : : ; ym i {of the same sort{ when

1. the patternspi match with the datadi , de�ning a substitution � in =
P

1� i � n match (pi ; di ),

2. the set of equationsf yj = uj � in j 1 � j � mg is acyclic and de�nes a substitution� out .

The resulting substitution� = match (F; F 0) is given by� = � out [ � in � out .

Remark 3.3.2. In most cases variablesyj do not appear in expressionsdi . And when it

is the case one has only to check that patternspi matches with data di {substitution � in is

de�ned{ because then� out = f yj = uj � in j 1 � j � mg since the latter is already in solved

form. Moreover � = � out [ � in because variablesyj do not appear in expressions� in (x i ).

End of Remark 3.3.2

De�nition 3.10 (Atomic Step - Applying a Rule). Let R = F0 ! F1 : : : Fk be a rule, � be

a con�guration, and X = s(d1; : : : ; dn )hy1; : : : ; ym i be an open node in� . We assume thatR

and � are de�ned over disjoint sets of variables. We say thatR is enabled in X and write

�[ R=X i , if the left-hand side ofR matches with the de�nition ofX . Then applying ruleR at

nodeX transforms con�guration � into � 0, denoted as�[ R=X i � 0, with � 0 de�ned as follows:

� 0 = f X = R(X 1; : : : ; X k)g

[ f X 1 = F1�; : : : ; X k = Fk � g

[ f X 0 = F � j (X 0 = F ) 2 � ^ X 0 6= X g

where� = match (F0; X ) and X 1; : : : ; X k are new nodes added to� 0.

Thus the �rst e�ect of applying rule R to an open nodeX is that X becomes a closed node

with label R and new open nodesX 1 to X k are added to �0 and associated respectively with

the instances of thek forms in the right-hand side ofR obtained by applying substitution � to

these forms, that is,X i = Fi � .

The de�nitions of the other nodes of � are updated using substitution� {or equivalently � out .

This update has no e�ect on the closed nodes because their de�ning equations in� contain no

variable.

We conclude this section with two results justifying De�nition 3.10. Namely, Prop. 3.3.3

states that if R is a rule enabled in a nodeX 0 of a con�guration � with �[ R=X0i � 0 then

� 0 is a con�guration: Applying R cannot create a variable with several input occurrences.

And Prop. 3.3.5 shows that substitution � = match (F0; X ) resulting from the matching

of the left-hand side F0 = s(p1; : : : ; pn )hu1; : : : ; um i of a rule R with the de�nition X =

s(d1; : : : ; dn )hy1; : : : ; ym i of an open nodeX is the most general uni�er of the set of equations

f pi = di j 1 � i � ng [ f yj = uj j 1 � j � mg.
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Proposition 3.3.3. If rule R is enabled in an open nodeX 0 of a con�guration � and �[ R=X0i � 0

then � 0 is a con�guration.

Proof. Let R = F0 ! F1 : : : Fk with left-hand side F0 = s(p1; : : : ; pn )hu1; : : : um i and X 0 =

s(d1; : : : ; dn )hy1; : : : ; ym i be the de�ning equation ofX 0 in �. Since the values of synthesized

attributes in the forms F1; : : : ; Fk are variables (by De�nition 3.3) and since these variables

are una�ected by substitution � in the synthesized attribute in the resulting formsFj � in are

variables. The substitutions� in and � out substitute terms to the variablesx1; : : : ; xk appearing

to the patterns and to the variablesy1; : : : ; ym respectively. Sincex i appears in an input position

in R, it can appear only in an output position in the forms !(F1); : : :!(Fk) and thus any variable

of the term � in (x i ) will appear in an output position in !(Fi � in ). Similarly, since yi appears

in an input position in the form !(s(u1; : : : ; un )hy1; : : : ; ym i ), it can only appear in an output

position in !(F ) for the others formsF of �. Consequently any variable of the term� out (yi )

will appear in an output position in !(F � out ) for any equation X = F in � with X 6= X 0. It

follows that the application of a rule cannot produce new occurrences of a variable in an input

position and thus there cannot exist two occurrencesx? of a same variablex in � 0. Q:E:D:

De�nition 3.11. A con�guration � 0 is directly accessible from � , denoted by�[ i � 0, when-

ever �[ R=X i � 0 for some rule R enabled in nodeX of con�guration � . Furthermore, a con-

�guration � 0 is accessible from con�guration � when �[ �i � 0 where [�i is the re
exive and

transitive closure of relation[ i .

Recall that a substitution � uni�es a set of equationsE if t� = t0� for every equationt = t0

in E. A substitution � is more general than a substitution� 0, denoted � � � 0, if � 0 = �� 00

for some substitution � 00. If a system of equations has a some uni�er, then it has {up to an

bijective renaming of the variables in� { a most general uni�er. In particular a set of equations

of the form f x i = t i j 1 � i � ng has a uni�er if and only if it is acyclic. In this case, the

corresponding solved form is its most general uni�er.

Recall 3.3.4 (on Uni�cation) . We consider setsE = E? ] E= containing equations of two

kinds. An equation in E?, denoted ast ?= u, represents auni�cation goal whose solution is a

substitution � such that t� = u� {substitution � uni�es terms t and u. E= contains equations

of the form x = t where variablex occurs only there, i.e., we do not have two equations with

the same variable in their left-hand side and such a variable cannot either occur in any right-

hand side of an equation inE= . A solution to E is any substitution � whose domain is the

set of variables occurring in the right-hand sides of equations inE= such that the compound

substitution made of� and the set of equationsf x = t� j x = t 2 E= g uni�es terms t and u for

any equationt ?= u in E?. Two systems of equations are said to beequivalentwhen they have
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the same solutions. Auni�cation problem is a set of such equations withE= = ; , i.e., it is a set

of uni�cation goals. On the contrary E is said to be insolved formif E? = ; , thus E de�nes

a substitution which, by de�nition, is the most general solution toE. Solving a uni�cation

problem E consists in �nding an equivalent system of equationsE 0 in solved form. In that case

E 0 is a most general uni�er for E.

Martelli and Montanari Uni�cation algorithm [72] proceeds as follows. We pick up non-

deterministically one equation in E? and depending on its shape apply the corresponding

transformation:

1. c(t1; : : : ; tn )c(u1; : : : ; un ): replace it by equationst1
?= u1; : : : ; t1

?= u1.

2. c(t1; : : : ; tn ) ?= c0(u1; : : : ; um ) with c 6= c0: halt with failure.

3. x ?= x: delete this equation.

4. t ?= x wheret is not a variable: replace this equation byx ?= t.

5. x ?= t wherex 62var(t): replace this equation byx = t and substitute x by t in all other

equations ofE.

6. x ?= t wherex 2 var(t) and x 6= t: halt with failure.

The condition in (5) is the occur check. Thus, the computation fails either if the two terms of an

equation cannot be uni�ed because their main constructors are di�erent or because a potential

solution of an equation is necessarily an in�nite tree due to a recursive statement detected by

the occur check. SystemE 0obtained fromE by applying one of these rules, denoted asE ) E 0,

is clearly equivalent to E. We iterate this transformation as long as we do not encounter a

failure and some equation remains inE?. It can be proven that all these computations terminate

and either the original uni�cation problem E has a solution {a uni�er{ and every computation

terminates {and henceforth produces a solved set equivalent toE describing a most general

uni�er of E{ or E has no uni�er and every computation fails. We let

� = mgu (f t i = ui g1� i � n ) i�
n

t i
?= ui

o

1� i � n
) � �

End of Recall 3.3.4

Note that Steps (5) and (6) of the uni�cation algorithm are the only rules that can be applied

to solve a uni�cation problem of the form f yi
?= ui j 1 � i � ng, where the yi are distinct

variables. The most general uni�er exists when the occur check always holds, i.e., rule (5)

always applies. The computation amounts to iteratively replacing an occurrence of a variable

yi in one of the right-hand side termuj by its de�nition ui until no variable yi occurs in some

uj , i.e., (see Recall 3.3.1) when this system of equations is acyclic. Hence any acyclic set of

equationsf yi = ui j 1 � i � ng de�nes the substitution � = mgu (f yi = ui j 1 � i � ng).
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Proposition 3.3.5. If F0 = s0(p1; : : : ; pn )hu1; : : : ; um i , left-hand side of a ruleR, matches

with the de�nition X = s0(d1; : : : ; dn )hy1; : : : ; ym i of an open nodeX then substitution � =

match (F0; X ) is the most general uni�er of the set of equations

f pi = di j 1 � i � ng [ f yj = uj j 1 � j � mg

.

Proof. If a rule R of left-hand sides0(p1; : : : ; pn )hu1; : : : um i is triggered in an open nodeX 0

with X 0 = s0(d1; : : : ; dn )hy1; : : : ; ym i then by Def. 3.10
n

pi
?= di

o

1� i � n
[

n
yj

?= uj

o

1� j � m
) �

� in [
n

yj
?= uj � in

o

1� j � m
using only the rules (1) and (5) of the uni�cation algorithm above.

Now, by applying iteratively rule (5) one obtains

� in [
n

yj
?= uj � in

o

1� j � m
) � � in [ mgu f yj = uj � in g1� j � m

when the set of equationsf yj = uj � in g1� j � m satis�es the occur check. Then� in + � out ) � �

again by using rule (5). Q:E:D:

Remark 3.3.6. The converse of Prop. 3.3.5 does not hold. Namely, one shall not deduce

from Proposition 3.3.5 that the relation �[R=X0i � 0 is de�ned whenever the left-hand side ofR

(lhs(R)) can be uni�ed with the de�nition def( X 0; �) of X 0 in � with

� 0 = f X 0 = R(X 1; : : : ; X k)g

[ f X 1 = F1�; : : : ; X k = Fk � g

[ f X = F � j (X = F ) 2 � ^ X 6= X 0 g

where� = mgu (lhs(R); def(X 0; �)), and X 1; : : : ; X k are new nodes added to �0. Indeed, when

unifying lhs(R) with def(X 0; �) one may generate an equation of the formx = t wherex is a

variable in an inherited datadi and t is an instance of a corresponding subterm in the associated

pattern pi . This would correspond to a situation where information is sent to the context of a

node through one of its inherited attributes. Stated di�erently, with this alternative de�nition

some parts of the patternpi could actually be used to �lter out the incoming data valuedi

while some other parts of the same pattern would be used to transfer synthesized information

to the context. End of Remark 3.3.6
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3.4 Examples

In this section we illustrate the behaviour of guarded attribute grammars with two examples.

Example 3.4.1 describes an execution of the attribute grammar of Example 3.2.1. The spec-

i�cation in Example 3.2.1 is actually an ordinary attribute grammar because the inherited

attributes in the left-hand sides of rules are plain variables. This example shows how data are

lazily produced and send in push mode through attributes. It also illustrates the role of the

data links and their dynamic evolutions. Example 3.4.2 illustrates the role of the guards by

describing two processes acting as coroutines. The �rst process sends forth a list of values to

the second process and it waits for an acknowledgement for each message before sending the

next one.

Example 3.4.1 (Example 3.2.1 continued). Let us consider the attribute grammar of Exam-

ple 3.2.1 and the initial con�guration � 0 = f X 0 = root()hxi ; Y0 = toor (x)hig shown next

?X 0 :: root ? Y0 :: toor

x?

x

The annotated version !�0 = f !F j F 2 � 0 g of con�guration � 0 is

!� 0 =
�

X 0 = root()hx?i ; Y0 = toor (x !)hi
	

The data link from x? to x ! says that the list of the leaves of the tree {that will stem from

nodeX 0{ to be synthesized at nodeX 0 should be forwarded to the inherited attribute ofY0.

This tree is not de�ned in the initial con�guration � 0. One can start developping it by applying

rule Root : root ()hui ! bin(Nil )hui at nodeX 0 :: root . Actually the left-hand side root()hui of

rule Root matches with the de�nition root()hxi of X 0 with � in = ; and � out = f x = ug. Thus

� 0[Root=X0i � 1 where the annotated con�guration !�1 is given in Figure 3.4.

RootX 0

?X 1 :: bin

? Y0

u

Nil ? u

X 0 = Root( X 1)
X 1 = bin(Nil) hu?i
Y0 = toor (u!)h i

Figure 3.4 { Con�guration � 1

Note that substitution � out = f x = ug replaces the data link (x?; x!) by a new link (u?; u!) with

the same target and whose source has been moved from the synthesized attribute ofX 0 to the

synthesized attribute ofX 1.
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?
u

u
x

x
v

[� out i ?
u

u
v

The tree may be re�ned by applying rule

Fork : bin(x)hyi ! bin(z)hyi bin(x)hzi

at node X 1 :: bin since its left-hand sidebin(x)hyi matches with the de�nition bin(Nil) hui of

X 1 with � in = f x = Nil g and � out = f u = yg. Hence �1[Fork=X1i � 2 where !� 2 is given in

Figure 3.5.

RootX 0 :: root

Fork

? Y0 :: toor

y

? ?
z ?

y

Nil ?

z

X 0 = Root( X 1)
X 1 = Fork( X 11; X 12)

X 11 = bin(z!)hy?i
X 12 = bin(Nil )hz?i

Y0 = toor (y!)h i

Figure 3.5 { Con�guration � 2

Rule Leafc : bin(x)hConsc(x)i ! applies at nodeX 12 since its left-hand sidebin(x)hConsc(x)i

matches with the de�nition bin(Nil )hzi of X 12 with � in = f x = Nil g and � out = f z = Consc(Nil) g.

Hence �2[Leafc=X12i � 3 where the annotated con�guration !�3 is given in Figure 3.6.

RootX 0 :: root

Fork

? Y0 :: toor

y

? Leaf c

Cons c

Nil

? y

X 0 = Root( X 1)
X 1 = Fork( X 11; X 12)

X 11 = bin(Consc(Nil)) hy?i
X 12 = Leaf c

Y0 = toor (y!)h i

Figure 3.6 { Con�guration � 3

As a result of substitution � out = f z = Consc(Nil) g the value Consc(Nil) is transmitted through

the link (z?; z!) and this link disappears.

Rule Fork : bin(x)hui ! bin(z)hui bin(x)hzi may apply at node X 11: its left-hand side

bin(x)hui matches with the de�nition bin(Consc(Nil)) hyi of X 11 with � in = f x =Consc(Nil)) g

and � out = f y = ug. Hence �3[Fork=X1i � 4 with con�guration ?� 4 given in Figure 3.7.
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RootX 0 :: root

Fork

? Y0 :: toor

u

Leaf cFork

? ?

z ?

u

Cons c

Nil

?

z

X 0 = Root( X 1)
X 1 = Fork( X 11; X 12)

X 11 = Fork( X 111; X 112)
X 111 = bin(z!)hu?i
X 112 = bin(Consc(Nil)) hz?i
X 12 = Leaf c

Y0 = toor (u!)h i

Figure 3.7 { Con�guration � 4

Rule Leafa : bin(x)hConsa(x)i ! applies at nodeX 111 since its left-hand sidebin(x)hConsa(x)i

matches with the de�nition bin(z)hui of X 111 with � in = f x = zg and � out = f u = Consa(z)g.

Hence �4[Leafa=X111i � 5 with con�guration !� 5 given in Figure 3.8.

RootX 0 :: root

Fork

? Y0 :: toor

Cons a

z

Leaf cFork

Leaf a ? z

?Cons c

Nil

X 0 = Root( X 1)
X 1 = Fork( X 11; X 12)

X 11 = Fork( X 111; X 112)
X 111 = Leaf a

X 112 = bin(Consc(Nil)) hz?i
X 12 = Leaf c

Y0 = toor (Consa(z!))h i

Figure 3.8 { Con�guration � 5

Using substitution � out = f u = Consa(z)g the data Consa(z) is transmitted through the link

(u?; u!) which, as a result, disappears. A new link (z?; z!) is created so that the rest of the list,

to be synthesized in nodeX 112 can later be forwarded to the inherited attribute ofY0.

Finally one can apply rule Leafb : bin(x)hConsa(x)i ! at node X 112 since its left-hand side

matches with the de�nition bin(Consc(Nil)) hzi of X 112 with � in = f x = Consc(Nil) g and � out =

f z = Consb(Consc(Nil)) g.

Therefore, � 5[Leafb=X112i � 6 with con�guration !� 6 given in Figure 3.9.

Now the tree rooted at nodeX 0 is closed {and thus it no longer holds attributes{ and the

list of its leaves has been entirely forwarded to the inherited attribute of nodeY0. Note that

the recipient nodeY0 could have been re�ned in parallel with the changes of con�gurations just
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Root

X 0 :: root

Fork

?

Y0 :: toor

Cons a

Cons b

Cons c

Nil

Leaf cFork

Leaf a Leaf b

X 0 = Root( X 1)
X 1 = Fork( X 11; X 12)

X 11 = Fork( X 111; X 112)
X 111 = Leaf a

X 112 = Leaf b

X 12 = Leaf c

Y0 = toor (Consa(Consb(Consc(Nil)))) h i

Figure 3.9 { Con�guration � 6

described. End of Example 3.4.1

The above example shows that data links are used to transmit data in push mode from a source

vertex v {the input occurrencex? of a variablex{ to some target vertexv0{an output occurrence

x ! of the same variable. These links (x !; x?) are transient in the sense that they disappear as

soon as variablex gets de�ned by the substitution � out induced by the application of a rule in

some open node of the current con�guration. If� out (x) is a term t, not reduced to a variable,

with variables x1; : : : ; xk then vertex v0 is re�ned by the term t[x !
i =xi ] and new verticesv0

i |

associated with these new occurrences ofx i in an output position| are created. The original

data link (x?; x!) is replaced by all the corresponding instances of (x?
i ; x!

i ). Consequently, a target

is replaced by new targets which are the recipients for the subsequent pieces of information {

maybe none because no new links are created whent contains no variable. If the termt is a

variable y then the link (x?; x!) is replaced by the link (y?; y!) with the same target and whose

source, the (unique) occurrencex? of variable x, is replaced by the (unique) occurrencey?

of variable y. Therefore, the direction of the 
ow of information is in both cases preserved:

Channels can be viewed as \generalized streams" {that can fork or vanish{ through which

information is pushed incrementally.

Example 3.4.2. Figure 3.10 shows a guarded attribute grammar that represents two coroutines

communicating through lazy streams. Each process alternatively sends and receives data. More

precisely the second process sends an acknowledgment {message ?b{ upon reception of a message

sent by the left process. Initially or after reception of an acknowledgment of its previous message

the left process can either send a new message or terminate the communication.
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k

?
q1

?

q0
2

x ?
y

y ?
x

q1 q2

�

!a

?b!stop

q0
1 q0

2

�

!b

?a ?stop

k : q0  q1 (x)hyi q0
2 (y)hxi

!a : q1 (x)ha(y)i  q2 (x)hyi
?b : q2 (b(x)) hyi  q1 (x)hyi

!stop : q1 (x)hstopi  

!b : q0
1 (y)hb(x)i  q0

2 (y)hxi
?a : q0

2 (a(y)) hxi  q0
1 (y)hxi

?stop : q0
2 (stop) hyi  

Figure 3.10 { Coroutines with lazy streams

Production !a : q1(x0)ha(y0)i  q2(x0)hy0i applies at nodeX 1 of con�guration

� 1 = f X = X 1kX 2; X 1 = q1(x)hyi ; X 2 = q0
2(y)hxig

shown in Figure 3.11 because its left-hand sideq1(x0)ha(y0)i matches with the de�nition q1(x)hyi

k

?
q1

?

q0
2

x ?y y ? x

k

!a ?

q0
2

?
q2

x ?y 0

a

y0

? x

k

!a ?a

?
q1

?

q0
1

x0 ?y 0 y0 ? x 0

Figure 3.11 { � 1[!a=X1i � 2[?a=X2i � 3

of X 1 with � in = f x0= xg and � out = f y = a(y0)g. We get con�guration

� 2 =

(
X = X 1kX 2; X 1 =! a(X 11);

X 2 = q0
2(a(y0))hxi ; X 11 = q2(x)hy0i

)

shown on the middle of Figure 3.11.

Production ?a : q0
2(a(y))hx0i  q0

1(y)hx0i applies at nodeX 2 of � 2 because its left-hand side

q0
2(a(y))hx0i matches with the de�nition q0

2(a(y0))hxi of X 2 with � in = f y = y0g and � out =

f x = x0g. We get con�guration

� 3 =

(
X = X 1kX 2; X 1 =! a(X 11); X 2 =?a(X 21);

X 11 = q2(x0)hy0i ; X 21 = q0
1(y0)hx0i g

)

shown on the right of Figure 3.11.
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The corresponding acknowlegment may be sent and received leading to con�guration

� 5 = � [ f X 111 = q1(x)hyi ; X 211 = q0
2(y)hxig :

where � =

(
X = X 1kX 2; X 1 =! a(X 11); X 2 =?a(X 21);

X 21 =! b(X 211); X 11 =?b(X 111)

)

:

The process on the left may decide to end communication by applying production !stop :

q1(x0)hstopi  at X 111 with � in = f x0 = xg and � out = f y = stopg leading to con�guration

� 6 = � [ f X 111 =!stop; X 211 = q0
2(stop)hxig :

The reception of this message by the process on the right corresponds to applying production

?stop :q0
2(stop)hyi  at X 211 with � in = ; and � out = f x = yg leading to con�guration

� 7 = � [ f X 111 =!stop; X 211 =?stopg:

Note that variable x appears in an input position in �6 and has no corresponding output

occurrence. This means that the value ofx is not used in the con�guration. When production

?stop is applied in nodeX 211 variable y is substituted to x. Variable y has an output occurrence

in production ?stop and no input occurrence meaning that the corresponding output attribute

is not de�ned by the semantic rules. As a consequence, this variable simply disappears in the

resulting con�guration � 7. If variable x was used in �6 then the output occurrences ofx would

have been replaced by (output occurrences) of variabley that will remain unde�ned {no value

will be substituted to y in subsequent transformations{ until these occurrences of variables may

possibly disappear. End of Example 3.4.2



Chapter 4

Composition, Distribution, and

Soundness of GAGs

In this chapter, we investigate some formal properties of guarded attribute grammars. We �rst

turn our attention to the composition of autonomous guarded attribute grammars and show

that the behaviour of the composed GAG can be recovered from the individual behaviours of

its components. We then investigatedistribution, a classical property of collaborative systems.

We considerinput-enabledGAGs to guarantee that the application of a rule at an open node

is a monotonous and con
uent operation. This property is instrumental for the distribution of

a GAG speci�cation on an asynchronous architecture.

4.1 Composition of Guarded Attribute Grammars

In this section we de�ne the behaviour of potentially non-autonomous guarded attributed gram-

mars to account for systems that call for external services: A guarded attribute grammar for a

service may contain terminal symbols, namely symbols that do not occur in the left-hand sides

of any of its rules. These terminal symbols are interpreted as calls to external services that

are associated with some other guarded attribute grammar. We introduce a composition of

guarded attribute grammars and show that the behaviour of the composite guarded attribute

grammar can be recovered from the behaviour of its components. We consider the di�erent

grammars to be located in separate sites, hence the use of the terms local and distant when

referring to variables and/or nodes with respect to a guarded attribute grammarG.

We assume that guarded attribute grammarG has a namespacens(G) used for the for following:

the nodesX of its con�guration, the variables x occurring in the values of attributes of these

nodes, and for references to variables belonging to the active workspaces of other users {its

51
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subscriptions. Hence, we have a name generator that produces unique identi�ers for each

newly created variable of a con�guration. Furthermore, we assume that the name of a variable

determines itslocation, namely the active workspace it belongs to. A con�guration is given by

a set of equations as stated in De�nition 3.6 with the following changes:

1. A node associated with a terminal symbol is associated with no equation {it corresponds

to a service call that initiates an artifact in a GAG con�guration of a distant workspace.

2. Equations of the formy = x state that distant variable y subscribes to the value of local

variable x.

3. Equations of the formY = X in a local con�guration state that Y is the distant node

that created the artifact rooted at local nodeX .

Furthermore, we add an inputin (�) and an output out(�) bu�er to each con�guration �. They

contain messages respectively received from and sent to distant locations. A message in the

input bu�er is one of the following types.

1. Y = s(t1; : : : ; tn )hy1; : : : ; ym i tells that distant node Y calls services 2 axioms (G). When

reading this message, we create a new root nodeX |the root of the artifact associated

with the service call. And valuest1; : : : ; tn are assigned to the inherited attributes of

node X while the distant variables y1; : : : ; ym subscribe to the values of its synthesized

attributes. We replace variableY by a dummy variable (wild-card: ) when this service

call is not invoked from a distant guarded attribute grammar but from an external user

of the system.

2. x = t tells that local variable x receives the valuet from a subscription created at a

distant location.

3. y = x states that distant variable y subscribes to the value of local variablex.

Symmetrically, a message in the output bu�erout(�) is one of the following types.

1. X = s(t1; : : : ; tn )hy1; : : : ; ym i tells that local nodeX calls the external services {a terminal

symbol{ with values t1; : : : ; tn assigned to the inherited attributes. And the local variables

y1; : : : ; ym subscribe to the values of the synthesized attributes of the distant node where

the artifact generated by this service call will be rooted.

2. y = t tells that value t is sent to distant variabley according to a subscription made for

this variable.

3. x = y states that local variablex subscribes to the value of distant variabley.

The behaviour of a guarded attribute grammar is given by relation� e�!
M

� 0 stating that event

e transforms con�guration � into � 0 and adds the set of messagesM to the output bu�er.

An event is the application of a ruleR to a nodeX of con�guration � or the consumption of
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a message from its input bu�er. Let us start with the former kind of event:e = R=X . Let

X = s(t1; : : : ; tn )hy1; : : : ; ym i 2 � and R = F ! F1 � � � Fk be a rule whose left-hand side matches

with X producing substitution � = match (F; X ). All variables occurring in the de�nition of

nodeX are local. We recall that in order to avoid name clashes we rename all the variables of

rule R with fresh names. We use the local name generator for that purpose. Hence all variables

of R are also local variables {freshly created ones. Therefore, all variables used and de�ned by

substitution � are local variables. Then we let� R=X
�!
M

� 0 where

� 0 = f X = R(X 1; : : : ; X k)g

[ f X i = Fi � j X i :: si and si 2 N g

[ f X 0 = F � j (X 0 = F ) 2 � ^ X 0 6= X g

[ f y = yj � j (y = yj ) 2 � and yj � is a variableg

[ f Y = X j (Y = X ) 2 � g

M = f X i = Fi � j X i :: si and si 2 T g

[ f y = yj � j (y = yj ) 2 � and yj � not a variableg

whereX 1; : : : ; X k are new names inns(G). Note that when a distant variable y subscribes to

some synthesized attribute of nodeX , namely (y = yi ) 2 �, two situations can occur depending

on whetheryj � is a variable or not. Whenyj � = x is a (local) variable the subscriptiony = yi

is replaced by subscriptiony = x: Variable yi delegates the production of the required value to

x. This operation is totally transparent to the location that initiated the subscription. But as

soon as some value is produced {yj � is not a variable { it is immediately sent to the subscribing

variable even when this value contains variables: Values are produced and sent incrementally.

Let us now consider the event associated with the consumption of a messagem 2 out(�) in the

input bu�er.

1. If m = ( Y = s(t1; : : : ; tn )hy1; : : : ; yqi ) { a call to an external service { then

� 0 = � [
�

Y = s(t1; : : : ; tn )hy1; : : : ; yqi
	

[ f yj = yj j 1 � j � qg [
�

Y = Y
	

where Y, the variablesx for x 2 V ar(t i ) and the variablesyj are new names inns(G),

t = t[x=x], and M = f x = x j x 2 V ar(t i ) 1 � i � ng.

2. If m = ( x = t) then � 0 = �[ x = t[y=y]] wherey are new names inns(G) associated with

the variablesy in t and M = f y = y j y 2 V ar(t) g.

3. If m = ( y= x) then � 0 = � [ f y = xg and M = ; .

We now de�ne the guarded attribute grammar resulting from the composition of a set of smaller

guarded attribute grammars.

De�nition 4.1 (Composition of GAG).

Let G1; : : : ; Gp be guarded attribute grammars with disjoint sets of non-terminal symbols such
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that each terminal symbol of a grammarGi that belongs to another grammarGj must be an

axiom of the latter: Ti \ Sj = Ti \ axioms (Gj ) wheres 2 Ti \ axioms (Gj ) means that grammar

Gi uses services of Gj . Their composition , denoted asG = G1 � � � � � Gp, is the guarded

attribute grammar whose set of rules is the union of the rules of theGi s and with set of axioms

axioms (G) = [ 1� i � paxioms (Gj ). We say that theGi are the local grammars and G the

global grammar of the composition. If some axiom of the resulting global grammar calls itself

recursively we apply the transformation described in Rem. 3.2.2.

One may also combine this composition with a restriction operator,G � ax , if the global grammar

o�ers only a subsetax � [ 1� i � paxioms (Gi ) of the services provided by the local grammars.

Note that the set of terminal symbols of the composition is given by

T = ( [ 1� i � pTi ) n ([ 1� i � paxioms (Gj ))

that is, its set of external services are all external services of a local grammar but those which

are provided by some other local grammar in the composition. Note also that the set of

non-terminal symbols of the global grammar is the (disjoint) union of the set of non-terminal

symbols of the local grammars:N = [ 1� i � pN i . This partition can be used to retrieve the

local grammar by taking the rules of the global grammar whose sorts on the left-hand side

belong to the given equivalence class. Of course, not every partition of the set of non-terminal

symbols of a guarded attribute grammar corresponds to a decomposition into local grammars.

To decompose a guarded attribute grammar into several components one can proceed as follows:

1. Select a partition axiom (G) � [ 1� i � naxioms i of the set of axioms. These sets are

intended to represent the services associated with each of the local grammars.

2. Construct the local grammarGi associated with servicesaxioms i by �rst taking the rules

whose left-hand sides are forms of sorts 2 axioms i , and then iteratively adding to Gi

the rules whose left-hand sides are forms of sorts 2 N n [ j 6= i axioms i such that s appears

in the right-hand side of a rule previously added toGi .

3. If appropriate, namely when a same rule is copied in several components, rename the

non-terminal symbols of the local grammars to ensure that they have disjoint sets of

non-terminal symbols.

The above transformation can duplicate rules inG in the resulting compositionG = G1 � � � � �

Gn but does not radically change the original speci�cation.

Con�gurations of guarded attribute grammars are enriched with subscriptions {equations of

the form y = x { to enable communication between the various sites. One might dispense with

equations of the formY = X in the operational semantics of guarded attribute grammars.

But they facilitate the proof of correctness of this composition (Prop. 4.1.1) by easing the
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reconstruction of the global con�guration from its set of local con�gurations. Indeed, the

global con�guration can be recovered as � = �1 � � � � � � p where operator� consists in taking

the union of the systems of equations given as arguments and simplifying the resulting system

by elimination of the copy rules: We drop each equation of the formY = X (respectivelyy = x)

and replace each occurrence ofY by X (resp. ofy by x).

Let G = G1 � � � � � Gp be a composition , �i be a con�guration of Gi for 1 � i � p and

� = � 1 � � � � � � p the corresponding global con�guration. Since the location of a variable

derives from its identi�er we know the location of destination of every message in the output

bu�er of a component. If M is a set of messages we letM i � M denote the set of messages,

in M to be forwarded toGi . Their union M � = [ 1� i � pM i is the set ofinternal messages that

circulate between the local grammars. The remainderMG = M nM � is the set of messages that

remain in the output bu�er of the global grammar {the globalmessages.

The join dynamics of the local grammars can be derived as follows from their individual be-

haviours, wheree stands forR=X or a messagem:

1. If � i
e�!

M
� 0

i then � e=)
M

� 0 with � j = � 0
j for j 6= i .

2. If � e=)
M

� 0 and � 0 m=)
M 0

� 00 for m 2 M then � e=)
M nf m g[ M 0

� 00:

The correctness of the composition is given by the following proposition. It states that(i) every

application of a rule can immediately be followed by the consumption of the local messages

generated by it, and(ii) the behaviour of the global grammar can be recovered from the joint

behaviour of its components where all internal messages are consumed immediately.

Proposition 4.1.1. Let G = G1 � � � � � Gp be a composition,� i a con�guration of Gi for

1 � i � p and � = � 1 � � � � � � p the corresponding global con�guration. Then

1. �
R=X
=)
M

� 0 =) 9 ! � 00 such that �
R=X
=)
M G

� 00

2. � e�!
M G

� 0 () � e=)
M G

� 0

Proof. The �rst statement follows from the fact that relation � e=)
M

� 0 is deterministic (M and � 0

are uniquely de�ned from � and e) and the application of a rule produces, directly or indirectly,

a �nite number of messages.

1. If m is of the form Y = s(t1; : : : ; tn )hy1; : : : ; yn i , then consumingm results in adding new

equations to the local con�guration that receives it, and generating a set of messages

of the form �x = x that can hence be consumed by the location that will receive them

without generating new messages (case 3 below).

2. If m = ( x = t), then consumption of the message results in production of new variables,

and a new (�nite) set of messages of the form �y = y that can then be consumed by the

location that sent m without producing any new message.
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3. If m = ( y = x) then consuming the message results in adding an equationy = x to the

local con�guration without generating any new message.

The second statement follows from the fact that the construction of a global con�guration

� = � 1 � � � � � � p amounts to consuming all the local messages between the components.

Q:E:D:

Corollary 4.1.2. Let G = G1 � � � � � Gp be a composition whereG is an autonomous guarded

attribute grammar and� be a con�guration of G. Then

�[ R=X i � 0 () �
R=X
=)

;
� 0

A con�guration is stable when all internal messages are consumed. The behaviour of the

global grammar is thus given as the restriction of the joint behaviour of the components to

the set of stable con�gurations. This amounts to imposing that every event of the global

con�guration is immediately followed by the consumption of the internal messages generated by

the event. However, if the various sites are distributed at distant locations on an asynchronous

architecture, one can never guarantee that no internal message remains in transit, or that

some message is received but not yet consumed in some distant location. In order to ensure a

correct distribution, we therefore need a monotony property stating that(i) a locally enabled

rule cannot become disabled by the arrival of a message and(ii) local actions and incoming

messages can be swapped. We identify in Section 4.2 a class of guarded attribute grammars

having this monotony property and which thus guarantees a safe implementation of distributed

active workspaces.

4.2 Distribution of a Guarded Attribute Grammar

We say that rule R is triggered in node X if substitution � in {given in def. 3.9{ is de�ned:

Patterns pi match the data di . As shown by the following example one can usually suspect a


aw in a speci�cation when a triggered transition is not enabled due to the fact that the system

of equationsf yj = uj � in j 1 � j � mg is cyclic.

Example 4.2.1. Let us consider the guarded attribute grammar given by the following rules:

P : s0( )h i ! s1(a(x))hxi s2(x)h i

Q : s1(y)ha(y)i !

R : s2(a(z))h i !
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Applying P in node X 0 of con�guration � 0 = f X 0 = s0( )h ig leads to con�guration

� 1 = f X 0 = P(X 1; X 2); X 1 = s1(a(x))hxi ; X 2 = s2(x)h ig

Rule Q is triggered in nodeX 1 with � in = f y = a(x)g but the occur check fails because variable

x occurs ina(y)� in = a(a(x)). Alternatively, we could drop the occur check and instead adapt

the �xed-point semantics for attribute evaluation de�ned in [20, 73] in order to cope with

in�nite data structures. More precisely, we let� out be de�ned as the least solution of system of

equationsf yi = uj � in j 1 � j � mg |assuming these equations are guarded, i.e., that there is

no cycle of copy rules in the link graph of any accessible con�guration. In that case the in�nite

tree a! is substituted to variable x and the unique maximal computation associated with the

grammar is given by the in�nite tree P(Q; R! ). In De�nition 3.10 we have chosen to restrict to

�nite data structures which seems a reasonable assumption in view of the nature of systems we

want to model. The occur check is used to avoid recursive de�nitions of attribute values. The

given example, whose most natural interpretation is given by �xed point computation, should

in that respect be considered as ill-formed. And indeed, this guarded attribute grammar is

not sound |a notion presented in Section 4.2| because con�guration � 1 is not closed (it still

contains open nodes) but yet it is a terminal con�guration that enables no rule. We say that

this con�guration is not deadlock freesince it represents a case that cannot be terminated.

End of Example 4.2.1

The fact that triggered rules are not enabled can also impact the distributability of a grammar

as shown by the following example.

Example 4.2.2. Let us consider the GAG with the following rules:

P : s( )h i ! s1(x)hyi s2(y)hxi

Q : s1(z)ha(z)i !

R : s2(u)ha(u)i !

Rule P is enabled in con�guration � 0 = f X 0 = s( )h ig with � 0[P=X0i � 1 where

� 1 = f X 0 = P(X 1; X 2); X 1 = s1(x)hyi ; X 2 = s2(y)hxig :

In con�guration � 1 rulesQ and R are enabled in nodesX 1 and X 2 respectively with � 1[Q=X1i � 2

where

� 2 = f X 0 = P(X 1; X 2); X 1 = Q; X 2 = s2(a(x))hxig

and � 1[R=X2i � 3 where

� 3 = f X 0 = P(X 1; X 2); X 1 = s2(a(y))hyi ; X 2 = Rg
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Now rule R is triggered but not enabled in nodeX 2 of con�guration � 2 because of the cyclicity

of f x = a(a(x))g. Similarly, rule Q is triggered but not enabled in nodeX 3 of con�guration � 3.

There is a con
ict between the application of rulesR and Q in con�guration � 1. When the

grammar is distributed in such a way thatX 1 and X 2 have distinct locations, the speci�cation

is not implementable. End of Example 4.2.2

We �rst tackle the problem of safe distribution of a GAG speci�cation on an asynchronous

architecture by limiting ourselves to standalone systems. Hence to autonomous guarded at-

tribute grammars. At the end of the section we show that this property can be veri�ed in a

modular fashion if the grammar is given as the composition of local (and thus non-autonomous)

grammars.

De�nition 4.2 (Accessible Con�gurations).

Let G be an autonomous guarded attribute grammar. Acase c = s(t1; : : : ; tn )hx1; : : : ; xm i

is a ground instantiation of services, an axiom of the grammar, i.e., the valuest i of the

inherited attributes are ground terms. It means that it is a service call which already contains

all the information coming from the environment of the guarded attribute grammar. Aninitial

con�guration is any con�guration � 0(c) = f X 0 = cg associated with casec. An accessible

con�guration is any con�guration accessible from an initial con�guration.

Substitution � in , given by pattern matching, is monotonous w.r.t. incoming information and

thus it causes no problem for a distributed implementation of our model. However, substitu-

tion � out is not monotonous since it may become unde�ned when information coming from a

distant location makes the match of output attributes a cyclic set of equations, as illustrated

by example 4.2.2.

De�nition 4.3. An autonomous guarded attribute grammar isinput-enabled if every rule

that is triggered in an accessible con�guration is also enabled.

If every form s(d1; : : : ; dn )hy1; : : : ; ym i occurring in some reachable con�guration is such that

variablesyj do not appear in expressionsdi then by Remark 3.3.2 the guarded attribute gram-

mar is input-enabled |moreover � = � out [ � in for every enabled rule. This property is

clearly satis�ed for guarded L-attributed grammars which consequently constitute a class of

input-enabled guarded attribute grammars.

De�nition 4.4 (L-attributed Grammars) . A guarded attribute grammar isleft-attributed , in

short a LGAG, if any variable that is used in an inherited position in some formF of the

right-hand side of a rule is either a variable de�ned in a pattern in the left-hand side of the rule

or a variable occurring at a synthesized position in a form which appears at the left ofF , i.e.,

inherited information 
ows from top-to-bottom and left-to-right between sibling nodes.
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We call the substitution induced by a sequence�[ �i � 0 the corresponding composition of the

various substitutions associated respectively with each of the individual steps in the sequence.

If X is an open node in both � and � 0, i.e., no rules are applied at nodeX in the sequence,

then we getX = s(d1�; : : : ; d n � )hy1; : : : ; ym i 2 � 0 where

X = s(d1; : : : ; dn )hy1; : : : ; ym i 2 �

and � is the substitution induced by the sequence.

Proposition 4.2.3 (Monotony).

Let � be an accessible con�guration of an input-enabled GAG,X = s(d1; : : : ; dn )hy1; : : : ; ym i 2

� and � be the substitution induced by some sequence starting from� . Then

�[ P=Xi � 0 implies � � [P=Xi � 0�:

Proof. Direct consequence of De�nition 3.3 due to the fact that
1. match (p; d� ) = match (p; d)� , and

2. mgu (f yj = uj � j 1 � j � mg)=

mgu (f yj = uj j 1 � j � mg)� .

The former is trivial, and the latter follows by induction on the length of the computation of the

most general uni�er {relation ) � using rule (5) only of Recall 3.3.4. Note that the assumption

that the guarded attribute grammar is input-enabled is crucial because in the general case it

could happen that the setf yj = uj � in j 1 � j � mg satis�es the occur check whereas the set

f yj = uj (� in � ) j 1 � j � mg does not satisfy the occur check. Q:E:D:

Proposition 4.2.3 is instrumental for the distributed implementation of guarded attribute gram-

mars. Namely it states that new information coming from a distant asynchronous location

re�ning the value of some input occurrences of variables of an enabled rule do not prevent the

rule to apply. Thus, a rule that is locally enabled can freely be applied regardless of information

that might further re�ne the current partial con�guration. It means that con
icts arise only

from the existence of two distinct rules enabled in the same open node. Hence the only form

of non-determinism corresponds to the decision of a stakeholder to apply one particular rule

among those enabled in a con�guration. This is expressed by the following con
uence property.

Corollary 4.2.4. Let � be an accessible con�guration of an input enabled GAG. If�[ P=Xi � 1

and �[ Q=Yi � 2 with X 6= Y then � 2[P=Xi � 3 and � 1[Q=Yi � 3 for some con�guration � 3.

Note that, by Corollary 4.2.4, the artifact contains a full history of the case in the sense that

one can reconstruct from the artifact the complete sequence of applications of rules leading to

the resolution of the case |up to the commutation of independent elements in the sequence.
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Remark 4.2.5. We might have considered a more symmetrical presentation in De�nition 3.3

by allowing patterns for synthesized attributes in the right-hand sides of rules with the e�ect

of creating forms in a con�guration with patterns in their co-arguments. These patterns would

express constraints on synthesized values. This extension could be acceptable if one sticks

to purely centralized models. However, as soon as one wants to distribute the model on an

asynchronous architecture, one cannot avoid such a constraint to be further re�ned due to a

transformation occurring in a distant location. Then the monotony property (Proposition 4.2.3)

is lost: A locally enabled rule can later be disabled when a constraint on a synthesized value

gets a re�ned value. This is why we required synthesized attributes in the right-hand side of

a rule to be given by plain variables in order to prohibit constraints on synthesized values.

End of Remark 4.2.5

It is di�cult to verify input-enabledness as the whole set of accessible con�gurations is involved

in this condition. Nevertheless, one can �nd a su�cient condition for input enabledness, similar

to the strong non-circularity of attribute grammars [24], that can be checked by a simple �x-

point computation.

De�nition 4.5. Let s be a sort of a guarded attribute grammar withn inherited attributes

and m synthesized attributes. We let(j; i ) 2 SI (s) where1 � i � n and 1 � j � m if there

existsX = s(d1; : : : ; dn )hy1; : : : ; ym i 2 � where� is an accessible con�guration andyj 2 di . If

R is a rule with left-hand sides(p1; : : : ; pn )hu1; : : : ; um i we let (i; j ) 2 IS (R) if there exists a

variable x 2 Var(R) such thatx 2 Var(di ) \ Var(uj ). The guarded attribute grammarG is said

to be acyclic if for every sort s and rule R whose left-hand side is a form of sorts the graph

G(s; R) = SI (s) [ IS (R) is acyclic.

Proposition 4.2.6. An acyclic guarded attribute grammar is input-enabled.

Proof. SupposeR is triggered in nodeX with substitution � in such that yj 2 ui � in then

(i; j ) 2 G(s; R). Then the fact that occur check fails for the setf yj j 1 � j � mg entails that

one can �nd a cycle inG(s; R). Q:E:D:

Relation SI (s) still considers the whole set of accessible con�gurations. The following de�nition

provides an over-approximation of this relation given by a �xpoint computation.

De�nition 4.6. The graph of local dependencies of a rule R : F0 ! F1 � � � F` is the directed

graph GLD (R) that records the data dependencies between the occurrences of attributes given

by the semantic rules. We designate the occurrences of attributes ofR as follows: We letk(i )

(respectivelykhj i ) denote the occurrence of thei th inherited attribute (resp. thej th synthesized

attribute) in Fk . If s is a sort with n inherited attributes and m synthesized attributes, we
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de�ne the relations IS (s) and SI (s) over [1; n] � [1; m] and [1; m] � [1; n] respectively as the

least relations such that:

1. For every ruleR : F0 ! F1 � � � F` where formFi is of sort si and for everyk 2 [1; `]

�
(j; i )

�
� (khj i ; k(i )) 2 GLD (R)k

	
� SI (sk)

where graphGLD (R)k is given as the transitive closure of

GLD (R) [
n

(0hj i ; 0(i ))
�
�
� (j; i ) 2 SI (s0)

o

[
n

(k0(i ); k0hj i )
�
�
� k0 2 [1; `]; k0 6= k; (i; j ) 2 IS (sk0)

o

2. For every ruleR : F0 ! F1 � � � F` where formFi is of sort si

�
(i; j )

�
� (0(i ); 0hj i ) 2 GLD (R)0

	
� IS (s0)

where graphGLD (R)0 is given as the transitive closure of

GLD (R) [
n

(k(i ); khj i )
�
�
� k 2 [1; `]; (i; j ) 2 IS (sk)

o

The guarded attribute grammarG is said to bestrongly-acyclic if for every sort s and rule

R whose left-hand side is a form of sorts the graphG(s; R) = SI (s) [ IS (R) is acyclic.

Proposition 4.2.7. A strongly-acyclic guarded attribute grammar is acyclic and hence input-

enabled.

Proof. The proof is analogous to the proof that a strongly non-circular attribute grammar is

non-circular, and it goes as follows. We let (i; j ) 2 IS (s) when Var(di � ) \ Var(yj � ) 6= ; for

some formF = s(d1; : : : ; dn )hy1; : : : ; ym i of sort s and where� is the substitution induced by

a �ring sequence starting from con�guration f X = F g. Then we show by induction on the

length of the �ring sequence leading to the accessible con�guration thatIS (s) � IS (s) and

SI (s) � SI (s). Q:E:D:

Note that the following two inclusions are strict

strongly-acyclic GAG( acyclic GAG ( input enabled GAG

Indeed the reader may easily check that the guarded attribute grammar with rules

(
A(x)hzi ! B (a(x; y))hy; zi

B (a(x; y))hx; yi !
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is cyclic and input-enabled whereas guarded attribute grammar with rules

8
><

>:

A(x)hzi ! B (y; x)hz; yi

A(x)hzi ! B (x; y)hy; zi

B (x; y)hx; yi !

is acyclic but not strongly-acyclic. Attribute grammars arising from real situations are almost

always strongly non-circular so that this assumption is not really restrictive. Similarly, we

are con�dent that most of the guarded attribute grammars that we shall use in practise will

be input-enabled and that most of the input-enabled guarded attribute grammars are in fact

strongly-acyclic. Thus, most of the speci�cations are distributable and in most cases, this can

be proven by checking strong non-circularity.

Let us conclude this section by addressing the modularity of strong-acyclicity. This prop-

erty (see Def. 4.6) however was de�ned for autonomous guarded attribute grammars viewed

as standalone applications. Here, the initial con�guration is associated with a casec =

s(t1; : : : ; tn )hy1; : : : ; ym i introduced by the external environment. And the information trans-

mitted to the inherited attributes are given by ground terms. Even though one can imagine

that these values are introduced gradually they do not depend on the values that will be re-

turned to the subscribing variablesy1; : : : ; ym . It is indeed reasonable to assume that when a

user enters a new case in the system he/she instantiates the inherited information and then

waits for the returned values. Things go di�erently if the autonomous guarded attribute gram-

mar is not a standalone application but a component in a larger speci�cation. In that case,

a call to the service provided by this component is of the forms(t1; : : : ; tn )hy1; : : : ; ym i where

the values transmitted to the inherited attributes may depend (directly or indirectly) on the

subscribing variables. De�nition 4.6 should be amended to incorporate these dependencies and

strong-acyclicity can be lost. Therefore, a component which is strongly-acyclic when used as

a standalone application might lose this property when it appears as an individual component

of a larger speci�cation. Thus, if the component is already implemented as a collection of sub-

components distributed on an asynchronous architecture, the correctness of this distribution

can be lost if the component takes part in a larger system.

To avoid this pitfall, we follow a standard contract-based approach, where each component can

be developed independently as long as it conforms to constraints given by assume/guarantee

conditions. Assuming some properties of the environment, this approach allows to preserve

properties of assembled components. In our case, we show that strong-acyclicity is preserved

by composition.

De�nition 4.7. Let s be a sort withn inherited attributes andm synthesized attributes. We

let IS(s) = [1 ; n] � [1; m] and SI(s) = [1 ; m] � [1; n] denote the set of (potential) dependencies

between inherited and synthesized attributes ofs. Let G be a guarded attribute grammar with
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axioms s1; : : : ; sk and terminal symbolss0
1; : : : ; s0

k0. An assume/guarantee condition for

G is a pair (a; g) 2 AG (G) with a 2 SI(s1) � � � � � SI(sk) � IS(s0
1) � � � � � IS(s0

k0) and

g 2 IS(s1)�� � �� IS(sk)� SI(s0
1)�� � �� SI(s0

k0). Equivalently it is given by the dataSI (s) 2 SI(s)

and IS (s) 2 IS(s) for s 2 axioms (G)[ T. The guarded attribute grammarG is strongly-acyclic

w.r.t. assume/guarantee condition(a; g) if the modi�ed �xed-point computation of Def. 4.6,

where constraintsSI (s) � SI (s) for s 2 axioms (G) and IS (s) � IS (s) for s 2 T are added,

allows to conclude strong-acyclicity withIS (s) � IS (s) for s 2 axioms (G) and SI (s) � SI (s)

for s 2 T.

The data SI (s) 2 SI(s) and IS (s) 2 IS(s) give an over-approximation of the attribute de-

pendencies, the so-called 'potential' dependencies, for the axioms and the terminal symbols.

They de�ne a contract of the guarded attribute grammar. This contract splits intoassumptions

about its environment {SI dependencies for the axioms and IS dependencies for the terminal

symbols{ andguaranteeso�ered in return to the environment {IS dependencies for the axioms

and SI dependencies for the terminal symbols. Thus strongly-acyclicity of a guarded attribute

grammarG w.r.t. assume/guarantee condition (a; g) means that when the environment satis�es

the assume condition, grammarG is strongly-acyclic and satis�es the guarantee condition.

The following result states the modularity of strong-acyclicity.

Proposition 4.2.8. Let G = G0 � � � � � Gp be a composition of guarded attribute grammars.

Let SI (s) 2 SI(s) and IS (s) 2 IS(s) be assumptions on the (potential) dependencies between

attributes where sorts ranges over the set of axioms and terminal symbols of the componentsGi

{thus containing also the axioms and terminal symbols of global grammarG. These constraints

restrict to assume/guarantee conditions(ai ; gi ) 2 AG (Gi ) for every local grammar and for the

global grammar as well:(a; g) 2 AG (G). Then G is strongly-acyclic w.r.t. (a; g) when each

local grammarGi is strongly-acyclic w.r.t. (ai ; gi ).

Proof. The fact that the �xed-point computation for the global grammar can be computed

component-wise follows from the fact that for each local grammar no rule applies locally to a

terminal symbol s and consequently rule 3 in Def. 4.6 never applies fors and the valueSI (s) is

left unmodi�ed during the �xpoint computation, it keeps its initial value SI (s). Similarly, rule

2 in Def. 4.6 never applies for an axioms and IS (s) keeps its initial value IS (s). Q:E:D:

Conversely if the global grammar is strongly-acyclic w.r.t. some assume/guarantee condition

(a; g) then the values ofSI (s) and IS (s) produced at the end of the �xpoint computation allows

to complement the assume/guarantee conditions with respect to which the local grammars are

strongly-acyclic. The issue is how to guess some correct assume/guarantee conditions in the
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�rst place. One can imagine that some knowledge about the problem at hand can help to derive

the potential attribute dependencies, and that we can use them to type the components for

their future reuse in larger speci�cations. In many cases however there is no such dependencies

and the assume/guarantee conditions are given by empty relations.

De�nition 4.8. A composition G = G0 � � � � � Gp of guarded attribute grammars isdis-

tributable if each local grammar (and hence also the global grammar) is strongly-acyclic w.r.t.

the empty assume/guarantee condition.

This condition might seem rather restrictive but it is not. Indeed (i; j ) 62IS (s) (similarly for

(i; j ) 62SI (s)) does not mean that thej th synthesized attribute does not depend on the value

received by thei th inherited attribute {the inherited value in
uences the behaviour of the com-

ponent and hence has an impact on the values that will be returned in synthesized attributes.

It rather says that one should not return in the value of a synthesized attribute some data

directly extracted from the value of inherited attributes, which is the most common situation.

The emptiness of assume/guarantee gives us a criterion for a distributable decomposition of

a guarded attribute grammar: It indicates the places where a speci�cation can safely be split

into smaller pieces. We shall denote a distributable composition as:

G = hG1; : : : ; Gpi

where G1 :: %de�nition of G1
...

Gp :: %de�nition of Gp

4.3 Soundness of Guarded Attribute Grammars

In this chapter, we are interested in checking the correctness of GAG speci�cations in terms

of termination and soundness. A speci�cation issoundif every case can reach completion no

matter how its execution started. Recall from Def. 4.2 that a casec = s0(t1; : : : ; tn )hx1; : : : ; xm i

is a ground instantiation of services0, an axiom of the grammar. And, an accessible con�gu-

ration is any con�guration accessible from a con�guration �0(c) = f X 0 = cg associated with a

casec (an initial con�guration).

De�nition 4.9. A con�guration is closed if its artifact contains only closed nodes. An au-

tonomous guarded attribute grammar issound if a closed con�guration is accessible from any

accessible con�guration.

We consider the �nite sequences (�i )0<i � n and the in�nite sequences (�i )0<i<! of accessible

con�gurations such that � i [ i � i +1 . A �nite and maximal sequence is said to beterminal .
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Hence a terminal sequence leads to a con�guration that enables no rule. Soundness can then

be rephrased by the two following conditions.

1. Every terminal sequence leads to a closed con�guration.

2. Every con�guration on an in�nite sequence also belongs to some terminal sequence.

An in�nite sequence of accessible con�gurations is the consequence of a recursive underlying

GAG, that is, one that admits loops. In the latter, there exist at least one sort that recursively

derives to itself (s ! � : : : s : : :). Transforming an in�nite sequence of con�gurations into a �nite

equivalence requires that two conditions be met:

1. for every sorts in the underlying GAG such that s can be recursively derived from itself

(s ! � : : : s : : :), there exist at least one other derivation ofs which never derives to itself

(s ! � : : : s0: : : 63s).

This condition is not su�cient given that it does not guarantee that the loop-free deriva-

tion will eventually be taken. We could ignore this fact and suppose that the user will

manually chose to use the loop-free derivation at some point. With this assumption how-

ever, we are not able to answer by a strict Yes or No to whether the model terminates.

2. the set of inherited attributes admits a well-founded relation [28, 45], that is, the set is

strictly decreasing and has a lower bound. This guarantees that each iteration brings us

closer to leaving the loop, and that eventually the loop can be exited (when the lower

bound is reached). De�ning such a relation on terms is not only non-trivial but it adds a

non-negligible layer of complexity to GAG based process modelling.

Lemma 4.3.1. All sequences of con�gurations,� i [ i � i +1 , for a GAG with no loops, are �nite.

Proof. of Lem. 4.3.1

It follows from the structure of guarded attribute grammars and their �nite set of business

rules. First we transform all non-autonomous GAGs into autonomous GAGs by safely adding

a terminal business rule for each of the terminal symbols of the grammar. The absence of loops

guarantees that for each noden of sort s of the derivation graph T, s does not appear in the

subtree ofn.

Eventually the leaves ofT contain only empty nodes, originating from terminal rules with

empty right hand sides. Q:E:D:

Soundness of guarded attribute grammars has however been proven undecidable in [11] using a

simple encoding of Minsky machines, on simpli�ed speci�cations: guards of depth at most one,

deterministic systems with only two inherited attributes and no synthesized attributes. Still

in [11], (weak) soundness was proven if a restricted form of composition is employed in GAG
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speci�cations { hierarchical composition. Hierarchical composition, restricts the instantiation

and orchestration of service calls to the so-calledconnector. All possible service orchestrations

are encoded in the connector. These restrictions not only complexify the GAG model, but also

does not naturally support the dynamic processes paradigm.

In this chapter, we introduce a representation of acomplete artifact { one in which all possible

executions of a case are represented { and use it to de�ne a class of guarded attribute grammars

on which soundness can be veri�ed in polynomial time.

4.3.1 Preliminaries

Our demonstration exploits the GAG operational semantics with its two decision points: the

automated �ltering of rules at open nodes and the manual choice of a rule to apply at a node

by the user. We start by de�ning a method to extract and manipulate the guards of business

rules as hypotheses posed on data from the environment. Then we introduce the concept of

complete-artifact and its building blocks.

4.3.1.1 GAG Hypotheses

De�nition 4.10. Given a task t of sort s and a set of rules of the same sort, ahypothesis

(h) on the environment of t is a (pattern-based) condition on variables at inherited positions of

the rules whose values are provided exclusively by the environment.

Variables in inherited attributes whose values are provided by sibling tasks are excluded from

the hypothesis. A hypothesis therefore is a conjunction of atomic terms (substitutions) of the

form x = t, which when satis�ed enables a set of business rules.

Example 4.3.2. Extracting Hypotheses from Business Rules

Let s be an axiom of a GAG with three rules, R1, R2 and R3, all of sorts, whose pro�les (left

hand sides) are respectively, R1 :s(a(x))hyi ! , R2 : s(a(b(x))) hyi ! , and R3 : s(b(x))hyi ! .

Let att1 denote the lone inherited attribute in these rules. By simply observing the guards, we

distinguish the following three hypotheses onatt1:

1. h1: att1 = a(x), which enables rule R1, written (h1; f R1g)

2. h2: att1 = a(b(x)), which enables rules R1 and R2, written (h2; f R1; R2g)

3. h3: att1 = b(x), which enables rule R3. written (h3; f R3g)

End of Example 4.3.2
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4.3.1.2 From Hypotheses to Disjoint Clauses

In this section, we de�ne an approach to compute pairwise disjoint clauses from basic hy-

potheses. Such clauses are useful to eliminate all sources of ambiguity that may arise during

simulation when data from the environment is used to choose the branch of the derivation tree

to scan.

Let H = f (h1; R1); (h2; R2); : : : ; (hn ; Rn )g be the initial set of hypothesis extracted from busi-

ness rules. We start by de�ning an associative and commutative composition operation of two

hypotheses (H i � H j ), H i 2 H and H j 2 H .

H i � H j =

(
(mgu(hi ; hj ); Ri [ Rj ) : if mgu (hi ; hj ) succeeds

; : Otherwise

Notice the use of themgu (most general uni�er) operation de�ned in Section 3.3.2 (cf. Re-

call 3.3.4). We denote by� S the associative composition ofS � H .

We also de�ne an exclusivity operation between a subset ofSi � H and another subsetSj � H

with i 6= j and Dom(Si ) \ Dom(Sj ) 6= ; . Where Dom(Si ) (resp. Dom(Sj )) constitutes the set

of variables appearing in hypothesisSi (resp. Sj ).

Si 	 Sj =
W

x2 Dom (Si )\ Dom (Sj ) f t ?= u j x = t 2 H i ; x = u 2 H j g

This states that, there should exist at least one shared variablex 2 Dom(Si ) \ Dom(Sj ) whose

value is di�erent in the two clauses. The di�erence between two values (t ?= u) is computed by

the following rewriting rules:

t ?= u j x 2 Dom(Si ); x = t 2 H i ; x = u 2 H j =

8
>><

>>:

a(: : :) ?= b(: : :) ! x 6= b(: : :)

a(t1; : : : ; tm ) ?= a(u1; : : : ; um ) ! t i
?= ui

a ?= a ! ;

This exclusivity operation computes the set of inequalities that will need to be associated with

each clauseSi to render it disjoint from all the other clauses.

Finally, we de�ne the union of two subsets ofH , Si � Sj , as follows: the disjoint union of all the

hypothesis in all the elements ofSi and Sj coupled with the disjoint union of all the business

rules all elements ofSi and Sj .
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Si � Sj =
�� S

hk 2 Si
hk ]

S
h l 2 Sj

hl

�
;
� S

Rk 2 Si
Rk ]

S
R l 2 Sj

Rl

��

Algorithm 1 uses the composition, exclusivity, and union operations de�ned above to compute

the set of pairwise disjoint clauses� from the initial set of hypothesesH . Each � i is of the form

� i =
V

(: : : ; x = t; : : :) ^ (
W

(: : : ; x 6= u1; : : :) ^
W

(: : : ; x 6= u2; : : :) ^ : : :), and it can easily be

proven that using the identities of Propositional Calculus, like the double negation elimination,

the De Morgan laws and distributivity, one can transform any clause into an equivalent formula

in Disjunctive Normal Form (DNF). Also, the operation on Line 6 ensures that the �nal set of

clauses contains only maximal subsets ofH by replacing any two equivalent (containing exactly

the same values for shared variables) subsets by their union.

Algorithm 1: Computing Pair-wise Disjoint Clauses from Hypotheses
Data: Set of initial HypothesesH = f (h1; R1); (h2; R2); : : : ; (hn ; Rn )g
Result: Set of disjoint clauses� = f � 1; : : : ; � kg

1 Compute S = f S1; S2; : : : ; Skg with Si � H and � S 6= ; ;
2 for Si 2 S do

// compute  = f  1;  2; : : : ;  kg
3  i = > ;
4 for Sj 2 Si do
5 if Si 	 Sj = ; then
6 S = ( S n f Si ; Sj g) [ (Si � Sj ) // Ensures that each Si is maximal
7 else
8  i =  i ^ (Si 	 Sj );
9 end

10 end
11 end
12 Compute disjoint clauses� = f � 1; : : : ; � kg with � i = Si ^  i // Here we suppose

without loss of generality, the correspondences Si and  i

4.3.1.3 Complete Artifacts

De�nition 4.11. A Complete Artifact is a multi-sorted graph in which:

1. every applicable rule at an open node is applied and its execution simulated,

2. all constraints posed on the environment by each of the rules are captured.

De�nition 4.12. (Nodes of a complete artifact)

A task-node (Qt ), represented by an ellipse, is a set of interdependent tasks { with dependent

inherited and/or synthesized attributes {, such that the only missing attributes span from the

environment (context). We denote by Inp(Qt ), the set of input variables appearing in attributes

inherited from the environment.
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A rules-to-apply-node (Qra ) or r2a-node , represented by a rectangle, is a set of business

rules applicable at an open node associated with one of the tasks in a task-node, obtained after

�ltering based on a certain hypothesish on data from the environment.

A rule-node (Qr ), represented by a circle, contains a single business rule selected from a

r2a-node and corresponding to a user selection of a rule to apply at an open node.

De�nition 4.13. Transitions of a complete artifact

Given a task-nodeQt and a hypothesish on variables in Inp(Qt ) based on data from the en-

vironment, that enables a r2a-nodeQra , an h-transition (Figure 4.1) is an edge fromQt to

Qra labelled with the hypothesish.

Figure 4.1 { An h-transition between a task-node and a r2a-node

Given a r2a-nodeQra and a rule-nodeQr , an r-transition (Figure 4.2) is an edge between

the two labelled by the selected business rule and the corresponding substitution� .

Figure 4.2 { An r-transition between a r2a-node and a rule-node

An e-transition (Figure 4.3) connects a rule-node to a task-node and an� -transition (Fig-

ure 4.4) connects two task-nodes.

Figure 4.3 { An e-transition between a rule-node and a task-node

4.3.2 Building a Complete-Artifact

A complete artifact is a derivation tree of a guarded attribute grammar on which all possible

executions of the grammar (starting from its axiom) are represented. It is constructed by

iteratively simulating the operational semantics of guarded attribute grammars, distinguishing

the node and/or transition types based on the two decision points of the GAG semantics (see

below) after which they are produced. The following are the two decision points in GAG

semantics:
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Figure 4.4 { An � -transition between two task-nodes

1. Automated selection of rules applicable at an open node,

2. Manual selection of a rule to apply at an open node.

The steps below describe the construction process

1. Create a task-nodeQt = f sg

Figure 4.5 { An initial task-node Qt

2. Evaluate the guards of all rules with sorts inQt to extract the initial set of hypotheses

H = f h1; : : : ; hng on values from the environment.

If no rule exists for any of the sorts inQt , terminate the simulation of the branch and go

to Step 9.

3. Using Algorithm 1, compute the discriminative clauses� i from H such that:

(a) � i \ � k = ; for i 6= k (pair-wise disjoint)

(b) � i is maximal.

Let rulesi denote the set of business rules enabled by the clause� i .

4. For each of the couples (� i ; rulesi ) create a r2a-nodeQra;i = f rulesi g and add an h-

transition labelled � i betweenQt and Qra;i .

Figure 4.6 { Adding h-transitions and the list of enabled rules to the complete artifact

5. From each of the packet of rulesrulesi , create rule-node subnodes for each of the rules

in rulesi and add r-transitions betweenQra;i and each of the new nodes. For instance if

rulesi = f R1; R2; R3g, add the nodes as shown in Figure 4.7.
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Figure 4.7 { rule-nodes and r-transitions

6. For each of the rule-nodes (Ri ) added in the previous step,

(a) if RHS(Ri ) 6= ; , create new task-nodes (Q0
j ) from the set T = RHS(Ri ) [ (Qt n s),

such that the task-nodes form connected components of the setT.

Figure 4.8 { Creation of new task-nodes

(b) if RHS(Ri ) = ; , terminate the evaluation of the branch and go to Step 9.

7. If any of the newly created task-nodes is equivalent to a previous task-node in the complete

artifact, stop processing the task-node and add an� -transition from the new node to its

old equivalent.

The rationale in this step is that the resolution of two equivalent nodes will always proceed

in the exact same way (given that we exhibit all possibilities). Also, such situations occur

because of recursive service calls. If the GAG is well-formed, that is, its termination

is structurally guaranteed, such loops can be isolated and trimmed from the complete

artifact tree.

8. For all the other task-nodes, restart the process from Step 2.

9. End.

4.3.3 Checking Soundness of a Complete Artifact

Based on the GAG operational semantics, for a task-node or a rule-node to be sound, all their

sub-trees must be sound whereas for a r2A-node, it is required that only at least one of its

sub-trees be sound. A leaf task-node corresponds to work for which no resolution method has

been de�ned and denotes a con�guration which can never be closed, hence not sound. In the

following section, we present the steps to mark the nodes of a complete artifact, beginning from

the leaves, withPass or Fail depending on whether they are sound or not.
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4.3.3.1 Marking a Complete Artifact

1. Start from the leaf nodes and mark each as follows:

| Fail if it is a task-node

| Pass if it is a rule-node

2. Progressively move up the tree and mark the other nodes as follows:

| task-node: mark as Pass if all its subnodes are markedPass, else, mark asFail .

| r2a-node: mark as Pass if at least one of its subnodes is markedPass, else mark as

Fail .

| rule-node: mark as Pass if all its subnodes are markedPass, else, mark asFail .

De�nition 4.14. (Soundness of a non-recursive GAG ). A non-recursive autonomous

guarded attribute grammar is said to be sound if and only if the root task-node of its complete

artifact is marked Pass.

Note that for GAGs that possess recursive business rules, we cannot formally show that they

eventually attain a terminal con�guration. However, the non-deterministic nature of the GAG

operational semantics gives users the ability to manually leave loops. Hence, in the remainder

of this document, we describe GAGs that include recursion.



Conclusion

In Part II, we presented our attribute grammar-based model for task and dynamic process

modelling, namedActive-Workspaces based on Guarded Attribute Grammars (AW-

GAG). The model uses hierarchical task decomposition paradigm of task analysis in which each

task T is broken down into smaller chunks of work (subtasks)Ti and T is resolved by resolving

all Ti .

Intuitively, the idea behind the AW-GAG model which makes it suitable to model dynamic

user-centric and data-driven processes can be summarized in the following 10 points:

1. A user's workspace is made up of maps (artifacts) with open and closed nodes corre-

sponding respectively to pending and resolved tasks.

2. Using hierarchical task analysis, a task can be decomposed in several ways, corresponding

to di�erent ways of resolving the task.

3. Each of these decompositions is captured in a grammarproduction , also called abusi-

ness rule or simply rule .

4. Attributes ( inherited and synthesized ) and semantic rules are added to each pro-

duction to implement the data 
ow and dependences between a task and its subtasks.

5. (Inherited) attributes are modelled as terms (patterns) which serve asguards that are

matched against data from the context when �ltering applicable business rules at open

nodes. When pattern matching succeeds, it produces a substitution that de�nes the

values of variables appearing at input positions of business rules.

6. If several rules are enabled after �ltering at an open node, the choice of which to use

is relegated to the user. Applying a business rule at an open node closes the node and

creates new open nodes each for the subtasks of the rule.

7. The business rules for a task are independent hence new rules can be added on-the-
y

without prejudice to existing ones.

8. The business rules for task and its subtasks form aguarded attribute grammar which

can be considered as aservice . Each service can be assigned to several users and each

user can o�er several services. In both cases, a copy of the GAG is placed in the so-called

73
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user workspace of each of the users. The termActive-Workspaces is used to empha-

size on the 
exibility and control the user possesses over process design and enactment.

Operationally, Active Workspaces capture the execution of a case (the manipulated data,

the user decisions, etc.) from its inception to its completion in the so-calledartifacts

(mind-maps).

9. A user can call a service o�ered by another user by including in a business rule, a subtask

for which no de�ning business rule exists in the local grammar. Such subtasks correspond

to terminal symbols of the GAG and are viewed as references to GAGs in remote locations.

10. All communication accompanying service calls are exclusive through asynchronous ex-

change of messages.

In a nutshell active workspaces and guarded attribute grammars provide a modular, declarative,

user-centric, data-driven, distributed and recon�gurable model of case management. It favours


exible design and execution of business process since it possesses (to varying degrees) all four

forms of Process Flexibility proposed in [114]. We gave an in-depth description of this model

through its syntax and its behaviour in Chapter 3. We paid attention to a crucial property

of this model, input-enabledness, for GAGs that satisfy a monotony property. This property

allows to distribute the model on an asynchronous architecture (Chapter 4). Input-enabledness

is undecidable but we have identi�ed the su�cient condition of strongly-acyclicity that can

be checked very e�ciently by a �xpoint computation of an over-approximation of attribute

dependencies.

In Section 4.2, we describe a procedure to check the soundness of GAGs. Soundness is a property

that asserts that any case introduced in the system can reach completion. This property is also

undecidable [11] but we have de�ned a class of autonomous GAGs void of any loops on which

we can check for soundness.
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Introduction

To describe the modelling of a distributed collaborative system using GAGs, we proceed in

two stages. First, we represent the workspaces of the various stakeholders as a collection of

artifacts for the cases they handle. An artifact is a structured document with some active or

live parts corresponding to pending work that may require the intervention of a user for their

processing. Indeed, these active parts are each associated with a task that implicitly describes

the data to be further substituted to the corresponding active part. For that reason, these

workspaces are termedactive workspaces. Second, we de�ne collaborative systems by making

the various active workspaces communicate and interact asynchronously through the exchange

of messages.

This notion of active workspacesor active documentsis close to the model of Active XML

introduced by Abiteboul et al. [2] which consists of semi-structured documents with embedded

service calls. Such an embedded service call is a query on another document, triggered when

a corresponding guard is satis�ed. The model of active documents can be distributed over a

network of machines [1, 49]. This setting can be instantiated in many ways, according to the

formalism used for specifying the guards, the query language, and the class of documents. The

model of guarded attribute grammars is close to this general schema with some di�erences:

First of all, guards in GAGs apply to the attributes of a single node while guards in AXML are

properties that can be checked on a complete document. The invocation of a service in AXML

creates a temporary document (called the workspace) that is removed from the document when

the service call returns. In GAGs, a rule applied to solve a task adds new children to the node,

and all computations performed for a task are preserved in the artifact. This provides a kind

of monotony to artifacts, a useful property for veri�cation purposes.

In this section, we describe the working environment of a user, how it is structured, the available

tools and how users use them to drive process design, enactment and orchestration.

From the user's perspective, the objective of our work is to provide tools that boost his expres-

sive power in process modelling and execution. In [79], we show that in the disease surveillance

and outbreak management process, such an objective can only be attained if the postulant

model provides support for the following four key aspects:
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1. Iterative on-the-
y Process Design and Flexible Enactment :

The ability to iteratively build modular process models and to do so on-the-
y (at run-

time). This coupled with increased user control of process enactment. By process enact-

ment, we mean process execution viewed from a single user's perspective.

2. User Interactions and Process Orchestration :

Support di�erent forms of user interactions, with an asynchronous (non-blocking) com-

munication mechanism to enhance process orchestration. Process orchestration is process

execution with a view on all users' workspaces.

3. Uncertainty and Exceptions :

Identifying all sources of doubt that might delay or prevent (user) actions and designing

coping strategies for them.

4. Decision Making Support :

Providing users with enough information for easy decision making both at design- and

run-time.



Chapter 5

Active Workspaces for User-Centered,

Distributed Collaborative Systems

As we noted in the introduction, users play a central role in dynamic process and knowledge

intensive process modelling. The objective of modelling these processes is to aid the user drive

how process execution unfolds and not the other way round. Our model of collaborative systems

is centered on the notion of user's workspace{ theactive workspace. This chapter is dedicated

to the presentation of the Active-Workspace model, with emphasis on tools for the four key

aspects discussed above.

5.1 The Active Workspaces Model

An active workspace groups together tools required for user-centered and data-driven process

design and enactment. It provides support for all forms of work { automated work, manual

work, and adhoc work {, facilitates interactions between users, and on-the-
y process design.

At the base, an active workspace contains a guarded attribute grammar speci�cation of a

process and several concrete instantiations created each time the process is invoked. Visually,

a user's workspace is a collection of arborescent mindmap-like (simply called map hereafter)

structures, { the so called artifacts {, that hold all the information about activities (tasks) the

user carries out as well as the data required for and/or produced by these activities. Each of

these maps is associated with a particularserviceo�ered by the user and each instantiation of

the services creates a sub-tree at the root of the map.

For instance, the map shown in Fig. 5.1 might be found in the workspace of a clinician acting

in the context of a disease surveillance system. Suppose that the clinician o�ers just a single

service. His workspace therefore has a single map.
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Figure 5.1 { Active workspace of a clinician

The service provided by the clinician is to identify the symptoms of in
uenza in a patient. To

do so, we see from the �rst service instance on the map that he clinically examines the patient,

administers some initial care, and eventually declares the patient as a suspect case.

Each call to this service, namely when a new patient comes to the clinician, creates a new tree

rooted at the central node of the map. This tree is anartifact that represents a structured doc-

ument for recording information about the patient throughout the consultation and treatment

process. Initially the artifact is reduced to a single (open) node that bears information about

the name, age and sex of the patient. An open node, graphically identi�ed by a question mark,

represents apending taskthat requires the attention of the clinician.

5.1.1 Services and Roles

Services correspond to the axioms of a guarded attribute grammar. They are the entry points

into the modelled process. In the example in Figure 5.1 only the consultation service is visible to

the outside. It is the single point of entry into the clinician's workspace. Each active-workspace

is associated with at least on service rendered by the user. We characterize a user's workspace

by the services he o�ers and hence by the guarded attribute grammar speci�cation of these

services. As stated in Def. 3.3, (i) service sorts correspond to non-terminal symbols in guarded

attribute grammars of distant workspaces, and (ii) each axiom is unique and does not appear

in the right-hand side of any other business rule in its re�ning grammar.

Usually several users play the samerole in a system. For example, in disease surveillance,

there most likely exist several clinicians, several biologists, several epidemiologists, etc. This

means that these users (in the same role) o�er the same services and hence are attached to the

same guarded attribute grammars (approximate to a renaming of the local sorts).

Formally, a role is de�ned by a generic GAGG and we obtain the disjoint union of these

grammars as follows

� (r :: R)G =
]

r ::R

G[r ]
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wherer is a user who plays roleR and G[r ] is the grammar obtained fromG by replacing each

sort (including the axiom s0) by s[r ]. Hences0[r ] represents services0 o�ered by r .

We note G0f G[r ] where r :: Rg the grammar made up of� (r :: R)G and of a grammarG0

that calls this role. That is, G0 will at some point need to request serviceG from a user

in role R. This means that, in G0, we might �nd business rules with parameters such as

P[r :: R] : s  : : : s0[r1] : : :, expressing that when the user chooses ruleP to apply at an open

node, he inputs a user playing roleR to whom the service request should be sent. The actual

business rules are thus instantiations of these generic rules. We can also �nd inG0 rules of the

form P : s  s0[r1] expressing that a service call is made to all or some of the users in role

R. In the latter case, the calling user still has to indicate the users who will receive the service

calls. We note however the absence of parameters forP since the request will not be made to

a particular user.

For simplicity, we equate the notions of role and service. Users who o�er the same service are

placed in a role for that service. For instance, if a system has two servicesS1 and S2, and three

usersu1; u2; u3, with usersu1 and u2 o�ering S1 and usersu2 and u3 o�ering S2, we create two

rolesRs1 and Rs2 for S1 and S2 respectively such thatRs1 = f u1; u2g and Rs2 = f u2; u3g.

When within a GAG G, calls are made to several external services (with GAGsG1; G2; : : :), we

note

Gf G1[r1] where r1 :: R1; G2[r2] where r2 :: R2; : : :g

or Gf� (r1 :: R1)G1; � (r2 :: R2)G2; : : :g

and this construction can be applied hierarchically to model chained calls as follows:

G1f G2[r2] where r2 :: R2 and G2 = Gf G3[r3] where r3 :: R3 and G3 = Gf : : :ggg:

This hierarchical construction describes the complete collaboration scheme in the modelled

process. As we will see later on, the process speci�cation can be changed on-the-
y and users

can be added or removed from roles dynamically. This chaining is thus dynamically updated

to re
ect the actual state of the process speci�cation.

To conclude this section on services and roles, we note two important points:

| A service is o�ered by at least one user. Services for which no user has been assigned are

not accessible.

| Users can be added or removed dynamically from roles. Or better still, a user cansubscribe

and/or un-subscribefrom a role at any moment. Adding a new user to a role poses no

particular di�culty since it does not modify existing workspace speci�cations but only

increases the number of possible instantiationsG[r ] than can be made from the grammar

G. However, removing a user from a role might become problematic if there exist in his
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workspace artifacts for the corresponding service with pending tasks. We can in such a

situation either forbid the user from unsubscribing from the corresponding role or transfer

the pending artifacts to the workspace of another user in the same role. We discuss the

artifact transfer procedure in Section 5.3.1

5.1.2 Flexible Process Enactment and Incremental Design

A dynamic process by de�nition requires substantial
exibility at both design and run-time.

This means that (i) the process is built on-the-
y and (ii) its execution does not necessarily

follow some prede�ned order. We have already seen in Section 3.3 how guarded attribute

grammars enforce data-drivenness by using guards to �lter and hence suggest an ordering of

process enactment. In the following paragraphs, we describe how the model supports 
exible

process enactment and how it can be used to support design at run-time.

5.1.2.1 Flexibly Process Enactment

Let s be a task de�ned by a formF , and let rules2Apply(s) be the set of applicable rules

obtained after matchingF with the forms of business rules in some grammarG.

Algorithm 2 presents the general algorithm to a resolves. In line 6, several rules have been

found to solve s and it is inherent on the user to choose which one to apply. Recall from

GAG monotony (Proposition 4.2.3) that incoming data not does not prevent the application

of enabled rules inrules2Apply(s) and hence the only form of non-determinism in guarded

attribute grammars correspond to the user's action in line 6. This non-determinism gives

users considerable control over the enactment of the process and boosts the user-centeredness

property of active-workspaces. In addition, in both cases of theIF -block between lines 3 and 8,

before a rule is applied, the user might still need to intervene to provide additional input data

and in the case where the re�nement includes one or more service calls, indicate the distant

user(s) to whom service requests should be sent.

Also, the non-existence of any apparent ordering on tasks as well as the production of values in

push mode both contribute to enhance the 
exible enactment of guarded attribute grammars.

More precisely, a term in an inherited position need not be completely de�ned before the value

is sent where it is used. In like manner, a task needs not wait for all its attributes to be

completely de�ned before it starts its execution. Execution can therefore proceed with holes in

the data. These holes are progressively �lled by produced data values and they have as e�ect

to either invalidate certain rules or authorize new rules at open nodes.
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Algorithm 2: General task resolution algorithm
Data: Task s

1 compute rules2Apply(s);
2 if jrules2Apply(s)j > 0 then
3 if jrules2Apply(s)j = 1 then
4 re�ne the artifact with the single rule;
5 else
6 let the user choose which to apply;
7 re�ne the artifact with the selected rule;
8 end
9 restart the algorithm for each newly created subtask;

10 else
11 Halt. Task cannot be resolved.;
12 end

5.1.2.2 Incremental Process Design

The active-workspaces model can be viewed as two-layered, the lower layer holding the guarded

attribute grammar speci�cation of a process, and the upper layer consisting of an execution

engine that implements the operational semantics of guarded attribute grammars. The two

layers are structurally independent since they can both evolve independently, and functionally

dependent since the upper layer runs by interpreting the script in the lower layer. This means

that the underlying grammar speci�cation can be updated, and subsequent executions will use

the updated speci�cation. Indeed, the GAG speci�cation is not stored in memory, line 1 of

Algorithm 2 parses, compiles, and instantiates the rules in the GAG on each execution.

Also, business rules corresponding to di�erent re�nements of the same task are completely

independent. They share the same sort and will eventually be brought together during task

resolution, but on the speci�cation script, they are completely independent entities. This

means that new rules can be added to the script at any point in the lifecycle of the process.

We can imagine an implementation of an active workspace system where by default the process

speci�cation is completely built on the 
y. That is, the else statement in lines 10 and 11 of

Algorithm 2 does not exist and the user is instead prompted to create a new rule when none

is applicable or when none of the applicable ones suit the pursued goal. Adding new rules at

runtime entails adding new data, tasks, users, and semantic rules. We call this feature of active

workspaces,late modelling .

Late modelling involves late data modelling, late semantic-rule modelling, and might also in-

clude late user/role modelling when external service calls are made. One way to implement late

modelling to design new rules in the Algorithm 2 could be: (i) generate the left-hand side of the

new rule based on attributes of the form for the input tasks, (ii) let the user de�ne semantic

rules on the right-hand side eventually with users and roles where necessary, and �nally apply
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the rule to resolves.

This way of doing work is suited for expert activities as described in Section 2.5.2 where at any

instant, a user can deviate from the prescribed procedure and model a new ad-hoc equivalent

procedure in response to the needs on the �eld. Modelling a new adhoc procedure entails

creating new tasks, assigning actors to them, and planning their execution.

5.1.3 Relationships between Tasks

Example 5.1.1.

R1 : A(x)hz0i ! B (x)hyi C(y)hzi D(y; z)hz0i

R2 : B(x)hb(x)i !

R3 : B(x)hd(x)i !

R4 : C(b(x0))hzi ! : : :

R5 : C(d(x0))hzi ! : : :

R6 : D(y; z)hzi ! : : :

When rule R1 is applied at some open node of an artifact, it produces three new open nodes

for tasks B(x)hyi , C(y)hzi and D(y; z)hz0i . In the following paragraphs, we use these newly

created open nodes to describe relationships between tasks. End of Example 5.1.1

The only execution order on tasks is that based on their data dependencies. In the Active-

Workspaces model, the graph of local dependences can be used to deduce an ordering in the

execution of tasks. We use Example 5.1.1 to describe how di�erent types of tasks dependencies

are achieved in the GAG model.

5.1.3.1 Concurrency or Order Independence

Concurrency and Order-Independence task relationships are by default assumed during process

enactment in the active-workspace model. This is supported by the con
uence property of

guarded attribute grammars (see Corollary 4.2.4).

In Example 5.1.1, taskD proceeds concurrently with taskB and rule R6 is applied. This

happens because the ruleR6 for D poses no constraints (guards) on the form of its inputs. The

execution ofD simple transfers the references of the variablesy and z to its subtasks.
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5.1.3.2 Sequence

Sequence relationships are induced between subtasks when one produces values used to guard

the execution of the other. TaskC in the above example will not be able to proceed since there

will be no enabled rule at its open node. The rules forC, R4 andR5, are guarded by the value

of y produced byB. R4 checks if the value ofy is of the form b(x0) and R5 checks if the value

of y is of the form d(x0). Task C therefore has to wait forB to complete before proceeding.

This imposes an ordering in the execution ofB and C and we say that they are in asequence

relationship.

There are three types of sequence relationships between two tasksA and B [6]: (i) meets: when

B starts immediately afterA �nishes, (ii) precedence: whenB starts after A �nishes with a lead

time t, and (iii) overlapping: when B can start onceA has started. Overlapping is naturally

supported by the operational semantics of GAGs. Note that the end of the processing of a task

is not explicit in the GAG operational semantics. A task is considered resolved once a rule has

been applied at its open node, and nothing is said about the e�ective end of the processing

of the task, that is, when no open nodes exist in its artifact sub-tree. To enforce meet and

precedence relationships, we use an explicit attribute de�ned byA and used byB whose value

is only set when the processing of the task is completed. This value can be set automatically

by scanning through the sub-tree to check that no open nodes exists or manually by the user.

5.1.3.3 Optionality

One other relationship that is achievable with guarded attribute grammars isoptionality .

When a task is optional, its de�ning business rule takes the following form

A ! () j A()hi

denoting that a task of sortA can be skipped by applying an empty rule.

Optionality is not automatically enforced; the user has to manually select an empty rule at

runtime for it to be achieved. If the task chosen as optional produced values that are used

elsewhere, the user will be prompted to manually provide these values.

More precisely, ifs(: : :)hy1; : : : ; ym i is chosen to be optional in a con�guration with substitution

� , then the user will be prompted to provide values for everyyj ; 1 � j � m such that

yj 2 V ar(� ).
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5.1.3.4 Loops or Recursion

As seen earlier, the guarded attribute grammar model allows for loops speci�ed by rules of the

form

A ! : : : A : : :

which indicate a recursive call to taskA. For every iteration relationship, there must exist a

corresponding rule of the form

A ! � D; s:t: A =2 D ;

that is, whose right-hand side when completely re�ned does not contain a task of sortA. This

rule serves as a guarantee that eventually the process will exit the loop { an important aspect

of soundness check {.

5.2 Timed Guarded Attribute Grammars

Time is a critical and determining factor in user-satisfaction, cost reduction, process analysis,

and productivity of business processes [124, 42]. In dynamic processes such as disease surveil-

lance, timeliness is a major metric used to assert and/or evaluate the e�ectiveness and business

relevance of modelled processes [123, 134, 7].

In the Active-Workspaces model, each active workspace is assigned a clockT which registers

the creation time of each of the nodes of its artifacts. We noteT (n) the creation time of node

n. In rule-based approaches to process modelling, we do not always have a complete view of

the entire process. It is therefore not possible to have a completely timed process model at

speci�cation time. Instead, we reason about when each of the business rules can be applied.

In a timed guarded attribute grammar, each business rule is labelled with a time interval called

its validity interval :

(tmin ; tmax )

expressing that the rule when enabled at an open noden cannot be applied beforeT (n) + tmin

and after T (n) + tmax . For rules that are immediate applicable,tmin is set at 0. Time is

therefore used during enactment to progressively �lter applicable rules at open nodes.

For example, in disease surveillance, open nodes for the data collection and data analysis tasks

might be created at the same time. The data collection node starts immediately hence it should

have at least a rule withtmin = 0 whereas the data analysis rules will need to wait su�cient

time tmin > 1 to allow for enough data to be collected or for all data collectors to complete

before they can be applied.
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To avoid a situation where all applicable rules become �ltered out with time, we add one rule

of each sort whose validity interval is (t; 1 ) with t larger than the tmax 's of all alternative

rules for that sort. This ensures that all open nodes will eventually be closed given that when

time T (n) + t is reached at an open noden, only this one rule will be enabled. Such a rule

corresponds to an action that will automatically be executed by the system if all other rules

fail to be enabled and chosen by the user within their validity intervals.

5.2.0.1 Periodic Tasks

The active workspaces model also provides support for tasks that reoccur inde�nitely with a

�xed periodicity. A periodic call to a task is preceded by the keywordrecur [period] with a

parameter denoting the period that separates two executions. The latter is expressed in the

following time units: m (minutes), h (hours), d (days), and w (weeks). For instance, the

following speci�cation executes tasksi every 2 weeks:

s0 ! : : : recur [2w] si : : :

An equivalent speci�cation uses a recursive calls ! : : : s : : : with a timed rule for s whose

validity interval is [ p;1 ] wherep is the period of execution. If the latter is the only applicable

rule for s, it will be automatically applied every p time units.

5.3 Collaboration and User Interactions

First, we describe the social environment around which the active workspace model is built.

By social environment, we mean one characterized by a common world in which participating

social entities interfere with, depend on, and in
uence each other's actions [16]. A social entity

therefore has goals and might have to communicate and/or interact with other entities to attain

its goals.

Users in the active-workspace model are social entities. They interact and communicate in

myriad ways, each on a well-de�ned set of sub-goals necessary to attain a larger goal. We say

that the users collaborate or cooperate. Cooperation in active-workspaces is strict, that is, an

agreement is reached between the users and each of them is aware of the others intention to

exploit them, as against loose cooperation in which a user can exploit the actions of another user

without the latter knowing or consenting [16]. In our model, the reached agreement corresponds

to the published services in each active workspace and each user is aware of the services he

o�ers and of the external services he can reach.
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Guarded attribute grammars provide e�ective support for collaborative or cooperative work. In

Section 4.1, we describe a message exchange mechanism that enhances communication between

non-autonomous guarded attribute grammars. Recall that the latter though geographically

distant can be viewed as a (composed) global grammar whose behaviour is nothing short of the

behaviours of the individual guarded attribute grammars put together. Also, in Section 4.2, we

describe a property of guarded attribute grammars, namely monotony (see Proposition 4.2.3),

that guarantees e�ective distribution by ensuring that artifacts only grow and that executed

atomic steps cannot be subsequently revoked.

Collaboration is essentially by exchange of services. Generally speaking, each Active-Workspace

can be seen to possess a work-basket into which service calls destined for it are placed. The

work-basket also serves as a bu�er to store variables and values exchanged in subscriptions.

These services, variables, and values are exchanged as messages between Active-Workspaces.

In the following subsection, we describe two major forms of user interactions provided by the

active-workspaces model to enhance collaboration between users: requesting or assigning work

and transferring or migrating work.

5.3.1 Requesting or Assigning Work

When a user requests work from or assigns work to another user, we say that he delegates work

to or relies on the latter. In simple terms, delegation can be seen as a situation where userr1

needs or likes an action of userr2 and includes it in his own plan [16]. Delegation is the basic

ingredient for a plethora of interaction needs: help, exchange, partnerships, teamwork.

Work delegation is achieved by service calls in guarded attribute grammars. To initiate a service

call, the caller indicates a user (the receiver), amongst those in the role for the service, to whom

the call should be made. This e�ects the creation of a new artifact (reduced to a single open

node) at the root of the mind-map for the corresponding service at the receiver's workspace.

Recall from Section 3.2 that service calls are modelled as terminal symbols appearing in a

guarded attribute grammar. That is, they have no de�ning rule in the grammar, but make

reference to another grammar de�ned in a distant active workspace. We denote the sorts of

forms for service calls bys[r :: R] expressing that at runtime, the service should be sent to a

user r belonging to roleR. An example of a form for a service call to a single user is given

below:

s[r :: R](x1; : : : ; xn )hy1; : : : ; ym i :

In Section 4.1 we describe the di�erent types of messages how they are exchanged during a

service call.



88 Chapter 5. Active Workspaces for User-Centered, Distributed Collaborative Systems

GAGs even add 
exibility to work delegation by allowing forone-to-manyor multi-user services

calls. This means that in a given process, several users can be assigned the same subgoal(s).

Multi-user service calls can be eithercrowd-basedor group-based.

1. Crowd-based multi-user service calls

In a crowd-based service call, a user requests a service from one or more users and only the

requesting user is aware of the multiplicity. In the case where it is sent to more than one

user, each of them is unaware of the other and works as if he was the only one rendering

the service.

A crowd-based service call is denoted by the keywordcrowd, followed by a form whose

sort is written as s[R] on the right-hand side of a business rule. Such a sort is called a

generic sort and the rule to which it belongs is a parametric rule. We discuss the latter

in detail in Section 5.4.2.2.

crowd s[R](x1; : : : ; xn )hy1; : : : ; ym i :

The crowd keyword indicates that a value should be retained for each of the synthesised

attributes from each of the users inR. Hence eachyj will be a vector indexed by the

elements ofR. Using vectors does not change the operational semantics of GAGs since

a vector simply groups together variable subscriptions where a single local variable will

contain several values. The entries of the vector can be viewed as distinct local variables.

We de�ne a projection operation on such attributes, denotedy[r ], to extract the value of

y synthesized at the workspace of userr 2 R. However, in general we are not aware of the

presence of a particular individual in a given role since users subscribe and/or unsubscribe

from roles dynamically. We are therefore rather interested in aggregating the data in these

vectors and posing constraints such as: "there exist r 2 R such that y [r ] satisfies C"{

Cbeing some condition on values of the vectory { or " for all r 2 R; y[r ] satisfy C", or

even "there exist atleast 3 individuals r 2 R such that y [r ] [satify C]", or if vec-

tor y holds Boolean values, "at least 50 % of r 2 R verify y [r ]". More generally one

can express the semantic rules using any kind of functional expression as long as the values

of inherited attributes evaluate to terms so that they can be matched against patterns.

In certain situations, it might be necessary to wait until a certain prerequisite on the

number of responses from a crowd-based service call is reached before evaluating a con-

dition on the values. For instance, if a service request is made ton persons to reply

by Yes or No to a certain question, and if these responses are used in a guard, say

50% of r 2 R verify y [r ] == Yes, it is reasonable to wait for a considerable number of

responses to be received before evaluating the guard. Waiting is not naturally supported

by the GAG semantics since guards for rules applicable at an open node are automatically

evaluated when the node is created.
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We therefore add a "when" operator (when nb) that speci�es the number of responses that

should have been received before the guards for a rule are evaluated. The parameternb

is expressed as a decile denoting the percentage of responses that should be received prior

to evaluating the guard. The above guard therefore becomes:50% of r 2 R verify

(y[r] == Yes) when 60 , denoting that the guard can only be evaluated when 60% of

the n awaiting responses would have been received.

Waiting as described above does not a�ect the monotony property of guards since the

atomic step (rule application) is delayed until the guard is evaluable and the intermediary

steps that generate a substitution for the rule is updated at each re-evaluation. More so,

making a rule wait does not a�ect the evaluation of the guards of the other rules. In fact,

if the user chooses one of the rules whose guards have already been evaluated successfully,

every other rule (including those still waiting) is discarded and subsequent values received

are discarded.

2. Group-based Service calls

Group-based service calls model users working together on an equal status to attain a

common goal. This form of collaboration is a synchronous activity with no division

of labour and no multiplicity in the responses. The users share a common workspace

and the decisions made during process enactment are based on consensus reached by all

or some of the participating users. An example is parliamentary deliberations where the

parliamentarians sited in an auditorium discuss and deliberate together validating and/or

rejecting submitted bills.

Unlike with individual user-workspaces, a group active-workspace is only accessible in

connected mode. Groups are built from roles, that is, members of a group belong to the

same role or can o�er the same service. Hence a roleR contains not only users but smaller

groupings of users to whom group-based service calls can be made.

We denote a group-based service call by the keywordgroup, followed by a form with a

generic sorts[R] on the right-hand side of a business rule. For example,

group s[R](x1; : : : ; xn )hy1; : : : ; ym i

models a service call to a group and the enacting user is expected at runtime to either

constitute a new grouping of users inR or select a pre-existing one to whom the service

call will be made. The semantics of group-based service calls is equivalent to that of

single user service calls but for the fact that decisions which were made by a single user

at enactment now have to be made by a group of users.

The group active workspace is hence equipped with tools to aid in making decisions during

process enactment. The group is charged with choosing the decision-making strategy to

adopt when handling a case. Such strategies could include: (i) assigning administrator

privileges to some members of the group and allowing the other members to give views
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and opinions that guide the administrator(s) make decisions at runtime, (ii) collectively

reaching a consensus by way of vote or polls. Examples of the latter could be majority

voting rule, weighted voting, or probabilistic voting [94]. The detailed study of such

decision-making strategies is beyond the scope of this thesis.

We de�ne the following macros on top of the GAG model for the di�erent ways of initiating

service calls. Macros 1 and 5 allow for optionality sincenone is an acceptable value forR while

Macros 1, 2, and 3 are used in the context of crowd-based and group-based multi-user service

calls.

1. * Many : denoteds� [R](: : :)h: : :i for a service call made to none or several users inR.

2. + Some : denoteds+ [R](: : :)h: : :i for a service call made at least one user inR.

3. � All : denoteds� [R](: : :)h: : :i for a service call made to all users inR.

4. ! One : denoted s![R](: : :)h: : :i or simply s[r :: R](: : :)h: : :i for a service call made to

exactly one user inR.

5. ? To : denoteds?[R](: : :)h: : :i for a service call made to none or exactly one user inR.

6. # User : denoteds# [user1; user2; : : :](: : :)h: : :i for fairly stable systems. It is possible

to directly specify in the grammar a user or users to whom a service call should be sent

at run time.

5.3.2 Artifact Sync and Migration

A user to whom a service call has been made might become unavailable to complete the work,

or it might be required to remove a user from a role with open artifacts for the corresponding

service in his active workspace. In both cases it is important to preserve the work already

done. Theartifact migration or artifact transfer feature is used to move artifacts between

workspaces in the same role.

First, given that two users o�ering the same service might not have the same guarded attribute

grammar speci�cation because they can evolve their workspaces independently, it might be

necessary to synchronize the grammar speci�cations between two sites before proceeding with

the transfer of an artifact.

We denote bysync(Gl ; Gd), the synchronization operation which updates the local GAGGl

using rules from the distant GAGGd, with axiom(Gl ) = axiom(Gd). It is de�ned as follows:

sync(Gl ; Gd) = Gl

[
f RjR 2 Gd; R 6� R0; R0 2 Gl and sort(R) = sort(R0)g
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with R 6� R0 de�ned as follows:

� j A inh (R)j 6= jA inh (R0)j or jAsyn (R)j 6= jAsyn (R0)j

� 8 t i ; t0
i ; t i 2 A inh (R) and t0

i 2 A inh (R0); t i 6� t0
i ; 1 � i � j A inh (R)j

� 8 ui ; u0
i ; ui 2 Asyn (R) and u0

i 2 Asyn (R0); ui 6� u0
i 1 � i � j Asyn (R)j

� j rhs(R)j 6= jrhs(R0)j

8s; s0; s 2 sorts(rhs(R)); s0 2 sorts(rhs(R0)) ; s = s0

with s = ( t1; : : : ; tn )hy1; : : : ; ym i and s = ( t0
1; : : : ; t0

q)hy
0
1; : : : ; y0

pi

� m 6= q or m 6= p

� 8 i 2 [1; n] t i 6� t0
i

The sync operation preserves the properties of the initial grammars. It is simply a disjoint

union of the rules inGl with those in Gd. Note that t 6� t0 correspond to a pattern matching

that fails.

Now we de�ne the operation of transferring an artifact with con�guration � from a distant

active-workspace with GAGGd to a local active-workspace with GAGGl . Let M be the set of

messages generated by �.M is divided into an input bu�er and an output bu�er.

To achieve this we add two additional types of messages:

| artifact-transfer : sent from d to l, made up of the con�guration of the artifact � and

the list of messagesM emanating from �.

| rename : sent from active-workspacel to every other active-workspace referenced in any

of the messages inM .

The following steps, are executed to e�ect the transfer:

1. Obtain � and M at active-workspaced,

2. Send anartifact-transfer message fromd to l with the contents � and M .

3. When anartifact-transfer message is received at active-workspacel, it renames all nodes

and variables in �, from the namespacens(d) to the namespacens(l), and generates a

set of new names whose elements are couples of the formf (oldName; newName)g.

4. For each couple (oldName; newName), if oldName appears in a messagem 2 M , then:

(a) RenameoldName with newName

(b) Obtain the distant workspace appearing inm, say d0, and send arename message

containing the old and new names tod0.

5. When a workspace receives arename message, it scans its list of messages for occurrences

of eacholdName and replaces them with the correspondingnewName.
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5.4 Towards a Language for Active-Workspace Speci�-

cation

In this chapter, we lay the groundwork for the development of a declarative scripting language

for guarded attribute grammars. We start by augmenting the GAG syntax with predicate logic

formulae and functional expressions that respectively enrich the guards and allow for automated

computation in semantic rules. Then we present a language-oriented syntax and use it to model

snippets of the disease surveillance process.

5.4.1 Enriching Guards and Semantic Rules

5.4.1.1 Using Predicate Logic in Guards

Filtering (checking the applicability of) a business rule at an open node proceeds in two phases:

(i) check the presence of the inherited attribute values in the task de�nition, and that these

values match with the patterns at the corresponding inherited positions of candidate business

rules, and (ii) de�ne a substitution � (� in precisely) which initialises the local variables of the

business rule with values from the task de�nition. It also checks that there exists a synthesized

attribute in the rule that serves as a promise for a value for every output variable of the task.

For simplicity, we do not consider this last part.

Filtering using pattern matching alone is not enough to model real world situations. For

instance, consider the following de�nition of the left-hand side of a rule of sortpatient visit .

patient visit (name; dob(day; month; 1980); gender)h: : :i

Given a task t, the �ltering algorithm checks that t has three input values, and that the

second value matches the patterndob (day; month; 1980), that is, it checks that the value

constructor is dob, that it has three components, and the third component isequal to the

constant constructor 1980. If

t = patient visit (" Lee" ; dob(12; 05; 1980); "Male") h: : :i ;

the �ltering will succeed with the substitution,

� = f name= " Lee" ; day= 12; month= 05; gender= " Male"g:

Pattern matching was only able to check theequality of values. In a practical situation, we
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will want to de�ne such a business rule for patients in an age range. More so, placing constant

values directly in patterns as such makes them unusable in the right-hand side of the rule since

there exist no recipient variable for their values. Notice the absence ofyearin � .

We augment the syntax rule syntax with predicate logic formulae using awhere clause as

follows:

rule sort (x1; : : : ; xn )hy1; : : : ; ym i where [cond] ! RHS

with [cond] being a comma-separated list of predicate logic formulae on the variables occurring

in inherited attributes ( x i ) of the business rule {the variables that will be initialised inV ar(� in ).

cond:: V ar(� in ) ! : : : ! V ar(� in ) ! Boolean:

We can modify the business rule above to be used for male patients born between 1975 and

1985.

patient visit (name; dob(day; month; year); gender)h: : :i

where [(year> 1975 ^ year< 1985); gender= " Male"] ;

Filtering this rule against t produces

� = f name= " bob" ; day= 12; month= 05; year= 1980; gender= " Male"g;

key/value pairs on which the conditions are evaluated, and the associated business rule only

becomes enabled at an open node if all the conditions evaluate to True.

The where clause is also used to check conditions on value vectors produced by crowd-based

service calls. For that purpose, we de�ne several macros for computing certain aggregations of

values in the vectors and eventually testing conditions on them.

5.4.1.2 Extending Semantic Rules with External Features

In practical terms, a business process is an organisational model in which individual autonomous

systems inter-operate. For instance, the data in a business process will need to be stored in a

database or some tasks might need to run on data in external databases, certain automated tasks

might need specialised algorithms which have to be implemented in some external environment,

etc. We identify three major reasons to motivate the coupling of semantic rules with external

features:

1. Support automated computations : simple data manipulation computations always

come in handy in process execution. For instance, basic arithmetic operations (addition,
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di�erence, multiplication, division), computing simple descriptive analysis (sum, mean,

median, mode) on a list of values, basic arithmetic operations, basic string manipulation

operations (pre�x, su�x, substring, . . . ), etc. Such operations should be usable directly

in the process de�nition or encapsulated in a function, for example, a function could be

used to compute a person's age from his date of birth. These functions are, in any case,

necessary to describe the various plumbing operations between the a GAG speci�cation

and its context of use. They are lazily evaluated and hence do not really a�ect the

operational semantics of GAG.

2. Access to external systems : examples of external systems include, platforms for dif-

ferent departments of an institution: human resources, customer relations, logistics, �-

nance and control, etc. or general-purpose platforms for data management and analysis,

database or data-warehouse management, messaging, etc.

3. Extracting information from enacted artifacts : artifacts store all the information

manipulated throughout the lifecycle of case. Such information can be useful to build

dashboards or to feed some local databases that are later used to:

(a) respond to speci�c requests from other users, for example in the context of achecklist

(see Section 5.4.2.3). They are also used to populate some input parameters (see

Section 5.4.2.2) of a rule in place of the user.

(b) guide the user to choose a rule to apply for a pending task,

(c) used cohesively with data mining and decision support techniques to suggest a spe-

ci�c rule to apply, prioritize enabled rules at an open node, or even inhibit some of

the rules.

Such implicit side-e�ects of rules abound, and they generally do not con
ict with the GAG

speci�cation but rather complement it since they allow to associate real-world activities with a

rule. We achieve such side e�ects by augmenting the active-workspace model to use web-services

and database drivers.

We note that resorting to external databases and web-services will have to be done in a way

that preserves the monotony of the speci�cation and hence guarantees its safe distribution.

Similarly, we must be careful, if side-e�ects can inhibit some rules, that this does not jeopardize

the soundness of the GAG. By the way, it is important to dispose of a language to describe side-

e�ects of rules and in particular a language for making queries on active workspaces. The ideal

solution would be to implement GAG as a domain speci�c language embedded into a general-

purpose language. In that case we could directly write the side-e�ects in the host language. In

Chapter 6 we implement one such internal DSL, embedded into Haskell, for guarded attribute

grammar speci�cation and execution.
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Formally, we use the following syntax to denote a call to an external feature:

f function name [arg1 arg2 : : :]

The f indicates a call to an external function or access to an external feature, and is followed

by the name of the function, and a possibly empty list of arguments. For instance, the following

is a call to a function that computes the age from the year of birth:

f age year

5.4.2 An Extended Syntax for GAGs

In this section we introduce some syntax elements to outline a speci�cation language for guarded

attribute grammars that is expressive enough to describe realistic applications. Our purpose is

not to fully design such a speci�cation language. In Chapter 6, we present the design of a pro-

totype speci�cation language inspired by the syntax in this section, which supports distributed

execution and provides an implementation of a typing mechanism for the manipulated values

and guards. This section only intends to introduce some syntactic sugar and constructs which

allow to describe large and complex speci�cations in a more concise and friendly way.

First, we introduce a functional notation for business rules, inspired from monadic programming

in Haskell. So far, a guarded attribute grammar was presented as a task rewriting system, a

convenient formalism for formal manipulations. However, rewriting systems are not necessarily

perceived as a handy programming notation despite their similarity with logic programming.

In Section 5.4.2.2 we describe a mechanism for writing generic rules, that is, rules that contain

parameters that when instantiated can generate a potentially large set of similar rules. As we

showed in Chapter 5, parametric rules are particularly useful to formalize the notion of role:

When several stakeholders play a similar role, they can use the same generic local grammar in-

stantiated with their respective identities to distinguish them from one another. Section 5.4.2.3

introduces a feature that allows the designer to extend the formalism by adding combinators,

a technique that can be used to customize the notations in order to derive domain speci�c

languages adapted to the particular user needs.
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5.4.2.1 A Functional Notation

We rewrite the business rule

sort(p1; : : : ; pn )hu1; : : : ; um i where [cond] !

sort1(t (1)
1 ; : : : ; t(1)

n1 )hy(1)
1 ; : : : ; y(1)

m1 i

� � �

sortk(t (k)
1 ; : : : ; t(k)

nk )hy(k)
1 ; : : : ; y(k)

mk i

as
sort(p1; : : : ; pn ) where [cond] =

do (y(1)
1 ; : : : ; y(1)

m1 )  sort1(t (1)
1 ; : : : ; t(1)

n1 )

� � �

(y(k)
1 ; : : : ; y(k)

mk )  sortk(t (k)
1 ; : : : ; t(k)

nk )

return (u1; : : : ; um )

In this new notation, sort(p1; : : : ; pn ) represents the rulesignature, the lines between the key-

words do and return , (y(k)
i ; : : : ; y(k)

m i )  sort1(t (k)
1 ; : : : ; t(k)

nk ), represent generators. Variables

subscribing to the generated values {or terms built on one or more of these values{ , are placed

in the statement: return (u1; : : : ; um ). For example, we rewrite thepatient visit rule using the

do-notation as follows:

patient visit ( name; dob(day; month; year); gender)

where [(year> 1975 ^ year< 1985); gender= " Male"] =

do (symps)  clinicalAssessment (name; gender; year)

(rep)  initialCare (symps)

(ack)  caseDeclaration
�
patient (name; gender; year); symps

�

return
�
report (symps; rep); ack

�

This functional presentation stresses out the operational purpose of business rules: Each task

has an input {inherited attributes{ seen as parameters and an output {synthesized attributes{

seen as returned values. This notation however can confuse Haskell programmers for two

reasons.

First, recall from De�nition 3.3 that an input occurrence of a variable is either a variable

occurring in a pattern pi or a variable occurring as a subscription in the right-hand side of the

rule or, in this alternative presentation, in the left-hand side of agenerator

(y(j )
1 ; : : : ; y(j )

m j
)  sort j (t

(j )
1 ; : : : ; t(j )

n j
)

Note that, using this do notation, a guarded attribute grammar is left-attributed (Def. 4.4)
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precisely when every variable is de�ned before used: all output occurrences of a variable are

preceded by its corresponding input occurrence. For guarded attribute grammars which are

not left-attributed we thus �nd some variables which are used before being de�ned. This is

incompatible with monadic programming in Haskell where the scope of a variable occurring in

the left-hand side of a generator is the part of thedo expression that follows the generator,

including the return statement.

Second, a Haskell monadic expression is evaluated inpull mode, that is, if the output returned

by the do expression does not use the values of the variables de�ned by a given generator, then

this generator is not evaluated at all. By contrast, a rule of a guarded attribute grammar is

evaluated in push mode: When rule is applied, we create one open node for every generator.

Then users can continue to develop these nodes with the e�ect of gradually re�ning the returned

values.

Example 5.4.1. Consider the GAG of Example 3.2.1:

Root : root()hxi where [ ] ! bin(Nil) hxi

Fork : bin(x)hyi where [ ] ! bin(z)hyi bin(x)hzi

Leafa : bin(x)hConsa(x)i where [ ] !

Its syntactical translation into the functional notation is as follows:

Root : root() where [ ] = do (x)  bin(Nil)

return (x)

Fork : bin(x) where [ ] = do (z)  bin(x)

(y)  bin(z)

return (y)

Leafa bin(x) where [ ] = do return (Consa(x))

which we write simply as

Root : root() = bin(Nil)

Fork : bin(x) = do (z)  bin(x)

(y)  bin(z)

return (y)

Leafa bin(x) = return (Consa(x))

using the simpli�cation rules (SR i ) given below. End of Example 5.4.1

(SR1) When the returned value is the result of the last generator, one replaces these two in-
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structions by the last call, e.g.:

do (y)  bin (Nil)

return (y)
, do bin (Nil)

(SR2) When the do sequence is reduced to a unique item {either a call or areturn statement{

one omits thedo instruction, e.g.:

do bin(Nil) , bin(Nil)

do return (Consa(x)) , return (Consa(x))

(SR3) When the list of conditions in the where clause is empty, the clause is omitted, e.g.:

Fork : bin(x)hyi where [ ] , Fork : bin(x)hyi

5.4.2.2 Service calls

Multi-user service calls

[crowd j group] sort[ + j � j � ] [role] (: : :)

The expression in the generator is preceded by either of the keywordscrowd or group and the

sort is superscripted with the kind of multi-user service call, which is either of the following: +

(some), * (many), � (All). For example:

Evaluate Submission

submission(article) =

do reports crowdevaluate+ [reviewer](article)

decide(reports)

Single user service calls

sort [ ? j !j # ] [role] (: : :)

For example, the following generators respectively model single user service calls to none or

one, exactly one, and to a particular user-id.

report  evaluate?[r :: reviewer]

report  evaluate![r :: reviewer]

report  evaluate# [user id ]
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User Inputs In practice, it will frequently be required of the user to provide additional

information needed for the processing of the case when they apply rules at open nodes. The

input clause serves to highlight those parameters of the rule that are instantiated by the user

when he chooses this rule. These parameters can also be used for information that the user

wishes to preserve in the artifact but which are not necessarily used elsewhere. This clause

enriches the GAG syntax and is placed after the equal-to sign (=) and before thedo keyword.

For instance, one may �nd the following rule in the grammar speci�cation of the reviewer:

Accept :

evaluate(article ) =

input (msg :: String )

do report  review(article )

return (Yes(msg; report))

With this rule the reviewer informs the Editor that he accepts to review the paper. The returned

value is formed with the Yes constructor, acknowledging acceptance, with two arguments: A

message and a link to the report that the reviewer commits himself to subsequently produce.

Just as with parametric rules, this speci�cation generates an in�nite set of actual rules since

there exists an in�nite number of potential messages {including the empty one.

User input is treated in a similar way to values synthesized by sibling tasks. In fact, one way

of interpreting the input clause is to regard it as a subtask that is manually executed by the

user. They therefore constitute atomic operations that do not further develop the artifact tree.

We add the following rule to the simpli�cation rules introduced in Sect. 5.4.2.1:

(SR4) We omit the do statement if it merely returns the value(s) introduced by the preceding

input clause:

sort() = input (x) do return (x) , sort() = input (x)

Remark 5.4.2. In practice however, the parameters provided by the user at runtime will

correspond either to a speci�c role in the system {whose instantiations are �nite in number{

or some kind of data {a message, a report, a decision, etc.{ whose values should be kept in the

artifact but has no impact on the subsequent behaviour of the system. Therefore, it will be

possible to abstract the parameter values to end up with a �nite guarded attribute grammar

with the same behaviour.

End of Remark 5.4.2
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5.4.2.3 Combinators

In order to tailor the speci�cation language towards the applicative domains, we introduce the

notion of combinators. Combinators are macro-instructions that encapsulate into easy-to-use

constructs, features that are frequently used and which would otherwise require considerable

modelling e�ort from the users.

The set of such useful macro-instructions depend on the application domain. For instance, in

disease surveillance, we identify combinators for the following types of tasks:

1. Iteration : Recursive business rules of the form,s ! : : : s : : :, are suited for situations

where the input values of the inner sorts are computed from the outputs of sibling tasks.

There are however situations where the recursive call just handles the remainder of an

attribute on the left-hand side. We introduce an iteration schema given by combinator

iter for such situations, de�ned as follows. Ifs is a sort with inherited and synthesized

attributes of respective typesa and b, iter s stands for a new sort whose inherited and

synthesized attributes are lists of elements of typea and b respectively, associated with

rules

iter s :: a�  b�

when s :: a  b
�

iter s (Cons (head; tail)) = do h0  s (head)

t0  iter s (tail)

return (Cons (h0; t0))

iter s (Nil) = return (Nil)

This is only syntactic sugar: a GAG uses a set of sorts with noa priori structure, but

one can equip the set of sorts with a set of combinators together with a type system to

constraint their usage {for instanceiter s :: a�  b� when s :: a  b{ and with rules

which conform to this type system.

2. Dialog : It is common to �nd users engage in a "live" communication during process

execution. Such cases occur when one user has to solicit the same service from another

user several times with di�erent inputs. For example, during contact tracing in an Ebola

epidemic situation, the contacts are progressively identi�ed, and a �eld worker assigned to

trace him/her. Figure 5.2 illustrates contact tracing with two tasks,Identify contact

and Trace contact , the former supplying contact information to the latter which after

tracing returns the results to the former.

Example 3.4.2, speci�es such communication using lazy lists. We de�ne thedialog com-

binator for two recurring tasks that communicate through lazy lists using theiter com-
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Figure 5.2 { Dialog between two tasks during Contact Tracing

binator as follows:

dialog hs; s0i :: ()  ()

when s :: a  b

s0 :: b  a

�

hs; s0i = input (x :: a)

do ys iter s (Cons (x; xs))

xs iter s0 (ys)

return ()

The combinator dialog hs; s0i :: ()  () uses no information from and returns no infor-

mation to its surrounding environment. We can improve on this example by replacing

this combinator by a (potentially in�nite) set of combinators using functions as extra

parameters:

dialog hs; s0i in out :: c  d

when s :: a  b

s0 :: b  a

in :: c ! a

out :: a� � b� ! d

�

dialog hs; s0i in out =

do ys iter s (Cons (in x; xs))

xs iter s0 (ys)

return (out (xs; ys))

This combinator has two parameters given by variablesin and out and thus it actually

generate a potentially in�nite set of rules according to the actual functions used to in-

stantiate the parameters. Still, if we assume that all such parametric combinators are

totally instantiated in a global GAG speci�cation then we guarantee that we end up with

a �nite speci�cation.

For instance, we may de�ne the derived combinator:

weave [s; s0] = dialog hs; s0i id zip :: a  (a � b)�

when s :: a  b

s0 :: b  a

where id :: a ! a is the identity function and zip :: a� � b� ! (a � b)� is the function
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given by:
zip Nil ys = Nil

zip xs Nil = Nil

zip Cons(x; xs) Cons(y; ys) = Cons((x; y); zip xs ys)

This combinator can equivalently be speci�ed as

weave [s; s0] :: a  (a � b)�

when s :: a  b

s0 :: b  a

�

weave [s; s0] = do ys iter s (Cons (x; xs))

xs iter s0 (ys)

return (f zip xs ys)

Notice the use of functionsid and zip in semantic rules (see Section 5.4.1.2).

3. Checklist : Check-lists are used to send more than one task to a user in a single service

call. For instance, when an epidemiologist needs to send a list counter measures to be

implemented by a �eld worker during outbreak management. We de�ne achecklist

combinator speci�ed as follows:

checklist [s1; : : : ; sn ] :: (a1; : : : ; an )  (b1; : : : ; bn )

when si :: ai  bi
�

checklist [s1; : : : ; sn ] =

input (uid; x 1; : : : ; xn )

do y1  s#
1 [uid] (x1)

: : :

yn  s#
n [uid] (xn)

return (y1; : : : ; yn)

The caller chooses the useruid to whom the list of tasks will be sent and inputs all

required datax1; : : : ; xn . The user should belong to the roles associated with the services

s1; : : : ; sn .

5.4.3 An Example - Flu Outbreak Surveillance

In this section, we illustrate the notations presented in the previous sections on a collaborative

case management system. We model the second scenario of Section 1.2 in which three sets of

actors with distinct roles (Epidemiologist, Physician, Biologist) actively participate in surveil-

lance Flu surveillance. We model the grammars for the services associated with each of the

roles.

Role of a Physician The physician receives patients, clinically examines them to obtain the

signs and symptoms which he then checks against the Flu declaration criteria and eventually

registers them into the weekly Flu register. At the end of the surveillance week, all registered

suspect cases are declared to the epidemiologist.
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R1 � Patient Visit :

visit ( name; gender; dob(day; month; year)) =

do (symps)  clinicalAssessment
�
patient (name; gender; year)

�

(rep)  checkFluCriteria (symps; f age year)

(careRep)  initialCare
�
patient (name; gender; year); symps

�

return
�
report (symps; rep)

�

Notice the use of simpli�cation ruleSI3 to omit the where clause since no conditions are posed on

the input variables. The second generator of thedo statement computes the age of the patient

from his/her year of birth { f age year{ before passing as an attribute of the checkFluCriteria

task.
R2 � Clinical Assessment :

clinicalAssessment (patient) =

do input (symps; temperature)

return (symptoms(symps; temperature))

Note that we use here the simpli�cation ruleSR4 in R2 meaning that the input value {the

symptoms{ is returned as a result of the clinical assessment.

R3 � Check and Declare :

checkFluCriteria (name; symptoms(symps; temp); age)

where [(age< 5 ^ "cough" 2 symps)

_ (age� 5 ^ ((" cough" ; " fever") � symps) ^ temp � 38)] =

do input (site id)

ack caseDeclaration![epidemiologist] (site id; name; age;

symptoms (symps; temp))

return (ack)

The evaluation of the guard of ruleR3 succeeds if the patient is aged less than 5 years and has

cough as a symptom, or, if the patient is 5 years or older and has cough and fever as symptoms

with a body temperature greater than 38� . To e�ectively declare the suspect case, this rule

invokes the caseDeclaration service of the epidemiologist with the suspect case information.

Rule R4 is used when the declaration criteria check fails and no case is declared.

R4 � Do not Declare : checkFluCriteria(name; symps; age) = return ( )
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R5 � Clinical Examination cont: :

initialCare(patient; symps) =

do input (samples; report)

labRes laboratoryAnalysis?[biologist] (patient; samples)

return (careRep(report; labRes))

The physician continues examining the patient, he extracts saliva samples and sends a lab-

oratory analysis request to a biologist. The returned information -careRep is stored in his

workspace and might come in handy during outbreak investigation.

Role of the Biologist The biologist receives the samples, veri�es their conditioning and

runs the requested analyses. The results are returned for used in con�rming or revoking the

outbreak alarm. For simplicity, we suppose and only model the case where the sample is well

conditioned in which case the corresponding grammar is reduced to rule

R6 � Lab Analyses : laboratoryAnalysis (patient; samples) = input (labResult)

Role of the Epidemiologist The epidemiologist o�ers two services: caseDeclaration which

is used by physicians to declare suspect cases of Flu, and alarmInvestigation which periodically

analysis the reported to detect and investigate outbreak alarms.

1. Case Declaration

The epidemiologist veri�es every reported data for errors and when the veri�cation suc-

ceeds, the data is automatically stored in a surveillance database { using the function call:

" f register name age symps temp" in rule R9. When on the other hand the veri�cation

fails, the data is not stored, and the errors are sent back to the declaring physician for

correction and re-declaration.

R7 � Case Declaration :

caseDeclaration (site id; name; age; symps) =

do verif  verifyData (age; symps)

ack storeCaseData(verif; site id; name; age; symps)

return (ack (verif; ack))

R8 � VerifyData : verifyData ( age; symps) = input (verif (decision; errors))
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R9 � Store case data:

storeCaseData(verif (T rue; ); site id; name; age; symps) =

f register name age symps temp

Here we have replaced variableerrors by a dummy variable (the wildcard) to stress that

this variable is not used in the rule.

R10 � Report errors in declared data:

storeCaseData(verif (False; errors); site id; name; age; symps) =

return (errors; name; age; symps)

2. Alarm Investigation

Periodically, automated analysis are run against the declared data to check for unexpected

hikes above the expected threshold. Such analysis used specialised algorithms which are

either programmed in external systems accessible to the process model or as semantic

functions in the GAG speci�cation.

R11 � Periodic Analysis :

automatedAnalysis () = do input (params)

recur [2d] autoAnalysis (params)

We use therecur clause with parameter 2d indicating that the autoAnalysis task should

be executed every two days.

R12 � Outbreak Alarm :

autoAnalysis (params) = do alarm f runDetectionAlgo params

investigateAlarm (alarm)

Each time the automated analysis is run, the epidemiologist's investigateAlarm task is

invoked with the alarm object generated by the runDetectionAlgo function.

We suppose that when an alarm is raised, the correspondingalarmobject contains amongst

other information, the following data: the concerned population, the date of onset of the

alarm, the expected number of cases, and the concerned list of sites that declared the

alarm data. If however no alarm is raised, the function runDetectionAlgo returns a

noAlarmobject.
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R13 � Investigate Alarm :

investigateAlarm (alarm (pop; onset; sites) =

do alert  diagnosticAnalysis (pop; onset; sites)

ack  noti�yAuthorities ( alarm (pop; onset; sites); alert)

()  initiateRiposte (alarm (pop; onset; sites); alert)

return (ack (alert; ack))

R14 � No Alarm Raised : investigateAlarm (noAlarm ) = return ()

R15 � Diagnostic Analysis for Alarm Investigation :

diagnosticAnalysis (alarm (pop; onset; sites)) =

do sitesData  iter obtainDiagnosticData (sites)

ack  f storeDatasitesData

alert  f runAlertDetectionAlgo ack

return (ack (alert))

We use theiter combinator in R15 to model an iterative execution on a list of values,

sites, of the taskobtainDiagnosticData which sends two tasksconsultationReport and

laboratoryResults using achecklist to each of the sites in the alarm data {R16 . We

suppose that the functionrunAlertDectectionAlsoreturn an alert object when an outbreak

alert is detected, otherwise it returns anoAlert object.

R16 � Obtain Diagnostic Data :

obtainDiagnosticData (site) = do checklist consultationReport (onset)hrepi

laboratoryResults (onset)hresi

The epidemiologist therefore iteratively indicates a physician in each site to whom the

checklist with two service calls will be sent.

R17 � NotifyAuthorities :

notifyAuthorities ( alarm (pop; onset; sites); alert) =

do input (mail list)

ack1 f sendAlarm mail list; pop; onset; sites

ack2 sendOutbreakAlert (alert; mail list)

return (ack (ack1; ack2))

R18 � Do Not Notify : notifyAuthorities ( noAlarm ; ) = return ()



Chapter 6

An Active-Workspaces Prototype and

Example

In this chapter, we present a work in progress and proof of concept prototype of the Active-

Workspaces model. The prototype is built in Haskell [100], an advanced purely functional

programming language with a powerful and intuitive syntax that closely resembles our declar-

ative formalism for guarded attribute grammars.

We start by describing the general architecture of an active workspace system which we imple-

mented in the prototype, then we present the design of an internal domain speci�c language

(DSL) into Haskell for GAG speci�cation and an execution engine that enforces the GAG/AW

operational semantics. We end with a presentation of the user interface and how the actions it

provides concur to realise the GAG/AW operational semantics.

6.1 Description and Architecture

An Active-Workspaces system functions in near peer-to-peer fashion with connected and discon-

nected modes communicating via asynchronous message exchanges. More precisely, the users

can continue enacting process models while disconnected from the rest of the system and when

they eventually connect, all pending communication with other Active-Workspaces is e�ected.

In disconnected mode, outgoing messages are piled up in the output bu�er of the emitter's

workspace and forwarded when the workspace connects while in connected mode, messages are

automatically channelled to the receiving workspace(s) as soon as they are generated.

In the remainder of this chapter, we consider the termActive-Workspace (AW) to refer to

the enactment environment of a single service. That is, an AW is de�ned for every service in

a user's workspace and identi�ed by the unique couple made up of the user's ID and the

107
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sort of the corresponding service. For instance, if a user with user-idBob o�ers n services with

sorts s1; s2; : : : ; sn , then Bob's workspace will containn Active-Workspaces with unique IDs:

(Bob; s1); (Bob; s2); : : : ; (Bob; sn ).

User
Workspace

AW 1 (Bob; s1) : : : AW n (Bob; sn )

Artifact 1

: : :

Artifact k

Artifact 1

: : :

Artifact m

Figure 6.1 { Structural organization of a user's workspace withn active workspaces

A user's workspace is therefore a grouping of all the Active-Workspaces for each of the services

o�ered by the user. When a user's workspace is connected, all its contained active workspaces

function in connected mode, and vice versa. Figure 6.1 shows the structural organization of

Bob's workspace, with active workspaces 1 andn bearing respectivelyk and m artifacts.

More so, recall from Chapter 4 that AWs and hence their containing user workspaces might be

autonomous (de�ned by autonomous GAGs - see Def. 3.5) or not. In the former case, the GAGs

are composed together and will rely on each other to realise certain business goals. Figure 6.2 is

a representation of the physical architecture of a composed GAG system. Notice the presence

of a server to support asynchronous communication and to store shared data. We discuss the

server in detail in the next subsection.

Server

wp1 wp2

wp3 wp4

wp5 wpn: : :

Figure 6.2 { Communicating user workspaces via a server that routes messages and pools shared
data
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6.1.1 The Active-Workspace Server

Certain non-functional and/or transversal features of the Active-Workspaces system, such as:

user management, service management, service assignment/withdrawal to/from users, and mes-

sage channelling and delivery, need to be centrally provided and accessible to the di�erent user

workspaces.

The active-workspacesServer (center of Figure 6.2) provides these features. Note that, unlike

with classical client/server architectures where the server handles client requests and replies

with appropriate responses, the server in the AW system is simply a middleware that facilitates

communication between workspaces and stores shared information. We place the features

provided by the AW Server into two major groups: Pooling and Routing.

1. Pooling : the server stores a pool of users and services as well as the current assignments of

services to users. It keeps track of the status (connected/disconnected) of all workspaces.

Proceeding this way requires that there existence of an administrator who creates new

services or de�nes existing local sorts in user workspaces as services, adds new users,

and modi�es assignments of services to users. In this work we consider this centralized

functional architecture. However, we can imagine a more decentralized and collaborative

approach that employs, data & process mining techniques as well as decision making

techniques to identify and adopt new services.

A user can be in one of the following four states:

(a) Unenrolled : the user's account is deactivated or suspended, and the user does not

show up in the list of potential service recipients during process enactment.

(b) Enrolled : the user's account is activated or enabled, and the user can receive service

calls.

(c) Disconnected : the user's account is enabled but the user's workspace is not con-

nected. Any communication destined for this user will have to be bu�ered till the

user �nally connects.

(d) Connected : the user's account is enabled, and the user's workspace is connected.

Communication between connected workspaces is Point-to-Point.

Users are Enrolled and UnEnrolled by the administrator. Connecting and Disconnecting

a user's workspace on the other hand is done by the user (owner of the workspace).

2. Routing : the server serves as a store and router for messages transiting between work-

spaces. It stores messages destined for currently disconnected users and delivers them

when the users connect. This enforces functioning in connected/disconnected modes.

Algorithm 3 presents what happens when a message is to be sent from one workspace to

another. If the sender and receiver are connected, communication is point-to-point and
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messages are directly exchanged between them. If however, one of them is not connected

at the time the message is generated, the message is placed either in the servers bu�er if

the sender is connected or otherwise in the senders output bu�er. The server therefore

simple stores messages destined for currently disconnected workspaces.

When a workspace becomes connected, it informs the server of its new status which then

forwards all pending messages destined for an Active Workspace in this workspace.

Algorithm 3: Message Exchange between Workspaces
Data: Messagem

1 if sender is connectedthen

2 if receiver is connectedthen

3 placem in receiver's input bu�er;

4 else

5 placem in server's bu�er;

6 end

7 else

8 placem in senders output bu�er;

9 end

6.2 A Domain Speci�c Language for GAG Speci�cation

6.2.1 Domain Speci�c Languages

A Domain Speci�c Language (DSL) is a computer language designed for a particular problem

domain to improve productivity for designers and communication (and loyalty) of domain

experts, as opposed to a General Purpose Language (GPL) that can be used to solve problems

across domains [74][40].

In [40] DSLs are divided into three main categories: external DSLs, internal DSLs, and language

workbenches.

| An external DSL is a language separate from the main language of the application it

works with. Usually, an external DSL is a Standalone application with a custom syntax.

Examples of external DSLs include regular expressions, SQL, Awk, and XML.

| An internal DSL is a particular way of using a general-purpose language. A script in an

internal DSL is valid code in its general-purpose language, but only uses a subset of the

language's features in a particular style to handle one small aspect of the overall system.

Classical examples of this style are Lisp and Ruby on Rails.
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| A language workbench is a specialized IDE (Integrated Development Environment)

for de�ning and building DSLs. In particular, a language workbench is used not just to

determine the structure of a DSL but also as a custom editing environment for people to

write DSL scripts. The resulting scripts intimately combine the editing environment and

the language.

[74] extends this classi�cation and provides one based on the usage made of the DSL: notation

(visual-to-textual or API-to-DSL), AVOPT (analysis, veri�cation, parallelization, and transfor-

mation of programs written in a GPL), task automation (eliminate repetitive tasks), product

line representation, data structure traversal, interaction (make interactions programmable),

and GUI (facilitate building graphical user interfaces).

DSLs are executable in various ways and to various degrees [74]. Executable DSLs capture

the behaviour of some underlying model - the semantic model [40]. In our work, we design a

DSL for the GAG model with a well-de�ned execution semantics. Our DSL is an internal DSL

implementing an API into Haskell, a GPL with a declarative purely functional syntax and a

denotational non-strict semantics, encompassing with it the syntax and semantics of GAGs. It

is thus directly executable in Haskell (the host language).

One advantage of using an internal DSL besides obtaining a directly executable language is

the ability to make use of the high expressiveness of the host GPL in a coordinated context

(the DSL context), to enrich the features of the DSL. The DSL can therefore focus on precisely

capturing the structure and behaviour of its semantic model.

We leverage the computational power of Haskell to facilitate data computation and aggregation.

Recall from Section 3.1 that we favour a task decomposition methodology that ends with the

production of data. Such data can either be manually provided by the user or automatically

computed from the inherited attributes and other available contextual data. Being able to use

Haskell functions to compute the values of synthesized attributes or to �lter and/or aggregate

several variables into a single inherited attribute greatly enrich the expressive power of GAG

speci�cations.

Our DSL is intended for designers of collaborative case management systems using GAGs. We

intentionally use generic process modelling terminology and vocabulary: tasks, users, data,

because it is our intention to develop more precise UI-based DSLs with domain vocabulary,

that will be translated into our executable DSL.

In the following sections, we present our design choices as well as the syntax adopted for di�erent

parts of a GAG. We subsequently refer to our DSL as the GAG-DSL.
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6.2.2 GAG-DSL Generalities

Several data structures and functions are indispensable to understanding the GAG-DSL struc-

ture and functioning. We present and expatiate on them in this subsection.

6.2.2.1 The Active Workspace and User Workspace

data AW = AWf

awId :: AWId { (userId, service)

namespace :: IORef Int

artifacts :: [nodes]

subscriptions :: IORef (Map Variable [(Variable, AWId)])

gag :: GAG

. . . g

First, as seen earlier, theawId, consisting of the userId and the sort of the service, uniquely

identi�es the AW. Secondly, namespaceis used during process enactment to: (i) rename

formal variables in the speci�cation to local variables in the instance of the applied rule,

(ii) count the number of artifacts and their nodes. We use a pointed notation of a list

of integers - the Dewey notation -, to identify artifacts, nodes, and variables. A Dewey

identi�er speci�es the exact location of the object in the artifact tree. Thirdly, each AW

keeps track of all thesubscriptions to values of its local variables by variables in distant

workspaces. A single local variable can be subscribed to by several distant variables, hence

the map (Map Variable [(Variable, AWId)]) of a variable to a list of variables and

their AW identi�ers. Finally, the gag attribute contains the GAG speci�cation of the

service.

data UserWorkspace = UWf

owner :: User { a unique String identi�er

services :: [AW] { the contained Active Workspaces

outputQueue :: [Message]

serviceAssignments :: [(Service, User)] { a Service is identi�ed by its Sort - a

String

g

The user workspace stores information about the contained AWs, a queue for messages

generated while the user workspace is disconnected, and the current assignment of services

to users. Recall that a message can be of one of the following forms:
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| Service Call: to one or several users

| Subscription: indicate to a distant user that you are subscribing to the value of its

variable.

| Sending a value: respond to value subscriptions by sending a value to all subscribers.

| Case Transfer: transfer an artifact from one AW to another.

| Update Subscription: after case transfer, subscriptions are updated so that values

are subsequently sent to the appropriate location.

6.2.2.2 The Data

The GAG-DSL supports four types of basic data types: String, Boolean, Integer, and Double.

This is captured in the following Haskell data type de�nition:

data AWData

= StringV (Maybe String)

| BoolV (Maybe Bool)

| IntV (Maybe Int)

| DoubleV (Maybe Double)

Notice the use of theMaybeconstructor to allow for variables that contain no values but

the promise of a value of the particular type. This is particular useful for the GAG opera-

tional semantics in which artifacts can be continuously enacted with holes corresponding

to currently unavailable data values, which are �lled up when the values become avail-

able, making it possible to evaluate expressions, guards, and hence �lter applicable rules

at open nodes.

type Info = [(String, [(AWData, Maybe AWId)])]

Information is transported as a list of Key/Value pairs as de�ned in theInfo type. We

assign a key (String ) to a vector of values, each coupled with the awId of its source AW

([(AWData, Maybe AWId)]). This allows for values from multi-user service calls where

several AWs each provide a value for a single variable.

6.2.2.3 Inherited and Synthesized attributes

We de�ne two data structures; one (ValueAW) that carries data values in tasks and the other

(Pattern ) used in business rules to formally specify patterns on which the data values will be

matched to �lter applicable rules at open nodes. These data structures implement terms over

a ranked alphabet which we use as a record-syntax for inherited and synthesized attributes.
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data ValueAW

= Constr String Info [ValueAW] - - Complex data value with several parts (Records)

| Var Variable - - Intentional data to be provided later on.

| Val AWData - - Actual data value

Inherited Attributes of tasks are constructed usingValueAWwhich model intentional

hierarchical data. Note that we Haskell's algebraic data type to ensure that a data value

can be either of the three. That is, a data object is either complex record (Constr String

Info [ValueAW] ), a variable (Variable ), or an actual value (AWData) of any of the four

basic types.

Complex objects built with the keyword Constr have three parts; theString denotes

the value constructor, theInfo which denotes a list of basic data values carried by this

record, and[ValueAW] which denotes other complex parts of the same data object. For

example,

Constr "patient"

[("Id", (StringV "101", )), ("age", (IntV 37, ))]

[Var symptoms,Var history]
denotes an object of typeValueAWthat contains information about a patient. This ob-

ject's key is the character string "patient" and it carries the patients ID and age as basic

information. It also contains information about the patient's symptoms and medical his-

tory, which are currently unknown and represented respectively by the variablessymptom

and history . We use the underscore wild card () in the place of the AWIds since these

not speci�ed by the user but are �lled up automatically.

data Pattern

= ConstrP String Info [ValueAW] - - Complex data value with several parts (Records)

| VarP Variable - - Intentional data to be provided later on.

Patterns are analogous to objects of typeValueAWbut carry no actual data values. They

are used to match against inherited attributes from tasks. Variables in patterns are

pairwise distinct and may be formal or local when the rule is not yet applied at an open

node. Just before a rule is applied, all its (formal) variables are renamed to new local

variables.

6.2.2.4 Guards

Implicitly matching an object of type Pattern to an object of type ValueAWat runtime �lters

applicable rules and initializes variables in patterns. Recall however from Section 5.4.1.1 that
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there is need to express more complex �ltering conditions and to be able at design time to

explicitly initialize certain variables in patterns with values or an aggregation of values extracted

from inherited attributes. Guardsare used to arrive at this result: they implement the concept

behind the where clause introduced in Section 5.4.1.1 which provides a mechanism through

which information extracted during pattern matching can be used for further �ltering using

comparison operations, and in pure Haskell expressions to initialize input positions of the

business rule.

We implement guards as a Haskell (State) Monad1 and hence write them using the do-

notation 2. The implicit state bears an object of typeInfo corresponding to the substitution

produced when pattern matching terminates successfully. This object is omnipresent through-

out the body of the do-notation for the guard.

newtype Guard a = Guardf runGuard :: Info -> Maybe a g

Example 6.2.1. (a simple guard)

Suppose we have a guard with the following where clause

where (age < 45 & id == "101").

It can be expressed as a Guard using Haskell's monadic do-notation as follows:

do age < { readIntW (< = 45) "age"

id < { readStr "id"

< { lg (id == "101")

return (age, id)

This guard does the following:

| readIntW checks that the age attribute is an Integer at most equal to 45. If the

check succeeds, the value is extracted and placed in the variablepAge.

| readStr reads the value of thepatId attribute and places it in the variable pId

| using comparison operators of the host language Haskell, we can create complex

Boolean expressions on the values extracted from the lines above. The results of

such expressions, Boolean values, need to be lifted3 back into the Guard monad,

1. Haskell Monad : A monad is a way to structure computations in terms of values and sequences of
computations using those values. Monads allow the programmer to build up computations using sequential
building blocks, which can themselves be sequences of computations. The monad determines how combined
computations form a new computation and frees the programmer from having to code the combination manually
each time it is required.

2. Do-Notation : Do notation is an expressive shorthand for building up monadic computations. The do
notation allows the latter to be written using a pseudo-imperative style with named variables.

3. Lift : Lifting is a concept that allows the transformation of a function to a corresponding function in
another (more general) setting
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hence the use of the functionlg (List into Guard). In this example, the guard

checks that the value contained inpId is equal to the string literal "101".

| return (age, pId) renders the variables usable at input positions of the rule being

speci�ed.

End of Example 6.2.1

One particularity of the monadic do-notation is its sequential execution. It is in reality syntactic

sugar for an action chaining operation in which the result0 of an action is automatically passed

downstream to the next action in the chain. The do notation enriches Haskell's pure chaining

operation by assigning the result of each action to a variable and making it available for use

in several subsequent actions. This means that we can write guards which start by extracting

particular values, write verify complex Boolean expressions on the values, and lift the result

back into the Guard monad.

Each line of a guard returns either the value corresponding to the key parameter, after eventually

successfully verifying the condition, or the value 'Nothing ' if it fails. A guard fails either when

the key is not found in the input data or when the value corresponding to the key does not

verify the condition. The overall evaluation of a guard is a pair-wise conjunction of the lines of

the do-block. If any of the lines return 'Nothing ', the entire guard fails and returns 'Nothing '

and the rule is retrieved from the list of applicable rules at an open node.

6.2.2.5 Constructs for modelling Collaboration

The following data structure (Provider ) de�nes constructs used to specify the di�erent forms

of collaboration in business rules.

data Provider

= Many - - Task to be sent to zero or several users speci�ed at

runtime

| Some - - Task to be sent to at least one user speci�ed at runtime

| All - - Task to be sent to all users o�ering the service.

| One - - Task to be sent to a single user chosen at runtime

| Single f usr :: Usr g - - Task sent to a single user speci�ed at design time

| Several f usr :: [Usr] g - - Task sent to several users speci�ed at design time

6.2.2.6 Persisting data with JSON text �les

To ease communication, storage and retrieval of data about AWs, business rules, enacted arti-

facts, messages, users, and services, we opt to use the standard JSON text format.
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6.2.3 The GAG-DSL Syntax

The GAG-DSL de�nes a set of Haskell functions to specify the di�erent parts of a business rule;

the Guards, the left-hand side, the right-hand side, the inherited attributes and the synthesized

attributes. We adopt the following naming conventions for the GAG-DSL syntax elements in

the rest of the document: all syntax elements are written infixed-width or monospace font.

Language keywords are writtenunderlined . Sorts, value constructors, and keys are written

enclosed in double inverted commas (""), while variables with corresponding types in GAG-

DSL are written in italics . Finally lists are enclosed within square brackets ([ ]), and optional

parameters are enclosed in curly brackets (fg ).

6.2.3.1 Guards and Predicate Logic Expressions

Guards implement the content of the where clause introduced in Section 5.4.1.1. The general

syntax for guards is as follows:

do v 1  expr 1

f v 2  expr 2

. . .

v n  expr n g

f return (v 1 f , v 2, . . . , v ng) g

A guard starts with the keyword do, followed by at least one assignment expression of the

form; v i <- expr i , and ends with areturn statement which has as arguments a subset of

the variablesv i . The return statement can be omitted when the guard contains only a single

assignment expression.

In the following enumeration, we present the syntax for the various expressions that can be

substituted for each ofexpr i depending on the nature of the data and on whether or not the

expression includes a condition.

1. Guard expressions for single value keys

Guards on local values or values that originate from single-user service calls.

(a) Unconditional value extraction

Syntax: read[TYPE] "key"

Replace the[TYPE] with the corresponding type of the data value to be extracted.

It can be one of the following: Int for integers, Bool for Boolean values,Str for
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character strings, andDouble for 
oating point numbers. The key is a character

string that uniquely identi�es the value to be extracted.

Example 6.2.2. unconditional single value extraction

readInt "age"

readStr "name"

readDouble "height"

readBool "smoker"

(b) Conditional value extraction

Syntax: read[TYPE]W condition "key"

Same as with unconditional value extraction but with an additional parameter:

condition . The condition can be any Haskell function that takes as parameter

a value of typeTYPEand returns a Boolean value.

Example 6.2.3. conditional single value extraction

readIntW ( < = 45) "age"

readStrW (== "John Doe") "name"

readBoolW (== TRUE) "smoker"

Also, to easy working with character Strings, in addition to verifying their equality,

we add acontains operator, which can be used to check that a character string

contains NONE, ANY, or ALLof the substrings in a list.

Example 6.2.4. Guard with the contains clause

contains ALL symptoms ["cough", "fever", "nausea"]

contains ANY symptoms ["fever", "feverish", "febrile"]

The argument 'symptom' is a variable which must have been extracted earlier in the

guard. The following example using this operator in a guard.

do symptoms  readStr "symptoms"

 contains ALL symptoms ["cough", "fever"]

return (symptoms)

This guard �rst extracts the symptoms into a variablesymptom, checks that its value

contains ALLof the substrings in the list, then returns the symptoms if the check is

successful. End of Example 6.2.4
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2. Guard expressions for multi-valued keys

Guards for values that originate from multi-user group based and/or crowd-based service

calls.

(a) Unconditional value extraction

Syntax: readA[TYPE] "key"

Recall that a key for such values identi�es not a single value but an array of values of

the same type. Just as with extracting single-valued keys, the[TYPE] in the syntax

is replaced with the corresponding type for the data value to be extracted.

Example 6.2.5. unconditional value extraction
readAInt "labResult"

readABool "userDecision"

(b) Conditional value extraction

Syntax: readA[TYPE]W quantifier condition "key"

Recall from Section 5.3.1 that we do not directly pose conditions on the individual

data values but are interested in aggregating the data in these arrays and posing con-

straints such as: "there exist r 2 R such that y [r ] satisfies C"{ C being some

condition on values of the vectory { or " for all r 2 R; y[r ] satisfy C", or even

" there exist atleast 3 individuals r 2 R such that y [r ] [satify C]", or if vec-

tor y holds Boolean values, "at least 50 % of r 2 R verify y [r ]". We use three

types of quanti�ers:

i. ForAll or every : all the values in the array must satisfy the condition.

ii. (Exists n) or (exists n) : at least n values in the array satisfy the condition.

iii. (Proportion d) or (prop d) : at least d%of the values in the array satisfy the

condition.

The condition is same as with single value conditional data extraction. It can be any

Haskell function that takes as parameter a value of typeTYPEand returns a Boolean

value. One other condition is thelcontain (list contain) operator, analogous to the

contain operator with the di�erence that it operates on a list of String values. It

checks that each of the elements in the list contain all/any/none of a set of substrings.

Example 6.2.6. conditional value extraction
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readAIntW every ( < 1990) "yearOfBirth"

readAStrW (exists 5) (== "Male") "gender"

readABoolW (prop 50.0) (== TRUE) "confirmation"

readAStrW (prop 50.0) (lcontain ANY ["Male", "Masculine"]) "gender"

Now we describe the syntax for thewhen-nboperator introduced in Section 5.3.1 for

crowd-based service calls.

Syntax: guard `wheǹ (nb "key" decile)

Such expressions delay the evaluation of theguard until decile % of the values for

the key have been received. The left parameterguard is any multi-value guard

expression without its key parameter. This is made possible by Haskell currying

which allows to have partially instantiated functions, the so called higher order

functions.

Example 6.2.7. guard with the "when nb" operator
readAIntW every ( < 1990) `when` (nb "yearOfBirth" 60)

This expression waits for 60% of the responses for the key "yearOfBirth" to be

received, then tests if all of them are strictly less that 1990.

3. Building complex Boolean expressions

Variables extracted in guard expressions are as much variables of the host language Haskell

as they are variables of the GAG-DSL. They can therefore be used to build any form of

Boolean expression that is valid in Haskell. We use the functionlg (lift guard) to lift the

results of such expressions into the Guard monad.

Syntax: lg (boolExpression)

6.2.3.2 The Left-Hand Side - Business Rule Pro�le

The left-hand side (lhs) or the pro�le of a business rule is made up of the sort for the rule, its

inherited attributes, its synthesized attributes.

Syntax: lhs "sort" [ inh 1; inh 2; : : :] [ syn1; syn2; : : :]

Each ofinh i and syni are respectively of typePattern and ValueAW. We will see in subsequent

sections how these values are built.

When a rule has inherited attributes with no synthesized attributes, the case of information

rules that produce no output, we use the following syntax.
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Syntax: lhs "sort" [ inh 1; inh 2; : : :]

When a rule has synthesized attributes and no inherited attributes, we use the following syntax:

Syntax: lhs' "sort" [ syn1; syn2; : : :]

When the rule has neither inherited nor synthesized attributes, the case of terminal rules that

are used to close open nodes and terminate process enactment, we use the following syntax:

Syntax: lhs "sort"

6.2.3.3 The Right-Hand Side

The right-hand side (rhs) of a business rule is made up essentially of the list of subtasks for the

task. If the concerned rule contains predicate logic based guards, (rules speci�ed by therule

or tRule keywords below), the following syntax is used:

Syntax: � (v1; v2; : : :) ! rhs [ task1; task2; : : : ]

The vi are variables extracted in the guard expressions. Passing them this way makes them

available for use to initialise input positions of the taskstaskj .

If however the business rule contains no predicate based guards, (rules speci�ed by therule

or tRule keywords below), the following syntax is used:

Syntax: rhs [ task1; task2; : : : ]

6.2.3.4 Tasks: Semantic Rules in the RHS

A task bears not only information about its input and output attributes but also about whether

or not it is a local task or a service call. We distinguish below the two groups of tasks:

1. Local Tasks:

The keyword self is used to specify tasks that are executed locally in the AW in which

their containing GAG is found.

Syntax: self "sort" [ inp1; inp2; : : :] [ out1; out2; : : :]

Each of inp i and outi are respectively of typeValueAWand Pattern . We will see in

subsequent sections how these values are built.

When a local task does not return any output, the following syntax is used:
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Syntax: self "sort" [ inp1; inp2; : : :]

When on the other hand a task requires no input, but produces output values (constant

tasks which return the same value all the time), the following syntax with the keyword

auto is used:
Syntax: auto [ valAW1; valAW2; : : :]

Notice that in such cases, the designer explicitly constructs a list ofValueAWobjects

eventually using variables extracted during guard evalutation.

Also, to allow for manual work done by the user and results injected back into the artifact,

or input values that need to be provided by a user when a rule is applied at an open node,

the following input macro is used.
Syntax: input "valueConstructor" [ inpV al1, inpV al2, ...]

When a business rule contains theinput clause in its RHS, these are �rst executed

before the other tasks. The values are assembled into aValueAWobject with constructor

valueConstructor and handled in the way as inherited attributes of the business rule.

The inpV ali objects are built using the[TYPE] i keywords presented in Section 6.2.3.5.

2. Service Calls

(a) Crowd-Based Service Calls

i. User Speci�ed at Design Time

| To One User
Syntax: to "userId" "sort" [ inp1; inp2; : : :] [ out1; out2; : : :]

Same as with local tasks but with an additional parameter, theuserId of

the user to receive the service call. If the service call produces no results,

use the following syntax:
Syntax: to "userId" "sort" [ inp1; inp2; : : :]

| To Several Users
Syntax: toSeveral "userId" "sort" [ inp1; inp2; : : :] [ out1; : : :]

Again, if the service call produces no results, use the following syntax:
Syntax: toSeveral "userId" "sort" [ inp1; inp2; : : :]

ii. User Speci�ed at Runtime The information about the users o�ering the

service of sortsort is contained in the user's workspace and is automatically

used to display the list of potential users when a business rule with any of the

following clauses on its RHS is applied at an open node.

| To One User
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Syntax: toOne "sort" [ inp1; inp2; : : :] [ out1; out2; : : :]

If the service call produces no results, use the following syntax:

Syntax: toOne "sort" [ inp1; inp2; : : :]

| To None or Several Users (Many)

Syntax: toMany "sort" [ inp1; inp2; : : :] [ out1; out2; : : :]

If the service call produces no results, use the following syntax:

Syntax: toMany "sort" [ inp1; inp2; : : :]

| To At least One User (Some)

Syntax: toSome "sort" [ inp1; inp2; : : :] [ out1; out2; : : :]

If the service call produces no results, use the following syntax:

Syntax: toSome "sort" [ inp1; inp2; : : :]

| To All Users
Syntax: toAll "sort" [ inp1; inp2; : : :] [ out1; out2; : : :]

If the service call produces no results, use the following syntax:

Syntax: toAll "sort" [ inp1; inp2; : : :]

(b) Group-Based Service Calls

Group based service calls are not programmed in the current version of the proto-

type since they require to implement decision making strategies which we intend to

develop as a perspective of this thesis. However, a probable syntax for group based

service calls could be:
Syntax: toGroup "sort" f "dec strategy" g [ inp1; inp2; : : :] [ out1; : : :]

Where the optional parameterdec strategy is the name of the decision making

strategy to use in aggregating results. If it is not provided, then it would have to be

chosen by the users in the group. If the service call produces no results, the following

syntax could be applicable:

Syntax: toGroup "sort" f "dec strategy" g [ inp1; inp2; : : :]
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6.2.3.5 De�ning Values and Terms

1. Values - ValueAW

Objects of typeValueAWare used in synthesized positions of the left-hand side of business

rules (syni above) and in inherited positions of tasks in the right-hand side (inp i above).

These objects are instantiated terms which actual data values. They are speci�ed using

the following syntax:

Syntax:

ivalue "valConstructor" [ info 1; info 2; : : :] [(ivalue ... | var ...), ...]

OR

var "key"

An AW value has three parts: the value constructorvalConstructor , a list of information

objects (info i ) each bearing data of any of the four basic types, and a list of other AW

values denoting other parts of the object. Variables in values are de�ned using thevar

keyword. Recall that synthesized attributes in the left-hand side are simply variables

representing promises or placeholders for values to be provided later on.

When an AW value is reduced to its constructor and a list ofinfo i values, the following

syntax is used:

Syntax: ivalue "valueConstructor" [ info 1; info 2; : : :]

When an AW value is reduced to its constructor and other parts without anyinfo i

objects, the following syntax is used:

Syntax: ivalue' "valueConstructor" [(ivalue ... | var ...), ...]

The following simpli�ed statements are used when an AW value carries a single data value

in its info part and has no other parts.

Syntax: [TYPE]v "valueConstructor" value

Where TYPEcan be any of int, str, double, or bool and value is a value of the

correspondingTYPE.

2. Info values

The String/AWData pairs carried by AW values are speci�ed using the following syntax:

Syntax: [TYPE] "key" value

Where TYPEcan be any of int, str, double, or bool and value is a value of the

correspondingTYPE. Examples include: int "age" 45, str "gender" "Male" , bool

"married" True , int "temperature" 32.5 .
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Example 6.2.8. active workspace value object for a patient

consider the followingValueAWobject for a patient:

Constr "patient"

[("Id", (StringV "101", )), ("age", (IntV 37, ))]

[Var "symps", Var "hist"]

Its corresponding de�nition using GAG-DSL syntax is:

ivalue "patient" [ str "Id" "101" , int "age" 37] [var "sympms", var "hist"]

End of Example 6.2.8

When such objects are used to specify empty values, which have to be de�ned by the user

during rule application, the following syntax and keywords are used instead:

Syntax: [TYPE] i "key"

3. Terms - Pattern

Recall that patterns are terms over a ranked alphabet used in inherited positions of the

left-hand side business rules (inh 1 above) and synthesized positions of tasks in the right-

hand side (outi above). They are terms or variables written using the following syntax:

Syntax:

term "valueConstructor" [(term ... | var ...), ...]

OR

var "key"

A term needs two parameters; the"valueConstructor" and a list of other terms and/or

variables denoting other parts of the data structure. (var ) on the other hand is used

when the inherited attribute does not �lter the received value. A term with no other

parts, that is reduced to its constructor is written with the following syntax:

Syntax: term "valueConstructor"

6.2.3.6 Specifying a Business Rule

A business is speci�ed by de�ning its various parts (Guard, LHS, and RHS) using the corre-

sponding syntax above. A business rule is a Haskell function that evaluates a guard on values

extracted from inherited attributes, returning either an empty list or the list of subtasks as well

as the values or variables that will be synthesized from them. Its general syntax is thus:
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Syntax: rule "Rule Name" LHS Guard RHS

If a rule is only structurally guarded and needs no value extraction and veri�cation (no predicate

logic based guards), the following syntax is used:
Syntax: rule "Rule Name" LHS RHS

Terminal rules with a guard and no right-hand sides are de�ned using:
Syntax: tRule "Rule Name" LHS Guard

Terminal rules with no guard and no right-hand side are de�ned using:
Syntax: tRule "Rule Name" LHS

Example 6.2.9. sample business rule - checkFluCriteria

Consider the following business rule, F3 in Section 5.4.3:

Check and Declare :

checkFluCriteria (name; symptoms(symps; temp); age)

where [(age< 5 ^ "cough" 2 symps)

_ (age� 5 ^ ((" cough" ; " fever") � symps) ^ temp � 38)] =

do input (site id)

ack caseDeclaration[epidemiologist] (site id; name; age;

symptoms (symps; temp))

return (ack)

Using the GAG-DSL syntax, it is speci�ed as follows:

R3 = rule "Check and Declare"

(lhs "checkFluCriteria"

[var "name", term "symptoms" [var "symps", var "temp"], var "age"]

[var "ack"] )

(do name < { readStr "name"; age < { readInt "year" ;

symps < { readStr "symps" temp < { readInt "temp" ;

< - lg ((age > = 5 && ["cough", "fever"] in symps))

k (age < 5 && elem "cough" symps);

return (name, age, symps, temp))

(� (name, age, symps, temp) ! rhs [

input site id [str "site id"]

toOne "caseDeclaration"

[var "site id" , strv "name" name, intv "age" age,

ivalue "symptomps" [str "symps" symps, int "temp" temp ]

[var "ack"] ])
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End of Example 6.2.9

6.2.4 The GAG-DSL Operational Semantics

A GAG is a list of business rules speci�ed as Haskell function calls using the syntax presented in

the previous section. Each of these functions is supplied a task as input and returns as output

either an empty list if the corresponding business rule cannot be used to resolve the task (that

is, either the sorts don't match, or they match but guard evaluation fails), or a substitution

and eventually the (initialised) list of subtasks on the right-hand side of the business rule (if

the sorts match and the guard is successfully evaluated).

newtype Rules = Rules f gag :: Task -> Info -> [(RuleName, GenericRule)] g

A Guarded Attribute Grammar (reduced to a single rule) is a function (gag ) which when

given a task and some initial contextual data, returns a list of grammar rules that can

be applied to resolve that task. Each time an open node is created (for some task) , this

function is run to initialise the node with the applicable rules at that instant. This list

of rules is updated as new data is received. Notice that the returned value is a couple

(RuleName, GenericRule). The GenericRule contains a substitution which is used to

initialise variables in its input positions and hence obtain the actual business rule, if the

rule is chosen at an open node.

To achieve this behaviour, we use Haskell'sfoldl 4 function together with our de�ned weave

operator (< j > ) to realise pairwise weaving of the business rules of the GAG. The output of

this operation is a list of partially instantiated functions which will be evaluated against input

tasks during process enactment. The (< j > ) operator takes as input two rules, prepares them

to subsequently evaluate a task argument, and then chains the results of the evaluation using

the list concatenation operator (++). It is de�ned as follows:

(<|>) :: Rules -> Rules -> Rules

g1 <|> g2 = Rules ( � task info -> gag g1 task info ++ gag g2 task info)

The two arguments (g1 and g2) are single rule grammars which are woven together to

form a larger more complex grammar. We assume that no two rules share a common

RuleName{ for easy distinction at the graphical user interface.

4. foldl: Higher order Haskell function that systematically combines elements of some data structure (the
list of business rules) using a combining function (< j > ).
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To complete a GAG-DSL speci�cation, the designer has to explicitly weave the speci�ed rules.

For instance, suppose we have a GAG-DSL speci�cation for some process with four rulesr1,

r2, r3, and r4 , we prepare the rules for evaluation as follows:

grammar = foldl (<|>) [r1, r2, r3, r4]

6.3 Enactment User Interface and Actions

Figure 6.3 { Active Workspaces Server showing the list of users, their status and the list of
services they o�er.

Figure 6.3 shows a screen-shot of an active workspace server that pools �ve (5) users. For each

of the users, it stores the status (Un-Enrolled, Enrolled, Connected, or Disconnected) and the

list of services each o�ers. Recall that active workspaces are generated only for enrolled users.

New users can be added and services assigned to them on-the-
y during execution.

Figure 6.4 shows a screen-shot of the active workspace of the userBob to whom three ser-

vices have been assigned - identi�ed by the tabs AW:visit, AW:outbreakInvestigation, and

AW:con�rmAlarm. On the active tab, AW:visit, the left panel contains the list of (two) en-

acted artifacts for the service. Closed nodes are denoted by while open nodes are denoted

by . Information about the highlighted node is shown on the right panel. In this shot,

information about the caseDeclaration open node is shown: its internal ID ([2,2,8]), its sort

caseDeclaration , its inherited attributes, its synthesized attributes, and the list of appli-

cable or pending (whose guards have not been completely evaluated) business rules. Notice

that the second inherited attribute is a variable, (Var (Loc "symptoms" 4) ) whose value is

still pending, and which is necessary to complete the evaluation of the guards for the rule

Declaresuspectcase .
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Figure 6.4 { User's Workspace for UserBobo�ering three services: visite, outBreakInvestiga-
tion, and con�rmAlarm

6.4 GAG-DSL Example: Flu Outbreak Management

To illustrate the GAG-DSL syntax and semantics, we rewrite the example described in Sec-

tion 1.2 and formally speci�ed in Section 5.4.3 of a Flu Outbreak Surveillance system. We then

illustrative the GAG semantics on a sample execution with emphasis on the actions available

to users. Recall that the modelled example describes the workspaces of three groups of users in

a disease surveillance process: physicians who receive, consult, declare, and follow up patients,

epidemiologists who monitor the declared data for outbreak alarms, and biologists who provide

diagnostic information needed to con�rm and/or discard outbreak alarms. In the following

sections, we present the GAG speci�cations for the three groups of users.

1. GAG-DSL Speci�cation for Physicians:

R1 = rule "Patient Visit"



130 Chapter 6. An Active-Workspaces Prototype and Example

(lhs "patientVisit"

[ var "name", var "gender" ,

term "dob" [ var "day", var "month", var "year" ] ]

[ var "report" ]

)

(do name  readStr "name"

year  readInt "year"

gender  readStr "gender"

return (name, year, gender )

)

(� (name, year, gender ) ! rhs [

self "clinicalAssessment"

[ivalue "patient" [str "name" name, str "gender" gender ,

str "year" year ] ]

[var "symps"]

self "checkFluCriteria" [strv "name" name, var "symps",

intv "age" ( 2017� year)]

[var "rep"]

self "initialCare"

[ivalue "patient" [str "name" name, str "gender" gender ,

str "year" year ],

var "symps"]

[var "careRep" ]

auto [ivalue' "report" [strv "symps" symps, var "rep"]]

])

Business ruleR1has name"Patient Visit" , sort "patientVisit" , three inherited

attributes "name", "gender" and "dob" and a synthesized attribute"report" on its

left-hand side. The only guard on this rule is on the number of inherited attributes

(3) and the structure of thedob attribute: its sort must be "dob" and it must have

three parts respectively for theday, month, and year of birth.

The expressions in the do-block simply extract the individual values into variables

which are usable to build attribute values in the right-hand side of the rule.

The right-hand side has three local (identi�ed by the use of the keywordself ) sub-

tasks of sorts"clinicalAssessment" , "checkFluCriteria" , and "initialCare" .

The clinicalAssessment task has one inherited attributepatient ; a value that

carries information (name, gender, & year) and has no other parts, built using

the ivalue macro, and one synthesized attributesympsreduced to a variable. The

checkFluCriteria task has three inherited attributes: the �rst and third attributes
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(nameand age) are values built using data extracted during guard evaluation, while

the second attribute (symps) is a variable subscription to the value synthesized by

subtask clinicalAssessment . Also, notice the use of Haskell's subtraction op-

eration to automatically compute the age from the year of birth (thef operator

described in Section 5.4.1.2). The third subtaskinitialCare has two inherited at-

tributes: a patient value identical to that of the clinicalAssessment subtask and

a sympsattribute subscribing to the value synthesized by the same subtask. Finally,

notice the use of theauto macro to automatically build the synthesized attribute of

the rule from the synthesized attributes of its subtasks.

R2 = rule "Clinical Assessment"

( lhs "clinicalAssessment" [var "patient"] [var "symtomps"] )

( rhs [input "symptoms" [str i "symps", int i "temp"]] )

Business ruleR2 is reduced to a user input. It is assumed that the physician uses

complementary tools to the process management system and inputs the obtained

results (in this casesympsand temp) into the system. The use ofstr i and int i

macros constrain the provided values to be respectively of types String and Integer.

This rule is built using the rule macro since it has neither value extraction nor any

predicate logic-based guards. It however requires that the task comes with at least

one inherited attribute which it places in thepatient variable.

R3 = rule "Check and Declare"
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(lhs "checkFluCriteria"

[var "name", term "symptoms" [var "symps", var "temp"], var "age"]

[var ack] )

(do name  readStr "name"

age  readInt "year"

symps  readStr "symps"

temp  readInt "temp"

 lg ((age > = 5 && elems["cough", "fever"] symps )

k (age < 5 && elem"cough" symps))

return (name, age, symps, temp))

(� (age, symps, temp) ! rhs [

input site id [str "site id"]

toOne "caseDeclaration"

[var "site id" , strv "name" name, intv "age" age,

ivalue "symptomps" [str i "symps" symps, int "temp"

temp ]

[var "ack"]

])

Similar in structure to R1, business ruleR3illustrates the use of Haskell's logic opera-

tors in conjunction with GAGDSL's custom boolean operators to express predicates

on the extracted values. The �rst four expressions of the do-block extract values into

variables and the �fth expression checks that either the extractedage value is at

least 5, that the strings"cough" and "fever" are contained in thesympsvalue, or

the age value is less than 5 and the symptoms contains at least the"cough" string.

Also, notice the one-to-one call to an external servicecaseDeclaration in the right-

hand side ofR3. When the Flu case declaration criteria is successfully veri�ed, the

physician inputs a character string that identi�es his surveillance center (site id ),

which is used alongside other values extracted in the do-block to build the inherited

attributes of the task for the service call.

R4 = tRule "Do Not Declare" (lhs "checkFluCriteria")

Business ruleR4is a terminal rule that will be automatically invoked during process

enactment when the Flu case declaration criteria is not veri�ed. Such rules halt the

development of a branch of the artifact tree.

R5 = rule "Clinical Examination Cont."
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( lhs "initialCare" [var "patient", var "symtomps"] [var "careRep"] )

(readStr "symps")

(� (symps) ! rhs [input "samples" [str i "samps"],

input "report" [str i "report"],

toOne "laboratoryAnalysis" [strv "symps" symps,

var "samples"]

[var "labRes"],

auto [ivalue' "careRep" [var "report",

var "labRes"]]

] )

R5is a complete business rule (that is, it possesses all the parts of a business rule)

that uses a simpli�ed guard expression: a do-block with a single expression is reduced

to the expression. This rule models work done out of the system by the physician

and whose results (samples and report ) are injected back into the process. When

this rule is selected, the physician has to provide the two input values before the

laboratoryAnalysis service call is made. Also, this rule makes the service call in

all situations, whereas in surveillance practice, carrying out laboratory analysis is

not systematic.

One way to improve the speci�cation is to replace the service call by a local task

and de�ne two rules for it; one that makes the service call and the other that simple

closes the artifact branch.

We now complete the GAGDSL speci�cation of the physicians' grammar by weaving the

de�ned rules into a list of higher order Haskell functions.

physician gag = foldl (<|>) [R1, R2, R3, R4, R5]

This grammar will be available to every user assigned the service with sortpatientVisit .

2. GAG-DSL Speci�cation for Biologists

R6 = rule "Lab Analysis"

(lhs "laboratoryAnalysis" [var "pat", var "samp"] [var "labResult"] )

(rhs [input "labResult" [str i "labResult"] )

Reduced to a single rule in this speci�cation, the GAG-DSL speci�cation of the work

of a biologist in the context of disease surveillance requires only the �nal result of

the analyses, which we model simply as text.

3. GAG-DSL Speci�cation for Epidemiologists
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R7 = rule "Case Declaration"

(lhs "caseDeclaration" [var "sId", var "name", var "age", var "symps"]

[var "ack"] )

(do nm  readStr "name"

age  readInt "year"

symps  readStr "symps"

sId  readInt "site id"

return (name, age, symps, sId)

)

(� (nm, age, symps, sId ) ! rhs [

self "verifyData" [intv "age" age, strv "symps" symps] [var "verif"],

self "storeCaseData" [var "verif", strv "site id" sId, strv "nm" nm,

intv "age" age, strv "symps" symps]

[var "ack1"],

auto [ivalue' "ack" [var "verif", var "ack1"]]

] )

Business RuleR7is unguarded and is the only rule with sortcaseDeclaration hence

it is automatically invoked on reception of a service call. The rule veri�es the declared

data, stores the data if the veri�cation succeeds, and returns an acknowledgement

message to the declaring physician, eventually with any errors or incoherences found

in the data.

R8 = rule "Verify Data"

(lhs "verifyData" [var "age", var "symps"] [var "verif"] )

(rhs [input "verif" [bool i "decision", str i "errors"] )

Again, the data is veri�ed in an external tool and the results of the veri�cation

(decision and errors ) are entered back into the process. The content of theerrors

attribute will be ignored if the value of the attribute decision is True.

R9 = rule "Store Case Data"

(lhs "storeCaseData" [term "verif", var "site id", var "nm",

var "age", var

"symps"]

[var "acknowledgement"] )

(readBoolW (== True) "decision" )

(� ( ) ! rhs [auto [strv "ack" "OK"] )
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R10 = rule "Store Case Data"

(lhs "storeCaseData" [term "verif", var "site id", var "nm",

var "age", var "symps"]

[var "ack"] )

(do dec  readBoolW (== False) "decision"

sId  readStr "site id"

nm  readStr "nm"

age  readInt "age"

symps  readStr "symps"

errors  readStr "errors"

return (dec, sId, nm, age, symps, errors)

)

( � (dec, sId, nm, age, symps, errors) ! rhs [

auto [ivalue' "ack" [strv "errors" errors, strv "name" nm,

intv "age" age, strv "symps" symps]] )

R11 = rule "Data Analysis"

(lhs "automatedAnalysis"

(rhs [input "params" [str i "params"],

self autoAnalysis [var "params"]] )

R12 = rule "Outbreak Alarm"

(lhs "autoAnalysis" [var "params"]

(readStr "params")

(� (p) ! rhs [self "detectionAlgo" [strv "params" p] [var "alarm" ],

self "investigateAlarm" [var "alarm"]] )

R13 = rule "Alarm Produced - Start Investigation"
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(lhs "investigateAlarm" [term "alarm" [var "pop", var "onset",var "sites"]]

[var "ack"] )

(do pop  readStr "population"

onset  readStr "date of onset"

sites  readInt "sites concerned"

return (pop, onset, sites)

)

(� (pop, onset, sites ) ! rhs [

self "diagnosticAnalysis" [strv "pop" pop, strv "onset" onset,

strv "sites" sites] [var

"alert"]

self "notifyAuthorities" [ivalue' "alarm" [ var "pop" pop,

var "onset" onset, var "sites" sites], var

"alert"]

[var "acknowledgement"]

self "initiateRiposte" [ivalue' "alarm" [ var "pop" pop,

var "onset" onset, var "sites" sites], var

"alert"]

auto [ivalue' "ack" [var "alert", var "acknowledgement"]]

] )

R14 = tRule "No Alarm Raised" (lhs "investigateAlarm" [term "NoAlarm"])

R15 = rule "Diagnostic Analysis for Alarm Investigation"
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(lhs "diagnosticAnalysis" [term "alarm" [var "pop", var "onset",var "sites"]]

[var "ack"] )

(do pop  readStr "population"

onset  readStr "date of onset"

sites  readInt "sites concerned"

return (pop, onset, sites)

)

(� (pop, onset, sites ) ! rhs [

self "diagnosticAnalysis" [strv "pop" pop, strv "onset" onset,

strv "sites" sites] [var

"alert"]

self "notifyAuthorities" [ivalue' "alarm" [ var "pop" pop,

var "onset" onset, var "sites" sites], var

"alert"]

[var "acknowledgement"]

self "initiateRiposte" [ivalue' "alarm" [ var "pop" pop,

var "onset" onset, var "sites" sites], var

"alert"]

auto [ivalue' "ack" [var "alert", var "acknowledgement"]]

] )



Conclusion

In Part III, we introduced the Active-Workspaces framework with an underlying guarded at-

tribute grammar model. We showed how this new framework supports dynamic process mod-

elling with users and services as the basic building blocks, how it supports 
exible process

enactment, collaborative work, and timeliness in process management using Timed GAGs.

Then we showed how GAGs can be transformed into executable process models within the AW

framework with an extended formalism that supports high level user actions for process control

and collaboration (user interactions). We started with an intuitive functional notation inspired

from the notation of Haskell's do-blocks, then we designed and implemented a prototype tex-

tual (internal) DSL, the GAG-DSL, into Haskell together with a process enactment GUI. The

prototype at its current stage only simulates execution on a distributed architecture while on a

single computer. In a near future, we intend to e�ectively implement a distribution component

into the prototype and design an easy to use graphical DSL for domain experts with little or

no knowledge in computer programming.

To show the applicability of our framework, we ended this part with an example speci�cation

of a real-world situation from disease surveillance using the GAG-DSL syntax.
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Conclusion
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Chapter 7

Conclusion, Discussion, and Future

Works

Our objective in this thesis was to design a suitable (adaptive case management) model for

distributed collaborative systems such as the disease surveillance system. Using examples and

literature from disease surveillance systems, we characterized such systems as requiring high

levels of 
exibility at both design and run-time. The systems are artifact-centric, user-driven,

and collaborative, and their modelling should include all of the following aspects: (i) iterative

(incremental) design, (ii) collaboration and user interactions, (iii) techniques to leverage un-

certainty and exceptions, (iv) decision-making support. We proposed a model that naturally

supports iterative modelling, concurrent and 
exible process enactment, collaboration and user

interactions in a distributed environment. We argued that our model can easily be extended

with techniques from cognitive sciences and naturalistic decision-making theories to handle

uncertainty and exceptions, and to support (collaborative) decision-making.

The key idea in our declarative model for artifact-centric collaborative systems is to represent

the workspace of a stakeholder by a set of (mind)maps associated with the services that the user

o�ers. Each map consists of the set of artifacts created by the invocations of the corresponding

service. An artifact records all the information related to the treatment of the related service

call. It contains open nodes corresponding to pending tasks that require user's attention. In

this manner each user has a global view of the activities in which he is involved, including all

relevant information needed for the treatment of the pending tasks.

Using a variant of attribute grammars, called guarded attribute grammars, we automate the


ow of information in collaborative activities with business rules that put emphasis on user's

decisions. We gave an in-depth description of this model through its syntax, its behaviour,

and its main properties. We paid attention to two crucial properties of this model. First,

the input-enabled GAG satis�es a monotony property that allows to distribute the model on
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an asynchronous architecture. Second, soundness is a property that asserts that any case

introduced in the system can reach completion. These properties are both undecidable, but we

have de�ned restrictions on GAGs that guarantee their preservation.

The active-workspaces model encompasses all high-level concepts built on guarded attribute

grammars and which are indispensable in dynamic collaborative systems. These concepts in-

clude roles, services, task relationships, temporal dependencies, collaboration constructs, and

decision support tools. We use the GAG model to show how users are organized into roles,

assigned services, and made to collaborate and interact e�ectively with each other on related

time bound tasks.

We transformed the formal notations into a more language-oriented syntax and used it to

design a prototype for the model including an internal domain speci�c language implemented

in Haskell, and an enactment user interface that captures all the user actions underlying the

Active Workspace model.

Finally, we have demonstrated the expressive power and exempli�ed the key concepts of active

workspaces on a case study for a disease surveillance system { Flu outbreak surveillance {.

To �nalize our conclusion, we discuss the key features of our model and draw some future

research directions.

7.1 Assessment of the Model

In a nutshell active workspaces and guarded attribute grammars provide a modular, declarative,

user-centric, data-driven, distributed and recon�gurable model of case management. It favours


exible design and execution of business process since it possesses (to varying degrees) all four

forms of Process Flexibility proposed in [114].

Concurrency: The lifecycle of a business artifact is implicitly represented by the grammar

productions. A production decomposes a task into new subtasks and speci�es constraints

between their attributes in the form of the so-called semantic rules. The subtasks may then

evolve independently as long as the semantic rules are satis�ed. The order of execution, which

may depend on value that are computed during process execution, need not (and cannot in

general) be determined statically. For that reason, this model dynamically allows maximal

concurrency. In comparison, models in which the lifecycle of artifacts are represented by �nite

automata constrain concurrency among tasks in an arti�cial way.
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Modularity: The GAG approach also facilitates a modular description of business processes.

For instance, in the scenario described in Section 1.2 and modelled in Chapter??, when labora-

tory test requests are sent to the biologist, the physician needs not know about the subprocess

through which the specimen will pass before results are �nally produced. For instance, the

servicelaboratoryAnalysis can {in a more re�ned speci�cation{ be modelled by a large set of

rules including specimen puri�cation, and several biological and computational processes. How-

ever, following a top-down approach, one simply introduces an attribute in which the results

should eventually be synthesized and delegate the actual production of the expected outcome

to an additional set of rules. The identi�cation of the di�erent roles involved in the business

process can also contribute to enhance modularity. Finally, some techniques borrowed from at-

tribute grammars, like descriptional composition [43, 44], decomposition by aspects [131, 130]

or higher-order attribute grammars [122, 106], may also contribute to better modular designs.

Recon�guration: The work
ow can be recon�gured at run time: New business rules (as-

sociated with productions of the grammar) can be added to the system without disturbing

the current cases. By contrast, run time recon�guration of work
ows modelled by Petri nets

(or similar models) is known to be a complex issue [75, 36]. One can also add \macro rules"

corresponding to speci�c compositions of rules. For instance, if the Editor-in-chief wants to

handle the evaluation of a paper, he can decide to act as an associate editor and as a referee for

this particular submission. However, this means forwarding the corresponding case to himself

as an associate editor and then asking himself as a referee if he is willing to write a report.

A more direct way to model this decision is to encapsulate these steps in a compound macro

production that bypasses the intermediate communications. More generally compound rules

can be introduced for handling unusual behaviours that deviates from the nominal work
ow.

Logged information: When a case is terminated, the corresponding artifact collects all

relevant information of its history. Nodes are labelled by instances of productions that have led

to the completion of the case. Hence, they record the decisions and the information associated

with these decisions. In the case of the Flu surveillance system, a terminated case contains

the names of all the stakeholders (physicians, biologists, and epidemiologists), the data they

manipulated, the decisions they made, etc. A terminated case is a tree whose branches re
ect

causal dependencies among sub-activities used to solve a case, while abstracting from concurrent

sub-activities. The artifacts can be collected in a log which may be used for the purpose of

process mining [113] either for process discovery (by inferring a GAG from a set of artifacts

using common patterns in their tree structure) or for conformance checking (by inspection of

the logs produced during simulations of a model or the executions of an actual implementation).
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Distribution: Guarded attributed grammars can easily be implemented on a distributed

architecture without complex communication mechanisms {like shared memory or FIFO chan-

nels. Stakeholders in a business process own open nodes and communicate asynchronously with

other stakeholders via messages. Moreover there are no edition con
icts since each part of an

artifact is edited by the unique owner of the corresponding node. Moreover, the temporary

information stored by the attributes attached to open nodes no longer exist when the case has

reached completion. Closing nodes eliminates temporary information without resorting to any

complex mechanism of distributed garbage collection.

Interoperability: In Section 5.4.1.2, we describe how the GAG model can be extended with

external tools for data storage, basic computations, and even more complex operations such

as running data analysis to detect disease outbreaks. We implemented these concepts into

the internal DSL in Chapter 6 in the Haskell general purpose language. Such side e�ects can

thus be directly written in the host language. These features generally do not con
ict with

the GAG speci�cation but rather complement it, in basically two ways. First, they allow

to associate real-world activities with a rule, like extracting samples from a patient, sending

messages, performing veri�cations, etc. Second, they may be used to extract information from

the current artifacts to build dashboards or to feed some local database that can be used later

for a plethora of other purposes.

7.2 Future Work

An immediate milestone is the elucidation of the model by specifying as many (diverse) case

studies as possible from a plethora of business domains. These case studies will provide insight

needed to �ne tune the model and update the prototype environment. One other objective is to

move towards a graphical DSL for GAG speci�cations, necessary to scale the use of the model

by (non-technical) domain experts. The following research directions are also considered:

Decision making support and Uncertainty management: Users are faced with uncer-

tain decisions at several levels of process design and enactment. Knowing how to decompose a

task into sub-activities (specifying new business rules), choosing which rule to apply at an open

node, and deciding on what data to provide as input are all sources of doubt in dynamic pro-

cesses modelled with GAGs. Information logged in artifacts and/or contained in local databases

(execution traces, inherited and synthesized data values, semantic rules, guards, etc.) can be

exploited to leverage uncertainty and enhance decision-making. We will explore process mining

[116] and discovery [115] techniques coupled with techniques of naturalistic decision-making

[66] and cognitive sciences [76], with the objective of augmenting the GAG model with tools
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that aid users build and run dynamic processes on-the-
y. Another key aspect worth exploring

is collaborative decision-making where each decision is made not by an individual but by a

group of individuals. It is useful in group-based service calls.

Development methodology and Collaborative modelling: We need to develop sup-

port for the derivation of a GAG speci�cation from a problem description. Object-oriented

programming uses, for that purpose, normalized notations and diagrams for specifying the in-

volved classes, use cases, activities and collaborations. A modelling language for GAG should

concentrate on the central concepts of the model: The artifacts, task decomposition, user's

decisions, user's communication. For the latter one may use concepts of speech act theory

[8, 127] for classifying business rules in terms of assertions, orders, requests, commitments, etc.

As far as artifacts are concerned, one can observe on the two examples of the paper (Editorial

process and Disease surveillance) that we have very few completed artifacts, once the case's

speci�c information contained in the artifacts has been abstracted, one can try to extract the

business rules {task decomposition and semantic rules{ starting from these archetypal artifacts

and answering the following questions: What are the dependencies between data �eld values?

Who produces these values? What information does one need to produce these values? Can

one identify the conditions that justify variabilities between similar artifacts? How can busi-

ness rules local to a user's workspace be made available to others? etc. As a formalism for

distributed collaborative systems the GAG model should also come with a complete method

for elaborating the procedure going from a problem description, through the implementation,

to the deployment on a distributed asynchronous architecture. Just as with Software Processes

[101], this method will provide notations which describe how to identify relevant information

(roles, data, processes ...) and propose appropriate representation tools to add expressiveness

to the textual descriptions of collaborative case management systems.

Improve Process Flexibility: It might become necessary to explicitly indicate that tasks be

skipped or hidden during process enactment under certain constraints, or to roll-back (undo)

a number of actions taken by the user. This kind of 
exibility which is usually embedded

into the modelling language's syntax allows a process instance to deviate at runtime from

the execution path prescribed by the original process without altering the process de�nition

itself. It is called Flexibility by Deviation [114]. Skip/Hide can be easily achieved with the

current GAG model by using guards that enable only terminal rules. However, undo/redo

cannot be speci�ed straightforwardly since the enactment of process artifacts can proceed over

several (autonomous) user workspaces. Several works have addressed the undo problem in

BPM [4, 135, 98]. The GAG model can be augmented to support for atomic transactions (in

a distributed setting) with the possibility of rolling back if the transaction does not terminate

correctly.
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Applicability (More case studies): Our disease surveillance case study was helpful to

demonstrate the pertinence of our model and motivate our modelling decisions. More case stud-

ies in other dynamic domains are important to identify pertinent (cross-cutting) concepts and

re�ne our speci�cation language. The following three domains are representative case studies in

which our model can provide advantages over other modelling approaches: (i) crowd sourcing,

where mostly non-expert users collaboratively (consciously or not) resolve tasks. This would

require a �ne description of user roles and how they can be composed during task resolution to

obtain reliable results; (2) reporting systems, where several users collaboratively construct and

edit reports; (3) distributed distant learning, a highly decentralised system deployed mostly

in degraded environments with limited connectivity. Also, the declarative decomposition of

learning activities gives more 
exibility in the design and description of learning activities and

more freedom to the learner's learning path.
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