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Kids, you tried your best and failed

miserably. The lesson is: never try.

Homer Simpson

Abstract

Particle simulations have become an essential tool in various fields such as

physics, astrophysics, biology, chemistry, climatology, and engineering, to name

few. Usually, these computer simulations produce a temporal evolution of the

system of interest by describing the motion of particles.

In order to perform reliable simulations, we must provide an accurate description

of interaction forces undergone by each particle. In most cases, these forces mirror

inter-particle interactions and depend on relative coordinates of the particles. Moreover,

pairwise long-range interactions are generally the cornerstone of particle simulations,

an example being gravitational forces that are so essential in astrophysics. In molecular

simulations, electrostatic forces are the most common illustration of long-range interactions.

Furthermore, due to their computational cost, pairwise long-range interactions are

the bottleneck of particle simulations. Therefore, sophisticated algorithms must be used

for efficient evaluations of these interactions.

In this thesis, we thus propose algorithms which may reduce the cost of long-range

interactions when the studied system is governed by a particular dynamics. Precisely,

these so-called «incremental» algorithms are effective for simulations where a part of

the system remains frozen awhile. In particular, our algorithms will be validated on

systems whose particles are governed by the so-called Adaptively Restrained Molecular

Dynamics (ARMD) which is a promising approach in molecular dynamics simulations.

Although several incremental algorithms introduced by this thesis will be devoted to

molecular dynamics simulations, we believe that they can be generalized to all kinds of

long-range interactions.

Trying is the first step toward failure.

Homer Simpson
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Résumé

Avec l’essor des ordinateurs, les simulations numériques sont devenues un outil de

choix pour l’étude des systèmes de particules que l’on rencontre régulièrement en

physique, en astrophysique, en biologie, en chimie, en climatologie, en ingénierie...

Ces simulations fournissent le plus souvent une évolution temporelle du système d’étude

en décrivant les mouvements des particules à des intervalles de temps (régulier ou non).

Afin de produire des simulations fiables, il est indispensable de fournir une description

fidèle des forces d’interaction subies par chaque particule. De manière générale, ces forces

décrivent l’influence des particules entre elles. Aussi, les forces d’interaction présentes

en mécanique classique, dépendent le plus souvent de la position relative des particules.

Nous nous intéresserons au cas particulier des interactions dites à longue portée qui

constituent la pierre angulaire de la plupart des simulations numériques de systèmes

de particules. A titre d’exemple, ce sont les forces gravitationnelles omniprésentes en

astrophysique. En dynamique moléculaire, les forces coulombiennes (ou électrostatiques)

entre complexes chargés électriquement sont les interactions à longue portée les plus

courantes.

Le coût exorbitant de l’évaluation de ces interactions constitue un facteur limitant

pour la plupart des simulations numériques. Des algorithmes adaptés sont alors nécessaires

pour un traitement efficient des interactions à longue portée. Dans cette optique, cette

thèse propose des algorithmes « incrémentaux » qui peuvent réduire significativement

le coût des interactions à longue portée lorsque le système d’étude a une dynamique

singulière. En effet, ces algorithmes se montreront particulièrement efficaces lorsqu’ une

partie du système reste figée pendant un certain temps. Nous validerons ces algorithmes

sur des systèmes dont l’évolution sera gouvernée par la dynamique moléculaire dite
restreinte de manière adaptative (ARMD). Bien que les algorithmes incrémentaux

introduits par cette thèse seront proposés pour la dynamique moléculaire, nous estimons

qu’ils peuvent être étendus à n’importe quel type d’interactions à longue portée.

La science est comme le baobab.

Une seule main ne peut l’entourer.

Proverbe togolais

vi
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CHAPTER 1. A PERSPECTIVE ON PARTICLE SIMULATIONS

Johanes Kepler 1 demonstrated how colossal the amount of calculations required

for a complete understanding of motions in a simple two-body system can be. He

was the «computer» which provided a connection between Tycho Brahe empirical

observations and Newton’s theoretical models [15]. Four centuries later, it is astounding

that human beings are able to easily study and understand systems that contain billion of

particles. Particle simulations have experienced a resounding boom with the development

of increasingly powerful computers. Since the 1950s, computer simulations have enabled,

in many research fields, the study of large particle complexes more and more quickly.

For instance, with the help of large supercomputers, the study of the formation of

structures in the Universe becomes a major research area in astrophysics. This study

resorts on simulations of systems involving a vast number of particles (e.g. more than 2

million massive collisionless particles were used in figure 1.1; 10 billion were used in

the Millennium simulations [197]). Similarly, molecular simulations may involve several

particles in order to examine the dynamics of atomic-level phenomena that cannot be

observed directly (e.g. 0.5 million gold particles are melted in figure 1.2; more than 300

billion atoms have been simulated in [105]).

Figure 1.1: Computer simulations of formation of clusters and large-scale filaments in the Cold Dark Matter model with dark
energy. Here, is shown the evolution of structures in a 43 million parsecs (or 140 million light years) box from redshift of 30 to the
present epoch (left z = 30 to right z = 0). More details are available here [9] . Simulations were performed at the National Center for
Supercomputer Applications by Andrey Kravtsov (The University of Chicago) and Anatoly Klypin (New Mexico State University).
Visualizations by Andrey Kravtsov.

Figure 1.2: Molecular Dynamics Simulation of Laser Melting of Nanocrystalline Au. Snapshots of atomic configurations during
the melting process in a 20nm nanocrystalline Au film irradiated with a 200 fs laser pulse at an absorbed fluence of 45 J2 m−1 [122]

1Johannes Kepler (December 27, 1571 – November 15, 1630) was a German mathematician,
astronomer, and astrologer, best known for his laws of planetary motion.
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Although desktop computers can handle systems containing million of particles,

billion of particles simulations are extremely demanding even for large clusters. For

instance, in 2010, the «Millennium XXL» simulation (∼ 303 billion particles) required

more than 12000 cores for an equivalent of 300 years CPU time and 30 terabytes of RAM

[116, 197].

In practice, particle simulations rely on a description of inter-particle interactions

to derive the forces governing the motion for all particles. The determination of these

interactions is usually the bottleneck of several particle simulations. Moreover, long-

range pairwise interactions (especially gravitational and electrostatic interactions) are

often the most expensive contributions. An efficient treatment of these interactions

becomes a forefront research topic, especially in molecular simulations [10, 52]. The

main focus of this thesis is in line with this thematic. For this reason, we first introduce

several aspects of particle simulations.

1.1 Particle Simulation

1.1.1 The purpose

While using particle simulations, one generates several configurations (or states) of a

given system in order to predict macroscopic properties (e.g. pressure, temperature, heat

capacity). These simulations link microscopic description of the system to macroscopic

informations. Statistical mechanics allow us to connect several macroscopic properties

to long-time averages of microscopic states of the studied system [52]. For a practical

point of view, average values obtained from particle simulations are often compared with

empirical results in order to validate or interpret experiments.

In addition, averaged properties may provide a first glimpse of the studied problem

and guide following empirical or theoretical investigations. In practice, particle simulations

are constructed in order to match some prescribed experimental conditions. These

conditions define some constraints based on conservation laws appropriate to the physical

situation. They also characterize the set of all possible states of the system. In statistical

mechanics, this set is called statistical ensemble. In practice, properties are retrieved by

averaging over some states contained in the prescribed statistical ensemble. Below we

list the commonly used ensembles [52].

I Microcanonical ensemble or (N,V ,E) that describes the behavior of a thermally

isolated system. In this ensemble the number of particles (N), the volume of the
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system (V ) and the total energy (E) are fixed. In addition, all accessible states have

the same probability.

I Canonical ensemble or (N,V ,T): Here, N,V and T are fixed. The temperature

(T) is constrained with the help of a thermostat [92]. Precisely, the system is

connected to a very large heat reservoir which dictates the temperature. The

probability to reach a given state follows a Boltzmann distribution.

I Isobaric-isothermal ensemble or (N,P,T): Here, both the pressure of the system

(P) and the temperature (T) are controlled. N,P and T are fixed.

I Grand-Canonical ensemble or (µ,V ,T): Here, neither the total energy nor

particle number are fixed. Instead, the chemical potential of the system (µ) , as

well as the temperature (T) are constrained. µ, V and T are fixed and the number

of particles can vary.

For this work, we will only consider microcanonical- and canonical- ensemble.

Given a statistical ensemble, one may generate the needed states by performing

either Monte Carlo (MC) or Molecular Dynamics (MD) simulations [52, 158].

MC simulations generate a sequence of configurations as follows. From a given

configuration (Cp), a trial configuration is created by randomly displacing some particles

of the system. In reality, this new configuration is a candidate state that is accepted or

rejected in accordance with an energy criterion. Precisely, the probability of acceptance

is related to the difference in total energy between the new configuration and the old

one. If the trial configuration is rejected, (Cp) is added (again) to the sequence. In case of

an acceptance, the trial configuration is added to the sequence. The process is renewed

starting from the retained configuration, here denoted by Cp+1.

On the other hand, Molecular Dynamics (MD) integrates the equations of motion

of the system for some period of time. Starting from a set of initial conditions, we can

predict the temporal evolution of a system of interacting particles [146]. By doing so, the

temporal evolution of the system is generated [158]. This temporal evolution which is

commonly called trajectory, represents a sequence of time-dependent configurations. We

may thus average the desired property through this collection of configurations.

Under the «ergodic hypothesis», averaging over a sufficiently long period of time

along MD trajectory is equivalent to the ensemble average generated with Monte Carlo

simulations [52]. This claim is used intensively in particle simulations, even though it is

neither proven nor always valid. For instance, when the generated trajectory is periodic,
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there is no guarantee that the sampled configurations are sufficiently representative

for a suitable computation of statistics. For this work, we will restrict ourselves to MD

simulations. Nevertheless, several results are independent of the choice of the method

employed to produce the system states.

At this point, we need to describe in more detail how the system’s configurations are

generated with the MD simulations. Therefore, we need to characterize more precisely

the equations of motion.

1.1.2 Hamiltonian formalism

At a microscopic level, the description of constituent «particles» of matter (protons,

neutrons, electrons...) requires the laws of quantum mechanics. Nonetheless, we restrict

ourselves to its atomistic description. Thus, the matter consists of particles (e.g. atoms)

which obey laws of classical mechanics. These particles interact with each other by

forces which are usually described by potential energies originating from the quantum

description or from empirical models. The broadened description of the behavior of such

systems makes use of Hamiltonian formalism where each particle is characterized by its

mass, position and momentum. Here, the momentum of a particle is equal to the product

of its mass and its velocity.

Given a collection of N particles of masses (m1, . . . ,mN ), let us denote by q = (q1, . . . , qN )

the vector of all positions, by p = (p1, . . . , pN) the vector of all momenta. Usually, the

Hamiltonian is understood as the total energy of the system, which is the sum of kinetic

(K) and potential (V ) energies. The time evolution2 of the canonical coordinates q and p
is governed by the following system of differential equations [11]:

(1.1)


dq
dt

= ∇pH

dp
dt

= −∇qH

where the initial conditions are q(0)= q0 and p(0)= p0.

We denote by H the Hamiltonian of the system under study. H often corresponds to

the total energy of the system, which is the sum of kinetic (K) and potential (V ) energies:

H = K +V . The widely-used form of the Hamiltonian is separable, meaning that it can
2 The reader should note that q and p are scleronomic (implicitly time-dependent).
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be written in the form [75]

H(q, p) = K(p)+V (q)(1.2)

= 1
2

pT M−1 p+V (q).(1.3)

Here, we denote by M the 3N ×3N diagonal matrix of masses

(1.4) M = diag[m1, . . . ,mN].

With respect to the above definition, the kinetic energy reads

(1.5) K(p)=
M∑

i=1

pi
2

2mi
.

Although commonly used, this definition of kinetic energy is not unique. In particular,

we will show in section 1.4 that a modified version of K can lead to some interesting

dynamics. On the other hand, the expression of the potential energy V which describes

the interactions between particles, is closely related to the physical model of the studied

system. This leads to a variety of interaction potentials (see section 1.2). These interaction

potentials are also called forcefields since they govern the forces acting on the particles.

In fact, it comes with ease from (1.2) and (1.1) that

(1.6)
dp
dt

=−∇V

Then, the second Newton’s law [153] of motions implies

(1.7) f =−∇V

where f = (f1, . . . , fN) is a vector of all forces acting on particles under study.

1.1.3 Integration of equations of motion

Throughout MD simulations, the equations of motion (Equation (1.1)) are integrated. In

most cases, these equations of motion cannot be solved analytically. Therefore, several

numerical integration schemes have been developed [83]. From a practical point of view,

an integration scheme generates a sequence of new configurations from a specified initial

configuration. Each configuration represents the state (coordinates, velocities) of the

studied system at a given step of integration.
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Explicit integrators only use the current state of the system to determine the

configuration of the next step. These integrators are simple to implement. However,

some problems may be efficiently solved by implicit integrators which find a solution by

involving both the current and the next states. Moreover, a special care is needed while

choosing the integration timestep which separates two consecutive configurations. A too

small timestep increases the cost of the integration, since several steps (and evaluations

of the potential energy) are needed in order to access a configuration significantly

distinct from the initial state. Conversely, a too large timestep may lead to an inaccurate

and/or unstable integration. The accuracy can be improved by constructing the following

configuration with the states computed at several previous steps (multi-step methods). In

another way, one may improve the accuracy of the integration with the help of high-order

integrators which are generally more expensive.

In order to preserve the geometric structure of the flow3 of the Hamiltonian system

(1.1), so-called symplectic integrators are available [65, 66, 93, 183]. When applied to

Hamiltonian evolutions, symplectic schemes lead to a modified equation which remains

Hamiltonian at all orders and allow long-term energy conservation. Symplectic schemes

are the method of choice for integration of Hamilton’s equations. However, time-reversible

integrators can be employed since they share similar properties with symplectic schemes

on some systems [83, 212].

1.1.4 Statistics

We emphasize that the aim of particle simulations is to provide a link between macroscopic

properties and the microscopic description of a given system. This link is provided by

averaging the desired property (also called observable) through an arbitrary statistical

ensemble. As we only consider (N,V ,E) and (N,V ,T) ensembles, we can assume that the

number of particles (N) and the volume of the system (V ) are fixed. Moreover, a common

way to sample this ensemble comes with MD simulations. Under the ergodic hypothesis,

the time average of a given property A, obtained with a long enough MD simulation, is

equal to its ensemble average, here denoted by 〈A〉.
The hamiltonian formulation defined with equations (1.1) and (1.2) can be used to

describe microcanonical ensemble. First, it is important to notice that the employed

Hamiltonian refers to the total energy of the system. Besides, we can show that this
3We recall that the flow of the Hamiltonian is an application φt which associates to some initial

conditions the solution at t of the Hamiltonian system. φt : (q0, p0) 7→ (q(t), p(t)).
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Hamiltonian is preserved by the dynamics [10]. Therefore, the total energy is constant

along each MD trajectory and its value is fully determined by initial conditions.

Conversely, in (N,V ,T) ensemble, the system we are interested in, passes through

various energy levels. However, it has a well-defined temperature. The classical construction

of a canonical ensemble embeds the studied system in an isolated reservoir. The system

is maintained to a specified temperature by exchanging (solely) energy with the reservoir.

The nature of these exchanges can be either deterministic or stochastic [164]. Often,

deterministic approaches have natively some preserved quantities which can be monitored

in order to validate the simulations. On the other hand, stochastic exchanges are

easier to implement. Here, we will only consider Langevin dynamics [115] which is

a stochastic dynamics that models a situation where a hamiltonian system is coupled

to a thermostat4. Precisely, the hamiltonian system (1.1) is modified by introducing

a stochastic perturbation. Thus, the dynamics is governed by the following stochastic

differential equations [138]

(1.8)


dq
dt

= ∇pH

dp
dt

= −∇V −γ∇pH+σdW
dt

where dW is a standard 3N-dimensional Wiener process which models a Brownian

motion, γ and σ are 3N × 3N matrices. γ > 0 is the friction which may depend on

positions. For the sake of simplicity, the friction is considered as a positive constant.

σdW is a fluctuation term which brings energy to the system. This energy is dissipated

through a viscous friction −γ∇pH = −γM−1 p. In order to ensure the preservation of

the temperature T, the friction and the fluctuation terms are connected through the

fluctuation-dissipation relation, namely,

(1.9) σσT = 2γ
β

Moreover, the computations of average properties are often performed in (N,V ,T)

ensemble. These averages can be compared to empirical macroscopic properties that

have been derived from experiments where the temperature can be easily monitored.

Furthermore, the ensemble average of a given observable A in canonical ensemble reads

(1.10) 〈A〉 =
∫

A(q, p)e−βH(q,p)dqdp∫
e−βH(q,p)dqdp

4Alternative approaches can be found in [52].
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where β= (kBT)−1 denotes the thermodynamic beta and kB is the Boltzmann constant.

The above integrals run through all possible configurations 5 of (q, p). Each configuration

is weighted by a so-called Boltzmann factor that depends on the related total energy –

which is equal to H(q, p) with the definition (1.2).

1.2 Interaction potentials

In section 1.1.2, we showed that the motion of particles in the studied system can

be linked to the interaction potential V (see equations (1.1) and (1.7)). Ideally, V
should be derived from quantum mechanical computations based on an approximate

numerical solution of the Schrödinger equation [37]. However, these quantum models are

extremely demanding in terms of CPU resources. Therefore, popular molecular dynamics

packages such as AMBER [219], CHARMM [35], CHARMM [19], LAMMPS [169] and

NAMD [164] make use of computationally less expensive empirical potentials. In MD, a

typical formulation of the potential energy splits the interactions into bonded and non-

bonded contributions. Bonding terms are linked to interactions that hold some particles

in a cohesive molecular structure. On the other hand, non-bonded contributions are

mainly distance-dependent pairwise interactions. They are usually split into short-range

(essentially induced by fast-decaying quantum interactions) and long-range (electrostatic

and gravitational interactions) terms. Sometimes, external forces are applied to the

system under study (e.g an external electric field). Given that, we can assume that the

potential energy V can be expressed as follows

(1.11) V =Vbonded +Vshort +Vlong +Vext.

1.2.1 Bonding potentials

Bonding potentials are used in order to constrain the motion of covalently bonded

particles. We recall that covalent bonds are lasting attractions between atoms that

enable the formation of molecules through the sharing of electrons. Bonding potentials

are usually split into bond-length, bond-angle, bond-torsion (or dihedral) and improper

dihedral potentials:

(1.12)

Vbonded = ∑
bonds

Vbond(rb)+ ∑
angles

Vangle(θ)+ ∑
dihedral

Vdihedral(φ)+ ∑
improper

Vimproper(ψ).

5The ensemble of all possible states is called phase space
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rb

(1) Bond length

θ

(2) Bond angle

φ

(3) Dihedral angle

ψ

(4) Improper angle

Figure 1.3: Motions associated to bonded interactions

Bond-length potentials – These potentials control the length of covalent bonds. The

harmonic potential is commonly used in order to describe vibrational motions between

covalently bonded atoms. Based on the Hooke’s law, this potential takes the form

(1.13) Vbond(rb)= k(rb − r0)2

where rb denotes the length of a covalent bond, r0 corresponds to the equilibrium

separation, and k is the spring constant. While k is generally estimated with infrared

adsorption and Raman spectroscopy, the equilibrium distance between atoms can be

determined from X-ray diffraction experiments or using ab-initio quantum calculations

[51]. The main drawback of the harmonic potential comes from its inability to capture

the effects of bond breaking. The Morse potential is a convenient alternative when these

effects are needed [215].

(1.14) Vbond(rb)= De

[
1− e−S(rb−r0)

]2

Here, De is the dissociation energy and S controls the width of the potential well.

Moreover, it interesting to remark that the Morse potential can be approximated by

harmonic potential when r is close to r0 (see figure 1.4).
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Figure 1.4: Comparison between Harmonic and Morse potentials for bond lengths.

Bond-angle potentials – These potentials govern the angle formed between three

atoms across at least two bonds. The harmonic potential is a simple model for controlling

the bond angles.

(1.15) Vangle(θ)= A(θ−θ0)2

where θ0 corresponds to the equilibrium angle, and A is the spring constant. Since

it does not require the use of arccos function6, the harmonic cosine (or trigonometric)

potential is an efficient alternative to equation (1.15), namely,

(1.16) Vangle(θ)= A(cos(θ)−cos(θ0))2.

Nonetheless, several competitive variants of bond-angle potentials are still available in

the literature [132, 139, 203].

Bond-torsion or dihedral angle potentials – These potentials are employed in

order to impose the rotation around a given bond. The dihedral angle measures the angle

between the planes formed by the first three and last three atoms of a consecutively
6Usually, simulations are performed with cartesian coordinates. Unlike the bond length which is

directly available, one may need expensive arcus functions in order to retrieve angles. Conversely, one may
use cosine laws in order to determine effortlessly the cosinus of angle.
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bonded quadruple of atoms. A commonly used formulation of dihedral angle potential

reads

(1.17) Vdihedral(φ)=∑
m

Bm
[
1+cos(mφ−φ0)

]
.

Improper dihedral angle potentials – They enforce the planarity of certain parts

(e.g. aromatic rings) or whole molecules (e.g. formaldehydes) and maintain chirality of

some molecules [186]. Here again, the harmonic potential is a natural choice for improper

angles:

(1.18) Vimproper(ψ)= C(ψ−ψ0)2.

1.2.2 Short-range potentials

Besides bonded potentials, atoms or molecules undergo several distance-dependent

pairwise interactions. Some of those interactions quickly vanish at longer distances

between interacting particles.

Given a collection of N particle, the short-range potential energy reads

(1.19) Vshort =
N∑

i=1

N∑
j=1
j>i

Vs(r i j).

Here, Vs describes the pairwise interaction potential between two particles i and j.
In particular, Vs depends on their separation r i j and decay fast. The « fast (resp. slow)

decay» property means that Vs goes down to zero faster (resp. slower) than r−d
i j , where

d = 3 the dimension of the problem.

Van der Waals forces7 are the best known interactions that fall in this specific case.

Although weaker than bonded potentials, van der Waals forces play a fundamental role in

several fields such as surface science, structural biology, polymer science, nanotechnology,

and condensed matter to name a few. A good understanding of the origin of these forces

requires a quantum description of atomic interactions that unfortunately goes beyond

the scope of this thesis. Nevertheless, it should be noted that van der Waals forces have

four major contributions:

1. A repulsive component resulting from the Pauli exclusion principle that prevents

the collapse of particles.
7named after Dutch scientist Johannes Diderik van der Waals
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2. Keesom8 forces which are attractive or repulsive electrostatic interactions between

permanent charges or multipoles [109].

3. Debye9 forces (also called polarization) which are attractive interactions between a

permanent multipole on a given molecule with an induced multipole on another

one.

4. London10 dispersion interactions, which are attractive interactions induced by the

non-zero instantaneous dipole moments of all atoms and molecules.

Furthermore, the LJ potential is an often employed approximate model for van der

Waals interactions, namely,

(1.20) VLJ(r)= 4ε
[(σ

r

)12 −
(σ

r

)6
]

where r the distance between two particles, σ represents the LJ-separation distance and

ε is the depth of the LJ potential well.

Whilst the r−12 term describes the Pauli repulsion at small separations, the r−6

term describes weak attraction at larger distances. Moreover, this potential reaches

its minimum for rmin = 21/6σ ' 1.12σ. As shown in figure 1.5, short potentials decay

fast. Consequently, these potentials are generally truncated beyond a given cutoff

distance rc. For LJ potential, the cutoff distance is typically set at rc = 2.5σ, since

VLJ(rc)' 1
60

VLJ(rmin). The truncation is achieved by setting the potential to nil beyond

rc. Nevertheless, one must shift the truncated potential in order to cancel discontinuity

induced by the truncation at rc. By adding a so-called tail correction, we obtain the

truncated and shifted LJ potential [21, 37], namely,

(1.21) V∗
LJ(rc)=

{
VLJ(r)−VLJ(rc) when r < rc

0 when r ≥ rc

This model is broadly used in MD simulations as the definition equation (1.20) is

computationally simple. In fact, interactions between particles further than the cutoff

distance rc, do not require any worthless computation.

Furthermore, the Lennard-Jones potential is extremely accurate for noble gas atoms

(helium, neon, argon, krypton, xenon, radon, oganesson). More generally, it is a good
8named after the Dutch physicist Willem Hendrik Keesom.
9named after the Dutch-American physicist and physical chemist Peter J. W. Debye.

10named after the German-American physicist Fritz London.
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approximation at long and short distances for neutral atoms and molecules. If necessary,

more accurate (and thus more expensive) potentials are available in the literature [101].

For instance, the description of van der Walls interactions was significantly improved by

Richard Buckingham who replaced the repulsive part of LJ potential by an exponential

term [36, 101], namely,

(1.22) VB(r)= γ
[
exp

( r0

r

)
−

( r0

r

)6
]

.

Buckingham and LJ potentials are the common forms of the van der Walls interactions. In

practice, parameters for van der Waals potentials can be estimated by fitting parameters

to lattice energies and crystal structures, or from liquid simulations in order to reproduce

empirical properties [48, 186].
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Figure 1.5: Comparison between Lennard-Jones and Buckingham potentials for van der
Walls interactions.

1.2.3 Long-range potentials

Long-range interactions are extremely crucial for conducting meaningful particle simulations.

Unfortunately, due to their slow decay, these potentials are computationally expensive.

There are two main examples of long-range potentials:
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Gravitational interactions are attractive forces induced by a distribution of masses,

namely,

(1.23) Vgrav =
N∑

i=1

N∑
j=1
j>i

G
mim j

r i j

where G ' 6.674×10−11m3 kg−1 s−2 is the gravitational constant and r i j denotes the

inter-particle distance. Although gravitational forces are particularly omnipresent at the

macroscopic level, astoundingly, they are negligible at the nanoscale.

Electrostatic interactions are induced by the distribution of charges and are

result of attractive or repulsive interactions between fully or partially charged groups.

Precisely, electronegative11 atoms attract electrons more than less electronegative

atoms. Consequently, the distribution of charge in a molecule is irregular. This charge

distribution is often described with point charges localized throughout the molecule,

mostly coinciding with the nuclei of the atoms. Given a collection of N point charges, the

electrostatic or Coulomb energy reads

(1.24) Velec =
N∑

i=1

N∑
j=1
j>i

1
4πεr

qi q j

r i j
.

Beware, here qi designates the charge of the i-th particle. εr denotes the permittivity of

the medium.

In MD, electrostatics are needed in order to build more realistic models. For instance,

they are important for stabilizing biomolecular conformations in solvent [186]. Unlike

van der Walls interactions, long-range potentials cannot be neglected at far distance.

Prior studies that have only counted theses interactions within a cutoff radius, have

led to inaccuracies. On the other hand, evaluating all pairwise terms directly leads to

an expensive O (N2) computational complexity. Therefore, the efficient computation of

long-range interactions, especially electrostatics, is the main focus of this thesis. Since

the treatment of gravitational and electrostatic interactions are indeed similar, several

results on the fast treatment of electrostatics (see chapters 3 and 4) can be extended with

ease to both kinds of interactions.

11Electronegativity is a chemical property that describes the tendency of an atom to attract a shared
pair of electrons (or electron density) towards itself.
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1.2.4 The computational challenge

So far, we have described the building blocks of molecular dynamics simulations. From

a practical point of view, a MD simulation can be broken down in a few steps. Starting

from a given configuration, one evaluates the corresponding potential energy (V ) which

reflects the interactions arising in the system – V also is also related to forces acting

on each particle in the system (equation (1.7)). Positions and momenta of particles are

updated according to this potential energy (equation (1.1)). In this way, we can obtain a

new configuration corresponding to the state of the simulated system a few moments

later. In practice, only a few femtoseconds (1fs= 10−15s) separate the novel configuration

and its forerunner. In order to maintain the stability of the integrators, MD simulations

are constrained to use short timestep size. From the newly generated configuration, one

may calculate and/or output physical quantities of interest. Then, the process (also called

step or timestep) is iterated as long as enough configurations are obtained.

In order to achieve sufficient precision in the computation of statistics, the simulation

needs to capture relevant physical phenomena. Precisely, simulations must be conducted

long enough to cover the characteristic time of fluctuations in the desired observable.

In practice, MD simulations describe the evolution of a given system for a few period

of real time (ranging from picosecond to microsecond regime [52]). Unfortunately, this

corresponds to a large number of timesteps (usually 103 −106 MD steps), since the

timestep size is extremely small. Depending on the size of the simulated system, each

MD step can last several seconds (even minutes) in real (or wall-clock) time. Therefore, a

successful simulation may require several days, week, or month of computations.

In practice, the bottleneck of molecular dynamics comes from the time spent evaluating

the interaction potential. In particular, the computation of non-bonded contributions can

be extremely time consuming since these pairwise interactions scale quadratically with

the total number of particles. This scaling may be onerous for systems involving a large

number of particles. On the other hand, we want to be able to perform long simulations

leading to a large number of steps . Therefore, the reduction of the computational cost of

the evaluation of the interaction potential is of paramount importance. Although we have

reached the milestone of milliseconds simulations of biomolecular simulations [165, 166],

the main challenge for MD simulations remains to improve their computational efficiency

while retaining sufficient accuracy.
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1.3 Efficient particle simulations

In order to overcome the limiting factor of MD, several strategies have been proposed

since 1970s [52]. Some of those are presented in the following sections. They have proven

their efficiency since the timescale of molecular simulations have been increased by a

factor exceeding 108 [26].

The computational complexity of the interaction potential can be reduced by various

means. First, we may decrease the dimensionality of the system by reducing the

number of particles involved. The reduction can be achieved by altering the microscopic

description of the system (see sections 1.3.1 and 1.3.2). On the other hand, one can

optimize the way the interactions are computed by employing suitable data structures

(see section 1.3.3). Furthermore, we can reduce the CPU time per evaluation of the

interaction potential by performing approximate calculations (see sections 1.3.4 and 1.3.5).

Finally, several algorithms have been designed in order to take advantage of the

parallel architecture of modern computers.

1.3.1 Particle representation

A molecular system can be represented in several ways. In quantum mechanics, one

describes the system as a collection of atoms and subatomic particles characterized by

wavefunctions. This description is extremely expensive, even for modern computers.

Several simplifications have been proposed in order to able to simulate efficiently

molecular systems (Figure 1.6(1)).

1.3.1.1 All-atom representation

The dimensionality of the studied system is reduced by using an atomistic representation.

In many scientific fields, the molecular systems of interest can involve a large number of

atoms. In practice, the size of these systems ranges from few thousands (e.g proteins) up

to several millions of atoms (e.g viruses).

Moreover, a wide variety of empirical forcefields are employed alongside this model.

Usually, these forcefields include several interaction potentials. In addition, they are

parametrized for each atom type (e.g van der Waals cutoff, mass, charge...) and each

bond type (equilibrium values for bond lengths, angles...) existing in the studied system.

Rappé et al. [173] proposed a general force field that includes all types of atoms. Although

this forcefield is useful when the studied system includes several atom types, most MD

simulations limit themselves to more specific and less expensive forcefields [32, 131].
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For instance, the brenner potential [32] is commonly used in the study of hydrocarbons.

Alternatively, some approaches combine advantages of ab-initio and empirical potentials

(e.g QM/MM [121]).

1.3.1.2 Atomic representation with reduced degrees of freedoms

Molecular simulations can be performed in the internal coordinates of a molecule (i.e.
bond lengths, bond angles and torsion angles) [1, 81, 100, 175]. One may reduce the

number of degrees of freedom in the system by fixing some coordinates (e.g. bond

lengths or bond angles) to specific values. Although high- frequency fluctuations of

the constrained coordinates are neglected, this approach has been successfully employed

in several cases (e.g. NMR [81], molecular docking [1]). Nevertheless, it often happens

that the derivation of the desired forcefield in terms of internal coordinates is neither

trivial nor cheap.

1.3.1.3 United-atom representation

The key idea of this model combines some hydrogen atoms with other atoms in order to

create groups of atoms labeled as «pseudo-atoms». Thus, the number of particles to be

considered decreases. Several forcefields have been dedicated to this model [103, 226].

1.3.1.4 Coarse-graining

Coarse-grained models extend the concept of pseudo-atoms of united-atom representation.

Here, large groups of atoms such as water molecules are combined together. The

coordinates of groups of atoms are mapped to new sites or pseudo-particles (Figure 1.6(2)).

In addition, the interactions between pseudo-particles are determined by averaging over

the fully detailed system. Coarse-grained models must redefine the number, types, and

connectivity of the sites that are used to describe the system [155]. This approach which

considerably reduces the number of particles, was first introduced by Levitt and Warshel

[119]. Later, the method has been popularized by the MARTINI forcefield [136].

Coarse-graining enables simulations of much longer time-scales and/or larger systems.

Thus, one may monitor global motions in the system. In particular, coarse-grained models

are powerful and flexible tool for the prediction of protein interactions and for the study of

protein folding[155]. A wide range of coarse-grained representations have been developed.

The reader should refer to [111, 155] for an overview of coarse-grained protein models

and their applications.

20



1.3. EFFICIENT PARTICLE SIMULATIONS

(1) Application ranges for molecular modeling at different

resolutions

(2) All-atom versus coarse-grained representation in

the MARTINI model

Figure 1.6: Application ranges for molecular modeling at different resolutions (Left).
Sketch of the coarse-grained representation in the Martini model(right). Pictures taken
from Kmiecik et al. [111]

Nowadays, several multiscale representations [106, 159, 171] have been proposed in

order to combine all-atom and coarse-grained models. The studied system is described

with different levels of granularity. This allows us to couple the efficiency of coarse-

grained simulations and details of all-atom representations.

1.3.1.5 Water models

Water plays a major role in several MD simulations since it’s often used as a solvent.

Particles forming the solvent can represent more than 90% of atoms involved in the

system (e.g. [113, 162]). A proper and efficient description of water is indeed essential for

simulations in solutions.

Implicit solvent method [176] is often employed for describing water in MD

simulations. This approach mimics the effect of the solvent by representing it as a

continuous medium. Here, the solvent particles are not explicitly included in the system,

leading to an extremely costless approach. The absence of explicit solvent particles

induces a lack of viscosity since random collisions with solvent particles are not taken

into account. Precisely, the motion of the solute particles is modified since the van der

Walls repulsions induced by the solvent are ignored. Nonetheless, one can introduce the

effects of the viscosity by modifying the dynamics with an frictional term. The so-called

Langevin dynamics is often used to this end (see equation (1.8)). Implicit solvents have
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been found useful in several studies [40, 94, 130, 229]. However, this approach is limited

when more realistic effects is needed (e.g ionization, hydrophobic, hydrodynamic effects).

Alternatively, explicit solvent method explicitly treats the coordinates of particles

that constitute the solvent. This approach provides a more accurate description of the

water solvent while adding a significant computational cost. Furthermore, several explicit

water models have been proposed. From a practical point of view, these models specify

the geometry of a water molecule and constrain some molecular degrees of freedom.

I Rigid models are the simplest explicit water models as they treat the water

molecule as rigid. Particles forming the water molecule are fixed in order to match

a known geometry12. Thus, bonded interactions can be neglected and only non-

bonded interactions (e.g. electrostatics and Lennard-Jones) have to be considered.

I Flexible models are used with the aim to reproduce molecular vibrations. Here,

bond-length and bond-angle potentials are included.

I Polarizable models such as SPC/E [20], include explicit polarization term. Therefore,

they can reproduce water in different phases and interaction between them.

In practice, most water models neglect the van der Walls repulsion of Hydrogen atoms.

Moreover, the charged sites on the water molecule are placed on the atoms or on dummy

sites (such as lone pairs). Therefore, water models are often classified in terms of p-sites,

where p refers to the number of charged sites. In addition, they are parameterized

in order to reproduce physical properties of water (e.g. density, heat of vaporization,

diffusion constant, dielectric constant). Unfortunately, none of the available models is

able to reproduce all properties of the water with good accuracy. As proof, the impressive

amount of water models that have been proposed during five decades of computer

simulations with water (46 models have been reviewed by Guillot [80]). Nonetheless,

SPC [18], SPC/E [20], TIP3P, TIP4P [102] and TIP5P [133] are the commonly used water

models.

In this manuscript, the employed water models are SPC/E in chapter 3, SPC/ε [69]

in chapter 4 and TIP3P in chapter 5. Table 1.1 outputs parameters used in SPC/E model.

Meanwhile, parameters of TIP3P and SPC/ε are provided in the appropriate chapters.
12 which often corresponds to the average positions of particles in a water molecule at a specified

temperaure.
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Atom charge (e) mass ( g/mol) σ (Å) ε (kcal/mol)

H 0.4238 1.0080 0.0000 0.0000

O -0.8476 15.9994 3.1660 0.155354

Bond-length potential

Harmonic k (kcal/mol/Å2) r0 (Å)

O–H 1000 1.0

Bond-angle potential

Harmonic A (kcal/mol/°2) θ0 (° )

H–O–H 100 109.47

Table 1.1: Parameters of SPC/E water model. Lennard-Jones potential (σ,ε) is used for
van der Walls interactions among oxygen atoms. Bonded interactions are modeled with
harmonic bond-length and bond-angle potentials. Since SPC/E requires electrostatics,
atomic partial charge are shown.

1.3.1.6 Polymer representation

Due to their ubiquity in everyday life, polymers are often studied in molecular simulations.

They are generally long chains of molecules made of repeated units of small molecules

called monomers. In the so-called polymerization process, large numbers of monomers

can be combined through covalent bonding. Often, the all-atom representation of polymer

is too expensive for computer simulations. The bead-spring model is a cheaper but broadly

adopted model for MD simulations of polymers. In this representation, monomers are

represented as individual beads connected with harmonic springs. The interactions

among these monomers are modeled by harmonic bond-length potential and non-bonded

potentials. This bead-spring representation has been employed in chapter 5 where the

translocation of a charged polymer (also called polyelectrolyte) is studied.

1.3.2 Periodic boundary conditions

Unsurprisingly, we cannot (yet) simulate large number of molecules which contains for

instance 1mole' 6×1023 particles. However, the dimensionality of the problem can be

reduced drastically with periodic boundary conditions (p.b.c) [52] which are commonly

used in particle simulations. Under these conditions, large systems are represented by a

small portion of particles forming a new sub-system which defines the main simulation
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box. The simulation box is surrounded with replicas or periodic images. This way, the

simulation box is artificially extended into infinite dimensional system. Astoundingly,

this trick is extremely successful in computer simulations.

Under periodic boundary conditions, each particle interacts not only with its direct

neighbors in the simulation box but also with all replicas. Traditionally, the minimum

image convention is employed with p.b.c. With this convention, only interactions between

the closest instance of a molecule are taken into consideration (see figure 1.7). This

minimum image convention is extremely useful when accounting for short-ranged

interactions. In fact, if the simulation box is chosen large enough, interactions with

other replicas can be neglected.

(1) Periodic boundary conditions (2) Minimum image convention

Figure 1.7: Sketch of periodic boundary conditions. by considering its periodic images.

1.3.3 Neighbor lists

Thanks to p.b.c, the number of particles involved in molecular simulations can be

reduced (to not more than few billions). So far, we reach a critical point where all bonded

interactions that arise in the studied system, can be handled with ease. In fact, the

number of bonded interactions required is the same order as the number of particles

(bonds, angles...).

Conversely, the total number of non-bonded pairwise interactions (e.g. Lennard-Jones

or electrostatics) is too large for computer simulations. In fact, the study of a system of

N particles requires to account of at least N(N −1)/2 individual pairwise interactions.

In molecular dynamics simulations, neighbor lists are widely used data structures that
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efficiently maintain a list of all particles within a given cutoff distance of each other.

With the help of neighbor lists, one can reduce the computational complexity of the

computations of the evaluation of fast decaying pairwise interactions. We showed that in

this specific case the interaction potential vanishes beyond a given cutoff rc. In other

words, two particles further than a certain cutoff radius, do not interact each other.

While accounting of short-ranged potentials, each particle only interacts with its close

neighbors. For each particle, one may hold the list of its neighbors (particles within this

cutoff distance). Therefore, the computational complexity becomes linear (instead of

quadratic) in the number of particles. Commonly adopted neighbor list algorithms are:

I Verlet lists [167, 218] : One can construct a list of neighbors based on inter-

particle distances. For each particle, selected neighbors are particles within a

certain threshold R, usually larger than rc. Therefore, the neighbor lists can be

reused several times, even if particles move.

I Linked-cell lists [52, 90]: Here, the system is divided into sub-cells bigger than

the cutoff radius. For a given particle located in a cell denoted by C, the interactions

are only computed with particles which belong to cells surrounding C.

In practice, the most efficient approach combines both strategies [167]. Basically, the

Verlet list of a given particle is built by fetching through a larger linked-cell list previously

constructed. Neighbor list algorithms are also used in the computation of long-range

interactions. In fact, in most cases, long-range interactions are broken down into short

and long contributions (see chapters 3 and 4).

1.3.4 Approximation schemes

Several interaction potentials require the evaluation of computationally time-consuming

functions. As example, we can point out the Lennard-Jones potential which involves

high-order power functions and dihedral angle interactions which require trigonometric

functions. Fortunately, a direct evaluation of these functions can be avoided by interpolating

previously tabulated values. Therefore, lookup tables are widely used for molecular

simulations [97, 154, 167]. Basically, a lookup table holds information on the desired

potential (and its derivatives13) indexed by the inter-particle distance [127].

While retrieving an interpolated value from the table, a certain degree of accuracy

is lost. The accuracy can be improved by increasing either the order of interpolation or
13It might be useful for forces.
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the node density 14 of the lookup table. In practice, lookup tables are defined up to a

certain cutoff distance. As a result, the lookup table approach has been proven efficient

for short-range potentials since they can be truncated 15.

Multiple-time-stepping techniques [41, 79, 200, 216] form another class of approximation

schemes. These methods employ various timescales for different parts of the problem.

Precisely, interactions that fluctuates slowly, are less frequently computed. Instead of

computing the interaction potential at each timestep, one may compute them every n
timesteps. Between two direct computations, an extrapolated interaction is used instead.

1.3.5 Fast electrostatics

Truncations schemes and lookup tables are poorly successful for long-range interactions.

Several attempts have been made in order to truncate long-range potentials such as

electrostatics [61, 64]. In most cases, these truncations lead to unwanted artifacts in

both the particle dynamics and statistics [161].

Nevertheless, sophisticated algorithms have been developed in order to overcome the

quadratic scaling of long-ranged pairwise interactions such as electrostatics [10].

I Fourier-based methods have been popularized throughout the 20th century.

} Ewald summation (1921) reduces the scaling of the long-range computations

by splitting the electrostatic interactions (equation (1.24)) into real- and

Fourier- space contributions. The real space terms are handled as short-range

potentials while the Fourier space (also called k-space or reciprocal space)

contributions truncate the interactions in Fourier space. Ewald summation

can achieve a given accuracy in O (N3/2) operations.

} In a similar spirit, the O (N log(N)) mesh solvers in Fourier space such as

Particle Particle Particle Mesh (P3M) [54, 90] or Smoothed Particle Mesh

Ewald (SPME) [59] split the electrostatic potential into a real- and a Fourier-

part, but the Fourier part is computed on a mesh. These methods which

are often called (FFT-)Particle mesh methods, and are the most popular

approaches to the calculation of the electrostatic potential or forces in periodic

systems.

In 1980s, Hockney and Eastwood [90] have proposed P3M for the evaluation of

long-range interactions in astrophysics. Here, the cost of k-space contributions
14number of table nodes per distance unit
15via a tail-correction (e.g. equation (1.21) for LJ potential)
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(in Ewald summation) is diminished through grid-based calculations. Precisely,

k-space terms are handled with some FFTs. P3M and its variants16 [16,

54, 59] have been adopted as the method of choice for the computations

of electrostatics in molecular simulations. This class of methods allows us

to balance between accuracy and speed in the calculation of electrostatic

interactions while reducing the computational complexity from quadratic

(O (N2)) to quasilinear (O (N log(N))).

Although these FFT-based methods are often the less expensive solution for

computing electrostatics on a single core, their performance on massively

parallel architectures are limited by the all-to-all communications required by

the FFTs [17, 46]. Therefore, some authors to consider alternatives to these

methods.

I Hierarchical approaches like Fast Multipole Method (FMM) [77] are well known

techniques for open systems. However these O (N) methods can be extended in

periodic systems [170, 187]. Here, electrostatic interactions are treat exactly for

particles within the same or neighboring sub-cells of the simulation domain.

Conversely, the interactions arising from more distant particles are evaluated

through multipolar expansions [46]. FMM requires a very high order to obtain

the smooth forces need for molecular dynamics. This increases its cost for MD

simulations, especially with periodic boundary conditions. The question about the

efficiency of FMM is still open [46] since it strongly depends on the implementation.

However, most studies have reported that hierarchical methods are significantly

less efficient than FFT-based methods [10, 170]. From a practical point of view,

hierarchical methods are far from easy to implement (efficiently), especially on

multicore architectures [3, 39, 49, 50, 228].

I Several alternatives rely on iterative or multigrid-based methods [2, 38, 85,

181, 194, 205, 206]. Multigrid approaches utilize multiple grid levels with different

spatial resolutions to compute the electrostatic interactions with a O (N) cost [33].

By doing so, these methods eliminate all different frequency components of the

error in Fourier space [46]. Despite their linear scaling, these mesh solvers in

cartesian space are slower than Fourier-based ones[10]. The Multilevel Summation
16FFT-Particle mesh methods may differ in the number of required FFTs and how the problem is split.

In addition, the evaluation of electrostatic forces may vary from one method to another.
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Method (MSM) and the Meshed Continuum Method (MCM) are two of the most

decent multigrid methods.

} MSM directly calculates the electrostatic potential on a grid by using several

length scales. The electrostatic potential is evaluated by splitting the so-called

interaction kernel k : (r,r′) 7→ ||r− r′||−1 into the sum of a short-range part k0

smoothly truncated at cutoff distance rc and slowly varying part. The slowly

varying part is then restricted to a coarser grid where it is again separated

into a short-range (k1 truncated at cutoff distance 2rc) and a long-range

contribution. This process is applied recursively up to a given coarsest grid

level. Calculations are thus spread over a hierarchy of grids, and the potential

computed at coarse levels is successively corrected by contributions from finer

levels up to the finest grid, which yields the final potential [85, 86, 151].

} MCM uses densities with a compact support to sample the particles onto a grid

and calculates an approximated electrostatic potential by solving a Poisson

equation in a multigrid fashion [25, 206]. This potential is then interpolated at

the particle positions. To retrieve the electrostatic potential for each particle,

a short-range correction is computed based on neighboring particles. This step

can take advantage of existing algorithms dedicated to short-range potentials,

such as linked cells or Verlet lists.

I One may find other methods that handle electrostatics. However, they are less

efficient than the methods previously described. Among others, Local methods
[160] treat electrostatics as the static limit of Maxwellian electrodynamics, where

the magnetic field and the current produced by moving charges have vanished. This

approach leads to hyperbolic differential equations which can be solved with only

local operations17 [10]. Likewise, Wolf summation [62, 225] spherically truncates

electrostatics while being a viable alternative to Ewald summation.

Algorithms developed in this manuscript rely on Fourier-based techniques as well as

the meshed continuum method. The choice of these methods is motivated by their

computational efficiency and their relative simplicity of implementation. In the previous

sections, we have introduced several techniques that attempt to decrease the cost of MD

simulations by speeding up the calculations of the interaction potentials. Nevertheless,

the necessity to reduce the cost is still relevant for several reasons. Foremost, we want to
17In contrast to Elliptic differential equations (e.g. Poisson equation) which require global operations.
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carry out longer simulations in order to retrieve better statistics. Likewise, an expensive

all-atom representation will allow us to get more realistic states of the system. In order

to hasten molecular simulations, the way in which the states of the system are generated

may also be altered.

1.4 Adaptively Restrained Particle Simulation

In traditional molecular simulations, all particles of the system are moved at each

timestep with respect to the hamiltonian system equation (1.1) (or equation (1.8)). It is

far from obvious to claim that we need to move all particles at once in order to compute a

given property, especially if this property is only related to a tiny subset of the system (e.g.
a polymer in a solvent). To not move all particles may have a huge advantage since most

interaction potentials depend explicitly/implicitly on particles’ coordinates. The reader

can imagine that a bond-length interaction arising from a bond formed by two particles

which do not update their positions, is preserved. if such an interaction is stored, it will

not require any re-computation. This idea can be extended with ease to other bonded

interactions(e.g. when all particles that are involved in the interaction do not move). An

extension to non-bonded interactions is possible but less trivial [192].

The approach we have just introduced is an example of incremental algorithms. More

in detail, incremental algorithms allow in certain cases to reduce the cost per timestep

by reusing some part of the information from the previous step [13]. Several incremental

algorithms have been successfully applied to molecular simulations [174, 175, 190, 191].

In the upcoming section, we will show that incremental methods might be enabled

through modifications overall dynamics of particles. In particular, ARMD relies on a

modification of the system’s Hamiltonian to freeze and unfreeze particles temporarily

during simulations. Therefore one can avoid the need of updating interactions between

frozen particles. When sufficiently many particles are restrained, the method allows

significant speedups while still producing useful dynamics and statistics.

Furthermore, we will show that the corresponding modification of the generated

configurations will preserve some macroscopic properties.

1.4.1 Adaptively Restrained Molecular Dynamics

In order to speed up calculations of the intermolecular potentials, ARMD was recently

introduced [13, 211]. In this model, particles with sufficiently large kinetic energy (> ε f )
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are considered active, and have normal dynamics, while those with a kinetic energy

below a given threshold εr are restrained, and stop moving completely.

Given a system of N particles, this behavior can be explained through the hamiltonian

formalism [13], where the kinetic part of the Hamiltonian is modified, namely,

(1.25) HAR(q, p)= 1
2

pTΦ(q, p)p+V (q).

Here, q is a 3N-dimensional vector of coordinates, p is a 3N-dimensional vector of

momenta and V (q) the interaction potential energy. The 3N ×3N block-diagonal matrix

Φ(q, p) = diag[Φ1(q1, p1), . . . ,Φ(qN , pN )] is a modified inverse inertia matrix which

reads

(1.26) Φi(qi, pi)= m−1
i [1−ρ i(K i(pi))]I3×3

where mi, qi and pi are respectively the mass, position and momentum of particle i,

K i(pi)= p2
i /2mi its kinetic energy and ρ i is its restraining function. Given the thresholds

ε
f
i and εr

i associated to the particle i, ρ i is defined as follows:

(1.27) ρ i(k)=


0 if k ≥ ε f

i

1 if k ≤ εr
i

s(k) if εr
i < k < ε f

i

where s is a C 2 function that smoothly interpolates between 0 (restrained dynamics)

and 1 (full dynamics). From the so-called adaptively restrained Hamiltonian, one derives

the adaptive motion of the system, namely,

(1.28)


dq
dt

= ∇pHAR = Φ(q, p)p+ 1
2

pT∇pΦ(q, p)p

dp
dt

= −∇qHAR = −∇V − 1
2

pT∇qΦ(q, p)p

With the definition (1.26), when the particle i has its kinetic energy below εr
i its

position is frozen for a certain period of time. The particle can resume its motion when

it recovers enough momentum (or kinetic energy). When its kinetic energy is between

εr
i and εr

f , the particle follows a transient motion. Meanwhile, particles whose kinetic

energy exceeds εr
f follow the motion induced by the classic Hamiltonian H. The adaptively

restrained Hamiltonian can be seen as a perturbation of the classical Hamiltonian of
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molecular dynamics, since :

HAR =
[

1
2

pT M−1 p+V (q)
]
+1

2
pT (

Φ(q, p)−M−1) p(1.29)

= H +L

Furthermore, we can take advantage of the fact that some particles will stay at

the same location for a certain period which may correspond to several timesteps

of integration. Therefore, one may skip the computation of interactions (and forces)

between restrained particles since intermolecular potentials typically depend upon

relative particles’ positions . Incremental methods are therefore welcome to accelerate

the calculation of the interaction potential as well as its derivatives. Short-range particle-

particle pair interactions such as Lennard-Jones potential, were handled in [190].

By introducing a suitable neighbor list algorithm for active particles, they achieve

a significant speed-up, depending on the chosen thresholds.

1.4.2 Adaptively Restrained Langevin Dynamics

Similarly to equation (1.1), the Hamiltonian proposed in section 1.4.1 covers the microcanonical

ensemble (NVE). In order to generate canonical configurations, one may modify the

Langevin dynamics introduced in equation (1.8) [13, 211] as follows

(1.30)


dq
dt

= ∇pHAR

dp
dt

= −∇V −γ∇pHAR +σdW
dt

Despite the modification in the dynamics, one can show that several averaged

observables remained untouched. Let us compare the statistics from both the classical

and the adaptively restrained Langevin Dynamics.

Given an observable A, one can express the average over the canonical ensemble

scanned by the traditional Langevin Dynamics (equation (1.10)), namely,

〈A〉H =
∫

A(q, p)e−βH(q,p)dqdp∫
e−βH(q,p)dqdp

(1.31)

=
∫

A(q, p)e−β[HAR (q,p)−L(q,p)]dqdp∫
e−β[HAR (q,p)−L(q,p)]dqdp

=
∫

A(q, p)eβL(q,p)e−βHAR (q,p)dqdp∫
eβL(q,p)e−βHAR (q,p)dqdp
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Which turns into

(1.32) 〈A〉H =
〈
AeβL(q,p)〉

HAR〈
eβL(q,p)

〉
HAR

.

In other terms, we can recover the suitable statistics from configurations generated

according to the adaptively restrained Hamiltonian by weighting them properly.

Remarkably, the recover becomes straightforward if we consider observables that

only depend on particles positions (q) [13]. From the definitions in equations (1.26)

and (1.29), both Φ and L solely depend upon the momenta of the particles. While using

configurations generated by the adaptive dynamics, the average of a position-dependent

observable A reads:

〈A〉HAR =
∫

A(q)e−βHAR (q,p)dqdp∫
e−βHAR (q,p)dqdp

(1.33)

=
∫

A(q)e−β[H(q,p)+L(p)]dqdp∫
e−β[H(q,p)+L(p)]dqdp

Meanwhile, (1.7) =⇒ H(q, p)+L(p)=V (q)+K(p)+L(p). Therefore,

〈A〉HAR =
[∫

A(q)e−βV (q)dq
][∫

e−β[K(p)+L(p)]dp
][∫

e−βV (q)dq
][∫

e−β[K(p)+L(p)]dp
]

=
∫

A(q)e−βV (q)dq∫
e−βV (q)dq

Finally, one can multiply both the numerator and the denominator by
∫

e−βK(p)dp, hence

〈A〉HAR =
∫

A(q)e−β[V (q)+K(p)]dqdp∫
e−β[V (q)+K(p)]dqdp

〈A〉HAR = 〈A〉H(1.34)

This result is extremely powerful for several properties such as the radius of gyration

of a polymer, the radial distribution of a system.

1.4.3 Restraining parameters

Let us consider a system of N particles simulated with ARMD. The adaptively restrained

dynamics is entirely controlled by the choice of the restraining parameters
(
εr

i ,ε
f
i

)
i∈{1,...,N}

.

For the sake simplicity, let us assume that ε f
i = ε f and εr

i = εr, ∀i ∈ {1, . . . , N}. In practice,

parameters are not defined individually for each particle. Instead, several particles
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share the same parameterization. For example, in a solute-solvent simulation, the same

configuration can be given for solvent particles.

Furthermore, the choice of restraining parameters must be done carefully. Foremost,

εr affects the proportion of restrained particles which may fluctuate throughout the

simulation. In particular, small (resp. large) values of εr often increase (resp. decrease)

the average number of restrained particles. Incremental algorithms will benefit from an

increased number of restrained particles. Conversely, when the number of restrained

particles is too large, a modest number of uncorrelated system states can be extracted

from the simulated trajectory. Thus, long simulations may be needed in order to recover

suitable statistics.

On the other hand, ε f affects the stability of the simulation. In fact, when εr and

ε f are too close, particles may switch too quickly from restrained to the full dynamics,

leading to unstable simulations. Conversely, when εr and ε f are too far from each other,

particles may spend too much time in the transient dynamics. As a result, time-average

properties may converge slowly [210].

In order to be more acquainted with the adaptively restrained dynamics, we analyzed

the evolution of a system of N = 1000 particles of argon. These particles are placed

in a 50Å simulation. The inter-particle interactions are modeled with LJ potential

(σ = 3.405Å and ε = 0.2381kcal/mol [142]). The dynamics were governed by adaptive

restrained Langevin dynamics (T = 300K). The equations of motions were integrated

following [12, 210] with an integration timestep set to 1fs. We monitor the effect of

restraining parameters on the number of restrained particles (Nr) and the number of

active particles (Na). In particular, the time evolution of Na is reported in figure 1.8(1).

Since Na fluctuates throughout the simulation, we also output Ns which corresponds to

the number of particles that switch either from active to restrained or from restrained

to active (figure 1.8(2)). Interestingly, Ns is often marginal with respect to Na and Nr.

Finally, the mean values of Na, Nr and Ns are shown in table 1.2.
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(εr,ε f ) 〈Nr〉 〈Na〉 〈Ns〉 〈Ns〉 /〈Nr〉

(0.000,0.000) 0 1000 0 –

(0.005,0.100) 213 787 7.40 0.035

(0.010,0.100) 405 595 10.05 0.025

(0.050,0.200) 793 207 7.87 0.010

(0.100,0.200) 943 56 5.59 0.006

(0.100,0.300) 902 98 4.96 0.005

(0.200,0.300) 985 15 2.74 0.003

Table 1.2: Average number of active/restrained/switched particles throughout 50 ps
adaptively restrained simulations of Argon.
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Figure 1.8: Time evolution of the number of active/switched particles through a 50 ps
adaptively restrained simulations of Argon.
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1.5 Contributions

In order to take advantage of adaptive restraints, simulations must use incremental

force update algorithms that skip the calculation of forces involving restrained particles.

ARMD allows incremental computations which can ultimately reduce the computational

cost of the simulation. Although such algorithms have been demonstrated for short-range

interactions [192], no method had yet been proposed for long-range interactions.

The primary goal of this thesis was therefore to contribute to the acceleration of

molecular simulations by considering incremental algorithms which may reduce the

computational cost of long-range interactions. The main contributions of this thesis can

be summarized as follows:

I In chapter 3, we propose an improvement of various Fourier-based methods in order

to efficiently compute long-range interactions, especially electrostatics. Foremost,

Ewald summation was successfully sped up by accelerating both real space and

k-space calculations. In addition, mesh solvers in Fourier space such as Particle

Particle Particle Mesh (P3M) can directly benefit of the real space’s acceleration.

Moreover, we rethink the treatment of k-space computations on a grid. Basically, we

utilize a multi-level approach by decomposing the problem on two main contributions

which are solved with different grid resolutions. In addition, the two sub-problems

are solved asynchronously (on different timescales). We show that this strategy can

maintain the desired accuracy while reducing the cost of the k-space calculations.

However, the ideal performance of the proposed approach is limited by the proportion

of particles that switches their state.

I In chapter 4, we propose a multigrid-based approach which incrementally handles

long-range interactions. Although multigrid methods are natively more time-

consuming than Fourier-based techniques, they offer a linear scaling with respect

to the number of particles. We show that the proposed approach can be effectively

applied to systems where only few particles update their positions at each timestep.

We are able to outperform traditional Fourier-based solvers on several applications

with ARMD. This work has been published in the Journal of Computational

Chemistry (J. Comput. Chem.) [57].

I In chapter 5, we apply ARMD for the study of translocations of a polyelectrolyte.

The threading of a charged polymer through a nanopore is of interest in several

fields such as DNA sequencing. However, most of studies limit themselves to

35



CHAPTER 1. A PERSPECTIVE ON PARTICLE SIMULATIONS

simulations with implicit water. These simulations are less expensive in terms

of CPU resources while neglecting hydrodynamic effects. We show that one can

reduce the cost of explicit water simulations of the translocation by adaptively

restraining the motion of the solvent particles. Thanks to incremental algorithms,

the proposed approach decreases the cost of electrostatic computations.
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2.1 Periodic images

Under p.b.c, the simulation box is represented as an infinitely replicated supercell.

The supercell is described by three vectors a1, a2, a3. Let us consider that a

particle i located at xi, is enclosed in the simulation box. The periodic images of

the particle i are located in the replicated cells and their coordinates read xi + (n1a1 +
n2a2 +n3a3). Here n1, n2, n3 are arbitrary integers.

For the sake of simplicity, we restrict ourselves to a cubic simulation box. As a result,

we can define the characteristic length of the supercell as L = ||a1|| = ||a2|| = ||a3||. In this

case, periodic images of particle i are located at xn
i = xi +nL with n ∈Z3.

2.2 Poisson equation and long-range interactions

Let us consider a system of N particles at location (xi)i∈{1,...,N} possessing point charges

(qi)i∈{1,...,N} . Particles are placed in a cubic simulation box B of length L and p.b.c are

assumed. The total electrostatic potential stored in this system energy reads

(2.1) E = 1
2

∑
n∈Z3

N∑
i=1

N∑
j=1

′ qi q j

4πε0

1
||xn

j − xi||
.

We used the ′ symbol to exclude the term j = i, if and only if n= 0. One can rewrite the

electrostatic potential energy with the help of the electrostatic potential Φi due to all

point charges except the one at xi

(2.2) E = 1
2

N∑
i=1

qiΦi(xi)

(2.3) Φi(xi)=
∑

n∈Z3

N∑
j=1

′ 1
4πε0

q j

||xn
j − xi||

An analogous formulation exists for the gravitational potential energy. More generally,

the electrostatic (resp. gravitational) potential is linked to the distribution of charges

(resp. masses) via a Poisson equation.

(2.4) ∀x ∈R3, ∆Φi(x)=− 1
ε0
ρ i(x)

where

(2.5) ρ i : x 7→ ∑
n∈Z3

N∑
j=1

′q jδ(||x− x j +nL||)
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denotes the distribution of all point charges except the charge i. Here, this distribution

can be represented with the help of Dirac δ functions. Therefore, another way of

calculating electrostatic energy can use the Poisson formulation. However, this formulation

implies that it is necessary to solve, at each timestep, N Poisson equations in order to

retrieve coulombic forces. This is computationally infeasible even for systems containing

few hundreds atoms. Solving (only once) the following equation

(2.6) ∀x ∈R3, ∆Φ(x)=− 1
ε0

∑
n∈Z3

N∑
j=1

q jδ(||x− x j +nL||).

gives the potential created by all particles. For each particle i, one may retrieve the

desired potential Φi(xi) by subtracting a term which corresponds to the self-interaction

added to equation (2.5). For the sake of readability, we can rewrite equation (2.6) with

respect to p.b.c

(2.7) ∀x ∈B, ∆Φ(x)=− 1
ε0

N∑
j=1

q jδ(||x− x j||).

An analytical solution of Poisson equation is not always available. Numerical methods

are often needed for the resolution of this class of partial differential equation (PDE).

In practice, the Poisson equation is solved using Fourier transforms (as it is done in

chapter 3) or using the multigrid method (see chapter 4). Furthermore, the Dirac impulses

are not adequate for numerical resolutions, due to the discontinuities introduced by every

particle. To get rid of this issue, Dirac impulses are often replaced by smooth charge

distributions, especially1 point symmetric densities.

Definition 2.1 (Point symmetric densities). Let us consider a real function %rc :R+ →R+
with a compact support rc > 0 , i.e.

(
supp

(
%rc

)= [0, rc]
)
.

A function ρrc :R3 →R+ defined by

ρrc (x) := %rc (||x||)

is called a point symmetric density if∫
R3
φ(x)dx= 1.

1Gaussian distributions or fast-decaying densities are good alternatives to point symmetric densities.
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For the sake of simplicity, we will write point symmetric densities as follows

ρrc (x) := ρrc (||x||) .

Moreover, these functions are often used in order to construct numerical approximations

of long-range potentials. In fact, beyond the cutoff radius rc, the potential induced by a

point symmetric density matches the potential induced by a Dirac impulse.

Lemma 2.1 (The fundamental lemma). Let ρrc be a point symmetric density with cutoff
radius rc. We consider the following Poisson equations
∀x ∈B,

∆Φa(x)= ρrc (||x||)
∆Φb(x)= δ(||x||)

with suitable boundaries conditions2. The corresponding solutions follow ∀||x|| > rc,

Φa(x)=Φb(x).

The proof of this classical result is straightforward and rely on a direct calculation of

the solutions through a convolution with the 3D Green’s function g(||||||x||||||)= 1
4π||x|| . The

reader should refer to [25] for detailed calculations.

2.3 Construction of smooth charge densities

A numerical resolution of the Poisson equation requires that the right-hand side (r.h.s.)

must be smooth. Therefore, we will construct point symmetric densities that fulfill this

condition. In addition, some methods such as MCM require an analytic expression of the

corresponding potential. Therefore, one may use charge densities that are described with

the help of cardinal B-splines.
2If p.b.c are imposed, the equality is valid up to a real constant. If Dirichlet (resp. Neumann) conditions

are prescribed, the equality is strict since each Poisson equation admits a unique solution.
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2.3.1 Charge densities described with cardinal B-splines.

Definition 2.2 (Cardinal B-splines). A order-m cardinal B-spline, here denoted by B(m),
is a C m−2[0,m] function with the following properties [44, 45, 145]:

� supp
(
B(m))= [0,m];

� at each interval [k,k+1], 0≤ k ≤ m−1;

� ∀t ∈ [0,m], B(m)(t)= B(m)(m− t).

Remark 2.1. By defining B(m)
rc : r 7→ B(m)

(
m
2

(
r
rc

+1
))

, we can construct a centered B-

spline with supp
(
B(m)

rc

)
= [−rc, rc].

Definition 2.3. A charge density described with a order-m B-spline, reads

ρ(m)
rc

(r) := ρrc (||r||)=
1
A

B(m)
rc

(||r||)

where
1
A

is a normalizing constant.

Precisely, A is given by

A =
∫
R3

B(m)
rc

(||r||)dr(2.8)

=
∫ rc

0
4πr2B(m)

rc
(r)dr.

The charge density used by Bolten [25], in their original paper, is a centered quadratic

B-spline. This density is described by a order-3 B-spline, namely,

(2.9) ρ(3)
rc

(r)=



−486r2 +162r2
c

32πr5
c

if r < rc

3
243(r− rc)2

32πr5
c

if
rc

3
≤ r < rc

0 if r ≥ rc

where r = ||r||. The corresponding potential can be determined analytically by convolving

ρ(3)
rc with the Green’s function g.
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(2.10) φ(3)(r)=



3(81r4 −90r2r2
c +65r4

c)
320πr5

c
if r < rc

3

−243r5 +810r4rc −810r3r2
c +405rr4

c −2r5
c

640πrr5
c

if
rc

3
≤ r < rc

1
4πr

if r ≥ rc.

For this study, we evaluated the use of higher order cardinal splines. For instance, a

charge density described by the 5th order B-spline reads

(2.11) ρ(5)
rc

(r)=



54(81r4 −54r2r2
c +11r4

c)
64πr7

c
if r < rc

3

−243r4 +540r3rc −378r2r2
c +60rrc +17r4

c

64πr7
c

if
rc

3
≤ r < 2rc

3

2187(r− rc)4

64πr7
c

if
2rc

3
≤ r < rc

0 if r ≥ rc,

While its corresponding potential reads

(2.12)

φ(5)(r)=



−7290r6 −10206r4r2
c +6930r2r4

c −3346r6
c

4480πr7
c

if r < rc

3

32805r7 −102060r6rc +107163r5r2
c −28350r4r3

c −16065r3r4
c +9933rr6

c +10r7
c

13440πrr7
c

if
rc

3
≤ r < 2rc

3

−3645r7 −20412r6rc +45927r5r2
c −5130r4r3

c +25515r3r4
c −5103rr6

c +338r7
c

4480πrr7
c

if
2rc

3
≤ r < rc

1
4πr

if r > rc.
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2.3.2 Charge densities described with polynomials.

Alternatively, one can construct densities with the help of high order polynomials. In

particular, one can use a restriction of order-2m polynomials defined as follows

(2.13) P (2m)
rc

(r)= (
r2 − r2

c
)m
1[0,rc](r)

where 1[0,rc] indicates to the characteristic function of [0, rc]. Thus,

Definition 2.4. a smooth charge density described by P (2m)
rc reads:

ρrc (||r||)=
1
A

P (2m)
rc

(||r||).

Again
1
A

defines a normalizing constant such that

A =
∫ rc

0
4πr2P (2m)

rc
(r)dr.(2.14)

For instance, when using an order-10 polynomial, the charge density ρ reads:

(2.15) ρrc(r)= 9009
256πr13

c

(
r2

c − r2)5
if r ≤ rc.

Thus, the corresponding potential reads

φ(r)= a12r12 −a10r10r2
c +a8r8r4

c +a6r6r6
c +a4r4r8

c +a2r2r10
c +a0rc12

8192πr13
c

(2.16)

where a12 = 462, a10 = 3276, a8 = 1001,

a6 =−1716, a4 = 18018, a2 =−12012, a0 = 6006.

Figure 2.1 shows several densities described by B-Splines (order 3,5,7) or (order 6, 10,

14) polynomials.
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Figure 2.1: Comparison of various smooth charge densities (Top) with rc = 5 (left) and rc =
10 (right). B-Spline densities (order 3,5,7) are shown with solid line. 4th, 10th and 14th

order polynomials are represented with dots. For each configuration, the corresponding

potential is plotted at the bottom. The desired potential r 7→ 1
4πr

(black dashed dots) is
shown as reference.
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2.4 Fourier Transforms

Fourier transforms are a powerful tool for the resolution of the Poisson equation. They

are intensively used for the treatment of electrostatics (see chapter 3). We recommend the

book by Bracewell [27] or by Brigham [34] for a complete overview of Fourier Transforms

and their applications. Here, we will restrict ourselves to a few definitions.

2.4.1 Continuous Fourier Transforms

Definition 2.5 (Forward Fourier Transform). Given the aforementioned simulation box
under p.b.c, we define the Fourier transform of a function f ∈ L1 (B) as

(2.17) f̃ (k)=
∫
B

f (r)e−ik.rdr

where k ∈ {2πn/L : n ∈Z3} denotes a reciprocal or k-space vector.

Fourier transforms are often employed for solving Poisson equations. In fact, the

following Poisson equation

(2.18) ∆Φ=−ϕ

εr

gives in reciprocal space

(2.19) k2Φ̃=− ϕ̃

εr
.

Therefore, a straightforward expression of the potential field is available in reciprocal

space. Fortunately, the Fourier transform can be reversed.

Definition 2.6 (Backward Fourier Transform). Without loss of generality, the backward
(or inverse) Fourier transform is defined as

(2.20) f (r)= 1
V

∑
k

f̃ (k)eik.r

where V = L3 is the volume3 of B.

2.4.2 Discrete Fourier Transform

In signal processing, the discrete Fourier Transform (DFT) is the equivalent of the

continuous Fourier Transform for signals known only for a finite sequence of data.

Moreover, DFTs are often employed to solve Poisson problem on grids.
3Here, we use a three dimensional cubic domain.
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Definition 2.7 (Forward Discrete Fourier Transform). Let us consider a d-dimensional
array

(
fn1,...,nd

)
of length M = N1N2 . . . Nd. Its DFT reads

(2.21) f̂k1,...,kd =
N1−1∑
n1=0

[
ω

k1n1
N1

N2−1∑
n2=0

[
ω

k2n2
N2

· · ·
Nd−1∑
nd=0

ω
kd nd
Nd

fn1,...,nd

]]

where ωNl = exp (−2πi/Nl) and the output indices run from kl = 0,1 . . . , Nl −1..

Remark 2.2. For the sake of readability, we may use the following notation:

(2.22) f̂k =
N−−−1∑
n=0

fn exp(−ik.n).

where
n= (n1,n2, . . . ,nd), k =

(
2π
N1

k1,
2π
N2

k2, . . . ,
2π
Nd

kd

)
and N −−−1= (N1 −1, . . . , Nd −1).

Definition 2.8 (Backward Discrete Fourier Transform). Using the notation introduced
in remark 2.2, we define the inverse of the d-dimensional DFT as

(2.23) fn =
(

d∏
l=1

Nl

)−1 ∑
k

f̂k exp(ik.n).

2.4.3 Fast Fourier Transform

Moreover, the DFT can be seen as a matrix vector product. Therefore, a naive evaluation

leads to O (M2) operations when the length of the input sequence is M. Fortunately, the

efficiency of the evaluation can be improved by FFT which reduces the computational

complexity to O (M log(M)). There are numerous FFT algorithms and their efficiency

often depends on the factorization of M. For instance, the method proposed by Cooley and

Tukey [47] is extremely successful when M is composite4,5. When M is a prime number,

[24, 172] are more efficient. In most cases, FFT algorithms enhance some performance

by precomputing and saving the trigonometric constant coefficients ωNl = exp (−2πi/Nl).

These constants are called twiddle factors. Their cost of evaluation is too high for on-the-

fly calculations.

From a practical point of view, one resorts to software libraries dedicated to the

computation of discrete Fourier transforms. Although, its performance may depend

on the hardware configuration, the Fastest Fourier Transform in the West [68] is a
4A composite number is a positive integer that can be formed by multiplying together two smaller

positive integers.
5The best performance is achieved when each Nl is composite.
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widely used library. In figure 2.2, we output the average cost in wall clock time of a

3-dimensional FFT performed with this library. The length of the input sequence is

M = N ×N ×N. While increasing the length of the sequence, the CPU time increases as

O (N3 log(N)), albeit a highly fluctuating evolution. Interestingly, the evolution is more

smooth for composite values of N. Thus, we will preferentially restrict to those sizes.

0 50 100 150 200
10-8

10-6

10-4

10-2

100

102

Figure 2.2: FFTW performance on various input sizes.

2.4.4 Some examples of Fourier Transforms

Here, we give some examples of Fourier transform of specialized distributions.

The distribution of point charges – The Fourier transform of the distribution of all

point charges is given by

(2.24) ϕ(x)= ∑
n∈Z3

N∑
j=1

q jxδ(||r− r j +nL||) =⇒ ϕ̃(k)=
N∑

j=1
q j e−ik.r j

The distribution of Gaussian charges – Let consider a Gaussian distribution G

defined as follows

(2.25) Gσ(r)= 1
(2πσ2)3/2 exp

(
− r2

2σ2

)
.
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Gaussians are a good approximation of Dirac δ functions since

(2.26) lim
σ→0

Gσ(x)= δ(x)

Let us replace point charges located at (xi) by Gaussian charges namely,

(2.27) ϕ(x)= ∑
n∈Z3

N∑
j=1

q jGσ(||x− x j +nL||).

The corresponding Fourier transform reads

ρ̃(k) =
∫
B

∑
n∈Z3

N∑
j=1

qiGσ(||x− x j +nL||)exp(−ik.x)dx(2.28)

=
N∑

j=1

∑
n∈Z3

∫
B

qiGσ(||x− x j +nL||)exp(−ik.x)dx

=
N∑

j=1

∑
n∈Z3

∫
Bn

qiGσ(||r− x j||)exp(−ik.r− ik.nL)dr

With Bn :=B+nL.

=
N∑

j=1

∑
n∈Z3

∫
Bn

qiGσ(||r− x j||)exp(−ik.r)dr

Since exp(−ik.nL)= 1.

=
N∑

j=1

∫
R3

qiGσ(||r− x j||)exp(−ik.r)dr

In the above derivation, we have used the fact that (Bn)n∈Z3is a partition of R3. Finally,

(2.29) ϕ̃(k)=
N∑

j=1
q j e−ik.x j e−σ

2k2/2.
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2.5 Multigrid

Multigrid method is a long-established iterative solver for linear systems of equations

Au = f(2.30)

where A ∈RN×N and u, f ∈RN .

This approach was intensively studied and popularized by Brandt [29, 30] and

Hackbusch [82]. However, for good introductions and a complete overview of multigrid

methods, we, for instance, refer to [33, 209, 224]. In addition, the reader could find details

on effective multigrid implementation in [76, 96, 114, 201]. For almost 40 years, this

field of research has flourished and many researchers have contributed to it. The MGNet
Bibliography6 (more than 3500 entries) is a rich repository of information and articles

on multigrid method.

It should be noted that most MD simulations often employ simple geometries. For

instance, in both NVE and NVT simulations, the studied domain is represented as a box

which can be orthogonal or triclinic. In addition, this simulation box does not change

throughout. Since ARMD has been successfully studied for microcanonical and canonical

simulations (an extension to isothermal–isobaric ensemble case was not presented yet),

we adopt geometric multigrid method. This approach is indeed compelling for problems

arising from PDE with simple geometries. Conversely, an algebraic multigrid method

may be more effective for more complex geometries [178].

Since chapter 4 depicts a multigrid-based method, this section will give a brief

introduction to the main ideas of the geometric full multigrid method. Thus, let us

consider the following 3D Poisson problem :

Find u :Ω 7→R such that

(2.31) −∆u(x, y, z)= f (x, y, z), (x, y, z) ∈Ω

where Ω is a continuous convex domain in 3D space with suitable conditions on its

boundary δΩ. Here, we assume periodic boundary conditions.
6http://www.mgnet.org/mgnet-bib.html
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2.5.1 Discretization

Given a Cartesian grid Ωh of constant mesh size with a formal discretization parameter

h, the terms in equation (2.31) are discretized. Equation (2.31) becomes a linear system

of equations,

Ahuh = fh.(2.32)

A discretization of the Laplace operator in equation (2.31) requires a specific number

of neighboring grid points with appropriate coefficients used for evaluation, giving rise

to a certain discretization order [10]. The 7-point stencil central difference scheme is the

simplest discretization, namely,

6ui, j,k − (ui+1, j,k +ui−1, j,k +ui, j+1,k

+ui, j−1,k +ui, j,k+1 +ui, j,k−1) = h2 f i, j,k.(2.33)

where i, j,k are coordinates of a specific node of the cartesian grid.

Nevertheless, for reasons of locality in implementations with emphasis on strong

parallel scalability, a compact 27-point stencil of fourth order is typically used (see [8] ).

2.5.2 Geometric multigrid

Multigrid can be easily motivated by taking an in-depth look at simple iterative relaxation

schemes such as as Gauss Seidel, Jacobi or successive over-relaxation [179]. Using one of

the aforementioned methods, one determines the approximate solution after p iterations

u(p)
h of the equation (2.32) as

u(p)
h = u(p−1)

h +Bh(f − Ahu(p−1)
h ).(2.34)

Here Bh denotes an approximate inverse. For instance, Jacobi method uses Bh = D−1
h

where Dh is the diagonal component of A. Relaxation methods minimize the algebraic

error eh = uh −u(p)
h . However, since the solution uh is unknown, this error is knotty

to determine. Nevertheless, one can estimate the quality of the approximation u(p)
h by

computing the residual (or defect):

rh := fh − Au(p)
h = fh − Ah(eh −uh)= Aheh.(2.35)

Here, the defect rh vanishes if the error is zero. A spectral analysis of the error

components reveals that conventional iterative solvers satisfactorily smooth the high-

frequency parts of the error whereas the convergence of the low-frequency parts is very

poor [33, 179].
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Furthermore, in case of compact discretizations, the iteration scheme converges the

more slowly, the finer the grid is resolved [10]. Fortunately, as the produced error is

shown «smooth», multigrid methods switch to a coarser grid, on which «smooth» becomes

«rough» and low frequencies act like higher frequencies. The main idea of the multigrid

algorithm is the so-called coarse grid correction:

1. Determine an approximation u of uh on the original grid Ωh using a relaxation

scheme. After few iterations (typically 1 or 2), high-frequency components of the

defect are eliminated. Here u(p−1) is the initial value of the iterative scheme.

2. Compute the associated residual rh = fh − Ahu and transfer it to a coarser grid

ΩH . We denote by rH the transferred residual.

3. Relax the so-called defect equation AH eH = rH on a coarser grid ΩH . The lower-

frequency parts are shifted higher and the smoother can work efficiently again

(few iterations are required).

4. Correct the original approximation u(p) = u+eh. Here eh is obtained by interpolating

eH on the fine grid Ωh.

A typical choice for H is 2h. In addition, one may consider the former coarse grid ΩH as

the new fine grid, and apply a coarse-grid correction on the defect equation. Hence, this

coarse grid correction can be extended on a grid hierarchy (Ω2kh)k∈N. Then, the coarse

grid correction step is applied recursively in order to smooth even the lowest frequency

parts of the defect equation [10]. On the coarsest grid, the defect equation is solved

exactly either by using a direct method or by performing few passes of the relaxation

scheme (if it has sufficiently good convergence properties on that coarsest grid) [209]

. Fortunately, those coarse grid passes are significantly faster than fine grid sweeps

since the coarsest grid consists of few points (even one in ideal cases). This leads to

recursive algorithms which traverse between fine and coarse grids in the grid hierarchy

and corresponds to the common and powerful V-Cycle (Figure 2.3). In this figure,

I The coarsest grid level is represented as a square.

I Blue circles denote relaxation sweeps that occur on a specified fine grid level.

I Black arrows restrict the fine grid residual to the coarse grid.
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I Conversely, red arrows corresponds to the interpolation of the defect from a coarser

grid to a finer one. This interpolated value is added to the corresponding previous

fine grid approximation.

Level k :Ω2kh

Level k−1: Ω2k−1h

Level 1: Ω2h

Level 0: Ωh

Figure 2.3: Sketch of multigrid V-cycle on a hierarchy of k+1 grids. For each grid Ω2h,
red dots represent grid points.

The Full multigrid algorithm extends the performance of the V-cycle approach by

using the coarser grid in order to provide an initial guess to the solution of the finer level.

Precisely, one combines a unidirectional multilevel approach with a V-cycle and starts

on each level k with an interpolated initial guess computed on the level k−1, yielding

to the nested iteration. Figure 2.4 depicts a full multigrid algorithm on a hierarchy of 3

grids is used :

I V-Cycles, starting from a specified grid level, are separated by brackets.

I The prolongation of a coarse grid solution from coarse to fine grid is described with

blue arrows.

Other variants of multigrid algorithm exist but are not discussed here. For instance,

methods using W-cycle are presented in detail in [189, 209]. For this work, Full multigrid

with V-cycle strategy was satisfactorily implemented.
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Ω4h

Ω2h

Ωh

Figure 2.4: Sketch of Full multigrid algorithm with V-cycle:

2.5.3 Coarsening

The discretization of the problem domain Ω presupposes a division into cells which form

a resulting grid. However, an important choice to be made in the implementation of the

multigrid method is the arrangement of the unknowns within the grid. The unknowns

can be placed at the vertices of a grid (Vertex-Centered coarsening). Another option

is the choice of the unknowns at cell centers (Cell-Centered coarsening). The choice

of the arrangement of unknowns mainly affects the definition of the operations between

different grids level (Figure 2.5). We implemented both vertex-centered and cell-centered

strategies. Nevertheless, it is hard to single out which location of unknowns is best in

general [209].

(1) Vertex-centered Grid (2) Cell-centered grid

Figure 2.5: Sketch of some discretization strategies employed in multigrid
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2.5.4 Inter-grid operations

Multigrid algorithms require going back and forth between several grid problems related

to the solution of the same original equations. We define a prolongation operator and a

restriction operator in order to switch between different grids.

2.5.4.1 Prolongation

The prolongation Ih
2h :Ω2h →Ωh transfers a vector from a domain with grid spacing 2h

into a domain with a spacing h. This operation can be described through stencil notation

(see [33, 209]). In case of vertex-centered coarsening, the used stencil is the trilinear

interpolation:

Ih
2h = 1

64


1 2 1

2 4 2

1 2 1


︸ ︷︷ ︸

bottom

1
64


1 2 1

2 4 2

1 2 1


︸ ︷︷ ︸

center

1
64


2 4 2

4 8 4

2 4 2


︸ ︷︷ ︸

top

(2.36)

2.5.4.2 Restriction

A restriction operator Rh
2h :Ωh →Ω2h maps h-grid functions to 2h-grid functions. For

a vertex-centered coarsening, a trivial restriction operator is the injection operator. In

fact, figure 2.5 shows that each node of a coarser grid matches a node from a finer grid.

However, we choose to employ another frequently used restriction operator, namely, the

full weighting (FW) [209] given by :

R2h
h = 1

8


1 2 1

2 4 2

1 2 1


︸ ︷︷ ︸

bottom

1
8


1 2 1

2 4 2

1 2 1


︸ ︷︷ ︸

center

1
8


2 4 2

4 8 4

2 4 2


︸ ︷︷ ︸

top

(2.37)

For a cell-centered coarsening, a typical restriction takes the average of values at

neighboring fine grid points; as figure 2.5 shows that every coarse grid point is surrounded

by 4 (8) fine grid ones in 2D (3D). Moreover, the expression of inter-grid operations

associated to cell-centered coarsening can be found in [117, 148, 209, 223]. In general,

the choice of inter-grid operators must be taken with caution. A rule of thumb that arises
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from the convergence analysis of multigrid methods, states that these transfer operators

must fulfill [33, 209, 224] :

(2.38) mp +mr > M,

where mp,mr are order of transfer operators (prolongation and restriction, respectively)

and M the order of the partial differential equation. mp and mr can be determined by

studying the effect of transfer operators on the Fourier components [88]. Also, following

[82, 224], there is a straightforward relation between the order of the transfer operator

as defined here and the degree of the polynomial that is exactly interpolated by the

corresponding interpolation rule. Precisely, an interpolation order is k if the operator

leaves all polynomials of degree k−1 invariant.

Equation (2.38) is a necessary condition to prove mesh-size independent convergence

rates for multigrid following the analysis from [82]. However, in case of cell-centered

discretization this condition can be weakened [28].

2.5.5 Defect equation on the coarse grid

The definition of AH in the defect equation is the last critical point which needs to be

discussed. A natural choice is the discretization of the continuous Laplace operator in

(2.31) on coarse grids. This approach is called Discretization Coarse Grid Approximation

(DCA). An alternative approach is the Galerkin Coarse Grid Approximation (GCA) which

uses the so-called Galerkin product

(2.39) AH = RH
h AhIh

H

Although DCA seems more straightforward, GCA has some advantages as discussed

in [209, 213, 224]. Nevertheless, after comparing performances of both approaches on

several cases, we cannot afford to give a clear advantage.
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3.1 Overview

Long-range interactions are often taken into account in molecular dynamics

simulations. Given a system of N charges qi located at the position xi in a

cubic box B of length L, we recall that the electrostatic interaction energy can be

written as follows (see equation (2.1)):

E = 1
4πε0

∑
n∈Z3

N∑
i=1

N∑
j=1

′qi q j
1

||xn
i − x j||

.(3.1)

Here, we assumed that the simulation box B has periodic boundary conditions (p.b.c).

ε0 is the dielectric permittivity and xn
i = xi +nL,n ∈ Z3 corresponds to the replicated

particle images. In summation (4.1), we used the ′ symbol to exclude the divergent terms

j = i for n= 0 [112].

As electrostatics are pairwise long-range interactions, a simple truncation method is

not enough to handle them properly. In fact, the computational artifacts introduced by

approximate cutoff-based methods aren’t suitable for stable MD simulations.

However, popular methods that efficiently compute these interactions, split section 4.1

in short-range and long-range terms [10] in order to overcome the quadratic complexity

of a direct particle-particle method. The short-range part should decay fast and be

negligible beyond some cutoff distance. Therefore, this component may take advantage

of neighbor list algorithms. Meanwhile the treatment of long-range terms depends on

the chosen method.

Ewald summation, named after Paul Peter Ewald1, leads to an O (N3/2) method

by surrounding each point charge in the system by a Gaussian distribution of equal

magnitude and opposite sign. The counter-charge screens the original potential making

it short-ranged and easy to handle. Thus, a second imaginary charge distribution of the

same sign as the point charge is added to cancel out the screening charge. Therefore,

the smoothness of this distribution can be exploited by summing on the reciprocal space

since the corresponding Fourier transform can be evaluated sufficiently accurately in

only a few terms.

By using FFT on a gridded version of the Ewald summation, one can significantly

reduce the cost of evaluating electrostatics. Although P3M[90], Smoothed Particle Mesh

Ewald (SPME)[58], Particle Mesh Ewald (PME)[59] and Fast Fourier Poisson (FFP)
1Paul Peter Ewald,(January 23, 1888 in Berlin, Germany – August 22, 1985 in Ithaca, New York) was

a German crystallographer and physicist, a pioneer in the study of crystal structure by means of X -ray
scattering (http://rsbm.royalsocietypublishing.org/content/roybiogmem/34/133)
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methods differ by the number of FFT used, they achieve a O (N log(N)) computational

complexity. These methods are well suited to molecular dynamics simulations where

the entire system is perturbed at each step. However, when only a small number of

interactions are needed, these methods are limited by the requirement to recalculate

FFT on the whole grid. Conversely, Ewald summation might be optimized on ARMD

systems where most particles stay at their location at two successive timesteps.

Given two successive timesteps (t = t0) and (t = t1), particles have two kinds of

dynamics in ARMD. Whilst the so-called restrained charges are frozen at two successive

timesteps, the active ones are allowed to move freely. Our goal is to take advantage

of the fact that some charges are restrained from t0 to t1 in order to incrementally

update the electrostatic potential energy at t1 knowing its value at t0, thus speeding

up the calculation of long-range forces. After introducing several aspects of the Ewald

summation in section 3.2, we will derive its incremental update in section 3.3. Likewise,

section 3.5 will present an incremental version of grid-based Fourier methods for

electrostatics.

3.2 Ewald Summation in a nutshell

Ewald summation is based on splitting the slowly convergent term r 7→ 1
r

, in (4.1), into

two series which can be computed much faster (for a given accuracy). The trick consists

in introducing a splitting function f such that:
1
r
= f (r)

r
+ 1− f (r)

r
(3.2)

where r 7→ f (r)
r

is a rapidly decreasing function on R. The complementary error function

is often chosen as f .

Hence, given a system of N particles in a periodic box, the Ewald summation rewrites

the total coulombic interaction energy as follows [6, 52, 54]

(3.3) E = Eshort +Elong −Esel f

where

Eshort = 1
4πε0

1
2

∑
n

N∑
i=1

N∑
j=1

qi q j

|xi − x j +nL| erfc
( |xi − x j +nL|

σ
p

2

)
(3.4)

Elong = 1
2Vε0

∑
k 6=0

exp(−σ2k2/2)
k2 |S(k)|2(3.5)

Esel f = 1
4πε0

1p
2πσ

N∑
i=1

q2
i .(3.6)
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Here σ denotes the so-called Ewald parameter, V is the volume of the simulation box

and k ∈K3 = {
2πn/L

∣∣n ∈Z3 }
is a reciprocal (or k-space) vector. S(k) corresponds to the

structure factor of the charge distribution, namely,

(3.7) S(k)≡
N∑

j=1
q j eik.x j .

Elong +Eshort includes, for each particle, the self term excluded in the summation

(4.1). Therefore, one may remove this unnecessary contribution from the summation (3.3),

using the sum Esel f . Fortunately, Esel f is a constant, as it does not depend on the atomic

positions. Thus, its evaluation can be done once, while starting the MD simulation.

In addition, knowing that Esel f is constant, the coulombic force acting on a given

particle i can be written as

f i ≡ − ∂E
∂xi

(3.8)

= −∂Eshort

∂xi
− ∂Elong

∂xi

f i = f short
i + f long

i .(3.9)
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Figure 3.1: Splitting function used in Ewald Summation.
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Here, Eshort accounts for the usual coulombic interaction now multiplied by an error

function. This contribution can be computed directly from a sum in real space, since it is

essentially due to the pair potential

(3.10) Φ : r 7→ erfc(r)
r

.

Figure 3.1 shows that Φ decays fast and, therefore, is eager to be truncated with a

user-specified cutoff distance rc.

Similarly, it is possible to rapidly evaluate the sum Elong in the reciprocal space. This

contribution can be truncated with a spherical cutoff, since the quantity
exp(−σ2k2/2)

k2

vanishes for large reciprocal space vectors k. In other words, Elong can accurately be

represented by the first few terms of its Fourier series [91]. Therefore, we denote by kmax

the reciprocal space cutoff.

Furthermore, an estimation of errors induced by these truncations can be found

in [112, 163]. Precisely, the expected real-space cutoff error of the forces acting on one

particle i follows

(3.11) δ f short
i = 2 |qi|

(
Q2

rcL3

)1/2

exp
[
− r2

c

2σ2

]
where the total square sum of charges Q2 reads

(3.12) Q2 =
N∑

i=1
q2

i .

Likewise, Kolafa and Perram [112] estimated the standard deviation of the k-space

cutoff error of the forces acting on charge i as follows

(3.13) δ f long
i = |qi|

σ
p

2

π−3/2

Vε0

(
Q2

kmax

)1/2

exp
[
−σ

2k2
max

2

]
.

By demanding that the real- and reciprocal- space contributions to the error should be

equal, they showed that the Ewald parameter and the cutoffs (rc,kmax) can be adjusted

such that the prescribed accuracy is achieved with O (N3/2) operations.
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3.3 Incremental Ewald Summation

3.3.1 Incremental update of the short-range contribution

The short-range nature of the pair potential Φ (equation (3.10)) suggests the use of

neighbor list algorithms. The sum Eshort can be efficiently determined by introducing,

for each particle i, a neighbor list N (i) which holds neighbors of particle i, namely

(3.14) N (i) :=

xp = x j +nL

∣∣∣∣∣∣∣∣
j ∈ {1, . . . , N} ; n ∈Z3

xp 6= xi

|xp − xi| ≤ rc

 .

Therefore, Eshort reads

(3.15) Eshort = 1
8πε0

N∑
i=1

∑
j∈N (i)

qi q j

|xi j|
erfc

( |xi j|
σ
p

2

)
.

Here xi j = xi − x j is the inter-particle distance.

Moreover, the short-range contribution to electrostatic forces reads [53]

f short
i = 1

4πε0

∑
j∈N (i)

qi q j
xi j

|xi j|2
[

2

σ
p

2π
exp

(
|xi j|2
2σ2

)
−erfc

( |xi j|
σ
p

2

)]
.(3.16)

f short
i can be rewritten as follows

(3.17) f short
i = ∑

j∈N (i)
f short

i j ,

where f i j denotes the contribution of particle j in the short-range component of the force

acting on particle i, namely,

(3.18) f short
i j = f short

ji = 1
4πε0

qi q j
xi j

|xi j|2
[

2

σ
p

2π
exp

(
|xi j|2
2σ2

)
−erfc

( |xi j|
σ
p

2

)]
.

f short
i can be seen as a force induced by a short-range pairwise interaction. Consequently,

during ARMD simulations, an incremental update of f short
i and Eshort may follow the

pattern introduced in [191]. Particles in ARMD are, at each timestep, either active or

restrained at their location. For the moment, let us assume that particles do not change

their state during the simulation.

Thus, the main ideas of an incremental update of the short-range component of

electrostatic forces follow:
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I If i is an active particle, as its position changes over time, the value f short
i j varies

at each timestep, regardless of the state of the particle j. The total short-range

force needs to be recomputed.

I However, if i is a restrained particle, the value f short
i j remains unchanged between

two successive timesteps, for a particle j which is restrained. In this case, one can

save a substantial amount of CPU time by avoiding the re-computation of f short
i j .

Conversely, this value might change when j is active.

In the light of the above, for a restrained particle i, the short-range force f short
i in (3.17)

can be split in two sums: one over active neighbors of i
(
f A

i
)
; the other over its restrained

neighbors
(
f R

i

)
:

f short
i = f A

i + f R
i(3.19)

= ∑
N (i)∩active

f short
i j + ∑

N (i)∩restrained
f short

i j .(3.20)

Here, «active» and «restrained» denote, respectively, the list of active or restrained

particles. f R
i can be cached and reused. Only f A

i needs to be computed.

Algorithmic speedup — Assuming that particles are uniformly distributed in the

simulation box, one can easily estimate the algorithmic speed up of the presented strategy.

In fact, at each timestep, the computational cost of the incremental update of short-range

forces depends on αa ∈ [0,1], the ratio of active particles. An evaluation of f short
i using

the summation (3.17) has a constant cost per particle. This cost is related to the size of

the neighbor list. The total cost of this summation is, in terms of unitary evaluations of

f short
i j ,

(3.21) C0 = Nm

where N is the number of particles and m the average size of neighbor lists N (i). Here,

we deliberately do not use Newton’s third law which would reduce C0 by a factor 2, since

it wouldn’t alter the conclusion of this analysis.

The evaluation’s cost of f short
i for all Na = αaN active particles is Ca = αaNm.

Meanwhile, the number of its active neighbors is αam for a given restrained particle.

Therefore, the computation of f A
i will require Cr = α(N − Na)m evaluations of f short

i j .

The total cost of the incremental update of f i follows

(3.22) C1 = Nm(2−αa)αa.
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The related speedup reads

Sp = C0

C1
(3.23)

= 1
(2−αa)αa

= 1
1−α2

r
(3.24)

where αr = 1−αa is the fraction of restrained particles.
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p

Figure 3.2: Algorithmic speedup of the incremental update of short-range contributions
in Ewald summation: The fraction of restrained particles is αr = 1−αa. In this ideal case,
particles cannot switch their state.

When more than 70% of particles are restrained the proposed method reduced by a

factor 2 the cost of updating f short
i . Moreover, a 10× speedup is achieved for fewer than

5% active particles (see figure 3.2).

However, while performing ARMD simulations, it is likely that a few particles switch

state (to active or restrained) at each timestep . In order to correctly retrieve short-range

contributions, a slight modification is needed before updating particle positions. Basically,

when a particle p switches from restrained to active, its restrained component f R
p has

to be cleared, since the total short-range force has to be fully recomputed. In addition,

all its contributions to its neighbors forces must be subtracted. Since the short-range
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forces of its active neighbors have to be recomputed anyway, one may loop only over the

restrained neighbors j ∈N (p)∩ restrained of the switched particle p and remove from

each f R
j the term f short

p j . Similarly, when a particle p switches from active to restrained,

one may store its restrained component f R
p by looping over its restrained neighbors.

While doing so, the term f short
p j has to be added to f R

j . The extra cost induced by this

modification depends linearly on the amount of switched particles. Therefore, it has a

minor impact on the overall speedup.

A more general analysis of the time complexity of the incremental update of short-

range interactions can be found in [191]. The obtained results are close to the ideal

case presented in figure 3.2. This analysis takes into account the construction and

update of specialized neighbor lists that hold for each particle, only its active neighbors

(N (p)∩active). These lists are called active neighbor lists and have been successfully

evaluated for the incremental update of short-range potentials [190]. In addition, they

can be used in order to enable Newton’s third law [190].

Finally, it is straightforward that the incremental update of the short-range energy

follows the principles presented above. Thus, its derivation can be obtained with ease.

3.3.2 Incremental update of the long-range contribution

The evaluation of the long-range component Elong in (3.3) requires the computation of

the structure factor S(k). The incremental update of the structure factor can be derived

using a divide-and-conquer paradigm, namely,

S(k) = S(a)(k)+S(r)(k)(3.25)

= ∑
active

q j eik.x j + ∑
restrained

q j eik.x j .

Then, we take advantage of the fact that a given accuracy can be achieved with only

a few terms S(k). The restrained structure factor S(r)(k) can be held in memory and

updated with respect to the few particles that switch their state. Therefore, the cost of

the incremental update of the structure factor requires O (Na +Ns) operations, where Ns

is the number of switched particles.

Usually, the term
exp(−σ2k2/2)

k2 is saved at the beginning of the simulation. Therefore,

the summation (3.3) cannot be optimized further.

The incremental update of the long-range component of the energy can be extended

to electrostatics forces. The long-range contribution f long
i can be computed by evaluating
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the derivative of the structure factor

(3.26)
∂S(k)
∂xi

= ikqpeik.xi .

From (3.9)

f long
i = 1

2Vε0

∑
k 6=0

exp(−σ2k2/2)
k2

(
S(k)

∂S(k)
∂xi

+S(k)
∂S(k)
∂xi

)

= qi

Vε0

∑
k 6=0

e−σ
2k2/2

k2 k (sin(k.xi)Re(S(k))−cos(k.xi) Im(S(k))) .(3.27)

In this summation, the evaluation of the structure factor, can be sped up following the

splitting in (3.25). Furthermore, one may accelerate the evaluation of f long
i for restrained

particles by storing both sin(k.xi) and cos(k.xi). By this means, the unnecessary pricey

evaluation of trigonometric functions is avoided.

The main drawback of this strategy comes from the substantial amount of memory it

requires for holding these terms. Unlike the energy, the forces require for each atom a

separate set of data . The memory requirement of this strategy is thus proportional to

the product of the number of particles and the number of needed reciprocal vectors.

3.3.3 Evaluation of the method

We evaluate the incremental Ewald summation method on a SPC/E water system of

36000 particles. A primary configuration of the system was generated by replicating

(twice per dimension) an original 4500 particles system downloaded from [118]. Then, a

quick minimization was performed in order to remove eventual clashes. The minimized

structure defines the initial configuration.

First, various parameterizations of the Ewald splitting were tested. Basically, the

target accuracy was set up to 10−4 relative force error. Then, a cutoff radius is defined

between 10 Å and 18 Å. The accuracy setting is used in conjunction with the real space

cutoff to determine the number of k-space vectors. Used configurations are listed in

table 3.1. In the same table, the CPU times required by the main components of the

traditional Ewald summation at each timestep are shown. Treal denotes the time required

for the evaluation of short-range forces as well as the short and self contributions to the

electrostatic energy. Similarly, Tk−space refers to CPU time consumption of the reciprocal

space calculations.

Increasing the real-space cutoff rcut, reduces Tk−space while increasing Treal . The

best configuration was found with a 16 Å cutoff and 93 k-space vectors. This configuration
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leads to a total time per timestep Ttotal = 1.34s. The ratio between real- and reciprocal-

space timings is equal to 1.85.

rcut
[
Å

]
σ

[
Å−1

]
kmax Treal [s] Tk−space [s] Ttotal [s]

10 0.26 15 0.21 2.16 2.37

11 0.23 14 0.31 1.73 2.04

12 0.21 13 0.39 1.38 1.77

13 0.20 12 0.48 1.08 1.56

14 0.18 11 0.60 0.82 1.42

15 0.17 10 0.72 0.63 1.35

16 0.16 9 0.87 0.47 1.34

17 0.15 9 1.00 0.47 1.47

18 0.14 8 1.09 0.39 1.48

Table 3.1: Performance of Ewald summation on a system of SPC/E water
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Figure 3.3: Performance of Incremental Ewald Summation.
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Then, the water system was partially restrained by freezing some particles for

few timesteps. These particles were randomly selected in the simulation box and the

percentage of frozen or restrained particles αr ranges from 0 to 99%. The selected

particles are kept frozen for 10 timesteps (no switched particle), in order to average

timings. For a given αr, several independent runs were conducted in order to remove

the selection bias. The calculations of electrostatics quantities are performed with the

incremental Ewald summation. The averaged total timing is shown in figure 3.3, where

the CPU time of the method is plotted against the chosen radius cutoff. While increasing

the amount of frozen particles, the presented method reduces well the CPU cost of

electrostatics (Figure 3.3). For all tested configurations, the proposed method is more

efficient than Ewald technique. For 90% of restrained particles, the incremental Ewald

summation is more than 3 times faster than the classical Ewald summation (Figure 3.4).
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Figure 3.4: Speedup of Incremental Ewald Summation for various ratio of restrained
particles

In figure 3.4, Sbest corresponds to the ratio between the best timing, achieved while

varying the cutoff rcut and using incremental Ewald summation, and the best timing

achieved with the classical Ewald method.

(3.28) Sbest =
T incremental

best

TEwald
best
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where, for a given percentage of restrained particles, TEwald
best is the best total timing

achieved with classical Ewald summation and T incremental
best is the best total timing

achieved using incremental Ewald summation. S16 corresponds to the speedup achieved

while using a 16 Å cutoff. In addition, speedups of real and reciprocal space calculations

are plotted.

A thorough analysis of the performance of the method shows that the fastest configu-

ration is not unique for all percentage of restrained particles. Although rcut = 16 was

often the best choice, one may prioritize large real-space cutoffs for low percentages of

active particles. This comes from the fact that, for a high amount of restrained particles,

the incremental evaluation of real space terms (Eshort, f short) is more successful than the

reciprocal space incremental calculations. Precisely, for less than 1% of active particles,

one may achieve a ×3 speedup in reciprocal space Skspace while exceeding ×10 speedup

in the real space Sreal . The performance of the reciprocal space calculations is limited

by the fact that the force component f long
p requires for each particle, an unavoidable

summation over the k3
max reciprocal space vectors (3.27).
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(1) Timing of the incremental evaluation of energy. The real
space cost is shown in blue while the reciprocal cost is in
red. The timing including incremental forces is shown as
reference.
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(2) Speedup of the incremental evaluation of energy (only).

Figure 3.5: Performance of incremental Ewald summation.

Nevertheless, if we restrict ourselves to energy calculations, the presented method

shows tremendous performances. Figure 3.5 shows that the cost of energy calculations is

reduced by a factor 5 when 90% of particles are restrained. When less than 1% of particles

are active one may fairly expect a ×39 speedup. This behavior could be worthwhile in
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Markov chain Monte Carlo simulations, where the acceptance or the rejection of a trial

move of a randomly chosen particle (or molecule) depends on the difference in energy

between the initial configuration and the new one.

3.4 Ewald summation on a mesh

Particle mesh methods are closely related to the Ewald summation method. These

methods use meshes in order to accelerate the computation of the reciprocal space

contribution in the Ewald splitting. On the other hand, Ewald summation and Particle

mesh methods share the same scheme for the real space contribution. Before deriving an

incremental treatment of Ewald summation on a mesh, we can gain some more insight

on the evaluation of the reciprocal term by rewriting

Elong = 1
2Vε0

∑
k 6=0

exp(−σ2k2/2)
k2 |S(k)|2(3.29)

= 1
2Vε0

∑
k 6=0

exp(−σ2k2/2)
k2

(
N∑

i=1

N∑
j=1

qi q j eik.(xi−x j)

)

since |S(k)|2 = S(k)S(k)= S(k)S(−k). Consequently,

Elong = 1
2

N∑
i=1

qiΦ
long(xi)(3.30)

where Φlong(x) defines the long-range interaction potential, namely,

(3.31) Φlong(x)= 1
Vε0

∑
k 6=0

N∑
j=1

q j

k2 eik.(x−x j)e−σ
2k2/2.

Let g̃(k) := 1/k2 the Fourier transformed Green’s function of the Coulomb potential

1/r. Similarly, ζ̃(k) := e−σ
2k2/2. Then, we can rewrite Φlong(x) as follows

(3.32) Φlong(x)= 1
V

∑
k 6=0

(
g̃(k)ζ̃(k)ρ̃(k)

)
eik.x

where

(3.33) ρ̃(k)=
N∑

j=1
q j e−ik.x j .

corresponds to the Fourier transform of the distribution of point charges located at

atomic positions (see equation (2.24)). Interestingly ζ̃(k)ρ̃(k) is the Fourier transform of
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a summation of Gaussian densities located at atomic positions (see equation (2.29)). This

is a consequence of the fact that Ewald summation smears the Dirac densities created

by the point charges by Gaussians.

Furthermore, the long-range interaction potential in (3.32) can be seen as inverse

Fourier transform of the following product in the reciprocal space:

(3.34) Φ̃long(k)= g̃(k)ζ̃(k)ρ̃(k).

The long-range term of the potential from a given charge distribution can thus be

determined with two Fourier transforms. One should notice that this formulation

corresponds to a classical resolution of a Poisson equation by Fourier methods (see
chapter 2). Particle Mesh methods reduce the cost of these Fourier transforms by using

FFTs which would require a gridded version of equations (3.33) and (3.34).

Let us define Ωh as a mesh of spacing h. The corresponding number of mesh points in

each direction is M = L
h

. It is possible to replace the continuous charge distribution ρ by

a mesh-based charge density ρg. At each grid point xp, the mesh-based charge density is

given by :

(3.35) ρg(xp)= 1
h3

N∑
i=1

qiW(xp − xi).

Here, the summation runs over all particles (in the simulation box) with respect to the

periodic boundary conditions. In addition, following [54], the so-called charge assignment

W function is classified according to its order P that corresponds to the number of grid

points – per dimension – on which each charge is distributed. W is a function of weight

one. Usually, one chooses W as a cardinal B-spline with a compact support
[
−Ph

2
,
Ph
2

]3

[17]. In addition, P is an integer between 2 and 8. For instance, the default value of P is

5 in LAMMPS.

Furthermore, we may retrieve the corresponding long-range potential on the grid as

follows

(3.36) Φ
long
g (xp)=←−−−

FFT
[ −−−→

FFT[ρg]× G̃opt

]
(xp)

Here, we distinguish the forward
−−−→
FFT and the inverse

←−−−
FFT. G̃opt plays the role of

the mesh-based version of the screened Fourier transformed Green’s function g̃(k)ζ̃(k).

However, as suggested by Holm et al. [53], the determination of G̃opt is far from trivial.

Using directly the continuum Green’s function does not provide the best approximation of
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Φlong. Therefore, the Green’s function must be modified in order to ensure that the mesh-

based potential coincides, as closely as possible, with the original continuum solution.

Moreover, the expression of Gopt is influenced by the choice of the assignment function

W, leading to a wide range of options [54, 59, 90, 90]. In practice, the optimal Green’s

function G̃opt is computed once at the beginning of the simulation.

From the mesh-based long-range potential, one may interpolate the value of the

potential at the particles coordinates. The traditional interpolation formula uses the

charge assignment function:

(3.37) Φlong(xi)'
∑

xp∈Ωh

Φ
long
g (xp)W(xp − xi)

Although this summation extends over the complete mesh, it can be evaluated efficiently

since a P th order W is non-nil on, at most, P3 grid points.

Moreover, forces are determined by evaluating the electric field E , which is the

gradient of the long-range potential

(3.38) f long
i = qiE (xi).

First, one may determine the electric field E with an analytical differentiation [58]. In

fact, equation (3.37) can be differentiated analytically by determining the gradient of the

assignment function

(3.39) E (xi)=
∑

xp∈Ωh

Φ
long
g (xp)∇W(xp − xi).

This method which determines forces with one backward and one forward FFTs, is called

the analytic differentiation. The main drawback of this approach (here called AD-P3M )is

the fact that it introduces aliasing errors at atomic positions which leads to the violation

of the Newton’s third law. The errors in forces can be compensated by removing a term

corresponding to self forces [17, 195].

On the other hand, the electric field on the mesh can be evaluated by a differentiation

in the Fourier space which reads

(3.40) E (xp)=←−−−
FFT

[
ik

−−−→
FFT[ρg]× G̃opt

]
(xp)

Thus, forces are computed with the following interpolation formula

(3.41) f long
i ' qi

∑
xp∈Ωh

E (xp)W(xp − xi).
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Hockney and Eastwood [90] demonstrate that this approach (so-called ik-P3M) obeys

Newton’s third law. However, ik-differentiation requires three forward and one backward

FFTs in order to retrieve forces. Oddly, ik-P3M is often more efficient than AD-P3M

because the latter usually requires a finer grid in order to obtain the same precision. It

is important to realize that the choice of the differentiation method affects the optimal

influence function G̃opt If interested, the expression of the optimal influence function

corresponding to ik-P3M is available in appendix A.2.
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Figure 3.6: Ewald summation vs P3M on a SPC/E water system (36000 charges)

Remark 3.1. One may evaluate Elong without any reverse Fourier transform. In fact, the
structure factor S(k) is equal to ρ̃(k). Therefore, an approximation of Elong is derived by
replacing S(k) by the discrete Fourier transform of ρ̃(k). Once again, the approximation
error is minimized by replacing the term exp(−σ2k2/2)/k2 by G̃opt(k) in summation (3.29).
This approach is prioritized by most MD software since it is cheaper than equation (3.30)

which requires an explicit evaluation of the interaction potential Φlong through FFT.

As shown in figure 3.6, P3M is a significant enhancement to Ewald summation,

especially on large systems. Therefore, most MD softwares use P3M and its variants. The

upcoming derivation of incremental Particle Mesh methods is based on P3M. Nonetheless,

one can derive with ease an extension to other Particle Mesh techniques such as SPME

and PME.
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Before deriving incremental P3M, we may summarize the various steps of the P3M

algorithm as follows

1. Compute the short ranged terms, as in Ewald summation.

2. Evaluate the mesh-based charge density ρg(xp).

3. Evaluate its forward FFT of ρg.

4. Using the modified Coulomb Green’s function G̃opt, determine the Fourier transform

of the potential field on the mesh.

5. Finally, interpolate forces at particles’ position by applying backward FFTs.

3.5 Incremental Particle Mesh methods

As the incremental evaluation of the short-ranged terms (step 1) has been covered in

section 3.3.1, here, the aim is to reduce the cost of the evaluation of long-range quantities

Φ̃long, f long
i when only a few particles update their positions between two consecutive

timesteps.

Let us denote by (P0) our initial problem which determines at each timestep the

long-range forces f long
i acting on a system involving restrained particles that do not

update their coordinates. At a given timestep t = k, we denote by Rk the set of restrained

particles while Ak defines the collection of active particles.

Unsuccessful attempts – Basically, the step 2 of P3M can be evaluated incrementally

by using the divide-and-conquer strategy employed for the structure factor (see equation

(3.25) of section 3.3.2). While splitting the mesh-based charge density into active and

restrained contributions, one can compute separately the corresponding potentials. Since

all the operators employed by P3M are linear, one can determine the needed potential

(or forces) by summing the «restrained» potential and the «active» potential.

Furthermore, when no particle switches, the restrained potential can be computed

once and cached at each following timestep. Unfortunately, the stated strategy is limited

by the fact that the most expensive steps (3, 4), which corresponds to FFTs evaluations,

weren’t accelerated at all.

When the number of active particles is very small, the «active» charge density is nil

on many grid points. Thereby, it could be attractive, for the forward FFT in step 3, to

employ specialized FFT algorithms that might take advantage of this sparsity [74, 87].

76



3.5. INCREMENTAL PARTICLE MESH METHODS

Nevertheless, it is neither obvious nor obviously true that the three remaining backward

FFTs – needed for forces – could benefit on these family of algorithms. In particular, the

output of the first forward FFT populates (almost) all frequencies. Another drawback of

these specialized FFTs (which are nowadays popular for Big Data) is the fact that they

require a very sparse data. Unfortunately, since each particle affects at least P3 grid

points, the critical point where traditional FFT algorithms are better, is reached quickly

and is impractical even for most ARMD simulations. Therefore, we need to define a more

efficient strategy that could accelerate P3M.

Successful attempts – When no particle switches, it seems natural to separate the

influence of restrained particles from the influence of active ones. In particular, one

may calculate and store the restrained contribution to long-range quantities. Thus, the

remaining challenge would be to determine the influence of the active particles on the

whole system. Two separate meshes can be used and intuitively, the corresponding grid

resolutions might depend on the number of particles involved. Precisely, a finer grid

(Ωh1) could be used for the quantities induced by restrained particles and while a coarser

grid (Ωh2) would be dedicated to active ones. In addition, the computations on these grids

can be performed asynchronously. The coarser grid has to be updated at each timestep

whereas the finer grid computation may occur once (or less frequently, in case of switched

particles). If the coarser grid is coarse enough, the corresponding computations will be

cheaper than a traditional P3M. The reader should realize that the evaluation of FFTs

scales as O
(
M3 log(M)

)
on a M3 mesh.

With this in mind, our initial problem (P0) is decomposed in two sub-problems.

I The first problem (P1) would be to determine the electric field (or the potential or

forces) associated to R0, the collection of restrained particles at the initial timestep

t = 0. The gathered contribution can be saved in memory. In other words, (P1)

determines the electric field corresponding to ρ [R0] the charge density associated

to particles in R0. Particles which are not in R0, act like virtual particles with

no incidence on the electric field. However, forces, here denoted by f (1)
i , must be

evaluated at the location of all particles by interpolating the computed electric

field. Fortunately, we can define an interpolation formula based on the assignment

function associated to the mesh used for (P1). (see algorithm 1)

I At each timestep, the problem (P2) solves the electric field induced by the charge

density ρ [A0] generated by the active particles (A0). Here, restrained particles do
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not affect the electric field. However, once again, the electric field must be evaluated

at all atomic positions in order to retrieve forces f (2)
i .

At each timestep, the calculated quantities can be summed up with the cached contribution

of active particles (see algorithm 2).

(3.42) ρ = ρ1 +ρ2 =⇒ f long
i = f (1)

i + f (2)
i

where ρ1 = ρ [R0] and ρ2 = ρ [A0] .

However, this paradigm doesn’t take into account the fact some particles may switch

state. This general case would be discussed later in section 3.5.2. The underlying idea

will use a modification of the sub-problem (P2) in order to guarantee the equality (3.42).

Nevertheless, for the moment, let restrict ourselves to the following assumption:

«Throughout the simulation, the distribution of restrained/active particles
is fixed».

(A1) ∀k ∈N, Ak =A0 and Rk =R0.

The key ideas underlying the proposed strategy are summarized by figures 3.7

and 3.8.

Algorithm 1 P3M for problem (P1)
1: for each particle i do
2: Determine assignment coefficients on the mesh Ωh1

(
Wh1

ip =W(xp − xi)
)
.

3: if «restrained» then
4: add contribution

qi

h3
1

Wh1
ip to the mesh Ωh1 . . Determine ρ [R0] - (3.35)

5: end if
6: end for
7: Determine the electric field Eh1 on Ωh1 . see equation (3.40)
8: for each particle i do
9: Compute and store the forces using Eh1 and (Wh1

ip ). . see equation (3.41)
10: end for
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Algorithm 2 P3M for problem (P2)
1: for each particle i do
2: Determine assignment coefficients on the mesh Ωh2

(
Wh2

ip =W(xp − xi)
)
.

3: if «active» then
4: add contribution

qi

h3
2

Wh2
ip to the mesh Ωh1 . . Determine ρ [A0] - (3.35)

5: end if
6: end for
7: Determine the electric field Eh2 on Ωh2 . see equation (3.40)
8: for each particle i do
9: Retrieve forces associated to the sub-problem (P0) . see equation (3.41)

10: Add the forces using Eh2 and (Wh2
ip ). . see equation (3.42)

11: end for

Figure 3.7: Decomposition of P3M between active (green) and restrained (red) particles.

Stepst = 0 t = k

Figure 3.8: Sketch of incremental P3M. Sub-problems (P1), here in red, and (P2), in blue,
are solved on different timescales.

Incremental evaluation of energy – Another critical point that must be cleared up,

is the determination of the energy. Unfortunately, the splitting we are introducing here,

doesn’t allow a fast (enough) calculation of the energy. In order to retrieve the long range

term, it is possible to use equation (3.30). Therefore, one may compute separately the

contributions E(1) and E(2) resulting from sub-problems (P1) and (P2).

(3.43) Elong ' E(1) +E(2)
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where

E(1) = 1
2

N∑
i=1

qiΦ
(1)(xi) and E(2) = 1

2

N∑
i=1

qiΦ
(2)(xi).

Unfortunately, this formulation requires an explicit determination of the potentials

Φ(1) and Φ(2) induced by sub-problems (P1) and (P2). Unlike AD-P3M, ik-P3M doest not

compute the interaction potentials. Therefore, an incremental update of energy using

ik-P3M may require at each timestep an additional backward FFT on the coarser grid.

Conversely, any extra FFT is needed for an incremental AD-P3M. Furthermore, we want

to empathize that E(1) (resp. E(2)) does not correspond to the energy embedded in the

set of restrained (resp. active) particles. Therefore, we cannot use the trick employed

earlier (see remark 3.1) to avoid the explicit evaluation of the interaction potential while

computing Elong.

In the following sections, we will present in more detail the incremental update of

electrostatic forces. We will strive to define the various parameters of the incremental

method (grid resolutions, the frequency of calculations on the finer grid). In addition,

it will be necessary to characterize and control the error induced by the method. To do

so, we will distinguish two specific scenarios. Foremost, we will assume that no particle

switches its state throughout the simulation (see section 3.5.1). Then we will extend our

findings to a more generic case (see section 3.5.2).

3.5.1 Case 1 - No switched particles

Under the assumption (A1), the sub-problem (P1) is solved once with a ik-P3M (Algorithm 1).

At each timestep, we want to solve (P2) with a reduced mesh size. However, we need

to justify that the proposed approach doesn’t introduce spurious errors. Precisely, it

is compulsory to connect, for a given accuracy, the needed grid size to the number of

unfrozen particles of the system. Fortunately, for the initial system of N particles, this

link is provided by the work from Deserno [53, 54] and Hockney [90].

Let us define the RMS error in forces as

(3.44) ∆ f :=
√√√√ 1

N

N∑
i=1

(
f i − f exact

i

)
where f i is the calculated force on particle i and f exact

i the exact force. Using the mean

square force error for two unit charges χ, an initial estimation of the RMS force error is

provided by [53].
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(3.45) ∆ f ' Q2
p

N
χ.

This estimation links the RMS force error with the number of charges present in the

system (N), the total square sum of charges Q2 (see equation (3.12)) and the measure

of the error involved in the chosen method (χ). Hockney and Eastwood extends this

estimation [90]

(3.46) ∆ f '
√

F

NL3 Q2.

where, F = χ2L3 is the displacement-averaged total squared deviation of F(x2 − x1, x1),

the mesh-based approximation of the k-space contribution of the force between two

unit charges located at positions x1, x2 = x1 + x, from a reference inter-particle force

Fr(x2 − x1). Basically,

(3.47) F := 1
h3

∫
h3

d3x1

∫
L3

d3x [F(x, x1)−Fr(x)]2 .

Here, the inner integral accumulates the error over all particle separations whilst

the outer integral over averages over all possible locations of the first particle within a

mesh cell. The idea behinds this formula comes from the fact that forces between two

particles should depend on their separation x only. However, since we are using grids,

the computed force also depends on the positions of the particles relative to the mesh.

Given a charge assignment function, F is a functional of the influence function. F is

minimized by Gopt. Consequently, F [Gopt] gives the optimal error of the method. The

expression of this error is given in appendix A.2, in case of ik-P3M. Nonetheless, for

the sake of simplicity, we restrict ourselves to the analytical approximation of F [Gopt]

derived by Deserno and Holm [53], namely,

(3.48) ∆ f ' Q2(hβ)P
p

N L2

√√√√p
2πβL

P−1∑
m=0

a(P)
m (hβ)m

where β = 1p
2σ

and a(P)
m denote expansion coefficients given in appendix A.3. We

recall that h is the mesh spacing and P the order of the assignment function. This

approximation is valid in the limit of small hβ. Therefore, at the first order,

(3.49) ∆ f ∝ Q2hP
p

N
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Let us consider the sub-problem (P2) that is dedicated to the system of Na active

particles. In appendix A.1, we extend the approximation (3.45) in order to estimate ∆ f2,

the RMS error in the forces induced by active particles:

(3.50) ∆ f2 '
Q2

a√
Na

χ

Similarly to equation (3.12), Q2
a designates the square sum of active charges. Therefore,

from equation (3.49),

(3.51) ∆ f2 ∝
Q2

ahP
a√

Na

In order to control the accuracy of the computation associated to (P2), we define γ as

the ratio between ∆ f2 and ∆ f . The estimations (3.49) and (3.51) leads to

γ= ∆ f2

∆ f
' Q2

ahP
a

Q2hP

√
N
Na

(3.52)

Thus, we can estimate the grid size (per dimension) of problem (P2) M2 = 1
ha

as follows

(3.53) M2 ' M

[
1
γ

Q2
a

Q2

√
N
Na

] 1
P

At this point, let us assume that the system is homogeneous. Thus, an estimation of

the ratio of the sum of squared valences is

(3.54)
Q2

a

Q2 ' Na

N
.

Therefore, equation (3.53) can be written as

M2 ' M

1
γ

√
Na

N


1
P

(3.55)

= M
[

1
γ

p
αa

] 1
P(3.56)

When enough particles are restrained, the sub-problem (P2) can be solved with a

prescribed accuracy on a reduced mesh size Ωh2 . In figure 3.9, is shown the ratio
M3

M3
2
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between the number of grid points of the meshes Ωh2 and Ωh. When γ= 1 and P = 5, the

grid size is reduced by a factor 2 for systems which contain 10% of active particles. In

practice, γ cannot be set at 1. In fact, as computed forces of (P2) have to be summed up

with those originating from (P1), our estimation of the RMS errors in forces has to take

account of errors induced by both (P1) and (P2). We may assume that both error sources

are uncorrelated2 and thus

(3.57) (∆ f1+2)2 = (∆ f1)2 + (∆ f2)2

Here ∆ f1+2 is the RMS error in forces resulting from the splitting strategy. Assuming

that the error levels are equivalent, we can expect that

(3.58) (∆ f1+2)2 ' 2(∆ f2)2 .

Finally, since our strategy has to maintain the order of accuracy of a traditional ik-P3M

(3.59) (∆ f)' (∆ f1+2) =⇒ γ=
p

2
2

.

In figure 3.9, we plotted the ratio of grid sizes using γ =
p

2
2

and P = 5. When 10% of

particles are active the ratio
M3

M3
2

is equal to 1.62. However, our approach is no longer

rewarding when less than 50% of particles are restrained.

Moreover, the mesh associated to the problem (P1) has to account of this modification.

The derivation (3.55) can be extended to restrained particles. For instance, when 90% of

particles are restrained the resolution of sub-problem (P1) requires ∼ 1.19M3 grid points.

With that in mind, let us imagine that the initial problem has to be solved on a

100×100×100 grid. In addition, the system contains 10% of active particles. From the

above, (P1) has to be solved on a 106×106×106 mesh whereas (P2) requires a 85×85×85

grid. Although (P1) is penalized, by solving only (P2) at each timestep, one reduces the

cost of the 4 FFTs needed in ik-P3M. In principle, the penalty can be paid once during

the initialization phase. Furthermore, it is possible to configure Ωh1 such that it can hold

all particles, namely,

(3.60) M1 = Mγ−1/P

2or statistically independent

83



CHAPTER 3. INCREMENTAL EWALD METHODS

The price to pay is negligible since this grid is seldom used. For instance, here the ratio

of the numbers of grid points reads M3
1 /M3 ' 1.23 when P = 5.
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Figure 3.9: Ratio of numbers of grid points between the original mesh and the grid
associated to the problem (P2)

Validation – In order to validate our assumptions, we applied our splitting strategy

to the system of SPC/E water (36000 particles). Some randomly selected particles

are restrained. Various ratios of restrained/active particles were evaluated. For each

configuration, forces were computed with a highly accurate ewald summation
(
∆ f
| f | | ' 10−10

)
,

a traditional P3M with a prescribed accuracy
(
∆ f
| f | | ' ε

)
. Here, we parameterized both

methods with the relative RMS error in forces, namely
∆ f
| f | |, since this term can be

estimated from the magnitude of this error for two unit charges (χ) [112].

Ewald forces are considered as exact forces while classical ik-P3M calculations are set

as a reference for a given precision. For a prescribed ε, P3M is tuned in order to achieve a

target RMS force error ∆ f target using the formula (3.44). ∆ f target is used to parameterize

the grid size of P3M and the ewald splitting parameter. For P3M calculations the real

space cutoff was set at 9.8Å and particles were mapped to the grid with a 5th order

assignment function.

Then, we tuned the incremental P3M such that the relative accuracy ε is also achieved.
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As explained, two meshes (Ωh1 , Ωh2) have been used. Both are set up with an expected

RMS error equals γ∆ f target.Ωh1 holds forces induced by restrained particles whileΩh1 is

dedicated to the electrostatic quantities induced by active particles. In order to maximize

the efficiency of FFT calculations, we only use composite grid sizes (see figure 2.2).

Moreover, table 3.2 prints the parameters used in our benchmark. In this table, are

shown the effective RMS errors associated to incremental P3M (∆ f1+2) and the classic

ik-P3M (∆ f). In addition, we denote by Slong the speedup achieved for P3M long-range

calculations, namely,

(3.61) Slong =
Tlong

T(1+2)
long

where Tlong is the CPU time needed in ik-P3M long-range calculations and T(1+2)
long is the

CPU time needed in incremental P3M.

The incremental P3M seems to be efficient for high accuracy calculations where large

grid sizes are used. In figure 3.10, the method showed a good preservation of the accuracy

while reducing FFT calculations (Table 3.2). For instance, when the relative rms error ε

is equal to 10−6 and when 20%, long-range computations were accelerated by a factor

1.5. The short-range calculations can be sped up as well. For the configuration, the total

speedup (including short-range calculations) was 2.1.
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Figure 3.10: Error in forces (x-direction) of incremental P3M .
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αa M M1 M2 ∆ f ∆ f1+2 Slong

ε' 10−4 and ∆ f target = 3.8×10−2

1% 36 40 30 2.50×10−2 1.90×10−2 ×1.9

5% 36 40 30 2.50×10−2 2.32×10−2 ×1.8

10% 36 40 32 2.50×10−2 2.92×10−2 ×1.7

20% 36 40 36 2.50×10−2 2.05×10−2 ×1.1

40% 36 40 36 2.50×10−2 2.19×10−2 ×1.0

ε' 10−5 and ∆ f target = 3.9×10−3

1% 60 64 45 2.85×10−3 3.01×10−3 ×2.2

5% 60 64 50 2.85×10−3 2.82×10−3 ×1.8

10% 60 64 54 2.85×10−3 2.79×10−3 ×1.34

20% 60 64 60 2.85×10−3 2.46×10−3 ×1.01

40% 60 64 60 2.85×10−3 2.70×10−3 ×1.0

ε' 10−6 and ∆ f target = 3.4×10−4

1% 100 108 72 2.96×10−4 2.86×10−4 ×3.1

5% 100 108 80 2.96×10−4 2.87×10−4 ×2.2

10% 100 108 81 2.96×10−4 2.85×10−4 ×1.9

20% 100 108 90 2.96×10−4 2.89×10−4 ×1.5

40% 100 108 90 2.96×10−4 2.95×10−4 ×1.4

ε' 10−7 and ∆ f target = 3.8×10−5

1% 180 180 120 2.37×10−5 2.83×10−5 ×3.1

5% 180 180 135 2.37×10−5 2.99×10−5 ×2.5

10% 180 180 144 2.37×10−5 3.02×10−5 ×2.3

20% 180 180 150 2.37×10−5 3.00×10−5 ×1.8

40% 180 180 160 2.37×10−5 2.95×10−5 ×1.5

Table 3.2: Performance of incremental P3M on the SPC/E system.
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3.5.2 Case 2 - Particles can switch state

Hitherto, we assume that at each timestep, the sets Rk and Ak are constant (Rk =R0 and

Ak =A0). However, particles may change their state over the course of ARMD simulations.

Moreover, it is necessary to not change (often) the various grid resolutions. In fact, a

modification of the grid size requires the re-computation of the influence function Gopt

and the reconfiguration of the FFT solver. The cost of these operations can be important

but negligible in the traditional P3M – since these operations occur at the initialization

stage —. For the problem (P1), this issue is resolved by configuring Ωh1 as prescribed by

equation (3.60).

Another crucial aspect we need to ensure is the fact that the summation of the

solutions of the sub-problems (P1) and (P2) gives the desired quantity up to a prescribed

accuracy. On the other hand, we still want to be able to solve the sub-problem P1 once or

at least less frequently. Therefore, we need to understand how switched particles affect

the problem’s decomposition (3.42).

At this point, we want to retrieve as much information as possible from a computed

solution of (P1). Assuming that the sub-problem (P1) has been computed at t = 0, it is

likely that at t = k, some particles of R0 have not changed their location. Those particles

which have never been active between timesteps t = 0 and t = k, are stored in a subset

Rk+
0 of R0. Analogously, we denote by Rk−

0 the subset of particles of R0 that have switched,

and thus been displaced, at least once between t = 0 and t = k. From these definitions,

(3.62) ∀k ∈N, R0 =Rk+
0 ∪Rk−

0 and Rk+
0 ∪Rk−

0 =;

The precomputed solution of (P1) embeds, at each timestep, the contribution of

particles in Rk+
0 . When Rk+

0 is large enough, it might be useful to reuse the solution of

(P1) computed at t = 0. Therefore, it is compulsory to determine the magnitude of Rk+
0

which corresponds to a measure of the valuable information embedded in the solution of

the sub-problem (P1). A correction of the solution of (P2) is required in order to retrieve

the true long-ranged contributions. This correction (P2) must take into account the fact

that particles in Rk−
0 has been displaced and their contribution (from (P1)) was computed

with wrong coordinates.

In order to define properly the needed correction, we need to examine the flux of

particles that move from the subset R(k−1)+
0 to Rk−

0 . This flux is essentially related to the

probability that a given restrained particle switches to active state. This probability is

denoted by µ = Pr(R→ A). Similarly, Pr(A→ R) defines the probability that an active

particle switches to restrained state. We can link µ to the ratios αr (of restrained particles)
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and αs (of switched particles). In practice, these ratios are functions of time that converge

to an equilibrium value. Let us assume that the equilibrium state is reached. For the

sake of simplicity, these ratios are taken constant and equal to their equilibrium values.

It is straightforward that

(3.63) αr Pr(R→A)=αa Pr(A→R)= αs

2

Hence,

(3.64) µ=Pr(R→A)= αs

2αr

Between two successive timesteps k−1 and k, we can assume that µ
∣∣∣R(k−1)+

0

∣∣∣ particles

from the subset R(k−1)+
0 have switched to active. Thus,

(3.65)
∣∣∣Rk+

0

∣∣∣= (
1−µ)∣∣∣R(k−1)+

0

∣∣∣
This geometric progression gives∣∣∣Rk+

0

∣∣∣ = (
1−µ)k ∣∣R0+

0
∣∣(3.66)

= (
1−µ)k |R0|

Moreover, at the timestep t = k, the solution of (P1) carries unwanted contributions

emanating from particles in Rk−
0 . For a given particle p in Rk−

0 , we must remove its

contribution which has been computed with (P1) at t = 0. To do so, we define the virtual

particle p̄ located at the coordinates of p but with an opposite charge:

(3.67) ∀p ∈Rk−
0 ,

{
x(t=k)

p̄ := x(t=0)
p

q p̄ := −qp

These virtual particles can be stored in the collection Vk whose size reads.

(3.68) |Vk| =
∣∣∣Rk−

0

∣∣∣= [
1− (

1−µ)k
]
|R0|

Let us denote ρ [Vk] as the charge density associated to the virtual particles defined in

Vk. Likewise, ρ
[
Rk−

0
]

denotes the charge density induced by particles from R0 that have

been active at least once since t = 0 (using their current coordinates). We claim that, at

t = k, the charge density corresponding to the current distribution of particles is given by

(3.69)
ρ [t = k] = ρ1 [t = 0]︸ ︷︷ ︸

Problem (P1)

+ ρ [A0 ]+ρ [Vk ]+ρ
[
Rk−

0

]
︸ ︷︷ ︸

Problem (P2)
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Here, ρ1 [t = 0] = ρ [R0] at timestep t = 0. The long-ranged contributions (forces or

electric field) stemming from ρ [R0] can be computed at t = 0 with a given mesh Ωh1 .

At each timestep, the missing contribution is solved on a separate mesh Ωh2 and then

added to the save. Ωh2 will be precisely characterized if we are able to determine N2, the

number of particles involved in the definition of the charge density

ρ2[t = k]= ρ [A0 ]+ρ [Vk ]+ρ
[
Rk−

0

]
.

At each timestep, an estimation of N2 reads

N2(k) = |A0 |+ |Vk |+
∣∣∣Rk−

0

∣∣∣(3.70)

= αaN +2
[
1− (1−µ)k

]
|R0|(3.71)

For a prescribed accuracy, one can determine M2(k) the number of grid points (per

dimension) required for Ωh2 in order to maintain the accuracy after k timesteps (see
equation (3.53)). For instance, under the assumption that the system is homogeneous,

M2(k) ' M
[

1
γ

√
α2(k)

] 1
P(3.72)

where

α2(k) := N2(k)
N

= αa +2
[
1− (1−µ)k

]
αr(3.73)

= 1+
[
1−2(1−µ)k

]
αr.(3.74)

Figure 3.11 outputs the evolution of α2(k) as a function of the timestep t = k when

the proportion of restrained particles αr ∈ {0.2,0.7}.

For αr = 0.2 (αr = 0.8) and µ= 0.005, if we want to maintain the prescribed precision

up to t = 20, we must configureΩh2 such that it may hold up to 84% of particles (including

virtual particles). In this case, the difference with the ideal case where no particle

switches is rather small. For the same value of αr, an increase of the proportion of

switched particles will have a limited impact on the grid size of Ωh2 (e.g. when µ= 0.01

α2 −α does not exceed 8% at t = 20).

Conversely, µ has a significant impact on α2(k) when a large amount of particles is

restrained. For instance, when αr = 70% and µ = 0.005, α2 −α exceeds 10% for t ≥ 15.

Meanwhile µ= 0.02 =⇒ α2(20)> 2αa which leads to a very fine grid for the resolution of

(P2). Although µ= 0.02 is uncommon in ARMD simulations, this example points out the
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fact the performance of incremental P3M can be limited by the ratio of switched particles.

In practice, µ rarely exceeds 0.5% in ARMD simulations (e.g. table 1.2).
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Figure 3.11: Evolution of α2(k) as a function of the timestep k. Here µ= αs

2αr
denotes the

probability that a restrained particle switches to active.

3.5.3 Optimal parameters

The previous section was dedicated to the control of the grids required by the incremental

P3M. Basically, we showed that the resolution of the coarsest grid depends on the

proportion of restrained particles and the ratio between the number of switched particles

and the number of restrained particles. At this point, it becomes critical to be able to

control how frequently we should employ the finest mesh Ωh1 . In other words, we should

determine when the incremental P3M must be reset.

Let us assume that every k+1 steps, computations occur on the finest grid Ωh1 .

Meanwhile (P2) must be solved at every timestep. At each timestep, the cost of the

computations can be estimated, at the first order, with the number of grid points

involved. After k steps, the total cost of the incremental P3M reads c1(k)= M3
1+(k+1)M3

2 .

Conversely, if one utilizes a classic P3M, the computation cost is equal to c0(k)= (k+1)M3.

Let us define the «grid efficiency» as the ratio between the total grid points operations

involved in the classical P3M and those involved in the incremental P3M.

(3.75) η(k) := c0(k)
c1(k)

=
(

a
k+1

+ M3
2

M3

)−1
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3.5. INCREMENTAL PARTICLE MESH METHODS

where a = M3
1

M3 . Using (3.72), the grid efficiency can be rewritten as:

η(k) =

 a
k+1

+
(

1
γ

√
α2(k)

) 1
P


−1

(3.76)

=

 a
k+1

+
(

1
γ

√
1+ (

1−2(1−µ)k
)
αr

) 1
P


−1

It is possible to estimate the optimal timestep kopt by finding the maximum of the

grid efficiency. Figure 3.12 shows the evolution of the grid efficiency as a function of

timestep for P = 5 and αr = 90%. In the ideal case where no particle switches its state

(µ= 0), the optimal timestep is indeed kopt =+∞. In this example, the ideal grid efficiency

corresponds to ∼ 1.75.

Conversely, if particles are allowed to switch at the rate µ= 0.5%, η(k) is maximal

when kopt = 11. In order to preserve the accuracy of the computations up to t = kopt, the

mesh size of Ωh2 is adjusted to M2(kopt). As a result, the grid efficiency decreases to

∼ 1.25 .

0 5 10 15 20 25 30 35 40
0

0.5

1

1.5

2

2.5
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Figure 3.12: Evolution of the grid efficiency η(k). η(k) is plotted in red for µ= 0.5% and
(P2) is solved on a grid whose size is adjusted to a grid size to M2(k). In blue, µ= 0.5%
but the sub-problem (P2) is solved with a grid size M2(0). The ideal case where µ= 0.0 is
represented with the orange dashed line.
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Remark 3.2. Let assume that we do not adjust the grid size of Ωh2 to M2(k). Instead,
we use M2(0) as grid size. Consequently, the grid efficiency η(k) increases and its value
at k = kopt is about 1.5. However, this approach implies that the level of accuracy is not
guaranteed throughout the simulation (see figure 3.13).

Figure 3.13 shows the evolution of
∆ f
| f | , the relative RMS force error, throughout

simulations of the system of SPC/E water . During these simulations, 90% of particles

are restrained at each timestep. In addition, we allow 0.9% of particles to switch to

active/restrained (µ= 0.005). A reference simulation was performed on a 1003 grid with

the traditional ik-P3M. The real space cutoff was again set at 9.8Å and the achieved

relative RMS force error was ∼ 2.6×10−6. Then, we applied incremental P3M on the

water system and compared the ability of both methods to determine forces. The sub-

problem P2 was solved with a 903 grid which allowed us to maintain, for 12 steps, ∆ f
below the desired threshold. Thus, we reset the algorithm by recomputing the solution of

(P1). After 100 timesteps, the long-range computations were accelerated by a factor 1.35.

Meanwhile the short-range has benefited of a ×3.9 speedup.

Moreover, while using a 81×81×81 mesh for (P2), the target accuracy was achieved

only for the first step. In counterparts, long-range calculations were performed 1.6 times

faster. Nevertheless, the error level increases up to 3.7×10−6 after 12 timesteps.
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Timestep (k)

0
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∆
f

|f
|

×10-6

Incremental P3M

P3M

Grid unadjusted

Figure 3.13: Evolution of the RMS force error in incremental P3M

92



3.6. CONCLUSION

3.6 Conclusion

In order to speed up the calculation of electrostatic quantities in ARMD simulations, we

have proposed various improvements to Fourier based methods. In section 3.3, real- and

Fourier space calculations of Ewald summation has been accelerated while increasing

the number of restrained particles. In practice, the performance of the incremental

evaluation of Fourier space contributions is lower than the performance obtained with

the real-space part. Nonetheless, we achieved a significant speedup with respect to the

classical Ewald method, especially for the computation of the electrostatic potential

energy. Unfortunately, the resulting acceleration does not allow the incremental Ewald

method to outperform particle mesh methods such as P3M.

Therefore, we extend our analysis to mesh-based Ewald methods. Precisely, we

propose in section 3.5 a new algorithm based on P3M. The suggested approach can be

extended to any mesh-based Ewald technique. Moreover, the method takes advantage of

the real space acceleration proposed for Ewald summation. The Fourier space part was

decomposed into two contributions for the ARMD systems which are determined using

different scales of space and time. The first contribution is sparingly computed (and

stored) using a fine grid while the remaining contribution is evaluated at each timestep

with a coarse grid. The desired electrostatic quantity is obtained by summing the stored

and the computed terms. The stored contribution is recomputed every k timesteps in

order to maintain the simulation under prescribed error magnitude. An optimal value of

k is estimated by maximizing (3.76). Although, the performance of the proposed strategy

is limited by the amount of particles that switch state each timestep, we showed that the

incremental P3M can reduce the cost of electrostatics quantities.

Nonetheless, some aspects of the incremental method can be criticized. First, the

determination of the optimal timestep requires a good knowledge of αs, the ratio of

switched particles. In addition, a small amount of switched particles is needed for a

valuable speedup of the long-range calculations in P3M. When more than half of particles

are active, only the real space calculations can be accelerated. Moreover, the optimal

size of the coarser mesh can be inadequate for FFT calculations (e.g prime numbers).

In particular, the incremental update of electrostatics energy in ik-P3M is strongly

limited. Finally, the incremental update of the Fourier space energy is not ideal for

ik-differentiated particle mesh methods.

Although some limitations can be bypassed (for instance, by using the incremental

P3M when αs reached its equilibrium value or by broadening slightly the coarser mesh
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size or by favoring real space calculations), we want to derive a more efficient method

which requires less tweaks.
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4.1 Overview

In almost all fields of physics and engineering sciences, large linear/nonlinear

systems have to be solved . Usually, these systems emanate from the discretization

of PDEs that describe a wide variety of phenomena such as heat, sound, quantum

mechanics, elasticity, fluid dynamics, or electrostatics [82, 209]. The discretization

of elliptic PDEs leads to sparse and symmetric positive definite matrices. Iterative

algorithms methods, such as multigrid, are among the fastest numerical methods for

solving this kind of equations [96]. Multigrid solvers can reach an asymptotically optimal

O (N) complexity, where N is the number of unknowns in the corresponding linear

system. Multigrid methods are applicable in a variety of fields. Hence, this topic yields

an impressive and constantly growing body of literature and research.

In MD simulations, iterative methods were often employed in order to reduce the

complexity of calculation of the electrostatic component of atomic forces [85, 180, 206].

In 2008, MCM was introduced by Bolten and Sutmann in order to efficiently compute

electrostatic potential. They exploited the fact that this potential is strongly connected

to the Poisson equation (∆φ= f ).

Foremost, let us recall that we want to compute the electrostatic potentialΦ generated

by N charged particles with charge qi at position xi in a cubic box B of length L. To

ensure periodic boundary conditions (p.b.c), we assume that the simulation box B is

replicated an infinite number of times [185] :

Φ(x)=− 1
4πε0

∑
n∈Z3

N∑
i=1

x0
i 6=x

qi
1

||x− xn
i ||

.(4.1)

Here, xn
i = xi +nL,n ∈Z3 are the replicated particle images, and ε0 is the dielectric

permittivity. We recall that this potential can be seen as a solution of the following

Poisson equation with respect to periodic boundary conditions

∆Φ(x)=− 1
ε0

N∑
i=1

qiδ(||x− xi||)(4.2)

where the right-hand side (r.h.s) is described by Dirac δ functions associated to the point

charges in the simulation box.

In MCM, the crux of the matter is to solve a modified version of the Poisson equation

(4.2). The original expression of equation (4.2) cannot be solved numerically due to

discontinuities introduced by Dirac δ functions [10]. Instead of modeling the particles by

point charges which can be represented by Dirac impulses, a smooth charge density is
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used and sampled on a mesh. The density smears the charge of the particle over several

grid points. The r.h.s. of the Poisson problem is obtained by sampling the contribution of

each particle on the mesh. Therefore, the problem can be solved by a fast Poisson solver,

in this case, a traditional multigrid algorithm. After the solution is available on the

mesh, the electrostatic quantities of interest can be obtained from this discrete solution

by interpolating it back to the particles and applying a near-field correction scheme [25].

In summary, MCM consists in five main phases :

I Evaluation of the right-hand side of the Poisson equation

I Computation of the near-field correction step

I Resolution of the Poisson equation via a multigrid method

I Interpolation of the solution at particles positions

I Computation of the potential and forces by combining the near-field correction

term and the interpolated solution.

Although MCM exploits the optimality of the multigrid approach (O (N)), it has been

demonstrated that the method is slower than FFT-based methods such as P3M [10]. The

evaluation of the r.h.s. and the near-field correction are the most CPU demanding stages

of MCM. Nevertheless, in this chapter, we will show that these steps can be efficiently

accelerated with incremental computations. First, we will present and evaluate various

aspects of the original method. For instance, the choice of the charge density will be

discussed. We refer to section 2.5 for details on the chosen multigrid method. Then, we

propose an Incremental Meshed Continuum Method (IMCM) that legitimates the use of

this multigrid-based method for the computation of electrostatic quantities in ARMD

simulations.

4.2 Meshed Continuum Method

4.2.1 The right-hand side

In section 4.1, Dirac functions are replaced by smooth charge densities. Here we choose

point symmetric distributions as charge densities (see definition 2.1). Therefore, δ

function associated to each particle is replaced by

(4.3) ϕn
i (x)= ρrc (||x− xn

i ||).
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Here, ρrc is defined as a normalized radially symmetric distribution such that

ρrc (||r||)= 0 If ||r|| > rc.

The normalization guarantees that the charge induced by qiϕ
n
i is equal to the charge

qi. Furthermore, the compactness implies that the potential induced by the difference in

charge distributions qi(ϕn
i −δ) is nil outside of the support of ϕn

i (see lemma 2.1, [78]).

Nonetheless, the optimal choice for the charge distribution is not clear. However,

Bolten [25] proposed a centered quadratic B-spline as charge distribution. Moreover, a

smooth charge density can be constructed with the help of cardinal B-splines. Precisely,

a cardinal B-spline of order m ∈ N∗ is a piecewise real function of class C m−2 with a

limited support [0,m]. In practice, ρrc can be constructed by centering, rescaling and

normalizing a B-spline of a given order (See Section 2.3). In addition, this B-spline can

be described with m different polynomials of degree m−1[44, 45]. A practical algorithm

for calculating the coefficients of polynomials, which determine a cardinal B-spline, was

proposed by Milovanović and Udovičić [145]. In section 2.3, we provide some examples of

charge distributions.

4.2.2 The near-field correction

Given a smooth charge density, the corresponding potential φ can be written as the

convolution of ρrc with the 3D Green’s function :

(4.4) φ(x)=
∫
R3

ρrc (||y||)
4π||x− y||dy.

When r > rc the induced potential is equal to 1
4π||r|| . Depending on the charge

distribution, this potential φ can be evaluated analytically.

By introducing the 3D Green’s function in equation (4.1), the electrostatic potential

can be split into a short-range and a long-range contribution [10]

Φ(x)=− 1
4πε0

∑
n∈Z3

N∑
i=1

x0
i 6=x

qi ×
∫
R3

(
δ(y− xn

i )−ϕn
i (y)

||x− y|| + ϕn
i (y)

||x− y||
)
dy.(4.5)

The short-range term is given by
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Φnf (x) := − 1
4πε0

∑
n∈Z3

N∑
i=1

x0
i 6=x

qi ×
(

1
||x− xn

i ||
−

∫
R3

ϕn
i (y)

||x− y||dy

)
.(4.6)

= ∑
n∈Z3

N∑
i=1

x0
i 6=x

C(xn
i , x)(4.7)

where

C(x, xn
i ) = −qi

ε0
×

(
1

4π||x− xn
i ||

−
∫
R3

ϕn
i (y)

4π||x− y||dy

)

= −qi

ε0
×

(
1

4π||x− xn
i ||

−φ(||x− xn
i ||)

)
(4.8)

measures the error introduced while replacing a point charge located at xi by a smooth

density. As in P3M, the main advantage of introducing locally smeared charge distributions

is the fact that they behave like Dirac densities beyond the cutoff distance: when

||x− xn
i || > rmax, C(x, xn

i )= 0. As a result, the short-range contribution can be evaluated

by taking into account only the interactions up to a given cutoff distance rc [10, 206]. Let

us define N (x) := {xn
i ,n ∈Z3/||x− xn

i || < rc; xn
i 6= x} as the set of all particles (including

periodic images) in the neighborhood of x. Therefore, using equation (4.4), one can

express this short-range contribution as follows:

Φnf (x) = − 1
ε0

∑
xi∈N (x)

qi ×
(

1
4π||x− xi||

−φ(||x− xi||)
)

= ∑
xi∈N (x)

C(x, xi)(4.9)

The computation of the short-range contribution can be handled efficiently with a

neighbor list, which results in an optimal O (N) scaling.

Algorithm 3 Near-field correction Φnf (xi)
1: for particle j/x j ∈N (xi) do
2: c ←− q j

4πε0||xi − x j||
+ q j

ε0
φ(||xi − x j||) . Compute the correction C(i, j)

3: Φnf (xi)←Φnf (xi)+ c
4: end for
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4.2.3 The smooth component

The smooth long-range part in (4.5) corresponds to the solution of the modified version of

equation (4.2) where Dirac impulses were replaced by a smooth distribution.

(4.10) ∆Φsm(x)=− 1
ε0

N∑
i=1

qiϕ
n
i (x)

The new formulation can be solved with any grid-based Poisson solver. This equation is

discretized on a Cartesian grid Ωh of spacing h. A fourth-order compact discretization

of the equation (4.10) derived by Stephenson [8] leads to a linear system of equations,

which can be solved using a multigrid algorithm. The PDE (4.10) can be solved in diverse

ways. Nevertheless, due to its good scaling and its linear computational complexity, the

multigrid approach is the method of choice for this work. This multi-resolution method

speeds up the convergence of a basic iterative method (Gauss-Seidel, Jacobi, etc.) which

efficiently reduces the high-frequency error. The multigrid method defines a hierarchy of

coarser and coarser grids on which the low-frequency error at a given level is seen as

a high-frequency one at a coarser level (see e.g. Trottenberg et al. [209] or Brandt et al.

[30] or section 2.5).

4.2.4 The self-component

Sum (4.1) for the potential does not contain the self interaction x = xi. In fact, the

electrostatic potential due to a point charge diverges at the source’s location. Conversely,

a smooth charge distribution does not lead to a divergence of the potential. Moreover, the

formulation (4.10) implies that Φsm sums the contributions of all charges including

eventually x = xi. Therefore, at each particle’s location one must subtract a term

corresponding to a self-interaction. This term, here denoted by Φsel f , is proportional to

φ(0):

(4.11) Φsel f (xi)= qi

ε0
φ(0).

Equation (4.4) yields

φ(0)=
∫
R3

ρrc (||y||)
4π||y|| dy

Here, the integrand is a radial function. Therefore, a change of variables gives

φ(0) =
∫
R+

rρrc (r)dr

=
∫ rc

0
rρrc (r)dr.(4.12)
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Finally, the potential on a given particle i can be expressed as

Φ(xi)=Φnf (xi)+Φsm(xi)−Φsel f (xi).(4.13)

4.2.5 Interpolation at particles positions

For a particle i, one can retrieve the smooth term Φsm(xi) by interpolating Φsm
g at the

particle position xi, where Φsm
g is the solution of (4.10) on a grid

Φsm(xi)≈ Φ̃sm(xi)=
∑

m∈I (xi)
ω(i)

mΦ
sm
g (m)(4.14)

where I (xi) ⊂ Ωh contains neighboring grid points of particle xi and ω(i)
m are the

associated weights. From the P closest grid nodes of particle i in each direction, a sub-

mesh of P3 neighboring points of i can be obtained. A similar stratagem was employed

for P3M , where electrostatic forces were approximated with weights computed with

splines[54]. In this work, Φsm(xi) was determined with a three-dimensional polynomial

interpolation [72, 188]. The associated weights ω(i)
m depend on the atomic relative

positions with respect of the grid. In addition, they are obtained by computing the tensor

product of interpolation coefficients derived from the interpolation in each dimension.

The meshed continuum method can be summarized by the following algorithm:

Algorithm 4 Compute electrostatic potential Φ(xi)
1: ρsm ← 0 on the grid Ωh

2: for each particle i do
3: compute the near-field correction Φnf (xi) . see algorithm 3

4: Φsel f (xi)←
qp i
ε0

φ(0) . Self-correction

5: Add i’s contribution to smooth distribution ρsm on the grid Ωh

6: end for
7: Solve ∆Φsm = ρsm via a multigrid method
8: for each particle i do
9: Φsm(xi)← 0

10: for grid point m ∈I (xi) do
11: Φsm(xi)←Φsm(xi)+ω(i)

mΦ
sm(m) . Interpolate Φsm

12: end for
13: Φ(xi)←Φnf (xi)+Φsm(xi)−Φsel f (xi) . Retrieve the electrostatic potential
14: end for
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4.3 Incremental Meshed Continuum Method

Despite its linear scaling, the Meshed Continuum Method is slower than O (N log(N))

mesh solvers in Fourier space. Nevertheless, this O (N) complexity suggests that this

method should be suitable for an incremental update. The evaluation of the right-hand

side of the equation (4.2) and the computation of the near-field correction are the most

expensive components of the algorithm. In this section, we propose an incremental

version of the MCM method which takes advantage of ARMD.

Given two successive timesteps (t = t0) and (t = t1), particles have two kinds of

dynamics in ARMD. Whilst the so-called restrained charges are frozen between two

successive timesteps, the active ones are allowed to move freely (see figure 4.1). Our goal

is to take advantage of the fact that some charges are restrained from t0 to t1 in order to

incrementally update the potential Φ at t1 knowing its value at t0, thus speeding up the

calculation of long-range forces.

Let us assume that at the timestep t = t0, R particles are restrained (frozen). Other

particles are said to be active and able to move freely. Knowing the potential at t = t0,

we want to speed up the computation of the potential at t = t1, knowing that the R
restrained particles keep the same positions at t = t1. The proposed algorithm scales

linearly with the number of active particles A = N −R.

Figure 4.1: Two consecutive timesteps in ARMD. Left corresponds to (t = t0) and right to
(t = t1). Red particles are restrained and cannot move. Green particles are active and are
allowed to move freely.
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4.3.1 Incremental computation of the right-hand side

The calculation of the right-hand side (r.h.s.) of the equation (4.10) can easily be handled

with a O (N) algorithm, since the number of grid points affected by each particle is smaller

than the total number of grid points. The incremental calculation of the right-hand side is

thus straightforward by splitting the potential into restrained and active contributions:

(4.15) ρsm = ρ(Active) +ρ(Restrained)

At t = t0 the term ρ(Restrained), which corresponds to the r.h.s. associated to restrained

particles, is stored, and does not need to be updated at t = t1. Only ρ(Active) needs to be

computed at each timestep. Assuming the overhead resulting from (4.15) is small, the

calculation has an O (A) complexity. In practice, two separate grids (Gall and Grestrained)

have to be used. Grestrained holds the contribution ρ(Restrained) obtained by running over

all restrained particles in the system and sum successively charge contributions on the

grid according to their relative location on the mesh. Gall corresponds to the contribution

of all particles ρsm. At the initial timestep, Grestrained is computed and saved in memory.

For each timestep, one can copy values from Grestrained into Gall . Then, the contribution

of all active particles is added to Gall in order to obtain ρsm. Consequently, this strategy

may significantly reduce the CPU cost of the evaluation of ρsm by doubling the required

memory.

In an adaptively restrained simulation, the distribution of active and restrained

particles is not constant. At each time step, some restrained particles may become active,

and vice versa (e.g. Particle 4 in Figure 4.1). At the next timestep t = t2, the restrained

component thus needs to be updated. This leads to a O (S) task, where S is the number

of switching particles. Typically, S << A < N, and the extra cost can be neglected.

4.3.2 Incremental near-field correction

Singh and Redon [190] proposed an incremental algorithm to tackle the computation

of short-range pairwise potential in ARMD . The near-field correction presented in the

algorithm 3 can be seen as a short-range pairwise potential. In fact, from (4.8), the total

of near-field corrections needed to be applied to a given particle i can be obtained by the

sum C(i, :)=∑
j C(i, j), where i and j are neighbors.
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Figure 4.2: Near correction for particle (2) at (t = t0) (left) and (t = t1) (right). Restrained-
Restrained corrections (red links) are unmodified between two successive time steps.
Active-Restrained corrections (green links) have to be updated.

In the considered system, two kinds of corrections have to be taken into account

(Figure 4.2):

I The correction where both particles are restrained: Restrained-Restrained corrections

I The correction where at least one particle is active: Active-Restrained or Active-
Active corrections

Restrained-Restrained corrections can be stored between two consecutive timesteps,

since their value does not change. Conversely, other corrections need to be recomputed.

Therefore, one can split C(i, :) as a sum of Restrained-Restrained corrections on

particle i (C(i,R)) and Active-Restrained or Active-Active corrections on particle i
(C(i,A )):

C(i, :) = C(i,R)+C(i,A )(4.16)

= ∑
j∈N (i)

C(i, j)1R(i)1R( j)+∑
j

C(i, j)(1−1R(i)1R( j)).

Here 1R corresponds to the characteristic function of the set of restrained particles.

While C(i,R) remains unchanged between t = t0 and t = t1, C(i,A ) needs to be

computed. When the particle i is restrained, C(i,R) corresponds to the sum of corrections

that involve only restrained neighbors of i and C(i,A ) sums the contributions from its

active neighbors. Obviously, when i is active, C(i,R) is nil and C(i,A ) is obtained by

summing the contributions from all neighbors of i.
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The superfluous computation of interactions between restrained particles can be

avoided by storing for each particle the Restrained-Restrained component of the

correction (see algorithm 5). For a restrained particle, the missing contribution can be

computed at each timestep by looping only on its active neighbors. Furthermore, the

incremental near-field correction can be done more efficiently by modifying the neighbor

list of each particle such that it carries only the information on the needed pairwise

corrections [191].

Algorithm 5 Compute the Restrained-Restrained component Φ(nf ,R)(xi)
1: if i is restrained then
2: for restrained particle j/x j ∈N (xi) do
3: Φ(nf ,R)(xi)←Φ(nf ,R)(xi)−

q j

4πε0||xi − x j||
+ q j

ε0
φ(||xi − x j||)

4: end for
5: else
6: Φ(nf ,R)(xi)← 0
7: end if

As mentioned above, usually there is a small number of particles which switch state

between consecutive timesteps. A special treatment needs to be done for these particles.

At each timestep, the correction between switched particles and restrained particles

must be removed from or added to the Restrained-Restrained component depending

on the nature of the switch (« Restrained to Active » or « Active to Restrained »). Therefore

the incremental near correction is an O (A+S) task.

Algorithm 6 Update for switched particles
1: for each switched particle s do
2: if s is restrained –> active then
3: Remove contribution to ρ(sm,R)

4: Φ(sr,R)(xs)= 0
5: else
6: Add contribution to ρ(sm,R)

7: Compute Φ(nf ,R)(xs) . see Algorithm 5
8: end if
9: end for
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4.3.3 Interpolation coefficients

A final word is on the computation of the interpolation coefficients (ω(i)
m )m∈I (xi). The

computation of these weights can be done on-the-fly as in the original Meshed Continuum

Method. However, we chose to precompute them at the first timestep. In practice, since

these weights can be obtained through tensor product, only 1-dimensional coefficients

are stored. The memory requirement of this approach is 3P coefficients per particle

(instead of P3). A slight overhead is therefore generated, but this approach might be

useful on large systems. In addition, saving interpolation coefficients is a suitable option

for Adaptively Restrained Molecular Dynamics. In fact, these weights can be reused as

long as the corresponding particle does not move. As a consequence, only coefficients

associated to active particles require a frequent update.

Withal, the incremental MCM is summarized with the algorithm 7.

Algorithm 7 Incremental electrostatic potential Φ(xi)

Require: (ω(i)
m )m∈I (xi), Φ

(nf ,R)(xi), ρ(sm,R), Φsel f (xi).
1: for each restrained particle r do
2: Φnf (xr)=Φ(nf ,R)(xr)
3: Update near-field correction for only active neighbors Φnf (xr)
4: end for
5: ρsm ← ρ(sm,R) on the grid Ωh

6: for each active particle a do
7: Add contribution to smooth distribution ρsm on the grid Ωh

8: Update interpolation weights (ω(a)
m )m∈I (xa)

9: Update near-field correction Φnf (xa) . see Algorithm 3
10: Φsel f (xa)← qaφ(0) . Update self-correction
11: end for
12: Solve ∆Φsm = ρsm via multigrid method
13: Add all contributions to Φ(xi) . Analogous to lines [8-14] of Algorithm 4
14: Update active and restrained lists
15: Update for switched particles . see Algorithm 6

4.3.4 Parallelization

We implemented the Incremental Meshed Continuum Method (IMCM) in the LAMMPS

[167, 169], a well-established simulation package. For completeness, this section presents

a brief overview of the parallelization capabilities of the presented methods.

The meshed continuum method can be parallelized efficiently with the help of a

standard domain-decomposition scheme where the physical domain, partitioned as sub-
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domains, is distributed onto the available processors. LAMMPS exploits the Message

Passing Interface (MPI) standard and the Recursive Coordinate Bisection algorithm

to distribute sub-domains (i.e. subsets of particles and grid points) over MPI processes.

Usually, all computations required by a geometric multigrid method can be described

with the help of stencil operators, which often have a compact support [96]. Thus, each

process can apply these stencils on grid points located inside its sub-domain. However, for

a given process, the computations on grid points that are situated close to the sub-domain

boundary may require grid points that are held by nearby sub-domains. Therefore, to

ensure that the necessary data is available during computations, each sub-domain is

enlarged by a surrounding ghost area.

To evaluate the right-hand side of Equation (4.10), each process computes the

needed contribution on the grid points it owns (including ghost ones). Then, a backward
communication step is applied. In order to fully sum contributions in their domains, all

processes communicate the quantities of their ghost grid points and accumulate them

into their own real grid points. Periodic boundary conditions are taken into account if

needed.

Near-field contributions obey the same principles. They share the same computational

pattern as short-range potentials in LAMMPS. Each process computes interactions

between its particles (both non-ghost and ghost) through neighbor lists. Then, ghost

particles contributions are communicated to the corresponding non-ghost particles.

The implemented multigrid solver follows the popular V-Cycle strategy [33, 209]. In

order to travel through the hierarchy of grids defined by the multigrid method, restriction

and prolongation operations must be applied. These operations can be formulated

as stencil operators and can be locally applied on each sub-domains. Then, a global

communication is required after each restriction or prolongation operation[43, 206]. In

addition, the discretized Poisson problem can be described, on each grid level, by a

stencil operation. Therefore, additional communications are required. Although this

parallelization scheme can be handle with ease, the multigrid method requires more

attention, especially on large clusters. In fact, as the problem size is reduced on coarser

grids levels, it may arise that the number of unknowns exceed the number of available

process. Various strategies have been proposed in order to tackle this issue [43]. We

choose to let the processes without assigned unknowns stay idle during the computation

on these coarser levels. It should be noted that this approach introduces load-imbalance.

Finally, each process retrieves forces by deriving the obtained solution at its own grid

points. A forward communication step is performed in order to fill the ghost grid cells
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surrounding each sub-domain.

Parallelization capabilities presented above can be effortlessly extended to IMCM.

For instance, incremental computation of the near-field contributions can be done as

follows: each MPI process computes corrections acting on its own particles (including

ghosts), while avoiding computations between restrained particles. This is similar to

what is proposed in [192] to parallelize the calculation of short-range interactions in

ARMD.

4.4 Benchmarks

In order to evaluate the method, we designed three test systems containing sodium (Na)

and Chlorine (Cl) particles:

� System A (64000 particles) - corresponds to a solid sodium chloride. In a 112.8×
112.8×112.8 Å3 periodic box, 32000 NaCl pairs were placed according to the halite

or rock-salt crystal structure. We evaluated our implementation (accuracy and CPU

time) of the meshed continuum method by running NVE molecular dynamics on

system A. Then, the performance of the Incremental Meshed Continuum Method

was assessed. To do so, we ran several simulations where, between two consecutive

timesteps, a percentage (ranged from 0 to 100%) of randomly selected particles was

restrained. Thus, by mimicking the behavior of ARMD, we could easily understand

the acceleration of various components of IMCM. This system was also used to

evaluate the parallelization of IMCM. Precisely, we replicate the system twice in

each direction (512000 atoms).

� System B (23232 particles) - corresponds to a sodium chloride in the aqueous

solution at 10.0 molality concentration. 6912 water molecules were combined

with 1248 NaCl pairs in a 65.26×65.26×65.26 Å3 periodic box. The system B

was maintained at 298K with a Langevin thermostat [211] and thermodynamic

properties were computed. During these simulations, water particles dynamics

were adaptively controlled via various energy thresholds (εr,ε f ). Meanwhile Na

and Cl particles are always active — (εr,ε f )Na;Cl = (0;0). (εr,ε f ) affects the average

number of restrained particles. Therefore, one may carefully choose them. Thus, we

evaluated the ability of the IMCM to speed up adaptively restrained simulations of

coulombic systems.
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� System C (26290 particles) - Here we studied the interaction of NaCl and water ions

with a monolayer porous graphene in cubic box with a L = 70Å edge . A graphene

layer with a 7Å -diameter nanopore is placed at the center of the system in the

plane (z = 0). An external electric field of 1 V/Å applied along z-direction drives

particles through the nanopore. 6 charged particles are placed at the edge of the

pore. Particles in the graphene sheet, except those forming the pore, are charge

free (Fig. 4.3). In order to realize the neutrality, 4 extra counter-ions were added

in the system. Furthermore, the system also contains 8000 water molecules, 250

sodium chloride pairs and 1780 carbon atoms.

Figure 4.3: Sketch of the nanopore system. Gray color stands for carbon particles of the
graphene sheet. Red and white stand for oxygen and hydrogen respectively. Sodium
atoms are represented in cyan color while chlorine particles are green. Particles are
driven through the pore by an external field applied along z-direction. The flux of sodium
atoms is restricted by positively charged particles (orange) located at the edge of the
nanopore. Counterions (brown) ensure the neutrality of the system.

During the simulation, the carbon atoms of the graphene layer were frozen without

thermal vibration. It was shown that this has a minor impact on the overall
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dynamics [95, 202]. Similarly to system B, sodium chloride ions are always active

whilst water molecules follow adaptively restrained molecular dynamics. Transport

properties of this system were analyzed for different combinations of energy

thresholds (εr,ε f ). We expected to observe a so-called concentration polarization

layer (CPL) in the vicinity of the graphene layer [95] as well as the ion selectivity

of the pore [193, 227].

4.4.1 Interaction Potentials

Since previous quoted systems were related to sodium chloride, we used the NaCl/ε

force-field proposed by Fuentes-Azcatl and Barbosa [69] to describe intermolecular

interactions . The advantages of this non-polarizable force-field are its simplicity and its

ability to reproduce experimental results. The employed force-field is based on a set of

radial particle-particle pair potentials involving Lennard-Jones (LJ) and electrostatic

contributions. They used screening factors in the electrostatic interactions to account for

the effect of polarization and they showed that in conjunction with the TIP4P/ε or the

SPC/ε water force-fields, their model had a good agreement with experimental data at

298.15 K [69].

Armed with this conclusion, we described intermolecular interactions between particles

included Lennard-Jones and electrostatic potentials with scaled charges, as shown in

equation (4.17).

(4.17) Ui j = 4εi j

[(
σi j

r i j

)12
−

(
σi j

r i j

)6]
+ qi q j

4πε0r i j
λiλ j

where qi represents the electric charge of particle i, r i j is the distance between particle

i and particle j , σi j represents the LJ separation distance and εi j is the depth of the LJ

potential well. λi is the scaling factor introduced to account for the effect of polarization.

The parameters used in this research are summarized in table 4.1.
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Atom qi (e) λi σii (Å) εii
(kcal/mol)

Na 1.000 0.885 2.520 0.003

Cl -1.000 0.885 3.850 0.382

H 0.445 1.000 0.000 0.000

O -0.890 1.000 3.188 0.169

C 0.000 1.000 3.550 0.074

∗C(a) 1.5 1.000 3.550 0.074

X(b) -2.25 1.000 3.550 0.074

(a) ∗C corresponds to charged particle forming the nanopore; (b) X are counter ions.

Table 4.1: Values of potential parameters: C corresponds to charged particle forming the
nanopore and X are counter ions.

Assuming that the pure water and the ions potentials are compatible, one may use

the Lorentz-Berthelot mixing rules for calculating εi j and σi j (equation (4.18)).

(4.18) εi j =
√
εiiε j j ; σi j =

(
σii +σ j j

2

)
It is straightforward that the treatment of the coulombic term in (4.17) is similar to the

work previously presented (cf. algorithm 7). Thus, our method can be employed in order

to compute incrementally electrostatic component of (4.17).

Finally, water molecules were treated as rigid body using SPC/ε model and harmonic

potentials were used for bonds and angles (see table 4.2) [69].

Potentials Equilibrium
value

Prefactor

O-H Bond 0.957 Å 450 kcal/mol/Å2

H-O-H Angle 109.47° 55 kcal/mol/°
2

Table 4.2: Parameters of harmonic bond and angle potentials in SPC/ε water
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4.4.2 Implementation details

The Incremental Meshed Continuum method was implemented in the 1st Feb 2014

LAMMPS [168]. Most simulations were performed on a single core on a Dell Precision

M4700 laptop with an Intel® Core ™ i7-3840QM CPU @ 2.80GHz. Parallel Benchmarks

were performed using a cluster with 8 nodes equipped with 8/16 CPUs Intel Xeon E5540

and a Gigabit Ethernet network. We run the benchmark both for IMCM and for P3M on

one node with different number of processes.

We tested various orders of B-spline distributions for the computation of the right

hand side. An alternative to these piecewise functions consists in using high-order

polynomial functions on [0, rc]. In most cases, the 5th-order B-spline or the 10th-order

polynomial function were the best choices. To speed up these functions calls, we used a

look-up table with respect to the squared distance. The use of a look-up table reduces

the cost of the computation of the right-hand side by more than a factor 3. We computed

the near-field correction section 4.2.2 based on a neighbor-list algorithm implemented

within LAMMPS [167]. A similar treatment was done for the Lennard-Jones terms in

equation (4.17).

In MD, forces must be computed along with the potential: Fi = −qi∇Φ(xi). As for

particle mesh methods, there is no unique way to achieve this derivation [17]. Analytic

differentiation of interpolation weights can be used for this purpose. However, this

approach conserves energy but not momentum. One can reduce the momentum drift

by removing the mean force. This yields to the non-conservation of energy. A second

alternative is to directly derive Φsm with the use of finite difference operators [67].

Then, the polynomial interpolation scheme is applied to evaluate smooth forces at each

particle’s position. This approach conserves the momentum while breaking the energy

conservation. Fortunately, this drawback can be reduced by applying a mass-weighted

correction [195].

In order to validate our implementation, we used P3M to compute reference forces

with a 10−10 relative error. Thereafter, we evaluated various cutoff radii rc, grid sizes,

interpolation orders, and charge densities (Figure 4.5) to find the optimal configuration

for MCM. Finally, we compared the associated CPU processing time to that from P3M

solver with tantamount accuracy.
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4.5 Results

4.5.1 Solid Sodium Chloride Crystal

MCM was tested with various charge densities (B-splines or polynomials) on the system

A using standard molecular dynamics. For this pure NaCl system of 64000 particles, the

choice of the 10th-order polynomial as charge density seems to be the best option for MCM

(Figure 4.5(1)). Several grid sizes were also evaluated. This leads us to the conclusion

that for the system A, the 643 grid is the fastest choice for low-accuracy simulations

while a 1283 grid is efficient for high-quality ones. Roughly, the use of a lower grid size

will require a larger cutoff radius. Therefore, the processing time of the method will be

dominated by the computation of the near-field correction. A bigger grid size allows the

use of a smaller cutoff. The cost of the near-field correction is indeed reduced but the

overall cost is governed by the calculation of the right-hand side (Figure 4.6) which can

be pricey.
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Figure 4.4: The evolution of the energy E per particle over 10ps for a NVE simulation of 64000
particles with time-step increment ∆t = 2fs. MCM is compared to P3M at similar accuracy
(∼ 10−5). The energy drift |∆E/E| of both methods is also plotted (right).

NVE simulations were conducted with the meshed continuum method (MCM) in

order to confirm the quality of our implementation. For the same order of accuracy, we

had similar energy conservation for both P3M and MCM (figure 4.4). However, for a

given accuracy MCM is 2 to 4 times slower than P3M (Figure 4.5(2)). These results are

slightly better in comparison to the previous state-of-the-art benchmarks [10]. For the
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purpose of a fair comparison, P3M was tuned in order to achieve the best performance

for the given error criterion.

The incremental version of the meshed continuum method was applied to several

configurations of the system A, where some particles are restrained between two

consecutive timesteps. Various percentages ranging from 0 to 100% of active particles

were tested in order to validate the method. Here, particles, under restraints, were

constraints at their location without ARMD. This allows us to explore, with ease, diverse

distribution of active particles.

As expected, the IMCM scales with the number of active particles. Furthermore,

when a sufficient number of particles are restrained, the IMCM algorithm is able to

outperform the standard P3M algorithm (precisely, when fewer than 30% of particles

are active in this benchmark (Figure 4.6). For a configuration where less than a tenth

of particles are active, one can expect at least a ×2 speedup relatively to the Particle

Particle Particle Mesh (P3M).
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Figure 4.5: Evaluation of our implementation of MCM in LAMMPS on System A (64000
particles). The 10th order polynomial function and the 4th order B-spline were compared
on 643 and 1283 Grid. r∗c =

rc

L
is the normalized radius of the charge density.
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Figure 4.6: System A - Runtime of Incremental Meshed Continuum. Left : 643 grid and
normalized cutoff rc = 0.16. Right: 1283 grid and normalized cutoff rc = 0.09.

Figure 4.7 confirms that the IMCM is a valuable alternative to P3M methods when

an update of forces is needed. When the system is simulated at a relatively good accuracy

(∼ 10−6), the speedup is more important (e.g ×5 with less than 5% actives particles).

Moreover, one can also expect a good behavior of the method in Monte Carlo simulations

(MC) since the force/energy update via IMCM leads to a ×15 speed-up when 1 or 2

particles are active. This corresponds to a typical scenario of energy computation in a

MC trial move.
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Figure 4.7: System A - Speedup of the Incremental Meshed Continuum compared to
Particle Particle Particle Mesh (left) and the Meshed Continuum Method (right).
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4.5.2 Parallel Performance
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Figure 4.8: Required wall clock time per particle as a function the percentage of active
particles for different number of processes. The wall clock time is represented with
Linear scale (left) and logarithm scale (right). Performance of LAMMPS P3M is shown as
a reference (dotted lines, pentagram marker) — it does not depend on the percentage of
active particles. In all cases electrostatics were computed at similar accuracy (∼ 10−5).

We assessed the parallel performance of the IMCM on the replicated version of the

system A (512000 atoms). IMCM showed a good behavior on a multi-core environment

(Figure 4.8). A 10−5 accuracy P3M was used as reference. Linear scale is shown on left

In all tests, IMCM becomes faster than P3M when less than about 40% of particles

are active. When less than 20% of particles are active, IMCM is 1.5 times faster than

P3M on 16 cores. Furthermore, in all configurations, the proposed method is more

than twice faster than P3M when the percentage of active particles does not exceed

10%. These results are analogous to the parallel performance of ARMD on short-range

potentials[192].

The following sections will be dedicated to several practical applications of ARMD

where electrostatic interactions were incrementally updated with IMCM.

4.5.3 Sodium chloride with NaCl/ε and SPC/ε water

The system of sodium chloride in aqueous solution was studied with ARMD. The system

was kept at the temperature T = 298K with a Langevin thermostat. Then, we compared

several combinations of energy thresholds (εr,ε f ).
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After 10 ns run, the corresponding thermodynamic and dynamic properties of the

system were checked against a standard MD simulations at the same order of accuracy.

To verify the correctness of our simulations, the hydration of the ions, the structure

of the water molecules around ions is computed and checked against results from a

standard MD simulations in the same order of accuracy. This hydration can be measured

by the four partial radial pair distributions functions (RDFs) gNa−H , gCl−H , gNa−O and

gCl−O. Although each combination (εr,ε f ) corresponds to a different average number of

active/restrained particles (Section 4.5.3) and a distinct temperature profile (Figure 4.9),

the corresponding hydration is similar to results from the reference MD simulation

(Figure 4.10). The peak positions, rmax, of the pair distribution functions in our model

are given by: rmax ' 2.98Å for Na-H, rmax ' 2.19Å and rmax ' 3.45Å for the first and

second peaks of Cl-H, rmax ' 2.31Å for Na-O and rmax ' 3.11Å for Cl-O.

The computation of the electrostatics forces was sped up with the use of the IMCM.

When the average percentage of active particles is around 15%, we achieved ×2 speed

up relative to a standard MD run. The performance of the method can be increased by

restraining not only water particles but also the sodium chloride ions.

Figure 4.9: Temperature profile for NaCl + water mixture with an ionic concentration of
10.0 molal. Different restraining parameters (εr,ε f ) were tested on water molecules. Na
and Cl are always active. Black line corresponds to the target temperature ( 298 K ).
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(εr ,ε f ) (kcal/mol) 〈T〉(K) 〈nact〉 (%) Speedup

(0.1,1.0) 298.04 47.02 × 0.90

(1.0,5.0) 298.97 21.56 × 1.54

(2.0,8.0) 297.48 19.37 × 1.63

(6.0,24) 298.73 15.05 × 2.19

Table 4.3: Speed-up for various combinations of energy thresholds (εr,ε f ). 〈nact〉 is the
average percentage of active particles. 〈T〉, corresponds to the average temperature.

0 2 4 6 8 10
r(Å)
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Figure 4.10: Ion-water pair distribution functions using ARMD with the NaCl/ε force field at
298 K the rigid water model SPC/ε and an ionic concentration of 10.0 molal. Different restraining
parameters (εr,ε f ) were tested on water molecules. Na and Cl are always active. Black line
corresponds to a standard molecular dynamics simulation of the system.
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4.5.4 Nanopore System

We investigated the ion transport through a graphene nanopore. As aforementioned, a

porous graphene monolayer is placed in a 703Å3 box filled with sodium chloride aqueous

solution. Chlorine and sodium ions were driven through the pore with an external electric

field perpendicularly oriented to the graphene sheet (E = 1 V/Å in minus z-directions).

We designed a 5 Å -diameter functionalized pore by putting charges on its edge. Thus,

it behaves like an ionic colander of high selectivity [193]. In our case, the nanopore is

terminated by positively charged ions, favoring the passage of chlorine. One may produce

this type of pore through ion etching [149].

5 ns simulations were conducted with both ARMD and standard MD. The IMCM was

employed in ARMD simulations whereas P3M was used in the standard MD runs. In all

cases, the timestep was set to be 2 fs. Once again, the system was maintained at 298 K

with a Langevin thermostat. The system C was evolved for 2 ns to achieve equilibrium

state. Then, statistics were gathered during the last 3 ns. Cylindrical coordinates (r, z)

were employed to analyze the behavior of the nanopore system and the origin was set

at the center of the simulation box. The initial configuration corresponds to a quick

minimization of a system with uniformly distributed sodium chloride ions and without

any external field.

When an external electric field is applied, ions are driven directionally and accumulate

on the top (z > 0) and bottom (z < 0) sides of the graphene layer according to the

charge’s sign. Sodium ions are driven in the (minus z-direction). With periodic boundary

conditions, they appeared on the top of the box. Thus, they accumulated in this region

since the pore is impermeable to them. In fact, due to charges located at the edge of

the pore, sodium ions are repelled and consequently constrained in the top side of the

simulation box (Figure 4.11). The combination of electrostatic and Lennard-Jones forces

leads to the appearance of this concentration polarization layer (CPL). Conversely, the

chlorine ions (moving from bottom side to topside) are allowed to pass through the pore.

However, chlorine ions formed a concentration polarization layer (CPL) adjacent to the

graphene sheet since the pore size is relatively small. The same behavior can be observed

for sodium ions. It is interesting to observe that chlorine ions seemed to have three

preferential ways to enter the pore. This might be related to the geometry of the designed

pore. ARMD in addition to IMCM was able to reproduce this behavior (Figure 4.12), but

the average time cost per step is 4 times smaller than standard MD where P3M is used.

The ionic distribution of both approaches shows a similar nonuniform ionic distribution

with well-defined concentration polarization layers (CPLs) identically located for all ionic
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species. ARMD performs quite satisfactorily on this system where approximately 93% of

particles were adaptively restrained.
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0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

N
u
m
b
er

d
en
si
ty

[n
m

−
3
]

Sodium
Chlorine

ARMD+IMCM

(2) ARMD
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ions along z-axis using standard MD (Left) and ARMD (Right). Both methods show the
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4.6 Conclusion

In this chapter, we proposed a novel approach to the computation of electrostatics forces

in adaptively restrained particle simulations. This multigrid-based algorithm takes

advantage of the fact that ARMD switches positional degrees of freedom on and off

during simulations, while letting momenta evolve [13]. We showed that the pairwise

electrostatic potential can be incrementally computed. We achieved significant speedups

for adaptively restrained simulations, as the number of active particles decreases. We

showed that IMCM exhibits a good behavior on both single and multi-core architectures,

and we would like to investigate its performance on massively parallel architectures. We

expect that the method will scale well in this context thanks to its multigrid foundation.

We also want to examine several theoretical aspects related to the tuning of the

method such as the choice of the smooth distribution, the resolution of the mesh and the

cutoff radius.

Moreover the proposed method has shown good performance in terms of precision and

speed in comparison to the popular P3M. We believe that the IMCM can be combined with

ARMD on a wide range of systems. For instance, we expect that results from section 4.5.1

can be extended to ionic liquids [73]. In addition, combining ARMD and IMCM should

allow for a more efficient simulation of channeling effects. Our method can also be used

in the simulation of a polymer in a solvent; where a large share of solvent molecules

can be restrained. For these reasons, the following chapters will be devoted to certain

applications.
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5.1 Overview

Egged on by a flourishing literature [5, 70, 107, 108, 143, 147, 157, 196], this

chapter aims to conduct several ARMD simulations of the translocation of

polymers. Since 1994 and the first study of polymers threading through pores

by Bezrukov [22], the translocation has been observed in biological phenomena such as

the motion of DNA and RNA molecules across nuclear pores, cytoplasmic drug delivery

in living cells, DNA packaging into viral capsids, gene swapping and protein transport

through membrane channels. For instance, more than half of proteins produced in cells

must traverse cellular membranes [124, 152, 157].

In 1996, Kasianowicz et al.[107, 108] have demonstrated that nanopores could be

used in order to measure the polynucleotide length and thus characterize DNA. With the

help of an electric field, they drove a single-stranded RNA and DNA molecules through a

2.6nm diameter ion channel in a lipid bilayer membrane. The decrease in ionic current

induced by the passage of each RNA/DNA molecule is used as a measurement of the

polynucleotide length (Figure 5.1).

(1) (2)

Figure 5.1: MD simulations of DNA translocation performed by Aksimentiev [4].
Experimental setup of a single molecule nanopore experiment (left). Driven by the
electrical field between two electrodes, a biomolecule transits the pore in a thin, synthetic
membrane inducing a transient decrease of the ionic current. Electric field-driven
transport of ssDNA through α-hemolysin (right). More details are available in [4].

Consequently, the translocation of polymers has a great interest in the field of

nanopore sequencing [5, 31, 70, 217, 222]. Using the nanopore as a biosensor which

detects DNA information is a cheap and real-time method of sequencing polynucleotides

while preserving their structure (without damaging it). Therefore, nanopore sequencing

allows multiple analysis of the same structure. Nowadays, several companies such as

126



5.1. OVERVIEW

Agilent Laboratories [207], Base4 [125], Illumina [99], Hitachi [89] and Oxford Nanopore

[208] are building and commercializing (slim-sized) nanopore sequencers for less than

1000$ (Figure 5.2). Although the commercial success is currently limited, the community

is rather enthusiastic as a reduction in costs by a factor 10 is expected in the next decade

(Figure 5.3).

(1) SmidgION (2) PromethION

Figure 5.2: Commercial DNA Sequencers: SmidgION (left) is a small DNA sequencer
from Oxford Nanopore Technologies [208] that can run on a smartphone. PromethION
(right) is a 1000$ nanopore-based desktop device devoted to DNA sequencing.

(1) (2)

Figure 5.3: Evolution of the cost of DNA sequencing since 2001. Data are available at
[104]. Accessed [03/03/2018].

Moreover, the motion of polymers in a confined medium is also technologically

important in several industrial processes such as food and medicine production, in

oil recovery and separation. For instance, in chemistry, the forced permeation of polymer
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molecules and electrophoresis are crucial for the separation and the purification of

synthetic (as well as biological) macromolecules. Withal, the polymer translocation

becomes a flourishing research topic in nanotechnology.

However, despite all efforts, the physical nature of this process is still not well

understood [143, 156, 157]. In particular, the underlying process that leads to the

translocation phenomenon is not determined consensually, even for simplified models

[177]. Different studies of the translocation phenomenon can be categorized in two

classes:

I Unbiased translocations, where the transport of a polymer through a membrane

pore is a consequence of thermal fluctuations [71, 150, 157, 221].

I Biased translocations where the polymer is driven by chemical potential gradients

[128, 129] or by external forces (such as electric field) [23, 94] or by mechanical

manipulation using either optical or magnetic tweezers [110].

Polymer translocation was initially treated as a near-equilibrium process, and theoretically

reduced to a drift-diffusion problem using the Fokker-Planck equation [126, 152, 204]. In

addition, the scaling of the translocation time with the chain length is an often addressed

inquiry. For unbiased translocations, the predicted average translocation time follows

(5.1) τ(N)∝ a2 N2

D
,

where N is the length (or the number of monomers) of the chain, a is the length of

a polymer Kuhn segment and D denotes the diffusion coefficient. The question about

the choice of the proper diffusion coefficient, D, and the nature of the diffusion process,

is controversial [143]. Following [204], the hydrodynamic interaction can be neglected

and D ∝ N−1. This regime corresponds to the so-called «Rouse dynamics». Conversely,

«Zimm dynamics» (D ∝ N−1/2) is achieved when one considers hydrodynamics. Using a

fractional Fokker-Plank equation, Dubbeldam et al. [56] included the non-equilibrium

characteristics, and found τ(N)∝ N−α with α' 2.49. This exponent is extremely close to

to the prediction for Zimm dynamics.

On the other hand, in case of biased translocations, Lubensky and Nelson [126],

Muthukumar [152] have demonstrated that the translocation time follows

(5.2) τ(N)∝ Nα f β.

Here, f measures the driving force. Recent theories around force driven translocations

seem to agree with this relation [156]. In presence of strong driving forces, α=β= 1 for
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Rouse dynamics [152]. Moreover, many computer simulations have reported 1≤α≤ 1.75

and β' 1 [94]. Later experimental studies have found various values of α (e.g 1.27 [199],

1.34 [63] or 1.40 [220]). Recently, Saito and Sakaue [182] have scrutinized the asymmetry

in the motion of polymer segments during biased translocations. In fact, segments that

have already crossed the pore are pushed out while the others are pulled into the pore.

The first motion corresponds to a 3D slow diffusion while the other correspond to a

1D fast diffusion. In addition, they predict how the total driving force is dynamically

allocated between the pulling and the pushing sides and showed that, in the asymptotic

limit of long chains, exponents read

(5.3)

{
α = 1+ν
β = pν,1 − pz

Here, ν corresponds to the Flory exponent and pν,d := ν−1 − d with d the effective

dimensionality of the diffusion. pz := z−2 accounts for hydrodynamics effect as z = 2+ν−1

in Rouse dynamics and z = 3 for Zimm dynamics. A similar result has been derived by

Rowghanian and Grosberg [177] who introduced the iso-flux model by keeping mass flow

conserved throughout the translocation. However, these scaling dependences are only

valid in the asymptotic limit of long chains when local effects, such as the friction inside

the pore or its deformations, can be neglected. In particular, Menais et al. [140] showed

with intensive MD simulations that the scaling behavior of the mean translocation

time is affected by the static size of the pore, as well as the effect of the membrane’s

deformations and thermal vibrations. While accounting of the influence of the pore’s

friction, Ikonen et al. [98] showed that the mean translocation should be written as a

sum of two terms in the form

(5.4) 〈τ〉 = aN1+ν+bN

The first term dominates for extremely long chains and the prefactor a is derived

from out-of-equilibrium dynamics induced by the driving force. Nonetheless, the second

term becomes significant for typical chain lengths in both experiments and computer

simulations [98]. The prefactor b arises from the interactions between the polymer and

the pore [184].

In the present chapter, we will focus on the biased translocations, where the drag

force is induced by an external electric field. Most prior studies around this topic were

conducted with MD simulations and the studied system was often described with coarse-

grained models. In many cases, the simulations are conducted with an implicit solvent
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method while the motion of particles is governed by Langevin dynamics [94, 120, 129].

However, explicit solvent methods, thus more expensive, are needed in order to properly

deal with hydrodynamic interactions [94].

Furthermore, since a major portion of translocation simulations are performed with

an external electric field as driving force a full description of a translocation process

requires to take into account charge effects of translocating polyelectrolytes such as

DNA or RNA [156]. However, only few studies [14, 60, 94, 137] explicitly deal ions,

especially since taking long-range electrostatic interactions into account has a significant

cost. Nonetheless, we believe that these simulations might benefit from incremental

algorithms dedicated to electrostatics. Precisely, we expect that an adaptively restrained

of the motion of the explicit solvent, will allow us to perform fast and accurate simulations

of polyelectrolyte translocations including both explicit solvent and suitable electrostatics.

Therefore, this approach should reduce the cost of a proper account of hydrodynamic

effects (Zimm dynamics).

5.2 Methodology

5.2.1 Model

A traditional way to represent a polymer makes use of the bead-spring chain model

[144, 214]. Here, the polymer is described as N beads connected by N −1 harmonic

springs. Each bead has a given weight mb and represents a monomer. In order to build a

polyelectrolyte each bead carries a charge qb =−2e. The polyelectrolyte is dipped in a

1003Å TIP3P/E water box [135]. The simulation box is divided by a 8Å-thin membrane

wall. This membrane is modeled with two graphene layers which are kept immobile

throughout the simulation. In the z-direction, a 1nm-diameter nanopore is hollowed

through each graphene layer. We connected the two pores with a channel formed with

carbon atoms. The membrane divided the simulation box in two regions:

I The cis1-side, corresponds to the region where the polyelectrolyte is initially placed

[157] (Left compartment on figure 5.4(1)). We denote this region by Ωcis.

I The trans2-side which corresponds to the region where the polyelectrolyte will be

dragged into (Right side on figure 5.4(1)). We denote this region by Ωtrans.
1 Latin preposition cis for «on this side of».
2 Latin preposition trans for «accross, on the far side, beyond».
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Analogously, the pore is denoted by Ωpore. In addition, an electric field E = −E~ez is

applied inside the pore in order to achieve the translocation of the polyelectrolyte. The

magnitude of the field ranges from 0.5V/Å to 16V/Å.

Moreover, the system is neutralized with nc = 2N positively charged counterions

(qc = e). In addition, 128 ion pairs (Na+,Cl−) are added in order to mimic a saline solution.

The total number of particles in the simulation box reads Ntotal = 52514, Ntotal = 52562

or Ntotal = 52658 when the number of monomers is N = 16, N = 32 or N = 64 respectively.

Finally, we illustrate the evolution of a translocation process with figure 5.4.

(1) t = 0 (2) t = τ

3

(3) t = 2τ
3

(4) t = τ

Figure 5.4: Sketch of a polyelectrolyte translocation. Monomers are shown in green.
Oxygen (resp. Hydrogen) atoms are colored in red (blue). τ designates the translocation
time.
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5.2.2 Adaptively restrained Langevin dynamics

Here, the translocation process was studied with ARMD. The system was kept at the

temperature T = 300K with a Langevin thermostat (see equation (1.30)). During the

simulations, the motion of water particles were restrained with various combinations of

restraining thresholds (εr,ε f ). Carbon particles forming the membrane were kept fixed

throughout the simulations. Meanwhile, other species (monomers, counterions, ions) are

always active (εr = 0,ε f = 0). The system was equilibrated for 1 ns without any external

field. Then, the electric field is launched. The simulation lasted for 2 ns (including the

equilibration time). The equations of motion were integrated with a timestep ranging

from 0.25fs to 1fs depending on the magnitude of the electric field.

In order to retrieve averaged properties, we performed 100 independent simulations

for each combination of parameters (namely εr, ε f , N, E).

(εr,ε f ) [%] of restrained

(0.00,0.00) 0.0

(0.01,0.03) 31.4

(0.10,0.30) 73.8

(1.00,3.00) 90.1

(5.00,8.00) 95.7

Table 5.1: Average percentage of restrained particles throughout adaptively restrained
simulations of polymer translocation N = 32.

5.2.3 Interaction potentials

In our model, we described pairwise interactions between particles with a repulsive

Lennard-Jones potential and electrostatics.

(5.5) Vi j(r i j)= 4εi j

[(
σi j

r i j

)12
−

(
σi j

r i j

)6]
+ qi q j

4πε0r i j

where qi represents the electric charge of particle i, r i j is the distance between particle

i and particle j, σi j represents the LJ-separation distance and εi j is the depth of the LJ

potential well. Besides pairwise interactions, adjacent beads which form the polymer,

were connected with a bond-length potential based on the Hook’s law, namely,

(5.6) Vbond(r)= 1
2

k |r− r0|2
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where r is the distance between covalently bonded monomers, r0 defines the equilibrium

bond length and k is the spring constant. Oxygen and hydrogen particles interact via a

bond-angle potential and angle harmonic potential was employed.

(5.7) Vangle(θ)= 1
2

A |θ−θ0|2

The parameters used in this research are summarized in table 5.2.

Atom qi (e) σii (Å) εii
(kcal/mol)

mi (g/mol)

M(a) -2.000 0.077 3.67 80.00

X(b) 1.000 0.077 3.67 20.00

Na 1.000 2.520 0.003 23.00

Cl -1.000 3.850 0.382 35.45

H 0.445 0.000 0.000 1.00

O -0.890 3.188 0.169 16.00

C(c) 0.000 3.550 0.074 12.01

Bond-length potential

Harmonic k (kcal/mol/Å2) r0 (Å)

M–M 5960 2.000

O–H 450 1.098

Bond-angle potential

Harmonic A (kcal/mol/°2) θ0 (° )

H–O–H 55 104.52
(a)M corresponds to negatively charged monomer forming the polyelectrolyte; (b)X are

counter-ions; (c)C corresponds to carbon particle forming the membrane.

Table 5.2: Values of potential parameters: C corresponds to charged particle forming the
nanopore and X are counter ions.
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5.2.4 Incremental algorithms

In order to compare methods presented in this thesis, we handle electrostatics with the

following algorithms

I P3M is our reference method. In order to achieve a 10−5 relative accuracy in forces,

the method required a 10 Å cutoff and 75×75×75 grid. The Ewald parameter was

equal to 0.294Å−1.

I The incremental P3M was employed in two manners. First, only short-range

components were incrementally updated (see section 3.3.1). The method was set up

with aforementioned parameters. We will denote this approach by (P3M+).

I When more than 50% of particles are restrained, we allow the full incremental

update of electrostatics. Then, two grids are used for k-space calculations (see
section 3.5.2). The finest mesh uses 80×80×80 grid points. The size of the coarse

grid is influenced by both the proportion of restrained particles and the proportion

of switched particles (643, 663, 703 and 723 grid points). In practice, only one grid

is used We will use (P3M++) to refer to this approach.

I We also evaluated IMCM (see section 4.3). In order to achieve the desired precision

(10−5), the method use a 64×64×64 grid. Particles were assigned to the grid with

a 5thorder B-spline charge density. The normalized cutoff of the charge density is

equal to 0.12 (i.e 12Å cutoff for the near-field correction).

5.2.5 Additional information

These benchmarks were performed using a cluster with 8 nodes equipped with 8/16

CPUs Intel Xeon E5540 and a Gigabit Ethernet network. For each simulation, we used 8

CPUs of the same node. Furthermore, for each combination of parameters (namely εr,

ε f , N, E), the (100) independent simulations were reproduced four times (once for each

algorithm which treats electrostatics).
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5.3 Results

As electrostatics are evaluated at a similar accuracy, the averaged properties obtained

in this study, are independent of the algorithms employed for computations. Therefore,

we can first present several results based solely on the use of ARMD in the study of the

translocation process (see sections 5.3.1 to 5.3.3). Then, we will compare the performance

of incremental algorithms for electrostatics (see section 5.3.4).

5.3.1 Translocation time

102 103 104
0

0.05

0.1

0.15

E = 16

E = 8

E = 4
E = 2

E = 1

Figure 5.5: Translocation time distributions of the polymer (N = 32) driven by an electric
field. Two sets of restraining parameters (εr,ε f ) were compared. Distributions obtained
with (0,0)[kcal/mol] are displayed with dash dotted line. Results from (0.1,0.3)[kcal/mol]
simulations are shown with solid line. Various magnitudes of the electric field E were
considered. A base-10 logarithmic scale is employed for the x-axis. Raw data were fitted
to the time passage distribution (equation (5.8)).

Distribution of translocation times
Panja et al. [157] defines the translocation or transit time as the average time for a

polymer to navigate across a membrane. In our case, the translocation time τ corresponds

to the time required for the polyelectrolyte chain to complete a passage through the

pore, starting from the commissioning of the electric field. Lubensky and Nelson [126]

have motivated the fact that the translocation process of a polymer passing through the
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pore can be seen, in an equivalent way, as the pore undergoing one dimensional biased

Brownian motion along the polymer. Therefore, the translocation process should follow a

first-passage time distribution [123, 141], namely,

(5.8) F(τ)= Np
4πDτ3

exp
[
− (N −vτ)2

4Dτ

]
.

Here, N the length of the polymer chain, D the diffusion coefficient of the membrane

sliding along the polymer, and v the mean translocation velocity. The reader’s attention

is drawn to appendix B.1 which contains some details on the derivation of equation (5.8).

Moreover, we analyzed the repartition of translocation times associated to various

magnitudes of the electric field . Data were fitted to the first passage time distribution

5.8. In figure 5.5, we output, for the polymer of size N=32, the corresponding distributions

obtained from ARMD simulations. As expected, the translocation time decreases with

the electric field strength (E). We compared ARMD simulations obtained with εr =
0.1kcal/mol and ε f = 0.3kcal/mol to the reference simulations (εr,ε f )= (0,0). We noticed

that the associated distributions are similar, especially for strong electric fields. However,

an increase is observed while reducing the strength of the field (for instance for E = 1V/Å).

We think that this behavior is a side effect of metastability of the system of interest.

Metastability
In molecular simulations, the dynamics can be trapped in some regions of the phase

space for a long time due to energetic or entropic barriers [210]. This situation which

characterizes the metastability, often corresponds to the case when the phase space

possesses regions of high probability (also called metastable states) separated from each

other by regions with very low probability. Thus, the transitions between high-probability

regions occur rarely. The average hitting (or exit) time of a metastable state starting

from another metastable state can be used as a measure of metastability.

Without any driving force, the translocation process requires the crossing of an

entropic3 barrier. The narrower the pore, the "higher" the barrier. In addition, a modification

of the kinetic energy in the Hamiltonian of the system can increase or decrease the

metastability of the dynamics [198]. In case of ARMD, when the number of active

particles diminishes, the metastability may increase, which in turn induces an augmentation

of the time needed to cross a given barrier. Moreover, the height of the barrier is reduced
3Conversely, an energetic barrier is induced by the energy landscape defined by the interaction

potentials. This landscape may contains local minima or "valleys" separated by "mountains" which limit
the transition between valleys.
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by the application of the external field. This must explain why translocation times are

similar for large magnitudes of E.

Scaling of the mean translocation time
Furthermore, we monitored the mean translocation time 〈τ〉, obtained from ARMD

simulations for various chain lengths and force strengths. figure 5.6 displays 〈τ〉 as

function of the applied electric field for various chain lengths (16, 32 and 64). Although

their mean translocation time may slightly differ for low driving forces, ARMD simulations

showed similar scaling laws between the mean translocation time and the magnitude

E. In order to retrieve exact averages for low magnitudes of E, one may re-weight

translocation times with respect to Girsanov weights. This approach has been suggested

by Trstanova [210] in order to retrieve exact dynamical properties (e.g. exit times,

transport properties) which are modified by ARMD. Earlier, this strategy has been

explored by Chodera et al. [42] in order to improve the estimation of dynamical properties

from simulations at multiple temperatures (e.g. from simulated [134] or parallel [84]

tempering simulations). Nevertheless, we did not feel the need to embrace this approach

for an accurate reading of the laws of power.

For weak electric fields (E ≤ 1V/Å), the mean translocation time scales as E−1.8

when N = 32. A similar behavior is observed for the polymer of size N = 64 . This

dependence testifies to the narrowness of the nanopore studied here, as it seems to agree

with the work of Menais et al. [140] on the polymer translocation through vibrating

thin membranes. They observed that, for narrow pores, the relation 5.2 (〈τ〉∝ f β) has

two main regimes. −2 ≤ β < −1 was reported for weak driving forces while β ' −1,

corresponding to the characteristic exponent in Rouse dynamics, was obtained for strong

forces. Menais et al. [140] argued that a narrow pore introduces additional steric effects,

summing up in an increased friction presented by the pore which slows down the

translocation process for low forces.

Interestingly, in our case, the scaling law reads 〈τ〉∝ E−0.4, for large magnitudes of

the electric field. This behavior is indeed expected since it reflects a transition towards

Zimm dynamics. As we made use of explicit solvent, hydrodynamics interactions slow

significantly the translocation process, even for large driving forces.

Moreover, when N = 16, the polyelectrolyte responds almost linearly to weak driving

forces (〈τ〉∝ E−1.2 when 0.5≤ E ≤ 2). We think that this polymer is less affected by the

relative narrowness of the pore. As the chain size is reduced, fewer monomers attempt to

penetrate the pore, leading to a less clogged entry. Therefore, the polyelectrolyte needs
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to deform less in order to perform the translocation. Although the pore is narrow, the

translocation process is facilitated.

At this point, we would like to stress that scaling laws we have found for the electric

field magnitude, does not exactly give the force exponent β (although close to it). Unlike

other strategies (e.g. tensile forces applied to the end of the polymer), the electrical force

acting in the pore is not constant throughout the translocation. The magnitude of the

applied force depends on the number of particles located in the pore. An insight of the

exact force applied is given by monitoring the average number of monomers located in

the pore. From this information, the reader can accurately extract the value of β.

10-1 100 101 102

102

103

104

105

∝ E−1.8

∝ E−0.4

∝ E−1.2

Figure 5.6: Mean translocation time 〈τ〉 as function of the magnitude E of the
electric field for chain length N = 16 (magenta), N = 32 (blue) and N = 64 (red)).
Various configurations of restraining parameters

(
εr,ε f

)
were evaluated. Precisely,

(0,0)[kcal/mol] is represented with solid line, (0.1,0.3)[kcal/mol] with spheres, (1.0,3.0)
with squares.

5.3.2 Translocation Coordinate

The variations of the number of monomers in the three compartments of the simulation

box are often scrutinized in the literature [56, 94, 143]. We denote by Npore, the number

of monomers in the pore Ωpore. Analogously, Ncis and Ntrans count respectively the

number of monomers in cis- and trans-regions. In particular, Ntrans is usually denoted as

the «translocation coordinate» [55, 56]. One may monitor the progress of the translocation
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with the help of Ntrans, since it indicates the number of monomers that successfully

performed the process.
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Figure 5.7: Variations of the number of monomers in the cis-region (blue), trans-region
(red) and the pore (green) for the N = 32 polymer. Various configurations of restraining
parameters (εr,ε f ) are compared. Precisely, figures (1-4) output results froms simulations
where (εr,ε f ) = (0.1,0.3)[kcal/mol]. Analogously bottom figures (5-8) are associated to
(εr,ε f )= (1.0,3.0)[kcal/mol]. The results from reference simulations (εr = ε f = 0kcal/mol)
are plotted with thick black solid lines and are available in figure B.2.
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Nevertheless, Hsiao [94] showed that, due to the diffusion characteristics of the

translocation phenomenon, Ntrans often shows a highly fluctuating evolution. Consequently,

one must investigate the averaged translocation coordinate 〈Ntrans〉 in order to extract

the drift-diffusion behavior of the polymer.
〈Ntrans〉 monotonically increases from 1 to N during the threading process while the

average number of monomers in the pore region remains almost constant during the

translocation. Moreover, 〈Npore〉 is independent of the polyelectrolyte’s size. During a

translocation process, the number of monomers located in the pore, is almost constant.

Consequently, 〈Ncis〉, the average number of monomers in the cis-region, gradually

decreases to zero, since Ntrans +Npore +Ncis = N.

Indeed, 〈Npore〉 is essentially influenced by the length of the channel to be crossed, by

the stiffness of the bonds linking monomers together and by the strength of the driving

force. Under the action of electric force, the polymer is stretched. While increasing the

electric field, the average distance between monomers in the pore is increased. Npore is

thus reduced.

In figure 5.7, we compare the average value of the translocation coordinate obtained

from some ARMD simulations. We find that the progression of those simulations is

independent of the chosen restraints. Moreover, we observe that the translocation

progress relatively more in advance for E = 1V/Å. For this magnitude of electric field,

the average number of monomers located in the cis-compartment is the highest.

5.3.3 Chain Size and Positions of Chain Ends

A polymer’s wingspan is often described by its radius of gyration Rg. Given r i the

positions of monomers, the radius of gyration reads

(5.9) Rg = 1
N

(
n∑

i=1
(r i − r̄)2

)1/2

where r̄ = 1
N

∑n
i=1 r i, stands for the mean position of the monomers. Moreover, Rg

alongside with the end-to-end distance gives an estimation of the polymer’s size. This

property is of interest since it can be determined experimentally with the help of static

light scattering as well as small angle neutron- and X-ray scattering.
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Figure 5.8: Variations of the averaged gyration for the polymer (N = 32) in the cis-side
(blue), trans-side (red), whole domain (orange). Various configurations of restraining
parameters (εr,ε f ) are compared. Figures (1-4) output results froms simulations where
(εr,ε f )= (0.1,0.3)[kcal/mol]. Analogously bottom figures (5-8) are associated to (εr,ε f )=
(1.0,3.0)[kcal/mol]. The results from reference simulations (εr = ε f = 0kcal/mol) are
plotted with thick black solid lines and are available in figure B.3.
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Here, we extend the definition of the radius of gyration by introducing its restriction

toΩA , a given sub-space of the simulation box. Basically, we define the radius of gyration

of the monomers that fall inside ΩA

(5.10) Rg|ΩA = 1
NA

(
N∑

i=1;r i∈ΩA

(
r i − r̄|ΩA

)2
)1/2

where, Na designates the number of monomers located inside ΩA. In addition, r̄|ΩA

denotes the center of mass of monomers located inside ΩA. We analyzed the radii of

gyration associated to monomers present in cis- and trans- regions. In particular, we

scrutinized the variations of their value throughout the translocation process.

Figure 5.8 outputs, for some restraining parameters, the evolution of 〈Rg|Ωcis〉 and
〈Rg|Ωtrans〉 as a function of the normalized translocation time τ̃. The radius of gyration of

the whole polymer, 〈Rg〉, is also plotted in figure 5.8.

As the threading progresses, the polymer size in the cis-side diminishes, which

induces a decay of 〈Rg|Ωcis〉. This decay can be broken down into two phases. First of

all, a plateau is observed for the first moments of the translocation. The length of the

plateau increases with the magnitude of the magnitude of the driving force. Moreover,

the plateau is followed by a rapid decrease of 〈Rg|Ωcis〉. On the other hand, 〈Rg|Ωtrans〉
increases monotonically until all monomers have successfully translocated. Meanwhile,
〈Rg〉 displays a hump whose crest coincides with the instant where 〈Ncis〉 and 〈Ntrans〉
evenly match. In the early stages of the translocation, the polyelectrolyte is stretched

by the driving force and its size grows. At the middle of the process, the polyelectrolyte

forms a dumbbell-like structure, leading to the formation of the hump [94, 157].

Additionally, the hump appears to be more pronounced as the driving force increases.

More interestingly, when the electric field is strong enough, we notice, at the very end of

the translocation, a compression of the polymer which results in a reduction of the chain

size in the trans region 〈Rg|trans〉. However, after the compression, the polymer keeps

growing. Hsiao [94] has explained this effect as a combination of two effects:

I The releasing of chain from a compressed state

I The diffusion of chain from a location near the wall to the bulk solution.

While comparing results obtained from ARMD simulations, we discovered that the

evolution of these radii of gyration are extremely similar. While increasing the number of

restrained particles, a slight divergence is observed in the evolution of 〈Rg|Ωtrans〉 for weak
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driving forces (E ≤ 2V/Å). This discrepancy is more significant as the polyelectrolyte

approaches the end of the translocation. Interestingly, 〈Rg|Ωcis〉 seems to be less affected

by a reduction of the number of active particles. Even for strongly restrained simulations,

the differences against results obtained with full dynamics simulations are barely

perceptible.
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Figure 5.9: Variations of the averaged z-coordinates of the chain ends (〈z1〉, 〈zN〉) and
the difference 〈z1 − zN〉 for the polymer (N = 32). Various configurations of restraining
parameters (εr,ε f ) are compared. The results from reference simulations (εr = ε f =
0kcal/mol) are plotted with thick black solid lines and are available in figure B.4. The
3σ− distribution range of 〈zN〉 and 〈z1〉 is denoted by a surrounding colored region.
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In spite of adaptive restrains, the motions of monomers in the cis-region are well-

preserved. In order to confirm this allegation, we monitor the motion (in z-dimension) of

the polymer ends. Here, z1 refers to the z-coordinate of the heading monomer. Analogously,

zn corresponds to the z-coordinate of the terminal monomer. We believe that z1 is

representative of the motion of monomers in the trans-region, since the heading bead

is the monomer which spends the most time in this compartment. In a similar way,

the evolution of zn will help us understand the motion of monomers in the cis-region.

Figure 5.9 outputs the evolution of the averaged value of z1 and zn throughout the

translocation for some ARMD simulations where the chain length is equal to 32. The

3σ -distribution range of the z1 (resp. zn), is estimated with the standard deviation and

represented as a cyan (resp. pink)-colored region in figure 5.9. We also analyzed the

variations of the mean difference 〈z1 − zn〉 as a function of t̃.
〈z1〉 increases continuously during the translocation. Surprisingly, at the end of the

process, the value of the averaged z-coordinate of the chain head seems to be independent

of the magnitude of the driving force. However, an increase of the electric field E results

in a decrease of the range of the distribution of z1. Furthermore, the standard deviation of

z1 increases as the translocation progresses. Meanwhile, the z-coordinate of the terminal

monomer remains constant in the first part of the translocation. For a relevant period of

time, this monomer is not influenced instantly by the threading [94]. This period where

the value of zn only depends on its (negative) initial value, is more or less long depending

on the magnitude of the driving force.

When E = 8V/Å, the last monomer stays close of its initial z-position for almost 75%

of the translocation time. Then, this monomer is pulled and threaded through the pore.

During this period where 〈zn〉 increases to zero, the fluctuations of zn decrease drastically

as the magnetic field intensifies. The motion of the monomer is constrained by the tensile

force and by the pore. This leads to a funnel-shaped structure in the time evolution the

3σ -distribution range of the zn. Upon completion of the translocation, the standard

deviation of zn keep increasing since the last monomer diffuses in the trans-region.

Moreover, the time evolution of 〈z1 − zn〉 can be broken down into two successive trends.

First, 〈z1 − zn〉 increases since the heading end is pushed away from the pore. Then,
〈z1 − zn〉 decreases as the terminal monomer is pulled. The transition between these two

phases occurs later when the electric field is increased.

While comparing results from ARMD simulations, we noticed that the averaged

motion in z-direction of the terminal monomer is well preserved. On the other hand,
〈z1〉 is perfectly recovered for strong driving forces. When the electric field is weak, a
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slight divergence arises in the mean value of z1 for strongly restrained simulations.

Interestingly, this divergence occurs when the mean z-coordinate of the last monomer

starts increasing.

5.3.4 Performance of incremental algorithms

Let us now compare the computational cost of the employed incremental algorithms. To

do so, we compute the relative speedup of each method with respect to the reference

P3M. Let denote by T[P3M] the total CPU time required by all simulations performed

using a given couple of restraining parameters (εr,ε f ) and P3M. Analogously, we define

T[P3M(+)], T[P3M(++)] and T[IMCM]. For a given couple of restraining parameters

(εr,ε f ), the relative speedup is computed by normalizing these timings by T[P3M].

In figure 5.10, we plot these ratios against the average number of restrained particles.

Incremental P3M(PM) is the most efficient algorithm when the number of restrained

particles is below 80%. The method achieves a ×2 when ' 75% of particles are restrained.

When less than 20% are active, IMCM seems to be the best choice for the incremental

update of electrostatics. The method was nearly 4 times faster than the traditional P3M

when ' 96% of particles are restrained. of particles are restrained.
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Figure 5.10: Performance of incremental algorithms on translocation simulations.
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5.4 Conclusion

In this chapter, we showed that ARMD can be used to understand the motion of polymers

during a translocation process. Precisely, we performed explicit water simulations of the

threading of a polyelectrolyte through a narrow pore. Although, we adaptively restrained

water molecules, we were able to retrieve several properties of the translocation. The

other challenge of the study is to accelerate these simulations with the help of incremental

algorithms specialized for electrostatics. As shown in the previous section, we successfully

reduced the computational cost of the simulations. The ideal algorithm for incremental

update of electrostatics may combine both incremental MCM and incremental P3M.

While the latter is effective for almost all percentages of restrained particles, IMCM is

the method of choice for low ratios of active particles.
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CONCLUSION AND OUTLOOK

In this thesis, we have introduced several incremental algorithms which enable an

efficient calculation of long-range interactions throughout molecular simulations. These

algorithms have demonstrated their effectiveness on various particle systems whose

dynamics were governed by ARMD. Since ARMD switches positional degrees of freedom

on and off during a simulation, the proposed algorithms may rapidly compute long-range

interactions, most notably electrostatics.

} In chapter 3, we have shown that although Fourier-based methods are widely

adopted for evaluating electrostatics, they can be improved in order to capitalize

on adaptive restraints. First, we enhanced several stages of the Ewald summation.

Then, we proposed a generic approach which incrementally updates electrostatics

while using mesh-based Ewald methods. The method was presented for P3M but an

extension to analogous methods is straightforward. The incremental P3M reduces

the cost of electrostatics, provided that the proportion of particles which switch

from restrained to active is kept low at each timestep.

} Since we felt that the proposed method did not deliver ultimate performances

(especially on systems with a low number of active particles), we introduced in

chapter 4 the Incremental Meshed Continuum Method. We showed (on several

adaptively restrained simulations) that meshed continuum method outperforms

P3M when a large number of particles is restrained. Moreover, incremental MCM

and incremental P3M are complementary techniques for electrostatics in ARMD
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simulations.

} In chapter 5, we have simulated the threading of a polyelectrolyte with the help of

ARMD. We showed that ARMD still recovers some useful statistics. In addition, the

simulations were performed faster by taking advantage of incremental methods for

electrostatics. IMCM was efficient when a large portion of the solvent is restrained.

However, incremental P3M is more appealing in other cases. An ideal strategy for

treating electrostatics may combine both methods.

Due to lack of time, many ideas and applications have been left for the future.

Therefore, several directions may be of particular interest in future studies. These

studies may comprise deeper analysis of proposed algorithms, new proposals to try

different methods and applications.

� We want to broaden the panoply of incremental methods for electrostatics. In

particular, an incremental Fast Multipole Method should be considered. However,

an accurate comparison of this approach may require an efficient implementation.

Other methods such as Multilevel Summation Method might also be improved. In

particular, the short-range terms of MSM can directly benefit from incremental

methods dedicated to short-range potentials.

� Moreover, we want to extend the incremental P3M to mesh staggering or interlacing
methods which reduce aliasing errors [38]. Furthermore, the incremental P3M that

we proposed subsume that the two sub-problems are solved using the same order

for charge assignment functions. It would be possible to review our incremental

P3M to handle the case of a more general nature.

� We also want to enhance the incremental MCM by analyzing various theoretical

aspects, most notably the control of the error, the choice of the smooth charge

density.

� We have shown that we can study coulombic systems where statistics are computed

only for a small subset of particles. In view of the good results obtained in this

manuscript, we believe that ARMD can be extended to many other applications.

Among these applications might be channels in membrane proteins, ion implantation,

molecular docking, protein folding...

148



� In order to understand the motions that are most fundamental to the activity of

a protein, we want to investigate if the correlated motions of proteins are well

preserved by ARMD [7].

� Moreover, we expect that the results of chapter 5 can be extended to more general

cases (e.g. the polymer translocation through nanopores in vibrating thin membranes

[140]). In addition, we may investigate the effect of adaptive restraints on the

averaged properties in ARMD simulations of unbiased translocations.

� In this work, we used at most 16 CPU cores. A direct extension for the near

future is the use of more powerful multi-core environments in order to improve the

parallelization. In particular, we want to evaluate our incremental algorithms on

parallel GPU computing architectures.

� Finally, since our incremental methods are not confined to molecular systems.

We may evaluate their performance on systems where gravitational interactions

dominate.
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ERROR ESTIMATION IN P3M

A.1 Scaling of the RMS error in (partial) forces

Here, we address the dependence of the Root Mean Square (RMS) error in forces on the

number of charged particles and their valence.

Let us consider a collection L0 of N charges qi located in a simulation box. We examine

the partial electrostatic forces f (L) induced by a subset (L) of the collection of particles.

The size of (L) is denoted as NL. The Root Mean Square (RMS) error in forces is defined

as

∆ f (L) :=
√√√√ 1

N

N∑
i=1

(
∆f (L)

i

)2
(A.1)

:=
√√√√ 1

N

N∑
i=1

(
f (L)

i − f (L)
i,re f

)2
(A.2)

where f (L)
i is the force on particle i induced by the influence of the subset (L) of particles.

f (L)
i,re f is the exact force on that particle.

For a given particle i, the error in f (L)
i originates from each pairwise interaction of i

with a particle j of the set L\{i}. Since each interaction is proportional to the product

of the valences of particles involved, we assume that the corresponding error is as well

proportional to the product of the valences.
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Therefore, ∆f (L)
i reads

(A.3) ∆f (L)
i = qi

∑
j∈L\i

q jχi j

Here, χi, j is the error in forces between two unit charges (q = 1) placed at location of

i and j. At this point, we can assume that contributions χi, j from different particles

j are uncorrelated. We acknowledge that this assumption is certainly not valid for

highly ordered particle distributions or strongly inhomogeneous systems. Under this

assumption, the average of the scalar product χi j.χik over the particle configurations

reads

(A.4)
〈
χi j.χik

〉= δ jk

〈
χ2

i j

〉
The reader should note that 〈χ2

i j〉, the mean square force error for two unit charges, is

independent on i and j. Hence, δ jk

〈
χ2

i j

〉
=: δ jkχ

2. From equations (A.3) and (A.4), the

mean square force on i reads

〈(
∆f (L)

i

)2
〉

=
〈(

qi
∑

j∈L\{i}
q jχik

)
.

(
qi

∑
k∈L\{i}

qkχi j

)〉
= q2

i
∑

j∈L\{i}

∑
k∈L\{i}

〈
χi j.χik

〉
' q2

iχ
2Q2

L(A.5)

where Q2
L

is the total square sum of charges in the subset L, namely,

(A.6) Q2
L := ∑

i∈L
q2

i

At this point, we assume that let there are P subsets Np of particle sharing the same

valence θp. If |Np|À 1, the law of large numbers stipulates that, for each particle i ∈Np,

the arithmetic mean of
(
∆f (L)

i

)2
can be approximated by the ensemble average for one

particle of Np, namely

(A.7)
1

|Np|
∑

i∈Np

(
∆f (L)

i

)2 '
〈(
∆f (L)

i

)2
〉

.

Thus,

(A.8)
1

|Np|
∑

i∈Np

(
∆f (L)

i

)2 ' θpχ
2Q2

L.
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Assuming all Np large, one can write

1
N

(
∆f (L)

i

)2 =
P∑

p=1

|Np|
N

(
1

|Np|
∑

i∈Np

(
∆f (L)

i

)2
)

(A.9)

' χ2Q2
L

N

P∑
p=1

|Np|θp

'
χ2Q2

L
Q2
L0

N
(A.10)

which implies,

(A.11) ∆f (L) ' χ
√

Q2
L
Q2
L0

N
.

Here, Q2
L0

denotes the total square sum of all charges. Finally, let us assume that the

particle system is homogeneous. This assumption implies

(A.12) Q2
L0

' NL

N
Q2

Consequently, the RMS error in partial forces – induced by charges in L – scales as

(A.13) ∆f (L) ' χ Q2
Lp

NL

.

A.2 Error measure in P3M

In [90], F denoted the displacement-averaged total squared deviation of (F(x2 − x1, x1)),

the mesh-based approximation of the k-space contribution of the force between two

unit charges located at positions x1, x2 = x1 + x, from a reference inter-particle force

Fr(x2 − x1). Basically,

(A.14) F := 1
h3

∫
h3

d3x1

∫
L3

d3x [F(x, x1)−Fr(x)]2 .

As explained in [90], a particular choice of the charge assignment function, implies F is

essentially a quadratic functional of the influence function G.

For P3M, the used influence function Gopt is chosen in order to minimize F .

Hockney and Eastwood [90] employs the ik-differentiation in their original derivation

of P3M. In this case, the optimal influence function reads (in Fourier space)

(A.15) G̃opt(k)= D̃(k).
∑

m∈Z3 Ũ(k+2πm/h)F̃r(k+2πm/h)

|D̃(k)|2 [∑
m∈Z3 Ũ(k+2πm/h)

]2
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where

F̃r(k) = −ik
4π
k2 e−σ

2k2/2.(A.16)

Ũ(k) = W̃(k)/h3.(A.17)

Here D̃(k) is the Fourier transform of the chosen differential operator. In case of ik-P3M,

D̃(k)= ik. W̃ denotes the Fourier transform of the chosen assignment function, namely,

(A.18) W̃(k)= h3

sin
(
1
2

kxh
)

1
2

kxh

sin
(
1
2

kyh
)

1
2

kyh

sin
(
1
2

kzh
)

1
2

kzh


P

which corresponds to the Fourier transform of a spline of order P with a compact support[
−Ph

2
,
Ph
2

]3
[53].

The corresponding value of the functional give the «optimal error» which reads

(A.19)

F [Gopt]= 1
L3

∑
m∈Z3

[
|R̃|(k+2πm/h)|2 − D̃(k).

∑
m∈Z3 Ũ(k+2πm/h)F̃r

∗(k+2πm/h)|2
|D̃(k)|2 [∑

m∈Z3 Ũ(k+2πm/h)
]2

]

Here, F̃r
∗ denotes the complex conjugate of F̃r which has been introduced in (A.16). D̃(k)

refers to the Fourier transform of the chosen differential operator, which corresponds

to ik in case of ik-P3M. In the above expression, Ũ depends of the choice of the charge

assignment function.

A.3 Expansion coefficients a(P)
m used in (3.48)

In this thesis, we restricted ourselves to the analytical approximation of F [Gopt] derived

by Deserno and Holm [53], namely (equation (3.48)),

∆ f ' Q2(hβ)P
p

N L2

√√√√p
2πβL

P−1∑
m=0

a(P)
m (hβ)m

The following table contains the value of (a(P)
m ) employed in [53], for the analytical

approximation of the ik-P3M optimal error F [G̃opt] (equation (3.48)) .
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A.3. EXPANSION COEFFICIENTS a(P)
m USED IN (??)

P aP
0 aP

1 aP
2 aP

3 aP
4 aP

5 aP
6

1
2
3

2
1
50

5
294

3
1

588
7

1440
21

3872

4
1

4320
3

1936
7601

2271360
143

28800

5
1

23232
7601

13628160
143

69120
517231

106536960
106640677

11737571328

6
691

68140800
13

57600
47021

35512320
9694607

2095994880
733191589

59609088000
326190917

11700633600

7
1

345600
3617

35512320
745739

838397952
56399353

12773376000
25091609

1560084480
1755948832039

36229939200000
4887769399
37838389248

Table A.1: Expansion coefficients a(P)
m from Equation (3.48)
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ON THE POLYMER TRANSLOCATION

B.1 Distribution of translocation times

Ling and Ling [123] proposed to study the distribution of translocation times with with

Schrödinger’s first-passage-time theory. In their analysis, the translocation is considered

as a biased diffusion in 1-D. In addition, they consider the pore thin enough compared

to the length of the polymer to be considered a walker that moves along it. Earlier,

Lubensky and Nelson [126] have motivated the fact that the translocation process of

a polymer passing through the pore can be seen, in an equivalent way, as the pore

undergoing one dimensional biased Brownian motion along the polymer. Therefore, the

motion of the polymer can be described by solving the Fokker-Planck’s equation with

suitable boundary conditions:

(B.1)
∂P(x, t)
∂t

= D
∂2P(x, t)
∂x2 −v

∂P(x, t)
∂x

.

where, P(x, t) denotes the probability for the pore to be located at the position x of the

polymer at the instant t.
Here D denotes the diffusion constant and v the drift velocity of the segment of the

polymer inside the pore. At t = 0, they assumed that the first monomer is located inside

the pore.

(B.2) P(x,0)= δ(x)
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In addition, they adopted an absorbing boundary condition once the polymer has

completely translocated into the trans side of the pore. Therefore, the translocated

polymer cannot travel back into the pore. Given a polymer of length N, this condition

reads

(B.3) P(N, t)= 0

With these conditions, the solution of the Fokker–Planck equation follows

(B.4) P(x, t)= 1p
4πDt

[
exp

(
− x−vt

4Dt

)
−exp

(
vN
D

)
exp

(
− (−x−2N −vt)2

4Dt

)]
.

The distribution of translocation times is derived with a first-passage probability

density:

F(τ) = d
dτ

∫ L

−∞
P(x,τ)dτ(B.5)

= Np
4πDτ3

exp
[
− (N −vτ)2

4Dτ

]
.(B.6)
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Figure B.1: Distribution of translocation times for the polymer N = 32 threading to a
narrow pore. We also show as solid red line the fitted to first-passage probability density
distribution.
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B.2 Reference simulations of the translocation of a
polymer (N=32)
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Figure B.2: Reference variations of the number of monomers in the cis-region (blue),
trans-region (red) and the pore (green) for the polymer with N = 32 and N = 64. (1-
4) corresponds to results for N = 32. (5-8) corresponds to results for N = 64. τ̃ is the
normalized translocation time.
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Figure B.3: Reference variations of the averaged gyration for the polymer (N = 32) in the
cis-side (blue), trans-side (red), whole domain (orange)−− (εr = ε f = 0kcal/mol) .
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Figure B.4: Reference variations of the averaged z-coordinates of the chain ends (〈z1〉,
〈zN〉) and the difference 〈z1 − zN〉 for the polymer (N = 32) −− (εr = ε f = 0kcal/mol).
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Acronyms

ARMD Adaptively Restrained Molecular Dynamics

CPL concentration polarization layer

DCA Discretization Coarse Grid Approximation

DFT discrete Fourier Transform

FFT fast Fourier Transform

FMM Fast Multipole Method

GCA Galerkin Coarse Grid Approximation

IMCM Incremental Meshed Continuum Method

LAMMPS Large-scale Atomic/Molecular Massively Parallel Simulator

LJ Lennard-Jones

MCM meshed continuum method

MD Molecular Dynamics

MPI Message Passing Interface

MSM Multilevel Summation Method

P3M Particle Particle Particle Mesh

p.b.c periodic boundary conditions

PDE partial differential equation

PME Particle Mesh Ewald

r.h.s. right-hand side

RMS Root Mean Square

SPME Smoothed Particle Mesh Ewald
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