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Abstracts

Abstract

The topic of my PhD is the compilation of web data query languages. More particularly, the
analysis and the distributed evaluation of a such language: SPARQL. My main contributions
concern the evaluation of web data queries especially for recursive queries or for distributed
settings.

In this thesis, I introduce p-algebra: it is a kind of relational algebra equipped with
a fixpoint operator. I present its syntax, semantics, and a translation from SPARQL with
Property Paths (a new feature of SPARQL allowing some form of recursion) to this u-algebra.

I then present a type system and show how p-algebra terms can be rewritten to terms
with equivalent semantics using either classical rewrite rules of the relational world or new
rules that are specific to this p-algebra. We demonstrate the correctness of these new rules
that are introduced to handle the rewriting of fixpoints: they allow to push filters, joins and
projections inside fixpoints or to combine several fixpoints (when some condition holds).

I demonstrate how these terms could be evaluated both from a general perspective and
in the specific case of a distributed evaluation. I devise a cost model for p-algebra terms
inspired by this evaluation. With this cost model and this evaluator, several terms that are
semantically equivalent can be seen as various Query Execution Plans (QEP) for a given
query. I show that the p-algebra and its rewrite rules allow the reach of QEP that are
more efficient than all QEP considered in other existing approaches and confirm this by an
experimental comparison of several query evaluators on SPARQL queries with recursion.

I investigate the use of an efficient distributed framework (Spark) to build a fast SPARQL
distributed query evaluator. It is based on a fragment of p-algebra, limited to operators
that have a translation into fast Spark code. The result of this has been used to implement
SPARQLGX, a state of the art distributed SPARQL query evaluator.

Finally, my last contribution concerns the estimation of the cardinality of solutions to
a p-algebra term. Such estimators are key in the optimization. Indeed, most cost models
for QEP rely on such estimators and are therefore necessary to determine the most efficient
QEP. I specifically consider the conjunctive query fragment of p-algebra (which corresponds
to the well-known Basic Graph Pattern fragment of SPARQL). I propose a new cardinality
estimation based on statistics about the data and implemented the method into SPARQLGX.
Experiments show that this method improves the performance of SPARQLGX.
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Résumé

Ma thése porte sur la compilation des langages de requétes orientés web des données. Plus
particuliecrement, ma thése s’intéresse a l'analyse, l'optimisation et 1’évaluation distribuée

d’un tel langage : SPARQL.

Ma contribution principale est 1’élaboration d’une méthode nouvelle particuliérement in-
téressante pour des requétes contenant de la récursion ou dans le cadre d’une évaluation
distribuée. Cette nouvelle méthode s’appuie sur un nouvel outil que nous introduisons :
la p-algeébre. C’est une variation de l'algeébre relationnelle équipée d’un opérateur de point
fixe. Nous présentons sa syntaxe et sémantique ainsi qu’une traduction vers la p-algébre
depuis SPARQL avec Property Paths (une fonctionnalité introduite dans le dernier standard
SPARQL qui autorise une forme de récursion).

Nous présentons ensuite un systéme de types et nous montrons comment les termes de la
p-algeébre peuvent étre réécrits en d’autres termes (de sémantique équivalente) en utilisant
soit des régles de réécriture provenant de l’algebre relationnelle soit des régles nouvelles,
spécifiques a la p-algébre. Nous démontrons la correction des nouvelles régles qui sont intro-
duites pour réécrire les points fixes : elles permettent de pousser les filtres, les jointures ou
les projections a l'intérieur des points fixes (dépendant des certaines conditions sur le terme).

Nous présentons ensuite comment ces termes peuvent étre évalués, d’abord de maniére
générale, puis en considérant le cas particulier d’une évaluation sur une plateforme distribuée.
Nous présentons aussi un modéle de coiit pour I’évaluation des termes. A 'aide du modéle de
colt et de I’évaluateur, plusieurs termes qui sont équivalents d’un point de vue sémantiques
peuvent maintenant étre vus comme différentes maniéres d’évaluer les termes avec différents
cotlits estimés.

Nous montrons alors que les termes qui sont considérés grace aux nouvelles régles de
réécritures que nous avons introduites, permettent une exécution plus efficace que ce qui
était possible dans les autres approches existantes. Nous confirmons ce résultat théorique
par une expérimentation comparant plusieurs exécuteurs sur des requétes SPARQL contenant
de la récursion. Nous avons investigué comment utiliser une plateforme de calcul distribuée
(Apache Spark) pour produire un évaluateur efficace de requétes SPARQL. Cet évaluateur
s’appuie sur un fragment de la p-algebre, limité aux opérateurs qui ont une traduction en
code Spark efficace. Le résultat de ces investigations a résultat en I'implémentation de SPAR-
QLGX, un évaluateur SPARQL distribué en pointe par rapport a ’état de I'art.

Pour finir, ma derniére contribution concerne I’estimation de la cardinalité des solutions a
un terme de la p-algébre. Ces estimateurs sont particuliérement utiles pour 'optimisation. En
effet, les modéles de coiit reposent généralement sur de telles estimations pour choisir quel sera
le terme le plus efficace parmi plusieurs termes équivalents. Pour cette estimation nous nous
intéressons tout particuliérement au fragment conjonctif de la p-algébre (ce qui correspond
au fragment bien connu Basic Graph Pattern de SPARQL). Notre nouvelle estimation de
cardinalité s’appuie sur des statistiques sur les données et a été implémenté dans SPARQLGX.

Nos expériences montrent que cette méthode permet de grandement accélérer 1’évaluation de
SPARQL sur SPARQLGX.



Publications

Published in peer reviewed international conferences

7]

[ABJM17]

|GJGL16a]

[GJGLI6b]

ProvSQL: Provenance and Probability Management in PostgreSQL.
Pierre Senellart, Louis Jachiet, Silviu Maniu, Yann Ramusat.
Proceedings of the VLDB Endowment, Volume 11 Number 12.

A Circuit-Based Approach to Efficient Enumeration.

Antoine Amarilli, Pierre Bourhis, Louis Jachiet, Stefan Mengel.

44th International Colloquium on Automata, Languages, and Programming, ICALP
2017, July 10-14, 2017, Warsaw, Poland.

SPARQLGX: Efficient Distributed Evaluation of SPARQL with Apache
Spark.

Damien Graux, Louis Jachiet, Pierre Geneves, Nabil Layaida.

The 15th International Semantic Web Conference ISWC, Oct 2016, Kobe, Japan.

SPARQLGX in action: Efficient Distributed Evaluation of SPARQL with
Apache Spark.

Damien Graux, Louis Jachiet, Pierre Geneves, Nabil Layaida.

The 15th International Semantic Web Conference ISWC, Oct 2016, Kobe, Japan.

Published only in national conferences (peer reviewed)

[JGLG17]

|GJGL17]

[JGGLI1S]

Une nouvelle algébre pour SPARQL permettant ’optimisation des requétes
contenant des Property Paths.

Louis Jachiet, Pierre Geneves, Nabil Layaida et Nils Gesbert

Poster at Bases de données et application 2017, Nancy, France

Une classification expérimentale multi-critéres des évaluateurs SPARQL ré-
partis.

Damien Graux, Louis Jachiet, Pierre Geneves et Nabil Layaida

Bases de données et application 2017, Nancy, France

On the optimization of recursive relational queries.
Louis Jachiet, Nils Gesbert, Pierre Geneves & Nabil Layaida
Bases de données et application 2018, Bucarest, Romania

Awaiting publication

The SPARQLGX System for Distributed Evaluation of SPARQL Queries.
Damien Graux, Louis Jachiet, Pierre Geneves, Nabil Layaida
https://hal.inria.fr/hal-01621480

Optimizing sparql query evaluation with a worst-case cardinality estimation
based on statistics on the data.

Louis Jachiet, Pierre Genevés, Nabil Layaida
https://hal.archives-ouvertes.fr/hal-01524387


https://hal.inria.fr/hal-01621480
https://hal.archives-ouvertes.fr/hal-01524387

Abstract

e An efficient translation from a modal p-calculus over finite trees with con-
verse to tree automata.
Louis Jachiet, Pierre Genevés, Nabil Layaida
https://hal.archives-ouvertes.fr/hal-01117830


https://hal.archives-ouvertes.fr/hal-01117830

Remerciements

Je tiens & remercier mes deux encadrants de thése : Nabil Layaida et Pierre Geneves. Ils
m’ont intégré a I’équipe WAM en stage de licence puis dans 1’équipe TYREX pour un second
stage et enfin ont accepté d’encadrer ma thése. Je tiens aussi a remercier Nils Gesbert. Au-
dela des conversations intéressantes (scientifiques ou non), Nils a suivi mes recherches, s’est
réguliérement plongé dans mes écrits (souvent obscurs) et m’a fourni de nombreux retours
pertinents | Merci !

Je tiens ensuite & remercier tous les membres du jury. Je suis honoré par la présence de
chacune de ces personnes : Nabil et Pierre, mes encadrants de thése ; Mme Manolescu et
M. Colazzo, & qui j'adresse un remerciement tout spécial pour avoir accepté de rapporter
mon manuscrit et pour avoir fourni de nombreux conseils qui m’ont permis d’améliorer le
manuscrit actuel ; MM. Euzenat et Valduriez qui ont accepté d’examiner ma thése et avec
lesquels j’ai eu l'occasion a plusieurs reprises de discuter de recherche et de mon futur dans
ce milieu.

Je remercie aussi les nombreuses personnes qui sont passées par ’équipe TYREX et avec
qui j’ai eu plaisir & travailler : Abdullah, Canard, Cécile, Graux, Helen, Mathieu, Thibaud,
Thomas, ainsi que les “nouveaux” : Fateh, Sarah, Raouf, Muideen, Laurent.

J'ai passé cette derniére année de thése, en ATER, a 'Ecole Normale Supérieure. Je
remercie trés fortement Pierre Senellart, pour m’avoir aidé a candidater puis intégré dans
son équipe. Travailler aux cotés de Pierre a été trés instructif, je regrette de n’avoir eu que
peu de temps a consacrer a la recherche dans cette équipe dont les sujets étaient intéressants
et 'ambiance de travail trés stimulante. Je remercie tous les membres de 1'équipe VALDA
qui m’ont accueilli et n’ont jamais hésité a répondre & mes questions. Plus généralement, je
tiens & remercier tous les membres du haut du DI pour ’excellente année passée avec elleux.

J’ai eu 'occasion durant ma these de discuter avec de nombreuses personnes et je me
suis beaucoup nourri de ces échanges. Je tiens particuliérement a remercier la communauté
d’ulminfo pour les intenses discussions sur de multiples sujets. Et pour des échanges plus
scientifiques, passionnants, qui ont mené a des collaborations : Pierre B., Pierre S., Vincent
L., a3nm.

J’en viens maintenant a remercier ma famille, & qui je dois mon gotit des sciences et qui
m’a toujours soutenu dans cette voie et méme poussé, quand il le fallait, a aller toujours
plus loin. Cette thése a été un éloignement physique mais c’est toujours un plaisir de vous
retrouver.

Je voudrais aussi remercier mes amis. Nombreuses sont les personnes que j’ai déja citées
qui sont bien plus que des collégues et je les en remercie. En plus de ceux-ci, je voudrais
remercier les personnes suivantes qui ont été présentes tout au long de ma thése : les grotas
(aaz, amiel, grogrodile, grotarrel, grotenedicte, grotillon, haveo, helene, jonas, Lea, Machin,
maud, Mc, MLB, p4bl0, pandarion, picomango, snoopy, Ted) et la grotadhérence (trop pe-
uplée pour étre listée), groupe d’ami-e-s formé pendant mes études et dont je suis resté trés
proche malgré la distance ; les pensionnaires de divers canaux d’ulminfo (a3nm, Bibi, olasd,
iXce, et bien d’autres) et enfin les nombreux amis que je me suis faits & Grenoble : les colocs,
les voisins, les rolistes, les litt&Arts (les voisines !).

Enfin je tiens a remercier Camille Brouzes, qui m’a supporté moralement, hébergé et qui
m’a beaucoup aidé dans les derniéres étapes de cette thése.

Un grand merci !






General introduction

The semantic web is an extension to the World Wide Web whose goal is to make the Web
carry more semantic information in a machine-readable format. Towards this goal, the W3C
developed several standards such as RDF which models knowledge using graphs and SPARQL
which is a query language for RDF graphs.

The field of research in databases is more than fifty years old but since its introduction
by Codd at the beginning of the 70s, the relational model has received most of the attention
from both the academia and the databases vendors. In particular, the optimization and the
fast evaluation of relational queries has been extensively studied.

As new data models and query languages raise new challenges and as the RDF+SPARQL
model diverges from the relational model, an interrogation naturally appears: can we develop
a new model based on the relational model and its thorough body of research to tackle languages
such as SPARQL?

In order to answer this question, we will present models of data and queries in the first
part of this thesis. We will start in chapter 1 with the semantic web world and describe the
RDF data model and its companion query language SPARQL. SPARQL will be presented via the
SPARQL—-algebra which is a formal modeling of SPARQL queries provided by the w3 and used
by several query evaluators to represent and manipulate queries internally. We will also briefly
look into existing query evaluators and assess their performance. This performance review
will, in particular, investigate two salient points where we observe counter performances: on
complex queries (e.g. with recursion) and on very large datasets.

As the relational model was at the center of a huge body of research, and as it will serve
as the basis for our proposed approach, we will present, in chapter 2, the relational model
and algebra along with the Datalog query language. We will also compare the relational
model with the RDF+SPARQL model which will justify that our approach does not use the
plain relational model.

As we will have demonstrated by going through both models, there are remaining chal-
lenges for the optimization of SPARQL queries and particularly for complex queries with
recursion. For this type of queries, even traditional relational query evaluators cannot han-
dle well very simple queries. Also, at the opposite side, distributed query evaluators for very
large datasets could also benefit from performance improvements. That is why, in the second
part of this thesis, we will introduce our general approach to SPARQL evaluation using our
new model: the p-algebra.

An overall depiction of our approach is presented in figure 1. It mimics the optimization
strategy of SQL, which can summed up as this process: first the query is translated into a
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logical representation; then, using rewrite rules, we produce many equivalent terms (in the
sense that they have the same answers) to the term obtained through the translation. Each
of those terms can be seen as a Query Execution Plans for the original query and, thus, for
each term, we estimate the time this term will take to be evaluated. Finally we select the
term that takes an estimated minimal time to be evaluated and evaluate it. In this thesis
our perspective is the optimization of SPARQL query evaluation but since our optimization
efforts will concentrate on this p-algebra any language that could be converted into p-algebra
would benefit from our work.

The question of adapting the relational algebra that models relational queries to model
the evaluation of languages a la SPARQL will be dealt with in chapter 3. In this chapter, we
will present the syntax and semantics of our p-algebra. We will also present a translation
from a large fragment of SPARQL to this query language. This chapter corresponds to the
first arrow of figure 1.

We will then dedicate chapter 4 to present our rewriting strategy for p-algebra terms. This
strategy, as shown in figure 1, distinguishes between rewrite rules that produce new terms
and rewrite rules that serve a normalizing purpose. The idea behind producing rules is to
create new query execution plans while the idea behind the normalizing rules is to reduce the
numbers of u-algebra terms considered. In order to describe when those rules can be applied,
this chapter introduces a typing mechanism for p-algebra terms. This chapter also includes
definitions, lemmas and theorems in order to prove the validity of the new rewrite rules we
introduced.

Given all the terms produced by our rewriting strategy, the natural next step is to devise
a cost model for our terms, allowing us to select the term that is the most efficient. However,
in order to devise a cost model, we need a precise idea of how our terms will be evaluated.
Chapter 5 explores this problematic and proposes a general way to evaluate u-algebra terms
and describes two prototypes we implemented: a p-algebra evaluator called musparql and a
distributed evaluator called SPARQLGX based on Apache Spark. SPARQLGX is limited to a
fragment of the u-algebra (and thus a fragment of SPARQL). Using these evaluators we can
devise a cost model that can, for instance, predict accurately the time to compute the join
of two sets A and B knowing the size of A and B. However, to decide the best term, this
cost model will, in turn, depend on a cardinality estimation.

This quest for a cardinality estimation scheme for the p-algebra is tackled in the chapter 6
with a new technique that provides a worst-case cardinality estimation based on a new tool:
collection summaries. Collection summaries capture the implicit schema often found in RDF
datasets. Our new tool captures this schema even in the presence of a few violations.

To validate our approach, chapter 7 compares it with the state of the art from both
theoretical and empirical standpoints. The theoretical part compares query execution plans
possible with the p-algebra with query execution plans of various other approaches. We
demonstrate that, even on very simple queries there are graphs where our new plans have a
better complexity: in the scenario we present they have a linear complexity (in the size of the
graph) while all other approaches are, at least, quadratic. We then rediscover experimentally
this result by comparing our implementation based on the p-algebra with SPARQL, SQL and
Datalog engines. Finally we show that our distributed evaluator of SPARQL queries has state
of the art performance and that our cardinality estimation allow us to improve further the
performance of SPARQLGX.
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CHAPTER 1

The SPARQL language

The semantic web corresponds to an extension of to-
day’s World Wide Web. While the World Wide Web
was designed to enable humans to share information
with each others, the goal of the semantic web is to
share information in a machine-readable format carry-
ing semantic information.

Sharing information via the semantic web allows ma-
chines to reason and process information created from
multiple outside sources in a federated manner. In
the “old” syntactic web, one can create one parser per
source of data and then gather them into a large silo
in order to query them. In the semantic web, one
would simply write a query that would wn turn query
each source for its data and gather the needed data at
run time. There would be no need for a parser per
source as the data would be served in a common unify-
ing language. One could, for instance, imagine a trip
planning system combining flight and train information
extracted from several companies and then coupling that
with landmarks information (using e.g. dbPedia) and
even with some meteorological forecast data. And all of
that without the need to centralize the data.

19
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CHAPTER 1. THE SPARQL LANGUAGE

In this chapter we present the RDF data model and
the SPARQL query language which are both specifica-
tions from the World Wide Web Consortium (W3C) to
express semantic information on the web and to query
it. We will skip over many aspects of these specifica-
tions as they are large and we will focus on the essential
parts needed for the evaluation of SPARQL queries on
RDF data. We will then look at query evaluators and
their optimization techniques.
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1.1 The RDF data model

The Resource Description Framework (RDF) is a language standardized by the w3c [RCM14].
RDF models knowledge about resources. An RDF dataset is a set of statements where each
statement gives either a relationship between resources or describes a resource. Before diving
into the details of RDF we first need to introduce some terminology.

Serialization and RDF Serialization consists in producing a string representation of typed
data. One of the goal of RDF is the ability for RDF-compatible software to understand
data coming out of other tools therefore a large part of the RDF standard focuses on the
serialization.

This chapter will give some hindsight about this serialization but the details are left to the
official standard and, for the sake of simplicity, after this chapter, we will refer to arbitrary
strings to escape the details of the encoding and focus on the essential challenges.

1.1.1 Terminology

Ressources

The resources described in a RDF dataset can be any object or class that we want to describe.
For instance in a dataset stating that Socrate is human and that human is mortal, All of
Socrate, human and mortal would be resources but the verb is would also be a resource as
it is an entity that could be described. For instance, the dataset could declare that is has
a transitive meaning which here would imply that given Socrate is human and human is
mortal we also have Socrate is mortal.

In an RDF dataset, resources are either represented directly as an IRI or as anonymous
resources and represented as Blank nodes.

Internationalized Resource Identifier (IRI)

An Internationalized Resource Identifier (IRI) is a string of characters that identifies a re-
source. The IRI scheme extends the URI scheme by allowing any unicode character (and not
just ASCII as in the URI scheme).

We refer the reader to the RFC 3987 for a precise description of IRI but as a simplification,
an IRI can be seen as a string of the form scheme:path (e.g. https://www.inria.fr uses
the scheme https and the path is //www.inria.fr).

The reader probably has an intuitive notion of IRI as this format is very similar to the URL
scheme which is used to encode internet addresses but note that an IRI does not necessarily
correspond to an actually internet-accessible address nor that the scheme used has to be
known (even though the schemes http and https are very widely used, in which case the
path often corresponds to a web accessible resource).

Remember that the goal of RDF is to represent knowledge for the semantic web. In order
to do that, we need to be able to identify resources across datasets. Therefore, when the
same IRI 7 is present in two different datasets D;, Dy then the 7 in D; and the ¢ in Dy are
considered to identify the same object.
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Prefixes

For space and readability reasons, RDF datasets and SPARQL queries often use a set of prefix
mappings. A prefix mapping is a pair (prefix p, iri <i>) and indicates that the strings of
the form p:v is equivalent to its expanded form <iv> (where iv is the concatenation of the
string i with the string v).

In RDF and in SPARQL queries, an IRI should either appear enclosed in angle brackets (of
the form <scheme:path>) or be prefixed (of the form prefix:subpath). In this latter case,
there should be a unique matching prefix (prefix,iri) and thus the prefix:subpath can
be replaced by the concatenation of iri and subpath enclosed in angle brackets (thus <iri
subpath>).

Notice that prefixes are only here for concision and readability purposes as IRI tend to
be long. In fact, prefixes are not even part of the formal RDF data model. A prefixed IRI
should always be treated as its expanded version (and thus a simple way to do just that is
to replace them by their expanded version).

The prefixes we will use in this thesis are described in the following table :

’ Prefix \ Expansion \ Meaning ‘
rdf http://www.w3.org/1999/02/22-rdf-syntax-ns# The RDF built-in vocabulary
rdfs http://www.w3.org/2000/01 /rdf-schema# The RDF Schema vocabulary
xsd http://www.w3.org/2001 /XMLSchema# The RDF-compatible built-in XSD types
foaf http://xmlns.com/foaf/0.1/ An RDF vocabulary to link people
ex http://example.org/ A dummy prefix to shorten examples

Blank Nodes

An RDF dataset might include anonymous resources represented as blank nodes. A blank
node is of the form _:subpath where _: designates exactly the string _: while subpath can
be any valid IRI path.

The idea behind blank nodes is to describe resources that exist and have some relations
with other (named or anonymous) resources. For instance if someone wishes to represent
an ordered list of three authors (represented as ex:authorA ex:authorB,ex:authorC) of an
article (represented by ex:paper1) this person could create a node representing this ordered
set with a blank node (e.g. _:abc) and state that paper has been authored by _:abc. The
use of a blank node ensures that there will be no conflict with IRI existing outside of this
datasets.

In contrast with iri, if a blank node b is present in D; and in D,, there is no reason to
suppose b in D and b in Dy are describing the same object and they should be treated as
different.

As explained in the RDF 1.1 recommandation, it is possible to replace blank nodes with
IRI using a skolemnization process. But in order to respect the RDF semantics, we need to
replace blank nodes with IRI that are 1) cannot be used in other datasets , 2) can be identified
unambiguously as blank nodes (as e.g. SPARQL allows to test whether a resource is a blank
node).

Literals

A literal is a string of characters (enclose in a pair of ") eventually adjoined with a tag
language information (concatenated at the end of the string and starting with a @) or tag
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data type (also concatenated at the end of the string but starting with a ~*). The RDF
standard only supports a tag language in a literal when its data type is
http://www.w3.0rg/1999/02/22-rdf -syntax-ns#langString, therefore the data type is
thus often omitted for literals with language information. When there is no datatype nor
language information, the data type is considered to be
http://www.w3.org/2001/XMLSchema#string.

For instance the literal "42""~"xsd:integer represents the string “42” and indicates that
it should be treated as an “xsd:integer” (which are the integers as defined by the XML
standard). The literal "Londres"@fr represents the string “Londres” with the indication
that it is in french and "London"@en represents the string “London” with the indication that
it is written in english.

The values encoded via literals could also be encoded as resources and thus via an IR1. But
some types of things (such as string, integers, dates, boolean) are more easily manipulated
with some type information than with IRI. For instance in SPARQL, the comparison on typed
data will not use the same algorithm to compare value depending on the type of the values
compared (e.g. xsd:boolean, xsd:dateTime, etc.).

Note that it is possible to create custom data types however this is not supported by
all evaluators and thus the types actually used correspond to the types defined by the RDF
standard and whose semantics is imported from the XML standard (and thus their IRI starts
with http://www.w3.org/2001/XMLSchema#).

1.1.2 RDF Triples

RDF datasets represent knowledge through sets of statements. Each of these statements is
an RDF triple. As its name suggests, a triple is composed of three elements (s p o):

e the subject s which designates a resource and thus is either a blank node or an IRI;
e the predicate p which always is an IRI;

e the object o which can by either a resource (blank node or IRI) or a literal.

Predicates can be thought as of predicate in the predicate calculus or in theories of
grammars. The idea is that each predicate p carries a semantic relationship between the
subject s and the object o.

Following the w3C notation, we note Z the set of valid IRI, RDF-B the set of valid blank
nodes names and RDF-L the set of valid literals then these three sets Z, RDF—B and RDF-L
are disjoint and an RDF triple can be seen as an element of (Z URDF — BB) X Z x (Z URDF —
B URDF — L).

Finally, the standard denotes as the set of RDF-terms the set 7 = ZURDF — BURDF — L
(which is also the set of valid objects in an RDF triple). In this view, an RDF triple is an
element of T2 (however, not all elements of 72 qualify as triples).

1.1.3 RDF graphs

A triple can also be seen as a part of labeled directed graph. The triple (s, p,0) links the
node s to the node o via a directed arc labeled with p as depicted below.
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A set of triples {(s1,p1,01),. -, (Sn,Pn,0n)} is thus seen by the RDF standard as a di-
rected labeled multigraph G = (V, E') whose nodes are the subjects and objects (i.e. V =
{s1,...,8,} U{01,...,0,}) and there is an edge per triple (s;, p;, 0;), starting from s; going
to o; labeled with p; (i.e. the edges are E = {s; £5 01,...,5, 2 0n}).

Nodes in RDF graphs are therefore RDF-terms but labels can only be IRI. Note that an
IRI appearing as the label of a transitions (and thus as a predicate) can also be a node of the
graph.

An RDF dataset is aset {G, (< u; >,G1), ..., (< u, >,G,)} where each of the G, Gy, ..., G,
corresponds to an RDF graph and each of the u; is a valid 1R1. The graph G; is named < u; >
while the graph G is the default graph.

1.1.4 An example

Let us consider the following example describing the phylogeny of penguins and tyrannosaurus
and showing that they are not so distant cousin.

ex:tyrex ex:subTaxon ex:saurichien .
ex:tyrex rdfs:type ex:taxon

ex:tyrex rdfs:label "Tyrannosaur"@en .
ex:tyrex rdfs:label "Tyrannosaure"Qfr .

ex:birds rdfs:type ex:taxon .

ex:birds rdfs:label "Aves"

ex:birds ex:subTaxon _:missinglink .
_:missinglink ex:subTaxon ex:saurichien .
_:missinglink rdfs:type ex:taxon .

ex:penguins rdfs:type ex:taxon .
ex:penguins rdfs:label "Sphenisciformes"@en .

ex:penguins ex:subTaxon ex:birds

ex:saurichien rdfs:label "Saurichia'"@en .

Note that we used a blank node (_:missingLink) to represent the existence of a missing
link between birds and saurichias. The same dataset in a graph representation :
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Figure 1.1: Graph representation of our example dataset

1.1.5 Entailment

The RDF technology stack also comes with an ontology mechanism to access data. An
ontology is a set of rules (eventually also encoded in RDF) to deduce new statements implied
by the set of statements. It allows, for instance, to write a set of rules such that an RDF—
equivalent of the statement socrate is mortal can be automatically deduced from the
RDF—equivalents of the statements socrate is human and human is mortal.

The entailment regimes in RDF are very rich and interesting but they are not in the set
of topics that we will cover in this thesis. It does not mean, however, that our method can
not be applied to data with entailment. One of the ways to treat entailment is to have
a pre-processing phase enriching the data with the knowledge discovered by an entailment
regime. If our method does not treat the enrichment part, our query evaluator is obviously
capable of treating enriched data. Another method consists in rewriting the query ¢ that
we want to evaluate on a database using an ontology o into a query ¢, where the semantics
of g, (without ontology) is the semantics of ¢ with the ontology o. Depending on ¢ and o,
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the resulting query ¢, might be much more complex than ¢ (and may not be expressible in
SPARQL).

1.2 The SPARQL query language and the SPARQL-algebra

The SPARQL acronym stands for SPARQL Protocol and RDF Query Language. SPARQL is, as
its name suggests, a query language for RDF data. SPARQL has been widely adopted since its
standardization by the w3c [HSP13] to query and update RDF data and it is now in its 1.1
recommendation (which is the second major version). In this section we will not present the
whole SPARQL but rather we will present the multiset fragment of the SPARQL—algebra which
is an algebraic representation of SPARQL queries that helps to formally define the semantics
of SPARQL queries.

1.2.1 Definitions

Definition 1. The SPARQL language contains variables (that we will call SPARQL-variables ).
The set of valid SPARQL-variable names is noted V and is disjoint with the set T of RDF-

terms. In this manuscript SPARQL—variables will be spaceless strings of characters starting
by 77 or %

The SPARQL standard formalizes query answers as solution mappings whose domain con-
tains only SPARQL-variables (i.e. elements of V) and whose range are RDF terms (i.e. 7).
Solution mappings thus have the type ¥V — T, however, during the computation of a so-
lution mapping, we also have to compute an instance mapping which is a partial mapping
whose domain is the set of blank nodes (i.e. a mapping of type B — 7). In SPARQL-algebra
the combination of such an instance mapping with a solution mapping is called a Pattern
Instance Mapping (therefore a mapping of type V U B — T. As the difference between the
several parts of Pattern Instance Mapping will only appear during the translation, we will call
mappings for all the three types of mappings and remember which part is from the instance
mapping and which part is solution mapping (which is easy since the set of SPARQL—variables
is disjoint with the set of RDF terms).

Definition 2. A binding is a pair (SPARQL-variable, RDF—terms) or (blank node, RDF—
term).

Definition 3. A mapping is a partial function m : VUB — T and the domain of m (noted
dom(m)) is the subset of V U B where m is defined. Mappings have a finite domain.

Alternatively, a mapping can be seen as a finite set of bindings where the SPARQL-
variables and blank nodes in the bindings are all distinct.

Definition 4. Two mappings my and my are said compatible when for all ¢ € dom(my) N
dom(ms) we have my(c) = ma(c).

Given two compatible mappings my and ms we can define my + mo as the union of their
bindings or alternatively as the mapping whose domain is dom(my) +dom(ms) and such that

_)ma(c) when c € dom(my)
(ma +-ma)(e) = {mg(c) otherwise
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1.2.2 A first SPARQL Example

This example is based on the RDF dataset presented earlier. We consider the SPARQL query
asking for the name of all taxons and, when available, the name of the parent taxon. This
could be written in SPARQL as:

SELECT ?7name, ?parentName WHERE {
7taxon rdfs:type ex:taxon .
?taxon rdfs:label 7name .
OPTIONAL {
7taxon ex:subTaxon _:parent .
_:parent rdfs:label 7parentName .

3

In this query, there is one blank node _:parent; three variables 7taxon, ?name and
?parentName and 4 constants : ex:taxon, rdfs:type, rdfs:label, and ex:subTaxon. The
solutions of such a query will necessarily be mappings whose domain always contains ?name
and might also comprise a ?parentName.

Against the example dataset of figure 1.1 we have:

A
name | parentName

" Sphenisci formes” | 7 Aves”
"Tyrannosaure” | " Saurichia”
"Tyrannosaur” | ” Saurichia”
2 AU@S”

?Saurichia”

Here “Aves” has a parent taxon (_:missingLink) but it has no name and “Saurichia” does
not have a parent taxon.

1.2.3 Operations

SPARQL queries are evaluated against RDF datasets. As we explained in the RDF presentation,
RDF datasets are composed of several graphs: one default graph and several named graphs.
During the evaluation of SPARQL queries we will maintain a current or active graph that
corresponds to the graph queried in the RDF dataset. At first, the active graph will be the
default graph of the RDF dataset but the SPARQL standard also allows to change this active
graph to one of the named graphs.

We now present the multiset fragment of the SPARQL-algebra along with its semantics.
The fragment corresponds to the SPARQL—algebra where we removed the operators: Exists,
ToList, OrderBy, Slice. We choose this fragment because it allows us to present only the
multiset semantics of SPARQL: the last three removed operators (ToList, OrderBy, Slice)
operate on a list semantic (a multiset where the elements are ordered) while the Exists
operator has a complex semantics (it triggers the evaluation of subqueries) but it has been
shown that SPARQL queries can be rewritten without this Exists (as shown in [KKG17]) even
though this rewriting is non-trivial.
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Triple Patterns

The building blocks of the SPARQL queries are Triple Patterns (TP). Similarly to an RDF
triple, a TP is composed of three parts :

e a subject s that is either an RDF—term or a SPARQL—variable (i.e. s € VUT) ;
e a predicate p that is either an IRI or a SPARQL-variable (i.e. p € VUT) ;
e an object o that is either a SPARQL—variable or an RDF-term (i.e. 0 € VUT).

Note that there is a discrepancy between SPARQL TP and RDF triples, the former allowing
subjects to be literals while the latter does not. A TP (s,p,0) is an element of (7 U V) X
(ZUV) x (T UV), but, as for RDF triples, it can also be seen as an element of (7 U V)? (but
not all elements of (7" U V)3 are valid SPARQL TP).

let G be the current graph, a solution mapping m is solution of T'P(s, p, 0) when dom(m) =
{s,p,0} N (BUY) and m(s) m(p) m(o) is a triple of G (for m(x) = = when = € dom(m)
and m(z) = z otherwise). Note that blank nodes that appear in queries acts just like
SPARQL~-variables (except that they are not included in the output and cannot be used in
expressions).

Property Paths

Property Paths (PP) are a novelty of the 1.1 version of the SPARQL standard. A TP can be
seen as a mean of expressing the connection between two nodes in a graph (where both nodes
and the label of the edge can also be variables). PP extend TP by allowing the predicates
to be Regular Path Expressions.
The syntax for these Regular Path Expressions is the following:
u an IRI
r1/ry  the concatenation of two paths
r1|re  the alternative choice between two paths
r~1 areversed path
{:dy---:4,} anegated property set
{:41--:i,} a property set
(any path of length one labeled by something else than one of the i;)
r? optional path
the transitive closure of the path r
r* the transitive reflexive closure of the path r
Let G be the active graph, a solution mapping m is a solution of PP (s r 0) when dom(m) =

{s,0}N(VUB) and there is a path m(s) = p; s e i LN pre1 = m(o) in G such that the
sequence of labels [; ... [, matches the regular path expression r. Note that as there might
be several paths from m(s) to m(o) the mapping m might be present more than once as
explained in the paragraph multiset semantics of Property Paths.

For SPARQL, blank nodes appearing in the query play a special role but without an
entailment regime, they act as a form of local variable that is not included in the output (see
BGP below).

Technically, PP are not an extension of TP since variables cannot occur in the predicate
of a PP. However we can allow the predicate to be either a variable or a regular path query
(constant are a special case of regular path queries) and a PP that strictly extend the TP.
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A TP has a multiset semantics (as all others SPARQL operators) but each assignment of
variables and blank nodes either appear zero or once. That is why, TP can be evaluated
under a set semantics.

Example For instance on the graph of section 1.1.4, we can ask for the pairs of ?7childTaxon,
7ancestorTaxon using PP(?childTaxon ex:subTaxon™ 7ancestorTaxon) or we can even
ask for the label of ancestor taxons : PP(?7taxon ex:subTaxon®/rdfs:label ?label) which
gives us:

7taxon ?label
ex:saurichien "Saurichia"Qfr
ex:penguins | "Sphenisciformes" @Qen
ex:penguins "Aves"@en
ex:penguins "Saurichia"@en
ex:birds "Aves'"@en
ex:birds "Saurichia"@en
ex:tyrex "Tyrannosaure" Qfr
ex:tyrex "Tyrannosaur" @Qen
ex:tyrex "Saurichia"@en
b0 "Saurichia"@en

Note that the blank node _:missingLink has been renamed to

:1. This is perfectly

legal and normal as blank node names are always relative to a dataset.

The multiset semantics of Property Paths During the elaboration of the standard,
Property Paths had a multiset semantics. However, such semantics create problems on
property paths such as: ?from (:a)* ?to. Indeed, how many times a given assignment of
(?from, 7to) such be included in the result? Loops create an obvious problem but even
without loops counting the number of paths is very hard. To solve this problem the standard
imposes that all the operators except | and / have a set semantics (when | and / are nested
inside another operator they also fall back to set semantics).

To simplify the set vs multiset problem of PP, we can transform patterns (r{|ry) and
(r1/72) appearing on top using Union and Join (described below). After this transformation
all PP can be evaluated under the set semantics without changing the semantics.

A pattern A (r1|re) B is translated into Union(A ry B, A ry B) and a pattern A (/1) B
into Join(A ry _:tmp, _:tmp o B) with _:tmp a new blank node name not appearing in the
query.

For instance to look for the pairs of taxons that are related we can use the property path
7A ex:subTaxon*/(ex:subTaxon™!)* ?B which is equivalent to 7A ex: subTaxon* _: commonAncestor
and _:commonAncestor (ex:subTaxon!)* ?B. Here, a mapping for (?A, ?B) will appear as
many times as there are common ancestors.

Join

Given two SPARQL—algebra terms ¢; and ¢, we can combine them through a Join operator with
Join(ty,t3). For any pair of elements e;, e5 solutions of ¢; and ¢y such that e; is compatible
with ey then e; + ey is a solution of Join(tq,ts).
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Note that this definition is on multisets. A mapping is thus solution as many times as
there are pairs producing it in the solutions of ¢; and 5.

Union

The operator Union(ti,ty) simply refers to the multiset union. A mapping m occurs in the
solutions of Union(t,ty) when it occurs as a solution of ¢; or t5 and the number of occurrences
of m in the solutions of Union(t1,ts) is the sum of the number of occurrences in the solutions
of t; and the solutions of t,.

Note that the mappings solution of a PP all share the same domain which is the set of
variables appearing in the PP. And the mappings solutions of join of two (or more) PP also
share the same domain (which is the set of variables appearing in at least one of the PP).
However this is not the case for union.

Project

Given a mapping m, its projection on the set s C BUV is the mapping m’ whose domain is
dom(m') = dom(m) N s and where the remaining values are unchanged, i.e. Yz € dom(m’) :
m'(x) = m(x).

The project operator Project(C,t) changes the mappings solutions of ¢ by projecting them
onto the set C.

Basic Graph Patterns

A Basic Graph Pattern (BGP) is a set of PP. A BGP((s1 p1 01)...(Sn pn 0n)) can be seen
as syntactic sugar for the join of individual PP where we keep in the domain of solution
mappings only the variables (and not the blank nodes). In algebraic terms, it gives us
BGP(sy p1 01)...(Sn Pn 0n)) = (Project(V, Join(PP(sy p1 01),..., PP(s, pn 0,)))) where
V ={s1,p1,01, -+, 80, Pn,0nt N V.

Example We can use blank nodes and PP to capture the pairs of animals coming from the
same taxon (possibly all animals if our dataset is complete):

BGP({ PP(7a subTaxon* _:commonAncestor),
PP(7b subTaxon* _:commonAncestor),
PP(_:commonAncestor rdfs:type ex:taxon)})

Without the last PP all nodes (including the literals) would be included as solutions
since ex:subTaxon* is a star operation that matches all pairs of twice the same node ap-
pearing in the RDF graph. Also with this query, the solution 7a = _:penguins and 7b =
_:penguins would appear thrice as they have three common ancestors (_:penguins, _:birds
and ex:saurichias) and one might want to ask to remove pairs of the same animals using
filters.

Expressions

SPARQL includes a language of expressions. Expressions are used in filter condition, in Eztend
and in aggregates (see below). We present the main types of expressions and refer the reader
to the SPARQL standard for a complete description.
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The expressions are inspired by the syntax and semantics of expressions in the XQuery
standard and thus operate on the built-in types of the namespace xsd such as xsd:integer,
xsd:double, xsd:boolean, xsd:datetime, etc..

The expressions contain the standard operations on the above types (e.g. addition and
multiplication for the numeric types and time manipulation for the xsd:datetime). The
expressions can also be comparison (equality and inequality tests) comparing either two
columns of the mappings or a column of the mappings with a constant. The inegality com-
parisons in SPARQL depend on the type for the literals. For the literal datatype xsd:integer
or xsd:numeric, SPARQL-algebra will rely on the usual number comparison, for the literals
typed xsd:DateTime it will rely on a datetime comparison, etc.

Expressions can also be one of the built-in tests. The most important ones being: bnd(?c)
to test whether the mappings contain a binding for the SPARQL—variable ?c, isIRI(7c),
(respectively isBlank(?c) and isLiteral(?c)) testing whether the value bound by ?c is an IRI
(respectively a blank node or a literal). But we can also extract the language tag of a literal
or get its datatype.

Expressions are themselves typed and can be in turn composed. For instance. instead
of comparing directly the values associated to SPARQL-variables in the mappings, it also
possible to perform computations on those. For instance, ?a + ?b = ?c is a valid expression
returning true for mappings m such that {?a, 7b, 7c} C dom(m) and m(?c) = m(?a)+m(?b)
(when treated as numbers).

As shown earlier, the solutions of a given SPARQL—algebra term might not all share the
same domain. Expressions are thus built to handle such situations and return an error
value when we try to access a value that is not defined. Therefore tests such as 7a =
742”""xsd:integer and xsd:not(?a = ”"42”""xsd:integer) would respectively return true
and false when 7a is defined and is equal to 742" "xsd:integer. They would respectively
return false and true for a 7a defined as any other value and finally they would both return
an error when 7a is not defined.

An expression accessing an undefined value generally returns an error and errors from
subexpressions are generally propagated. The exceptions are bnd (which tests whether a
value is defined) and the special case of logical connectives && (for the logical AND), || (for
the logical OR) and xsd:not (for the logical negation). The truth table of three-valued logic
is given below using the notation T, L and Error for true, false and error (we only present
the cases containing errors as the others follow the normal logical rules). The idea is that
when the value does not change when replacing errors with true or false then the value of
connective is equal to that and otherwise the value is error. This special treatment of boolean
expression allows a concise way of treating filter conditions.

A B A&&B | Al B
Error | T Error T A | not(A)
Error 1 L Error Error | Error
Error | Error | Error | Error T 1

T Error | Error T 1 T

1 Error L Error
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Filter

A filter operator Filter(f,t) returns the mappings solutions of the SPARQL-algebra t passing
the filter f. A filter is passed when its value cast to the boolean is true (i.e. not false and
not an error).

Diff and LeftJoins

The diff operator is needed to define the semantic of the LeftJoin. The diff operator computes
the conditional difference and takes three parameters, two SPARQL—algebra terms t;, to and
a filter condition f. The Diff (t1,t2, f) will return mappings m that are the solutions of t;
such that all the mappings m’ that are solution of {5 and compatible with m are such that
m + m' passes the filter condition not(f) (remember that since filters are three-valued it is
not exactly the same as not passing f, the filter could also evaluate to error in which case
not(f) will also evaluate to error).

When the condition f is always true (which means that not(f) is always false), the
Diff (t1,ta, f) corresponds to the set of mappings of ¢; such that there are no compatible
mappings in t,.

Similarly to Diff, the LeftJoin in the SPARQL-algebra is conditional. LeftJoin takes three
parameters: two SPARQL—algebra terms t; and ¢, and a filter condition f. The solution to
LeftJoin(ty,ts, f) is equal to the union of two sets. The first set corresponds to the join of
t; with ty filtered by the condition f. The second set corresponds to the mappings of t;
that were not used the first set (i.e. the mappings m solutions of ¢; such that all mappings
m’ of ty are such that m + m’ do not pass the filter f). The first set corresponds to the
term Filter(f, Join(t1,t2)) and the second set corresponds to Diff (t1,t2, f) and thus we have
LeftJoin(ty, ta, f) = Union(Filter(f, LeftJoin(t1,t2)), Diff (t1,ts, f)).

Minus

The Minus operation takes two SPARQL—algebra terms ¢; and ¢, and returns the mappings
from ¢; such that all mappings ¢, are incompatible or have a disjoint domain.

The idea behind the Minus operator is to remove all mappings from t; such that there
is a compatible mapping in ¢, but we want to avoid the special case where mappings from ¢,
and t, have disjoint domains and are vacuously compatible.

Extend

The Extend operation takes three parameters a SPARQL—algebra term ¢, a variable name v
and an expression e. The Extend modifies each solution m of t by computing the value of
e(m) and binding v to this value.

Graph

As we explained in section 1.2.3, the evaluation of SPARQL queries is performed w.r.t. an
active graph which is the graph against which TP and PP will be evaluated. The operator
Graph takes two arguments: a graph name and a SPARQL-algebra term. The graph name
can be:
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e An IRI ¢ in which case the solutions of Graph(i,t) are the solutions of ¢ when evaluated
with Gy if there exists a binding < w; >, Gy with up = ¢ in the RDF dataset. The
solutions of Graph(i,t) are the empty multiset when there are no such wy.

e A SPARQL-variable v in which case the multiset of solutions of Graph(v,t) is the union
for all named graphs (< uy >, Gy) of Extend(Graph(ug,t),v,uy), i.e. the SPARQL-
variable v ranges over the named graphs and for each graph, the term t is evaluated
against this graph.

Distinct and reduced

As we have seen, SPARQL queries are evaluated in a multiset semantics: each mapping can be
present several times in a query answer. The Distinct(t) operator returns the multiset of the
distinct values that are solutions of ¢. The Reduced operator is more relaxed: the multiset
of solution to Reduced(t) can be anything comprised between the multiset of solutions of
Distinct(t) and the multiset of solutions of t.

Group / Aggregation / AggregateJoin

The aggregation mechanism in SPARQL uses three auxiliary functions: Group, Aggregation
and AggregateJoin. Group groups the mappings along a set of keys, Aggregation performs
the computation of the aggregate and AgregateJoin merge together several aggregations.

Group The Group operator takes n expressions eq,...,e, and a term t. The Group oper-
ator is always used with an Aggregate and thus does not return a multiset of mappings but
a function from n-uplet of RDF—terms to multisets of mappings.

Given a Group operator, we define for each solution of ¢ its key as the n-uplets of values
where the i-th value is obtained by computing e; with the mapping m. The solution of a
Group is a function from keys to the the multiset of mappings having that key (the function
is only defined for keys corresponding to at least one mapping).

Aggregation The Aggregation operator takes k expressions ey, ..., e, a function func
with some initial arguments scalarvals and a term t (which has to be a Group operation)
and returns a set of pairs of keys and values (where the key is the one produced by the Group
operator).

The idea is that since t is a Group operation, its output will be of the form {k; —
My, ... k, = M,} and the Aggregation will replace the M; (which is a multiset of mappings)
with func((ey,...,ex)(M;), scalarvals) where (eq, ..., ex)(M;) designates the multiset of k-
uplets which is the image of M; by the function m — (e;(m), ..., ex(m)). The function func
is expected to take the k-uplets and the scalarvals and return a single RDF—term.

Therefore, if the solution of ¢ is {ky — M, ..., k, — M,} then the solution of
Aggregation((es, ..., ex), func, scalarvals,t) is

{k1 = func((eq,...,ex)(My), scalarvals),. .., func((ey, ..., ex)(M,), scalarvals)}
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AggregateJoin The idea of AggregateJoin is to patch together several Aggregation oper-
ators. Given k terms tq,...,t; that are all Aggregation over the same Group then the t; will
be evaluated to a set of the form {k; — vi,... &, — v’} where the (k;); are shared among
all the the (t;); since they correspond to the same Group operator while the (v}); might be
different for two different values of 7 (they all correspond to different aggregations).

The evaluation of AggregateJoin(ti, .. .,tx) will be be the multiset containing one mapping
per key of the Group operator: the mapping agg, — ’U;, co., a8, — ’U;C.

Note that the (agg;); refer to constants defined by the standard, the solutions of AggregateJoin
are thus generally renamed afterward to the actual aggregate names (but it is not mandatory,
one can ask for an aggregate without naming it, in which case the aggregate will be named
agg, for some 7).

1.2.4 An example

Building on our example (see section 1.1.4), we can ask to concatenate all the labels corre-
sponding to taxons descending from saurichias. First, we get the nodes corresponding to sub
taxons of saurichias with the PP ?species ex:subTaxon* ex:saurichias and enforce that
they actually correspond to taxons with ?species rdfs:type ex:taxon then we get their
label with the PP ?species rdfs:1label 7label. This gives us the following Group operator
that we name G:

G = Group( 7species,
BGP({ 7species ex:subTaxon® ex:saurichias,
?species rdfs:type ex:taxon
?species rdfs:label 7label

)

Then we compute two aggregates: one that gets the concatenation of labels and one
that get species node (the ?species is computed using an aggregation even if it is one of
the columns that is in the Group). The term t; = Aggregation(?1label, Concat, separator ='
', G) computes the concatenation of labels: ?1label extracts the label from the multiset of G,
Concat corresponds to the concatenation function with an initial argument separator =' |
(the scalarvals) to indicate that between two concatenated terms there should be a ’|". The
term to = Aggregation(?species, Sample, (), G) computes the ?species for each ?species
by just taking any element (since they are grouped per ?species). Finally we get the
result with A = AggregateJoin(ti,ts). Solutions of A will have two columns, agg, for the
concatenation of labels and agg, for the species name.

The solutions of the BGP and G are:

BGP
. . G
mapping ?species | Tlabel

2 by key /Ual
my ex : tyrex | "Tyrannosaure” Qfr

- ~ ex : tyrex | {my, ms}
Mo ex : tyrex | "Tyrannosaur” Qen .

_ - - ex : birds | {ms}

ms ex : birds | 7 Aves” Qen ez < penguins | {ma}
my ex : penguins | 7 Sphenisci formes” Qen penyg 4

The solutions of t1, ty are:



1.3. SPARQL QUERY EVALUATORS AND THEIR OPTIMIZATION 35

h lo
key | val key | val
ex : tyrex | " Tyrannosaure|Tyrannosaur” ex : tyrex | ex : tyrex
ex : birds | 7 Aves” ex : birds | ex : birds
ex : penguins | " Sphenisci formes” ex : penguins | ex : penguins

Finally the solutions of A are:

A

agegy | a88;
ex : tyrex | " Tyrannosaure|Tyrannosaur”

ex : birds | 7 Aves”
ex : penguins | 7 Sphenisci formes”

1.2.5 Analysis of SPARQL—algebra

One advantage of the SPARQL—algebra is to pave the way for the formal study of SPARQL
queries and in particular their transformation, optimization and evaluation. In particular,
given a SPARQL—-algebra term, we will concentrate on how to rewrite this term or what are
the SPARQL variables that might appear in the solutions of a given term. These questions
are actually linked since the rewriting of terms usually depends on the variables bound by
SPARQL-algebra terms.

Early works (such as [SML10a|) on SPARQL already tackled these two questions together.
They introduced a set of rewriting rules for a fragment of SPARQL—algebra (designed for a
fragment of SPARQL1.0 under the set semantics). This set of rewriting rules depended on
cVars(t) and pVars(t) that are syntactical functions returning a set of SPARQL variables that
are certain (for cVars) to appear in a mapping solution of ¢ and can possibly (for pVars)
appear in a mapping solution of ¢.

1.3 SPARQL query evaluators and their optimization

There exists a wide variety of SPARQL query evaluation techniques and SPARQL query eval-
uators. In this section, we will overview a few existing SPARQL query evaluation techniques
implemented in various SPARQL engines.

1.3.1 Storage of RDF graphs

The SPARQL query engines can be split into two main families: the direct engines and the
data stores. A direct engine is not responsible for storing data and therefore for each query,
we also need to pass the data that needs to be queried. A data store is a query engine that
is capable of storing data and at each query the data store will answer with the query it has
stored.

Both techniques have their advantages and drawbacks, a data store is generally more
efficient as it has been able to store the data in its own format and therefore a data store
can retrieve data very fast (for instance the data is generally indexed). On the opposite side,
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a direct engine needs to read the whole dataset before being sure that something does not
exist. While a direct engine is generally slower at the querying phase, a direct engine does
not have a loading phase; therefore if we are only interested in a few queries over a dataset
or if the dataset is very volatile, then the total time for a direct engine to read and answer
might be less then the time needed by a data store to load the data and then process all
theses queries.

Vertical partitioning

The Vertical Partitioning [AMMHO7| is a technique introduced by Abadi et al. to store an
RDF graph. The idea is to notice that in most RDF datasets there is only a limited number
of distinct predicates. And by splitting the dataset among the various predicates, we obtain
a gain in space usage and more importantly and a significant improvement in query response
time for queries where all predicates are constants (which that is the case of most queries as
pointed out in [AFMPF11]). This partitioning can be seen as a lightweight indexing method
that is useful due to the shape of SPARQL queries and performs well in practice because is
well compatible with distributed storage techniques.

Extended Vertical Partitioning

S2RDF [SPZSL16] relies on an Extended Vertical Partitioning (ExtVP), that mixes the ideas
of Vertical Partitioning with the idea to partially precompute joins.

We will consider the sets of pairs (s,0) of subjetcs,objects for each predicate. For each
pair A and B of such sets, we might compute A x B, the extVP will thus compute the set
Ajp € A that can be used in A x B. The idea is that A x B is always equals to Ajp X Bj4
but Ajp and B4 might be much smaller than A and B and thus Az x B4 might be faster
to compute

Storing for each pair A, B the sets A;p and Bj4 might be very large. But they actually
store these reduced sets (Ap and B|4) only when they are empty or small compared with A
and B.

Multiple indexes

RDF-3X [NWO08| is a SPARQL query engine that put the focus on speed. Given a set of
triples, RDF-3X build indexes for all of the 6 permutations of “subject”, “predicate” and
“object” which allows to retrieve the solutions in an ordered fashion for any triple pattern.
RDF-3X then creates the solutions to a BGP with a set of merge joins. The join ordering
is decided using a cardinality estimation that mixes statistics on the six permutations plus
statistics over a set of frequent paths.

RYA [PCR12| is a SPARQL query engine based on Apache Accumulo for the data storage
and on the OpenRDF Sesame framework to process RDF reasoning and SPARQL querying.
RYA improves on the RDF-3X storage. The authors notice that storing three of the six
permutations is enough for an efficient retrieval of solutions to individual TP.

1.3.2 Query Execution Plan optimization techniques

Most of the SPARQL query engines have a Query Execution Plan, that is an internal repre-
sentation of SPARQL queries. This QEP is initially just a translation of the SPARQL query
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but then the query engine optimizes it in several passes.

Some query engines (such as Apache Jena ARQ or Pig Latin [SPZL11|) can rely on
heuristic optimizations. Heuristic optimization consists in detecting changes in the QEP
that will almost always lead to a more efficient QEP. For instance, when possible, pushing
filters into joins always reduces the size of the join which generally improves the query time
(and never increases it by a large factor).

Heuristic optimization is used by query engines that to not have a preprocessing phase
where they load the data but other stores sometimes also rely on heuristics as successfully
exploiting statistics is often a challenge. CliqueSquare [GKM™15] is a SPARQL query engine
relying on Hadoop Map-Reduce and focusing on the fast evaluation of complex BGP. The
query optimization performed by CliqueSquare consists in finding “flat” plans in two steps:
first they decompose the queries into cliques (hence the name), these cliques will correspond
to the first map-Reduce step. Then they combine partial results using n-ary joins while
trying achieve “flat plans” (i.e. DAG of joins with a minimal depth). The data is stored
into the Hadoop file system so that the first pass of join can be performed locally (without
a shuffle phase).

The query engines that do load the data into memory usually take advantage of this phase
to collect some statistics over the data they are loading. This allows them to consider more
QEP and decide which one they will be using by relying on the statistics they collected.

Conclusion

In this chapter we have presented RDF and SPARQL. RDF is a data model describing graphs.
SPARQL is a rich language to query RDF graphs. SPARQL query evaluation raises challenges:
how to evaluate such a rich query language on graphs that are, by nature, very large. More
precisely: how can we find efficient query plans to handle even simple queries but on very large
datasets? How can we find efficient plans for complex queries on which today’s evaluators
tends to fail even on relatively small datasets? Since the relational model was at the center
of most of the research in database, before addressing those questions, we need to examine
into the relational model and what it can offer to evaluate SPARQL queries.






CHAPTER 2

The relational model and beyond for graphs queries

While the computers take their name from their ability
to perform long and tedious computations, storing and
handling large quantities of data has been one of the
main task for computers since their inception. In fact,
machines capable of handling data predate the comput-
ers by half a century. For instance, the tabulating ma-
chine was invented for the 1890 US census.

The relational model and its tuple calculus were in-
troduced by Codd in 1970. Compared with models exist-
ing wn 1970, the great novelty of relational model was
not directly its storage model but the fact that it had
a high-level query language and allowed to move the
burden of optimizing data access from the programmer
to the query evaluator. The users would store their
data as relational tables and eventually specify indezes
on them. The users would not specify how the data is
stored nor how it 1s accessed but they would rather only
specify what data they wanted (in the form of a query)
and the database engine would automatically translate
this query into efficient code.

These ideas quickly gained traction, as they enabled
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users to write data-crunching programs more easily,
and were the basis for the Structured Query Language
(SQL) which soon became the de facto standard for
databases. Furthermore it fostered the adoption of rich,
high-level query languages such as SPARQL.

A lot a research was poured into the relational model
and as SPARQL bears some resemblance with it, it is
natural to try to adapt this research for the optimiza-
tion of SPARQL. That is why, in this chapter, we give
the fundamentals of the relational model and algebra,
we then present some extensions to this model designed
to handle more powerful features (such as the recur-
sion that appears in SPARQL), we continue with the
presentation of another powerful data-handling formal-
ism: Datalog and we finish by exploring the relation
between relational query languages and SPARQL.
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2.1 The relational model

The relational model was introduced by Codd at the beginning of the 70s [Cod70]. The
novelty of the approach does not lie so much much within its data model but, as we will
see, in the query languages and the optimization on these query languages allowed by the
relational model.

2.1.1 Definitions

A relational database describes objects with relations. These objects are values with a type
(such as integers, strings, custom types, etc.). A relational database is simply a set of relations
between these objects. We now define the properties needed to introduce relational database
but as we will see, relations can be seen as tables and that is why we sometimes use “column”
and “row”.

Definition 5. The relational model supposes a set of column names C' (we can think of it as
the set of strings).

Definition 6. A tuple schema is a sequence of attributes and an attribute is a pair (d,c)
where d is a domain of values and c belongs to C'. The domain d is the column type and c
1s the column name.

Definition 7. A tuple (or row) is a sequence of ordered pair of values and domain. A tuple
(v1,dy), ..., (v, dy,) is compatible with a tuple schema (dy, 1), ..., (d,,, cyn) when m =n and
for all1 <i<mn,d,=d; (the domains match).
Definition 8. A database schema is a triple (D, R, h) where:

e D is the domain of atomic values,

e R is a finite set of relations names,

e h is a function from R to tuple schemas.
Definition 9. A relation is a pair of a tuple schema and a set of tuples compatible with this
schema. The tuple schema is also called the heading while the tuples are called the body of

the relation.

Definition 10. A relational database S = (D, R, h) contains a set of relations R such that
heading of v € R is h(r) and the values of tuples in the relation all belong to D.

As we explained, relations can be seen as tables where the columns are typed and named
by attributes (or column names and column types) and the entries are the tuples (or rows).
Note however that the relational model does not define any order between the tuples. In this
view, a relational database is a set of named tables.
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2.1.2 An example

Let us consider the following example. We have a first relation describing theaters, with their
name, their address and the number of rooms and a second relation describing shows with
their name, the date of the representation and the name of theater they take place in. In
table representation, we have:

Theaters
Name Address Rooms
“La Nef” “bd Edourd Rey” 7

“Le Mélies” “caserne de Bonne” 3
“Le Club” “rue Phalanstére” 3

Movies
Title Date Theater
“Inception” 12/08/2010 20h “Le Mélies”
“Toy Story 3" 13/08/2010 17h  “Le Club”
“Toy Story 3" 13/08/2010 20h  “Le Club”
“Toy Story 3” 10/08/2010 17h “Le Mélies”
“Akmareul boatda” 10/08/2010 16h “Le Club”

“How to train your dragon” 12/03/2010 18h “Pathé Chavant”

In this example the relation Theaters has schema (Name, String), (Address, String), (Rooms, Integ
while the relation Movies has schema (T'itle, String), (Date, Datetime), (T heater, String)
using the data type String, Integer and Datetime.

2.1.3 The relational algebra

The relational algebra is a query language introduced by Codd for the relational model.
There exists other formalisms such as the tuple relational calculus and the domain relational
calculus which are very “logical” query language (you specify the data you want with a
formula and the model of this formula is your answer). In contrast, the relational algebra is
actually much closer to a classical programming language. In a sense, a relational algebra
term not only expresses what data we are interested in but it also has a compositional
bottom-up semantics that describes a way to retrieve and compute the data (even though
the compositional semantics provided by the query language might actually not be the most
efficient way to actually compute the solutions of a query).

Relational algebra terms

The relational algebra terms are recursively made up of:
e Relations (any r € R e.g. Movies for our running example);

e Selections noted of(p) where f is a filter condition and ¢ is a relational algebra
term. The filter condition is a boolean formula comparing the columns of FC/(f)
(with FC(f) C type(y), see next section for the notion of type);
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e Projections noted mp(p) where ¢ is a relational algebra term and P is a subset of the
type of ¢;

e Renaming noted p,/;(p) where ¢ is a relational algebra term and a € C'\ type(y) and
b € type(p);

e Natural joins noted ¢ X o where ¢; and , are two algebra terms;
e Antijoins noted ¢ >y where ¢; and py are two algebra terms.

e Unions noted ¢ U g9 but where the union is restricted to pairs of terms that have the
same “type”.

Interpretation of the relational algebra terms

Relational algebra terms have, by design, a compositional semantics which means that the
evaluation of a term can be performed bottom-up as the evaluation of a subterm depends
only one the subterm and not on its context. More precisely, the interpretation of a term ¢
depends on the database (and on ¢). When the term is executed, it returns a set of tuples
that are all compatible with a schema s which is the type of ¢.

The interpretation of a relational algebra term against a database (D, R, h) is recursively
defined as follows:

e For arelation r € R, its interpretation is simply the set of tuples the database associates
with this relation and its type is h(r).

e For a selection of(¢p) its interpretation is the set of tuples that are solution of ¢ and
passing the filter condition f. The type of o/(y) is the type of .

e For a projection mp(¢p), its interpretation returns the set of tuples that can be obtained
by restricting a tuple solution of ¢ to the attributes listed by P. The projection supposes
that the type of ¢ contains the columns P and the resulting type (after projection) is
the restriction of this type to P and thus P.

e The interpretation of a renaming p,/,(¢) corresponds to the interpretation of ¢ but
where we change the name of the column b to a.

e The set of tuples that are solutions to ¢; X ¢ corresponds to the set of tuples such
that the restriction to type(p;) corresponds to a solution of ¢; and the restriction to
type(ps) corresponds to a solution of .

e The set of solutions of the antijoin ¢, > ¢ is the subset of solutions of ¢, that cannot
be joined with mappings of s, hence the name antijoin. Equivalently, it is the set of ¢
that are solutions of ¢; such that for all ¢’ such that the restriction of ¢’ to type(yy) is
t then the restriction of ¢’ to type(ps) is not solution of ¢,.

e The set of tuples that are solutions of ¢; U 9 is the union of solutions to ¢; and ¢s.
The union is only defined for terms that have the same type and the type of the union
is their common type.
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Example We can ask for the dates and addresses of the projections of “Toy Story 3” with:

T Address,Date (O-(Title:“Toy StOI'y 3”) (Theathers X pName/TheateT(MOUie‘S)))

And to retrieve the set of names of theaters appearing in Movies that do not have an
entry in theaters:

T Name (pName/Theater(Movies) > Theaters)

2.1.4 Rewriting relational algebra terms

As we have seen, the semantics of relational algebra terms directly provides a way to evaluate
them. This “naive” evaluation might not be the most efficient way of evaluating terms. For
instance A U A would imply to compute A twice and in

9 ie=“Toy Story 3”) (Theathers M PName/Theater M om’es) it would be more efficient to com-

pute the equivalent Theathers X pyame/Theater (‘T(Titze:“Toy Story 3a>)(M ovies))

One of the nice properties of the relational algebra is that terms can be rewritten into
equivalent terms, i.e., terms computing the same set of solutions. This allows for a first
optimization strategy: we rewrite the term into several others computing the same set of
tuples as the initial term; we select heuristically the most efficient and then we evaluate this
new term.

The rewriting rules are depicted in figure 2.1

2.1.5 Codd theorem

As we briefly mentioned, there exists several query languages:

e the tuple relational calculus, originally introduced by Codd
e the domain relational calculus, a simplification of the tuple relational calculus,

e and the relational algebra (here considered without extensions).

A natural question is the relation between these languages and one of the main theorems
for the relational model is the Codd theorem. The Codd theorem proves that these three
languages actually have the same expressive power. This theorem allows us to define the
notion of relational completeness which is the property for a query language to have the
same expressive power as the query language we presented above.

2.1.6 Common extensions

New operators in the relational algebra as syntactic sugar

It is also possible to include other operators in the relational algebra such as the division,
the equijoin, or the set difference. However from a logical point of view they do not increase
the expressiveness of the language (i.e. they do not allow to express new queries, they only
simplify some queries).

For instance the set difference is just a particular case of the antijoin. The set difference,
noted ¢; — o, corresponds to the set of mappings ¢; that are not solution of ;. The
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set difference is only defined for pairs of relational terms sharing the same type and thus it
corresponds to a special case of the antijoin.

Another example is the equijoin. In the natural join ¢ X ¢o, we combine solutions of
1 with solutions of ¢, that agree on their common domain (for all ¢ € type(p1) N type(ps)
we need that the pair of tuples have the same value for ¢). An equijoin extends this set of
constraints with a set of ordered pairs (a1 = by) ... (ax = bx) and ask for all solution ¢ and
for all 1 <14 < k that the a; value of ¢ is equal to its b; value. Note that equijoin do not add
expressiveness as they can be encoded with a filter or a set of renaming operations but they
sometimes simplify terms.

For instance, in the query retrieving the set of pair (date,address) of projections of “Toy
Story 3”7 we had to join T'heater and Mowvies so that the the Name of Theaters is the same
as the Theater of Movies which we can note Theater X (nome=Theater)yMovie

Outer joins

The left outer join ¢, ™ @, corresponds to the natural join ¢; X o augmented with the
antijoin ¢1>p,. However in the relational algebra, all tuples that are solutions to a given term
should have the same type, that we why the mappings solutions of ¢ > ¢, are “augmented”
with a constant designing a missing value (a NULL in the SQL semantics) to be placed in the
columns type(p2) \ type(pr).

This missing value constant is usually not considered as a standard value. For instance,
in SQL, the boolean formulas are evaluated under a three-valued logic that is similar to the
three-valued logic of SPARQL. And, still in SQL, a NULL value is not equal to anything, not
even to itself. It makes sense as NULL represents missing values and therefore there is no
reason to suppose that two NULL represent the same value but it has a profound effect on
the semantics of SQL. For instance, a join of two expressions 1 X (o never returns tuples ¢
such that the restriction of ¢ onto type(t1) N type(ty) contains a NULL.

We presented here the left outer join but by symmetry it is possible to define the right
outer join (the right outer join between ; and ¢, being the left outer join between o and
¢1) and the full outer join (which is the union of left and right outer joins).

Note that since the NULL value is not equal to anything (including itself) it changes the
intuitive definition of join that we presented here to include such values and it also changes
the set of valid rewrite rules. For instance, in the relational algebra we have A x A = A but
this is not true anymore if we include NULL values and that A contains NULL.

Computing over values

In the “traditional” relational model it is not possible to compute over values. For instance
one cannot ask about the tuple such that the a column times the b column is equal to the
¢ column (where a, b and ¢ are e.g. integers). In general values of the domain can only be
tested for equality.

We can add to the relational calculi formulas computing over some data types. For
instance, we can ask that the integers are equipped with a comparison symbol < or with a
+ operator.

Similarly to the SPARQL algebra Extend operator, we can also enrich the syntax of rela-
tional algebra with expressions and an extended projection that compute new columns using
these expressions.
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Aggregates

One other common extension of the relational algebra consists in adding aggregates. An
aggregate groups tuples based on a set of columns G (two tuples belong to the same group
if they have the same value on the columns of ) and then for each group, the aggregate
performs a set of computation. It is once again very similar to SPARQL aggregation as SPARQL
aggregation was inspired by the SQL syntax.

Bag semantics

The relational model queries have a set semantic which means the solutions to a query are
defined as a set. However similarly to what has been presented for SPARQL we can define a
semantic for the relational algebra terms that has a multiset (or bag) semantics. In fact, one
the main differences between SQL and the relational algebra is the use by SQL of such a bag
semantics.

It is possible [GMUWO09] to adapt the work and theorems for the relational algebra with
a bag semantics but many theorems become invalid or we need to add some additional
conditions.

Transitive closures

The extensions we have presented up to now are either syntactic, or they extend the relational
model with new values (the default value for outer joins) or they suppose that we can perform
computations on the values of D. However they are natural and interesting queries that we
cannot express in the relational calculi nor in the relational algebra.

Suppose for instance that the database contains a binary relation R (e.g. representing a
directed graph). The transitive closure (noted R™) of R is the pair of nodes (a,b) such that
b is reachable from a through the relation R. The transitive closure of relations belong to
these queries that cannot be expressed in the relational algebra or the relational calculi (see
the theorem 1 of Aho and Ullman [AU79)).

One other way to introduce transitive closures to the relational algebra is to add an
atomic formula RT where R is a relation of the database. This is essentially what has been
done in e.g. the XPath language where we can only use the transitives closure on the atomic
relations. However when ¢ is a relational algebra term representing a binary relation R we
might want to include in the language a way to represent R*.

A proposal by Agrawal [Agr88]| follows up this direction. Its a-extended relational algebra
comprised the same rules of formation for formula than the relational algebra but it also adds
a new one: if ¢ is a term computing a binary relation between two columns of the same type
then a(p) also is a term, with the same type, and it computes the transitive closure. Agrawal
[Agr88| notes that pushing selections into transitive closure is sometimes possible but does
not provide an effective criterion when it is possible.

Recursive queries

Transitive closures are a special kind of recursive queries for binary queries. There exists
multiple ways of introducing recursion into the relational model from both syntactical and
semantical perspectives. One key difference from a semantical perspective consists in distin-
guishing between inflationary fixpoints and noninflationary ones.
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For the relational calculi the standard notation is an operator uX.p with X a free variable
of ¢ in reference to the p-calculus. We note CALC+p for this calculus and CALC+pu™ for
the inflationary version. The semantics of p in CALC+pu™ corresponds to the limit of U, in
n — oo with Uy = () and U, 41 = U, U p(X = U,) (with X a free variable of the relational
calculus term ¢) while in the second case it corresponds to the limit with U, 11 = ¢(X = U,,).
This second case is more general (as the union is possible) but does not necessarily converge.

Aho et al proposed to introduce a least fixpoint operator in the relational algebra and
even showed in their theorem 2 that it is possible to push some selections inside of fixpoint.
A similar proposal [HA92| (inspired by the p-calculus and thus diverging only marginally
from the notations of Aho and Ullman [AU79]) provides a notation for recursive queries with
mutually recursive fixpoints. However their work on optimization only provides criteria for
pushing the selection inside the transitive closure of regular binary relations which is therefore
quite similar to the Theorem 2 of Aho and Ullman.

Recursive queries and transitive closures in particular have now their equivalent in the
SQL standard since its 1999 version of the standard that allows for recursive Common Table
Expression (and multiple vendors have their own dialect for recursive queries even before
that). But as we will see, it is not well supported nor well optimized by SQL engines.

2.1.7 Optimization of relational algebra and SQL

One of the great success of the relational algebra was the ability for a user to write its query
only specifying the data she expects and not how to retrieve it.

SQL is very close with the relational algebra by design. However the reach of static analysis
methods in the realm of SQL is much more limited due to the bag semantic and that prevents
some type of optimization (such as [?]). Once the SQL query has been translated into an
algebraic form, the main optimization process consists in finding equivalent forms through
the use of rewrite rules.

For each rewritten term, the SQL optimizer chose the one that has an estimated running
time, or cost, that is the lower. This cost estimation thus mainly rely on a cost model
describing the cost of each individual operation (in terms of time spent processing it per
solution) plus a cardinality estimation scheme (to estimate the number of solution to all the
subterms).

2.1.8 Cardinality estimation schemes

Estimating the number of solutions for a query has long been viewed as a key element in
the optimization of queries and it is a well-studied problem in the relational world [PSC84].
There exists a wide variety of techniques that have been very successful in the relational
world such as histograms [loa03, ORJ.

These techniques have been, however, less successful for the semantic web [EM09, NM11].
The main reasons for that is the heterogeneous nature of RDF [NM11] and the fact that
SPARQL queries usually contain a lot of self-joins that are notoriously hard to optimize [PTO8].

Various works have tackled the specific issue of cardinality estimation for SPARQL. A
line of work [SSB*08] introduced the “selectivity estimation” now in use in several SPARQL
evaluators [ZYW™13]. The “selectivity estimation” assumes the statistical independence of
the various parts of a TP. Variants of this method have been implemented in popular SPARQL
query evaluators (e.g. in RDF-3X see below).
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A second line of work [KRA17] takes as input an actual schema and produces an optimized
query plan based based on information extracted from the schema. A third line of work
[NM11, GN14] tries to derive the implicit schema of an RDF graph by fitting nodes into
characteristic sets, or by summarizing [GSMT14| the graph into large entities.

2.2 Datalog

Prolog is a general purpose programming language. Datalog is a fragment of Prolog focused
on data. The specificity of Prolog (and thus Datalog) is that it is a declarative logical
programming language. The programmers describe the data they expect and the interpreter
computes the data in a supposedly efficient manner.

2.2.1 Datalog programs

There exists many variations of Datalog in the literature. We will present here a Datalog with
recursion and negation but where we limit the interaction between recursion and negation
and allow only the stratified Datalog programs. A stratified Datalog program consists in a
sequence of strata. Fach stratum defines a certain number of relations through a set of rules
per relation. There are three types of rules and each definition of a rule is of one of these
three forms:

e it can be given as a n-uplet for which the relation holds. This kind of rules can be seen
as an “input”. This rule is written as “R(z1,...,x,).” (where the (z;) are constants);

e it can be a difference between two n-ary relations. This rule is written “R(X1, ..., X,) :
—R.(X1,...,X,), not Ry(Xq,...,X,)” where the upper case X3, ..., X, refer to vari-
ables. In this type of rules, the negated relation (i.e. R;) has to be defined by a stratum
that is strictly below the current stratum while R, can be defined in a stratum below
or at the current stratum;

e it can be defined as a rule corresponding to the conjunction of several other relations
that are defined as the same stratum or below; it is written as
“R(X1,..., Xn) - —Ry(XL .. X0, o Re(XE, ..., X[')" where the set of X, ... X,
plus a set of existential variables Y, ..., Yy is equal to the set of variables appearing
in the R; (i.e. the set of X7).

We can have multiple rules defining the same R but all the rules defining R must belong
to the same stratum and be of the same form. A relation defined by the set of n-uplets for
which the relation holds is called an extensional rule in opposition to the two others kinds of
rules that define intentional relations.

2.2.2 Interpretation of Datalog programs

The interpretation of a Datalog program is done stratum by stratum and returns for each
relation the set of n-uplet satisfying the relation. For each stratum we compute the smallest
fixpoint such that:

e in an extensional relation, its interpretation contains the n-uplets of its definition;
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o for each rule R(Xy,..., X,) : —Ru(X1,...,X,),notRy(X1, ..., X,) it is the set of n-
uplets solution of R, that are not solution of Ry;

e for cach rule R(X1,...,X,): =Ry (XL, ..., X™), ... R(X}, ..., X}) if it exists values

for X; = a1,...,Xn =20, Y1 = y1,...,Ys = ypsuch that Ry (X1, ..., XY, ..., Re(X}, ...

then x4,...,x, has to be included in R.

Note that the restriction we imposed on negation (that the negated part has to come
from a stratum that is below) is mandatory to have a fixpoint that always terminate. We
can only make sure that an n-uplet is not solution of a relation after the fixpoint has been
reached, therefore we can only negate relations that are below the stratum on which we are
computing the fixpoint. Furthermore it avoids the problem of “counter-intuitive” relations

such as R(z) : — not R(z).

2.2.3 Example

Suppose that we have the relations of example 2.1.2 encoded as the extensional relations
Movies(X,Y,Z) (where X represents the Title, Y the Date and Z the Theater) and
Theaters(X,Y, Z) (representing respectively the Name for X, the Address for Y and the
Rooms for 7).

To query the dates and addresses for projections of “Toy Story 3”7 we have the following
Datalog program:

date_address(X,Y) :- Movies(‘‘Toy Story 3’’, X, Z), Theaters(Z,Y,W)
And to query the theaters referenced by the relation Movies but not by Theaters:

TheathersT(X) :- Theaters(X,Y,Z)
MoviesT(X) :- Movies(X,Y,Z)

missingTheaters(X) :- MoviesT(X), not TheatersT(X)

2.2.4 Variants of Datalog

There are several extensions of Datalog. Some include aggregates, some include user-defined
functions or the handling of NULL values a la SQL. We present here two variants of Datalog
that will correspond to fragment of the algebra we propose (the constant and the linear
fragments).

Non recursive Datalog

A Datalog program is said non recursive when there exists a stratification such that all rule
bodies refer to rules defined in strata that are below the stratum of the rule definition. It
has been proven that non recursive Datalog actually is relational complete, it has exactly the
same expressive power as the relational algebra.

X7
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Linear Datalog

A stratified Datalog program is said to be linear when at each stratum and in each conjunctive
rule R(Xy,...,Xy) : —Ry(X{,..., X} ) A AR,(X],..., X} ) of the stratum contains at
most one the conjunctive part (i.e. at most one of the R;) that is defined at the current
stratum.

2.3 Encoding SPARQL queries into relational query lan-
guages

Using the relational model to encode RDF graphs is relatively easy. The RDF graphs can, for
instance, be stored as quadruplets of strings (s, p, 0, g) where s, p, o represents an edge from
s to o labeled with p and this edge belongs to the graph g.

As we have seen in the first chapter, SPARQL queries can be translated into a SPARQL—
algebra that has a compositional semantics much like the relational algebra. However there
are fundamental differences in the semantics of SPARQL and relational query languages which
makes the encoding of SPARQL into a relational query language hard.

There has been, however, a variety of papers on the subject. For instance, [Cyg05| tackled
this subject even before the official release of SPARQL 1.0, [CLF09| studied the translation
from the complete SPARQL 1.0, the translation of Property Paths (which were introduced
in SPARQL 1.1) was examined in [YGG13]. To the best of our knowledge, there has no
publication on the direct translation from SPARQL 1.1 to SQL but as we have explained in
chapter 1, there have been attempts to translate the more advanced features directly into a
simpler fragment of SPARQL which can then be translated into SQL.

Furthermore, there are implementations of such translations. For instance, we can cite
ONToP which is a software designed to query relational databases using the SPARQL lan-
guage. We now review the main difficulties of such translations and whether our approach
will suffer from such difficulties or not.

2.3.1 Missing values

SPARQL terms do not describe relations as all the solutions to a given SPARQL—algebra term
do not necessarily share a common domain. For instance, in a term such as {7a ?b 7c}
UNION { 7a ?b 7d }, only one of the variables 7c and 7d is defined in each solution.

As we have seen, there are relational query languages supporting missing values; for
instance SQL has a special value NULL. If we can detect which variables might be undefined
in solution, we can translate the join in the relational algebra using a special condition. For
instance if R; and Ry are translations of two SPARQL—algebra terms sharing a variable 7a
that might not be defined then the join condition would be (R1.a=R2.a OR Rl.a IS NULL
OR R2.a IS NULL). And the same problem arises for filter conditions.

In order to use these NULL, we need to be able to detect which variables are possibly
bound by a SPARQL-algebra term. Furthermore, to produce more efficient terms (that do
not contain a lot of IS NULL), we also want to be able to determine which variables are
certainly bound. This analysis of c¢Vars (certainly bound variables) and pVars (possibly
bound variables) has been proposed in [SML10a].
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This analysis is only a syntactic approximation but there is a good reason why the analysis
is sometime imprecise. It can be shown that a precise analysis of whether a column will be
bound or not is, at least, as hard as detecting whether a term is included into another which
is an undecidable task. Note that for the translation to be valid, the approximation needs to
overapproximate p Var and underapproximate c¢Varyg.

2.3.2 Filtered Optional

Another mismatch between relational query languages and SPARQL is for Optional. Optional
are translated into the SPARQL-algebra operator LeftJoin which is a conditional left join.
Translating such conditional fixpoint into unconditional left join introduce a lot of redundan-
cies. Our algebra will be equipped with only an unconditional left join and therefore we will
present how to handle conditional left joins in section 3.5.6.

2.3.3 Recursive queries

The property paths introduced in SPARQL 1.1 can contain recursive part. It is possible since
its 99 version to express recursion in SQL. For instance, [YGG13| proposes to translates
property paths such as p* can be expressed with the SQL query:

WITH closure(s,o) AS (
SELECT P1.s, P1.o FROM P1
UNION ALL
SELECT C.s, Pl1.o FROM closure C, P1 WHERE C.o = Pl.s
) CYCLE s SET cyclemark TO ’Y’ DEFAULT °N’ USING cyclepath,

P(s,0) AS (
SELECT DISTINCT s, o FROM closure
UNION
SELECT T.s as s, T.s as o FROM triples T

Such a translation raises two problems for SQL databases vendors. First, not all sQL
databases support the recursivity (for instance, the popular mysql does not support it) such
a query is hard for database vendors to optimize. In fact, most database optimizers do not
try to optimize recursive queries.

Conclusion

In this chapter, we briefly present the relational model and its query languages. The research
on the relational algebra and SQL in particular are a great basis on which we can build
query evaluators and optimizers. However, in their current form, relational-based SPARQL
query evaluator suffer from inefficiencies and there are multiple reasons at the root of these
inefficiencies:

e relational query evaluators do not optimize well some type of queries such as recursive
queries;
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e relational query languages and SPARQL do not match well semantically;
e and finally some features of SPARQL are hard to evaluate efficiently.

To address these two first points, we will now present our p-algebra inspired by the
relational algebra but adapted to handle both the recursivity part and the non-relational
(missing values) part.
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Notation for this part of the thesis

We use the following notations:

an uppercase [' corresponds to a abstract environment;

p-algebra terms are designated by greek letters o, 1, &, K;

the letter f usually stands for a filter condition;

the letter ¢ usually stands for a user defined function;

a lowercase letter ¢ designates a column;

uppercase letters A, B, C', D and E correspond to sets of columns;
uppercase letters U, S and W correspond to sets of mappings;
uppercase letters such as X and Y correspond to p-algebra variables;

the uppercase letter V' corresponds to an environment (a mapping from p-algebra vari-
ables to sets of mappings);

lowercase letters such as m, w correspond to mappings;

the notation ¢[X /1] indicates that the p-algebra term ¢ where we replace syntactical
occurrences of X with ¢

the notation A[B — (] indicates the set A where B is replaced by C if B C A, i.e.
A\ BUC when B C A and A otherwise;

the notation A[B <« C] indicates the set A where B and C and simultaneously replaced

hen BC A
i.e. it represents the (A\ (C'UB)) UC"U B where ' = {C WA P =2 and

®  otherwise

- B when CC A
)10 otherwise






CHAPTER 3

The p-algebra

As shown in the previous chapters and as we will
demonstrate in chapter 5, the optimization of recursive
queries 1s still in 1s infancy. In order to tackle the
optimization of SPARQL queries and in particular of
SPARQL queries containing recursion, we introduce a
new algebra p-algebra that we present in this chapter.

The p-algebra is heavily inspired by the SPARQL al-
gebra and the relational algebra and borrows features
from both. It can be seen as a variant of the relational
algebra extended with let-binders and a new fixpoint
operators (which we denote with the letter p, hence
the name p-algebra) using several traits specific to the
SPARQL Algebra: the filters, the user-defined functions
and the fact that our terms do not describe relations
but rather sets of mappings where all mappings do not
necessarily share the same domain.

As we will see along the next few chapters, our ji-
algebra can be seen as a Query Ezecution Plan (QEP)
and allows us to rewrite queries and consider plans that
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the existing methods did not and could not represent.
We will demonstrate in the next chapters that this in-
creased plan space is useful and that will validate our
approach but we first need to describe the u-algebra and
how it captures SPARQL.

This chapter starts by presenting the general syn-
tax and semantics of our p-algebra. We then present
restrictions on terms we will actually consider. Us-
ing these restrictions we then present a few properties
that restricted p-algebra terms enjoyed that will lay the
foundations for the proof of our rewriting scheme.

We will investigate the relationship between our lan-
guage and various relational languages such as Linear
Datalog and inflationary Datalog—.

The p-algebra was conceived with the ambition to
capture a large fragment of SPARQL. In the last sec-
tion of this chapter, we will therefore explore this re-
lationship. We will however present the p-algebra in a
generic way as it can capture large fragments of various
other query languages on which the new optimizations
that we provide for SPARQL could apply.
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3.1 Syntax & Semantics

In this section, we present the formalism of our language. As we will see, the syntax and
semantics draw from the relational algebra, however our language is equipped with “missing
values” & la SPARQL, and the semantics therefore uses mappings instead of relations.

3.1.1 Mappings

The mappings we manipulate here are very close to the Pattern Instance Mappings of the
SPARQL standard. In fact, one can see these mappings as SPARQL mappings where we changed
the domains; SPARQL mapping are from SPARQL variables or blank nodes to RDF terms, our
mappings are functions with a finite domain and a signature S — § where S stands for a
countable set. For the sake of simplicity we will suppose it is the set of strings (since other
countable types can easily be serialized into strings we don’t really need any other types
except for further optimization).

Mappings are the building blocks of our p-algebra. The u-algebra terms that we define
return sets of mappings and their semantics operate on mappings. As we will see in the
SPARQL to p-algebra translation, mappings are solutions (or partial solutions) of queries: the
set of solutions is composed of mappings from the variables appearing in the query towards
nodes in the graphs. But as SPARQL solutions can also comprise more than nodes from
the queried graph (such as aggregates) our mappings can contain arbitrary values that we
suppose encoded into strings.

Definition 11. Mappings are functions with a finite domain. We often represent a mapping
m as a set of the form {c¢; — vq,..., ¢, — v, } for an element ¢, m(c) is defined only if there
exists i such that ¢; = ¢ and m(c) = v;. Such a i is necessarily unique (m is a function).

Definition 12. The domain of a mapping m is noted dom(m) and corresponds to the set of
¢ such that m(c) is defined.

Definition 13. An element ¢ of the domain dom(m) of a mapping m is called a column.

3.1.2 Syntax

The syntax of the language is heavily inspired by the syntax of the relational algebra. As
we will see in the semantics section, there are key differences, notably to ensure the precise
translation of SPARQL. The general syntax is presented in Figure 3.1 but we add another
constraint: fixpoints need to be increasing. This requirement is a semantical property (see
below in semantics) but we enforce it syntactically by forbidding recursive variables to appear
in the “negative” operators: left-joins and minuses (normal, strict and set minuses).

3.1.3 Semantics

The p-algebra language operates on mappings. When evaluated, a p-algebra term returns a
set (possibly empty) of mappings. The evaluation of a u-algebra term also depends on the
variables used in this term that is why we evaluate terms under an environment.
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2 n= formula
| 1 U union
| w1\ g2 normal minus
| 01— set minus
| o1\ 2 strict minus
| o1 X left-join
| 1 X join
| Pt (p) column exchange (or rename)
| T (p) column dropping
| B () column multiplying
|  O(¢,9:C— D) apply a function to mappings
| ©(p,9,C,D) reduce
| ritter () row filtering
| WX =) fixpoint
| let (X =¢) iny let-binder
X variable
|0 no mapping
| Jer = o1, e — vy a mapping

Julter == filter expression
| filter A filter conjunction
| filter V filter disjunction
| —filter negation
| bnd(c) presence
| test(cy,...,cn) test on values

Figure 3.1: Grammar of p-algebra

Definition 14. An environment is a mapping from p-algebra variables to sets of mappings.
Given an environment V', V[X/S] corresponds to the environment V' where the image of X is
S. Environment are complete functions: they associate to each variable a set set of mappings.
But the number of variables not pointing to the empty set of mappings (noted 0)) is always
finite.

The semantics of a p-algebra term ¢ under the environment V' is noted [¢],,. The def-
inition of [¢[, is recursive and given in figure 3.2. We give here the intuition behind the
p-algebra. Basic p-algebra terms are variables and terms can be combined or modified via
the following operators:

»1 Uws Union on the sets of mappings from ¢; and pg;

@1 X o Join operator: the combinations of pairs of mappings from ¢; and ¢, that are
compatible;

©1 M o Left-join: the combinations of pairs of compatible mappings from ¢; and @9 plus
the mappings of ¢, that are not compatible with any mapping from s;

1 \ 2 Strict Minus: the mappings from ; for which there is no compatible mapping in ¢y;
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©1\\ w2 Minus: the mappings from ; for which all compatible mappings in ¢, have a disjoint
domain (note that two mappings with two disjoint domains are always compatible);

w1 — w2 Set Minus: the set difference on the set of mappings from ¢, with the set of mappings
of ¢y (this is different from previous minuses: two compatible mappings are equal if and
only if they have the same domain). The set of solutions of ¢; \ ¢ is always contained
in the set of solutions of (;\\ p2 which is itself always contained in the set of solutions
of 1 — ¢ (except for the special case of the empty mapping {}, if it is solution of both
¢1 and @9 then it is solution of ¢1\\ w2 but not of p; — ps);

P2 (p) Exchanges the value associated with a and b in the mappings solution of ¢; when a

(resp. b) is not bound then this operator just renames b into a (resp. a into b);
7q () Removes the column a from the mappings of ¢;

B (¢) The effect of this operator is that in all mappings of ¢, b is mapped to the same value
as a (or no value if a is not in the mapping).

0(¢,g: C — D) Maps the mappings m solution of ¢ through the function g. The notation
0(¢, g : C — D) indicates that when g is given a mapping m with dom(m) D C it returns
the mapping mp + g(myc) (where mp denotes the mapping m where we remove the D
part and mjc denotes the mapping m limited to the domain C). When C € dom(m),
our operator leaves the mapping unchanged.

O (¢,g9,C,D) Corresponds to a reduce operation using the user-defined function g and where
the key is the complement of C; i.e. two (or more) mappings my, mq are mapped to the
same value when dom(m;) \ C = dom(my) \ C and Ve € dom(m;y) \ C : my(c) = ma(c);
© (p,9,C, D) can be seen as the reduce or combine where 6(p, g : C — D) is the map
in a map-Reduce setup; for all M, we have g(M) = D. The mappings m such that
C € dom(m) are discarded.

let X = @ in 1 Binds the variable X with the set of mappings of ¢ then returns the set
of mappings of 1. This operator does not add expressiveness (up to a renaming of
variables we can expand let X = ¢ in ¢ into ¥[X/p]) but it allows us to sometimes
limit the combinatory explosion that might arise by expanding let-binding;

o¢(¢) Keeps only the mappings m such that f(m) evaluates to true (i.e. eval(f,m)=T);

(X = ) Corresponds to the fixpoint of the function S = SU [¢]yy/q (where [¢]yy/g
is the semantic of ¢ where the variable X is mapped to the set of mappings S). We
suppose in 1(X = ¢) that ¢ is increasing in X (i.e. AC B = [¢ly x4 C [elyx_p):
that can be forced as a syntatic criterion (see section 3.3).

]cl — Viy...,Cp —> vn\ Corresponds to a single constant mapping.

() Corresponds to the empty set of mappings.

X Corresponds to a variable, the solution is given by the environment V' (X).
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[pr o]y, = {atblac[p]y A be[p]y A an~b}
[er\waly, = {m e [ply | Bn € [pa]y n ~m A dom(n) N dom(m) # 0}
[es\ w2y = {me[aly | In€[eay n~m}
[or — @]y, = {m e[l Im &[]y}
[o1 2 w2y, = [1 @ o]y Ullpn \ ol
[7fa(@)]y = {{c=v|(c—=v)emnc#a} [ me[g],}
Beely = {e=v|(c#brec—vem)V(c=bAa—vem)}|me o]}
It ()], = {{c=v|(c=aAb=svem)V(ie=bAa—vem)V(c£aNc#bAc—vEm)}
[ m e Lol }
oy = {m|me el Aeval(fm)=T}

[[@ ((P-, g, C> D)HV

[0(¢,9:C— D),

{m+g(M) | CNdom(m) =10
and M = {m' | m +m’ € [¢],, and dom(m') = C} and M # 0}
H{e—vem|cgD}+f{c—vem]|cel})|C Cdom(m)}U{m|C < dom(m)}

llet = v, = olly, = {{a—= v, 00 = v} [0, = 0
[let (X =¢) ine¢], = [[1/)]]‘/[)(_)[[@]]‘/] X1, = V(X)
[W(X =9)], = [[X]]V[X—>U] [pr Ul = [eiy Uleady

Where Uy =0, U; 1 = U; U [[SOHV[X—M} and U = lim,,_,U;.

Figure 3.2: Semantics of u-algebra

3.1.4 Semantics of filters

Our p-algebra language is equipped with a filter operator o¢(¢) where ¢ is a p-algebra term
and f a filter expression. This o/(y) only keeps the mappings m of ¢ such that f(m)
evaluates to true (true is noted T).

Our filter expressions correspond to the SPARQL filter expressions, which have a rich
syntax. The syntax of filter expressions in p-algebra is presented in figure 3.1, but we omit
the detailled presentation of test functions. In the filter syntax, a test function is just any
boolean function operating on values but if any of the values considered by the test function
is missing, the function will evaluate to a special error symbol. Filter functions are thus
three-valued boolean functions (T for true, L for false and Error for error).

The exact set of test functions is not relevant to this manuscript as we treat all test
functions alike. We simply suppose that we have all test functions needed to translate SPARQL
filters and that they include SPARQL filters which means we have the typed comparisons
such as price < 42 or 7price; =7pricey to keep the mappings m such that m(?price) <
42 when treated as integer or m(?price;) = m(?prices)), the regular expressions (such as
regex(?title,”Web”) to keep mappings m such that m(?title) contains the string Web).

As important kinds of filters, we also have: the test of column presence (written bnd(c)),
which evaluates to true on mappings whose domain contains c¢; the various classical logical
composition of filters: conjunction (with A), disjunction (with V), and negation (with —).
And we suppose that other tests are encoded as n-ary functions that we will treat as black
boxes. For instance our filters include comparisons between values and columns (less(?a, b)
to compare the value b and the value bounded by ?a and lessthant42(?a) to compare the
column ?a with 42), etc. The formal semantics of filters is given in figure 3.3.
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(T when (eval(fi,m) =T) A (eval(fy,m) =T)

eval(fi A\ fo,m) = < L when (eval(f1,m) = 1)V (eval(fy,m) = 1)
| Error otherwise
(T when (eval(fi,m) = T)V (eval(fo,m) = T)

eval(fi V fo,m) = < L when (eval(fi,m) = L) A (eval(fy,m) = 1)
| Error otherwise

(T when eval(f,m) =
eval(—f,m) = < L when eval(f,m) =

\ Error otherwise

L
-

eval(bnd(c), m

- T when ¢ € dom(m)
| L when ¢ & dom(m)

Error when {c1,...,c,} € dom(m)
eval(test(cy,...,c,),m) = < T when test(m(cl), coom(ey)) =T

1 otherwise

Figure 3.3: Semantics of filters in p-algebra

3.1.5 Free columns of a filter

Definition 15. The set FC(f) of free columns of a filter f is the set of columns that the
filter depends on. Given a column ¢ ¢ FC(f) then for all mappings m with ¢ ¢ dom(m) and
all values v we have eval(f)(m) = eval(f)(m+{c — v}). We define FC(f) as the following

syntactic criterion:

FC(finfa) =
Fc(fl V fa)

(f1) UFC(f2)
(f1) UFC(f2)
FC(=f) f

(f)
FC(bnd(c)) = {c}
FCl(test(ci,...,cn)) = {c1,...,¢n}

FC
FC
FC

Proposition 1. For all pairs of mappings (my, ms) and all filters f such that dom(my) N
FC(f) =dom(mq) NFC(f) and Ve € dom(my) N FC(f) my(c) = ma(c) then eval(f)(my) =
eval(f)(mz) and thus the definition of FC works as expected.

Proof Sketch. See full proof in appendix A.1.
It follows the definition of both F'C' and eval by induction. [
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3.2 Examples of p-algebra terms

CHAPTER 3. THE p-ALGEBRA

As the formal definition of the language has been presented in the last section, let us present
in this section some examples of terms and interpretation of these terms on actual datasets
to build some intuition about our new language.

3.2.1 Example datasets

Let us present a few examples of how these operators work and build some intuition. We
consider the two following sets of mappings (represented in tabular view, where an empty
case represents a column not bound by the mapping):

Set A with 4 mappings

name \ pseudo \ phone ‘

Set B with 5 mappings

John | Johnny
Luke Lucky 3
Ed 3
Camille 7

] name \ phone ‘
John 1
Bob
Luke 3
4
Alice 5)

Figure 3.4: Example datasets.

These datasets can also be represented as p-algebra terms using the constants and union.
For instance the two first items of B can be represented as |name — John,phone — 1| U

|name — Bob|.

3.2.2 Unary operators

Here are examples of unary operators operating on the sets described above.

Results of oppone—s3 (A)

’ name \ pseudo \ phone ‘

Results of mpseudo (A)

Luke | Lucky 3
Ed 3
Results of pprmber (A)

‘ name ‘ pseudo ‘ number ‘

John | Johnny
Luke Lucky 3
Ed 3
Camille 7

’ name \ phone ‘
John
Luke 3
3
Camille 7
Results of glramez (A)

’ name \ name, \ pseudo \ phone ‘
John John | Johnny
Luke Luke Lucky 3

Ed 3
Camille | Camille 7

Figure 3.5: Results for unary operators
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And now let us present an example of an aggregation. We have a listing where each
mapping corresponds to a player with an indication of its name and its team. The query
corresponds to counting the number of different names per team. Notice that the mapping
{team — D} is ignored because it does not have a name. If we wanted to actually count
the number of players per team we should have used C’ defined as C' X {name — undef} to
make sure that all fields used in the aggregation were defined.

Set C' Results of © (C, ent = count(name), {name}, {cnt})

’ name ‘ team ‘ ’ team ‘ cnt
Alice A A 2
Bob A B 1
Charlie | B C 1
Daisy C 1

Eve

D

Figure 3.6: Example of the aggregation operator.

Finally let us present an example of a fixpoint. Let us suppose that E corresponds to a
directed graph with mapping binding from and to and let us look to the transitive closure
of E.

Graph F in table form Results of (X = E U, (o (E) Ptrom (X))
’ from \ to ‘ ’ from \ to ‘

A B A B
B C A C
A D A D
D E A E
F G B C

D E

F G

Figure 3.7: Example of a fixpoint.

3.2.3 Binary operators: joins and minuses

The results of Joins and Minuses for A and B are shown in figure 3.8. The difference between
X and 2 is the inclusion of the mapping {name — Camille, phone — 7} of A which does
not match with any mapping of B. In this example A\\ B and A\ B have the same semantics
because all pairs of mappings from A and B share a column thus we also considered the set
Tphone (A) instead of A.
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Results of A M B
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Results of A X B

’ name \ pseudo \ phone ‘ name \ pseudo \ phone ‘
John | Johnny 1 John | Johnny 1
John | Johnny 4 John | Johnny 4
Luke | Lucky 3 Luke Lucky 3
Luke Ed 3 Luke Ed 3
Bob Ed 3 Bob Ed 3

Camille 7

Results of A — B
’ name \ pseudo \ phone ‘

Results of A\\ B or A\ B
’ name \ pseudo \ phone ‘

John | Johnny ‘ Camille ‘ ‘ 7 ‘
Luke Lucky 3
Ed 3
Camille 7

Results of mppone (A) \ B
’ name \ pseudo ‘

Results of Tpnone (A) \\ B

’ name pseudo ‘

Camille

Ed

Figure 3.8: Results for joins and minuses between A and B

3.3 Restriction on pu-algebra: constant and linear recur-
sions

In this section we define what constant in the variable X means and similarly to linear datalog
(in a sense that will explained further in section 3.4), we introduce a distinction between linear
and non linear recursions. A non linear recursion corresponds to a recursion where several
mappings are simultaneously used to produce a new one while in linear recursions mapping
depends on only one mapping. The distinction is then used to prove that our fixpoint operator
is well-founded in the case of linear recursions.

3.3.1 Definitions

A recursive variable is a variable introduced by a fixpoint operator.

Definition 16. The function sim(p, X)) computes the degree of linearity of a term  in the
variable X . ¢ is said constant in X when sim(p, X) = 0, linear in X when sim(p, X) < 1.
With this function we will limit the possible p-algebra terms to a set of terms that behave
well.
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sim(p1\\ p2, X) = sim(p1, X) + 2 % sim(pq, X)
sim(p1 \ p2, X) = sim(p1, X) + 2 * sim(p2, X)
sim(pr — w2, X) = sim(p1, X) + 2 * sim(ps, X)
sim(p; M o, X) = sim(p1, X) + 2 % sim(pg, X)
sim(p1 U g, X) = maz(sim(p1, X), sim(p2, X))
sim(p1 X o, X) = sim(p1, X) + sim (o2, X)
sim(py, (), X) = sim(p, X)
sim(my (p), X) = sim(p, X)
sim(f; (), X) = sim(p, X)
sim(of(y), X) sim(p, X)
sim(@(p,g:C— D), X) = sim(p, X)
sim(© (p,9,C, D), X) = sim(p, X) x 2
sim(u(Y =¢),X) = 0 when sim(p, X)=0vVX =Y
sim(p(Y =¢),X) = 2 when sim(p, X) >0ANX #Y
sim(let (Y =¢) i, X) = sim(y,Y) x sim(p, X) + sim(y, X) when X #£Y
sim(let (Y =¢) iny,Y) = 0
sim(X,X) = 1
sim(X,Y) = 0 when X #Y
stm(0,X) = 0
sim(le; = vy, ..., ¢ = v, X) = 0

In the rest of this thesis we are only interested in terms ¢ such that sim(yp, X) € {0,1}
therefore 2 plays the role of an infinite, e.g. 2 % sim(p2, X) implies that sim(pz, X) = 0.

Definition 17. Let R be the set of recursive variables appearing in ¢, ¢ s valid if there are
no non-linear subterm, i.e. for all subterms ¢ we have ¥r € R sim(p,r) < 1;

Remark 1. Unless explicitly stated otherwise, all the terms we consider in this thesis are
valid in the sense of definition 17.

3.3.2 Properties of the linear p-algebra

Lemma 1 shows that constant terms are truly constant. This lemma we will very useful in
the proofs of upcoming lemmas and theorem.

Lemma 1. Given a term ¢ valid in the sense of definition 17 and such that sim(p, X) =0
then [¢]y, does not depend on V(X), i.e. VS [¢]y1x/s = [#lvix 0

Proof Sketch. See full proof in appendiz A.1.1.

The idea is simple: when sim(p, X) = 0, we generally have that sim(i, X) = 0 for all
subformulas ¢ of . In particular it is true for base terms, which means X does not belong
to the set of subformulas.

The only case where sim(1, X) # 0is when ) appears as a subformulaof kinlet (Y = k) in ¢
and that Y does not appear in . In which case, the let (Y = k) in & could actually be sim-
plified in &. O]
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We will now present a lemma and theorem that show that linear p-algebra (or simply
p-algebra in the rest of this thesis) enjoy useful properties for fixpoints.

Lemma 2. Given a valid term ¢ we have that A C B = [¢] x4 € []vix/p-

Proof Sketch. See full proof in appendix A.1.2.

The idea is simple. sim is designed to prevent X from appearing negatively — i.e. as the
subformula in the right side of a minus — by using the value 2. Therefore all subterms are
monotone in X and in minuses the left side are constant in X. O

Theorem 1. Given a fizpoint u(X = @) that is valid in the sense of definition 17 and an
environment V', the function f(S) = [[@]]V[XHS] has the following properties:

LYW AD fV) =Upew FHw})
2. VA, B,C A=BUC = f(A) = f(B)U f(C)
3. f has a least firpoint P with P = [p(X = )],

Proof Sketch. See full proof in appendix A.1.5.

Point 2 and 3 follow easily from point 1. The idea of the proof of point 1. is that sim
is designed such that when we combine two terms (e.g. ¢ X ¢5) then X can only appear in
one of them.

Notice that while lemma 2 was resting only on the fact the X does not appear nega-
tively in ¢, this theorem needs simultaneously this positive appearance of X AND that the
combination of mappings cannot appear from mapping coming out of X.

O

Lemma 2 and theorem 1 show that fixpoints are least fixpoints and can be computed
in various ways. If we have a p-algebra term with a negative appearance of X such as
(X = ¢ — X) then our semantics is defined (here it will be [u(X = ¢ — X)],, = [¢],,) but
it does not correspond to a fixpoint semantics (e.g. [¢ — X]]V[X/[[cp]]v] =0).

If we have a non-linear p-algebra term but where X appear positively such as
(X =@eUm. (p5 (X) xps(X))) then it is increasing, our semantics of this fixpoint is a
fixpoint semantics but we do not have [u(X = ¢)],, = U:rE[[u(X=w)]1V [¢lv(x/(zy) in general.

3.4 Relationship between p-algebra and existing relational
variants

Our language p-algebra is very powerful in terms of expressive power. It is easy to see that
if we want to compute a function f then we can concatenate all the mappings into one with
an aggregation then apply the function f. However we can also show that, if we allow the
map operator and only very simple functions (such as x — x + 1), then our p-algebra has,
at least, the expressive power of a Turing machine (see appendix A.2.1).

Since we have the negation, we can even show that our language is capable of solving the
halting problem, which means that our p-algebra has more expressive power than a Turing
Machine. Obviously such programs are not very interesting for a practical application as a
computer would never be able to answer.
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If we look carefully at the proof, this more-than-Turing-complete happens because the
map operator is combined with a fixpoint and that can create an infinite amount of distinct
values. If we remove the map and aggregation operators from our language, we can easily
see that values in mappings are restricted to values that appear either in the term or in the
input and since all fixpoints are monotonic our programs are in PTIME.

More precisely, in appendix A.2.4 we show that without the linearity, map and aggre-
gation, we have the expressive power of inflationary Datalog— but with the addition of the
linearity, we have the expressive power of linear Datalog, which strictly less than the expres-
sive power of Datalog. For instance, with linearity but without map and aggregation, we
cannot find pair of nodes in a graph that are linked by a path labeled by two constants :A
and :B with as many of each.

3.5 Translation from SPARQL

One of the main reason for the inception of the p-algebra was to study to optimization
of SPARQL. In this section, we present a translation from SPARQL towards our pu-algebra.
This translation will allow us to put the focus in the next chapters on the evaluation and
optimization of p-algebra terms as we will know how to translate SPARQL queries into u-
algebra terms.

3.5.1 SPARQL variables

We recall that the SPARQL standard that defines queries has a notion of variable and each
solution of a SPARQL query is a mapping from a subset of these SPARQL variables appearing
in the query towards strings that represent 1RI, blank nodes or literals. In our encoding, the
solutions will be mappings whose domains are SPARQL variables and whose images are IRI,
blank nodes or literals.

It is therefore important to not get confused in the terminology between p-algebra vari-
ables that are evaluated to sets of mappings and are introduced by a let (X =...) in ...
or a (X =...) and SPARQL variables that will be translated to column names and will be
part of the domains of mappings.

Since they do not represent the same kind object, for the sake of clarity, SPARQL variables
will be called SPARQL variables whereas p-algebra variables will be simply be called variables.

3.5.2 Encoding of the graph structure

We recall that an RDF graph G is given by a set of triples, G C U xU xU. When (s,p,0) € G
we say that the node s is linked to the node o via an edge labeled by p.

The encoding of all graphs is done using a unique p-algebra variable @) that contains
one mapping per quadruple, each of these mappings has for domain: ’s’ for subject, 'p’ for
predicate, o’ for object and g’ for graph.

We then introduce a term 7,, for each graph named n and a variable T' referring to the
default graph. All of them bind three columns: ’s’, 'p’, ’o’ (for subject, predicate and object).

Finally we have a variable N,, for the set of all nodes of each graph named n plus a variable
N referring to the default graph. Each node is represented by a mapping whose domain is

{s} (even though N also contains nodes that only appear as objects).
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Note that we can derive all of these variables from @): for each graph name name, we
use let Thome = Ty (Og=name(Q)) in... and as SPARQL allows us to change the graph
queried, during the course of the translation we maintain 7" to be the set of triples (s, p,0)
corresponding to the current graph using let binders and finally, N,, = p? (7, (7, (T3,))) U

Tp (76 (T3))-

3.5.3 Regular Path Expressions

= rpe(r)Upe(N)
= (X = B2 (N) U, (P (X) w p (rpe(r))))

rpe(Constant(u)) = m, (operw (1))
rpe(s — Variable(v)) = Py (T)
rpe((r1/r2)) = mm (pg' (rpe(ri)) w pp, (rpe(r2)))
rpe((ri|ra)) = rpe(r1) Urpe(rs)
rpe((r=1) = pg(rpe(r))
rpe((Hein--in})) = 7 (Opgpininy (T)
i

Figure 3.9: Translation of a PP.

The hard part of translating a PP to a p-algebra term is the translation of the regular
path expression. The basic idea is to recursively translate the regular path expression r to a
p-algebra term such that each mapping solution of this term maps s (resp. o) to s’ (resp. o)
with s’ linked to o' via a path accepted by r. However, we included here SPARQL variables
in regular path expressions and the translation might bind more column names than just s
and o.

The translation of a regular path expression r is rpe(r) as presented in figure 3.9. Our
SPARQL expression differ from the usual SPARQL algebra because we provide a syntactic
differentiation between constants and variables for the reader by introducing Constant(u)
instead of v when w is an IRI and s —Variable(v) for a SPARQL variable. We also suppose that
there are no blank nodes in the query as we have shown how to remove them in section 1.2.

Note that rpe(rx) introduces a fixpoint with always the same variable X, but in prac-
tice we can use a fresh variable there. Furthermore note that the terms produced by our
translation are indeed walid in the sense of definition 17.

3.5.4 Property Paths

We note gp(a) our translation of the SPARQL algebra term a into p-algebra. The transla-
tion of the SPARQL algebra term PP(s,r,,0) (where r, is a regular path expression) into
gp(PP(s,1,,0)) is done in two steps: first, we obtain a p-algebra term rpe(r,) representing
the set of mappings solution of r,; then, there are four cases depending on whether s is a
value or a SPARQL variable and whether ¢ is a value (w) or a SPARQL variable (7w). With

p = pp(rp), gp(PP(s,rp,0)) is equal to:

o = Constant(w) 0o=s— Variable(?w)
s = Constant(v) s (o (Ts=v (To=w (P)))) | s (Us:v (pZ“’ (p)))
s = s — Variable(?v) o (O’o:w (PZ” (p))) pe" (sz (p))
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In this translation, we implicitly supposed that if s or o are SPARQL variables then they
are different from each other and they do not appear in r,. In case 0 = s — Variable(?v) and
?v appears somewhere else in the PP (in s or in r,), we replace it with 7v: we translate the
PP (s,rp, s—Variable(?v')) to a p-algebra term ¢ and finally the translation is m, (o,— (¢)).
Similarly, if s = s — Variable(?w), and 7w appears in r,, we replace it with 7w’

3.5.5 Translation of SPARQL algebra terms

SPARQL algebra terms are defined recursively and are very similar by design to our u-algebra
terms. A SPARQL algebra term can therefore be easily translated into our p-algebra:

e we have seen the translation for property paths;
e join can be translated to our join;

e unconditional optionals can be translated to our left join and conditional optionals
are translated using their definition as the union of a filtered join and a conditional
difference;

e filters translate to our filter operator;
e unions translate to our union;
e graph selections translate to let bindings;

e the semantics of Filter Exists and Filter NotEwist are ill-defined but considering a
reasonable semantics, it is possible [KKG17| to translate them to simpler SPARQL op-
erators;

e Minus to a minus (\);
e the aggregations can be translated to an aggregation;

the conditional difference is non-trivial to translate.

3.5.6 Conditional difference

Conditional difference (Dif f(€1, 22, cond) in the W3C literature) is defined as the set of
mappings m; from ; such that all compatible mappings ms from €25 are such that cond(m;+
my) is not true (false or error). Therefore Dif (€, Qs, cond) = Q1 — Q' where Q' captures
the mappings n from {2y such that there is a mapping m from 2y with cond(n + m). In
order to compute {2, we need to keep the ; part of solutions of g.pnq(2; X €25). In many
cases, this would only mean to remove the columns specific to {2, but since, in some cases,
the presence of some columns might be contingent in the mappings of 2; and €y then we
need to “backup” the columns specific to €2; before joining.

Let ¢q,...,c, be the set of columns that can appear in in some mapping solution of €2;
and in some mappings solution of {25 but not sure to be present in §2;. Let ¢1,...,%, a set
of “fresh” column names, we “backup” the columns (c1,...,¢,) of @ onto (t1,...,t,) with

‘o ( . B (Ql)) then we join with €2y, we filter, and finally we restore the backup. To restore
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SELECT =
{
?b firstname john .

{ ]
UNION
{ 7b firstname john . }

}

Figure 3.10: Example SPARQL query with a set semantics different from the bag semantics

the backup we need to remove all columns 7y, ..., j, that might appear in €2; or {2, except
those used to backup then exchange the (¢;); with the (¢;);. This gives us:

Dfo(Ql, QQ, COnd) = let (O = Ql) in O—p?l ( .. p?:t (ﬂ'jl ( Ty, (Ucond( g ( .. ﬁéz (O)) X Qg)))))

3.5.7 Set semantics and bag semantics

The set semantics consists in producing an answer with the set of bindings that are solutions
while the bag semantics consists in producing the same answers but with multiplicity. For
instance, if 7a =’ bol’ is twice a solution, then it should appear twice as an answer in the bag
semantics, and once in the set semantics.

SPARQL is evaluated, by default, with a bag semantics. For a query such as the one in
figure 3.10 a SPARQL query evaluator should give a binding for 7b repeated twice for each 7b
solution. If SPARQL uses the bag semantics by default, most SPARQL queries, or, at least,
most part of most SPARQL queries can be evaluated under a set semantics for the following
reasons:

e the set semantics and the bag semantics often agree, for instance on the semantics of
Triple Patterns and Basic Graph Pattern;

e in SPARQL most Property Paths need to be evaluated under the set semantics as count-
ing the number of paths matching a Regular Path Query would often be intractable;

e finally, the user can specify that a query that it has to be evaluated under the set se-
mantics using the keyword DISTINCT or that it can be evaluated using the set semantics
using the keyword REDUCED.

On the opposite, the main causes of differences between the bag semantics and the bag
semantics are the following:

e the unions (as portrayed in figure 3.10)
e the joins or left-joins between terms comprising unions or left-joins

e the projection (i.e. when select explicitly lists only a subset of the SPARQL variables
appearing in the query).

Our p-algebra is equipped with a set semantics that follow the set semantics of SPARQL.
Our p-algebra can be adapted to deal with the bag semantics of SPARQL. The idea is to first
translate as if we were evaluating terms under the set semantics but tag terms that need to



3.5. TRANSLATION FROM SPARQL 77

be evaluated under the bag semantics. Then we change terms that need to evaluated under
the bag semantics by adding either a Cardinality (Card) field or an Identifier (ID) field to
solutions.

We will not detail here the general method but present a few examples. Let us suppose
that A and B can be evaluated under the set semantics but that AU B needs to be evaluated
under the bag semantics. We first modify the solutions of A and B to add a cardinality
information. Since both A and B can be evaluated under the set semantics, it means that each
solution has to be counted once. Therefore we compute A’ = A w |Card — 1,1D — 1D 4]
and B’ = B w |Card — 1,1D — IDg| then we compute the union A’ U B’ and reduce the
solutions: © (A'U B> Card,{ID,Card},{Card}).

If a term A has been computed with the method presented above then we can replace the
term 7. (A) with the following term © (A, Card = ) Card, {c, Card}, {Card})

This method works well but induce a cost since we need to perform a reduce operation
after each computation. Another method consists in adding a Unique ID (UID). For instance
if we have a term A and a term B and we want to evaluate A x B under the bag semantic
we add a column UID 4 to the mappings solutions of A (all mappings in A receive a different
UID,) and a column UIDpg to the mappings of B then we perform the join normally, and,
finally, we can replace the pair of columns (UID,UIDg) with a column UID4  B.

This second method is lightweight per solution as mapping a set of solution through a
function to tag them with an ID is very cheap (at least compared with the actual computation
of a join) but in practice, it might sometimes be actually more expensive than the first method
as in the first method, a mapping that is present n times is actually represented once while
in this second method a mapping is present as many times as it is a solution. That is why,
in practice, we rely on a mixed method, preferring the first method for joins and unions and
the second for projections.

3.5.8 Final translation

The translation for a SPARQL-algebra is given in figure 3.12 for the translation in set semantics
and in figure 3.11 for the bag semantics. For the sake of simplicity, we encoded expression of
the form Graph(v,t) as an union ranging v over the possible graph names which supposes a
knowledge of the queried dataset at compile time. However this constraint can be overcame
by maintaining the graph name in the case of variable graph names, the only difference being
for minuses where we need to ensure that the a removed column share the same graph name.
The Minus can thus be expressed as a conditional Dif f.

The function multi(t) presented in figure 3.11 produces terms that are evaluated in bag
semantics.

3.5.9 Example of translation

In the case of the simple recursive query presented in figure 3.13. This query asks for the
pairs 7a and 7b such that there is a path where the edges of the path are labeled by knows
from 7a to 7b and there is a path between 7b and the node :John labeled by :Firstname.
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multi(Join(a,b)) = multi(a) x multi(b)
multi(Union(a, b)) = multi(a) Umulti(b)
S:Sﬁﬁﬁ&mni 1) = Tay...an (Multi(t)) {ai,...,a,} variables to remove
multi(BGP(p1,...,pn)) = Ta...a, (O(distinct(pr) w ... x distinct(p,), m — |id, — fresh()| : 0 — {idy}))
{b1,...,b,} blank nodes to remove
multi(Filter(f,t)) = og (multi(t))
multi(Dif f(f,t1,t2)) = Dif f(f, multi(ty), distinct(ts))
multi(Minus(ti,t2)) = multi(ty) \ distinct(ts)
multi(Extend(t,a,v)) = (% (multi(t)) when v is a column
multi(Extend(t,a,v)) = multi(t) x |a — v| when v is a constant
multi(Extend(t,a,v)) = 6O(multi(t),(m — |a — v(m)| : FC(v) — {a})
multi(Graph(i, t)) = let (T'=T,) in multi(t) for v IRI
multi(Graph(v,t)) = let (I'=1T,,) in multi(t) x |[v = w| x ...let (T =T,,) in multi(t) x |[v — uy

for v variable

with G = Group(e}, ..., €}, t)
multi(AggregationJoin(Aggregation(ey, . .. €, fi, scalarvals,G), ..., Aggregation(e, . . ., &t fi, scalarvals, G))) =
© (computeKeys, computeAgg, {k1, ..., k;}, {agg,, ..., agg, idy})

where
computeAgg = (M — agg, = fi((er, .., e;)(M)),... agg = fil(el, ..., €5 )(M)),idy = fresh())

and
computeKeys = 0(multi(t),m — (ki = eyj(m),... . kj = ¢ej(m)) - % = {k1,..., k;})

In the translation of terms id, has to be different for each different term so that id never conflicts. The function fresh() is executed
at the evaluation time to provide a unique id for mappings for the bag semantics.

Figure 3.11: Translation of a query in bag semantics.
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SELECT =
{
7a :knowsx 7b
?b :firstname :John
7a :lastname :Doe

Figure 3.13: Example SPARQL query

First, this query is translated into a SPARQL Algebra term:
Join(Join(PP(?b :firstname :John), PP(?a :knows" ?b)), PP(?b : lastname :Doe)

Then each PP is translated:

pp(?b :firstname :John) = p (7, (0o sonn(Tp (Op=:tirstname (1)))))
pp(?a :lastname :Doe) = pza (7o (Coz:oe (Tp (Tp=:tirstname (1)))))
pp(?a :knows* ?b) = pl* (p’ (rpe(:knows*)))

rpe(:knows”) = u(X = 57 (N) U (o5 (X) 2 pf" () (Tp=rimous(T))))))

Finally, the total term is: rpe(?a :knows* ?b) X rpe(?h :firstname :John) =

(pzb (7To (Uo:;John(ﬂ'p (0-p::ﬁrstname (T)))))) X (pza (71'0 (UOZ:Doe(ﬂ'p (Upzzlastname (T)))))) X

(P2 (pb ((X = B2 (N) Ut () (X) 2 p* (7 (0p=ixnows (T))))))) )

Conclusion

In this chapter we presented a new algebra: the p-algebra. This algebra takes its inspiration
from the relational algebra but diverges on some essential points: as it name suggests the
relational algebra describes relations while solutions to our algebra are set of mappings that
do not necessarily share the same domain. Furthermore our algebra is equipped with a novel
fixpoint operator u. For this fixpoint to be well-defined we restrict ourselves to “linear” terms
and introduce a translation from a large fragment of the SPARQL-algebra to our p-algebra.

Since our algebra is a variation of the relational algebra and since the relational algebra
optimization is based on rewrite rules, the direction we will now follow is to investigate the
rewrite rules and strategy that can be applied for our p-algebra.




CHAPTER 4

Analysis & transformation of p-algebra terms

As we have now presented the p-algebra and a trans-
lation from SPARQL, we can now dive into the process
of optimization. This optimization process is divided
into several steps the first of which being the production
of several terms equivalent to the initial term. While
all these terms are semantically equivalent they corre-
spond to diverse ways of actually computing the solu-
tions. Therefore by producing several terms we are con-
sidering several ways of computing the solutions among
which some might be better than directly using the ini-
tial term.

More precisely, in this chapter we present the mech-
anisms to produce many terms equivalent to given a
p-algebra term using rewriting rules. These rewriting
rules are local patterns that could be replaced with other
patterns.

While some of the rewrite rules are relatively straight-
forward to prove, others will require some theoretical
framework to even enunciate. The first part of this

81
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chapter presents definitions, lemmas and theorems that
are the core machinery that will later translate into
proven rewrite rules. In particular, several theorems
we introduce translate into powerful new rewrite rules
for queries with recursion.

The validity of our rewrite rules will also depend on
some contextual information. For instance, the rule
e (p1 U X) = 7. (1) UX is only true in environment
V' such that the domain of the mappings of V[X] do
not contain c. That is why our chapter starts with the
presentation of a type system for u-algebra terms that
will provide us with this contextual information.

The chapter continues by presenting our various rules
and when to apply them. QOur set of rules is split be-
tween normalizing rules and producing rules. Normal-
izing rules are used to produce canonical versions of our
terms while producing rules produce terms that are re-
ally new. The presentation of these sets of rules is the
subject of the two sections preceding the one on our al-
gorithm.

This chapter ends by the presentation of our efficient
algorithm to produce the rewritten forms of p-algebra
terms and an example of term rewritten.
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4.1 Preliminaries: several examples of terms to be rewrit-
ten

In order to motivate the heavy framework of notations that we will present after, we start
this chapter with a few examples of queries and what kind of rewriting we would like to apply
on those queries.

4.1.1 Filters

Let us imagine we have a graph database containing edges labeled with the predicate : locatedIn
we might want to use this predicate in a transitive way. For instance, if we have :Grenoble
:locatedIn :Isére and :Isére :locatedIn :France then the query below would retrieve
(?7a —:Grenoble, 7b —:France) as expected.

SELECT * WHERE {
?a :locatedIn+ 7b .
FILTER(?b = :France)

From an evaluation point of view, we do not want the query optimizer to choose a plan
where it computes the whole transitive closure :locatedIn as it is reasonable to think that
only a portion of all objects are located in :France. In terms of rewrite rules we want the
filter condition to pushed inside the computation of the fixpoint. Note that it is possible for
the query evaluator to push some kind of filters inside fixpoints but not all fixpoints can be
pushed without changing the semantics. For instance if the u-algebra term corresponding to
7a :locatedIn+ 7b starts with a solution (?a, 7b) then transform at each iteration a solution
(?a,?b) into a solution (?a’,7b) then it is possible to push a filter condition that filters 7b
(as ?b do not change). In the same term it would not be possible to push the filter if the
filter was considering the column 7a. Indeed if we have (7a;, ?b) at iteration 1, (7aq, 7b) at
iteration 2, then 7ay might have passed the filter while 7a; might have not. In which case
pushing the filter would remove the solution (?as, 7b).

4.1.2 Joins
In a query such as the following:

SELECT * WHERE {
7?a :locatedIn+ 7b .
?b label "France"

The join act as a filter. Therefore depending on the fixpoint and the column bound by
the join, it might or might not be pushed into the fixpoint. The condition in general to push
filters into fixpoint is actually more complicated than the condition to push filters as pushing
a join can introduce new columns that can interact with the fixpoint.

For instance in a pu-algebra term such as ,u(X = Tm (pfn (X) ™ go) U w) if neither ¢ nor
1 binds m then the recursive solutions of X will not bind m. If we push a join that bind m
then this m will be renamed into b and might create new condition for the join with ¢.
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4.1.3 N-ary fixpoints
Let us suppose we have the following query:

SELECT * WHERE {
?a :locatedIn+/:sameAs+ 7b .

¥

One way to compute the solution the solutions to this query is to use the equivalent
following query:

SELECT ?a ?b WHERE {
7?a :locatedIn+ ?7c .
7c :sameAs+ 7b .

Then the computation performs two fixpoints and joins the results. It seems however
inefficient because :sameAs might concern a lot of objects that are not places and thus
do not have a :locatedIn predicate. Conversely, many places might not have a :sameAs
information. In practice, what we would like the evaluator to do in this setting is to start by
computing the pairs (7a, 7b) of solutions to ?a :locatedIn/:sameAs 7b and then recursively
build on that, i.e. at each iteration we create either (?a’,?b) (or (?a,?b')) from (?a, ?b) such
that 7a’ :locatedIn 7a (or ?b' :sameAs 7b). This way, our query execution plan is optimal
in the sense that the only partial solutions that we manipulate are actual solutions.

4.2 Effects of u-algebra terms

In this section, we will develop a logical framework (with definitions, lemmas and theorem)
that will help us analyze the behavior of p-algebra terms. More precisely we will have tools
describing which variables are defined along with a substitution method, how a fixpoint uses
recursively its columns and how we can modify its type without changing its semantics. This
logical framework will then be put into practice to demonstrate rewrite rules concerning
fixpoints.

4.2.1 Expansion of let binders

Given a term let (X = ¢) in ¢ we might be tempted to rewrite that into [X/¢], i.e. the
term v where the occurrences of X are replaced by ¢. However that is not always semanti-
cally equivalent: we need to take into account the fact that variables might be unbound in ¢
and bound v or change scope (if the same variable is bound twice). For instance with ¢ =
Y and ¢ = let (Y =|c; = v1,...,¢, = vy]) in (X xY) we have [let (X =¢) in¢],, =
let (X =Y) inv], =

[lvixvry = llet (Y =ler = o1, e = val) in (X ) Y)]y v =

M Y]]V[X/V(Y)X/{{Cl_wl7__7%_}%}}] = [lex = v1,...,¢n = v, X Y], which is generally dif-
ferent from [ [X/Y]], =[let (Y =|c1 = v1,...,ch = v,]) InY Y], =
[Y" Y]]V[Y/{cﬁvl,...,cn%n}] ={{e1 = v1,.. 00 = vt}

The definition 18 defines the intuitive notion of the set of variables defined in a term and
definition 19 defines a context-aware replacement scheme while the lemmas 4 and 3 show we
can replace variables with their definition when ¢ is constant in the variables defined in .
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Definition 18. The set def(p) of variables defined in ¢ in defined recursively as:

de f(p1 U p2) = def(p1) Udef(p2)
de f(p1\\ p2) = def(p1) Udef(p2)
def(p1 \ ©2) = def(p1) Udef(p2)
def(p1 — p2) = def(p1) Udef(p2)
def(sf?l ™ 902) = def(p1) Udef(p2)
def(p1 ™ pa) = def(p1) Udef(p2)
de f(p5 () = def(p)

def(mq (¢)) = def(p)

de f(6 () = def(p)
def(0(¢,9:C— D)) = def(p)

def(© (p,9,C, D)) = def(yp)
def(os(p)) = def(p)

def(X) =0

def(0) = 0

def(|lcy — vy, Cn = op|) = 0

def(u(Y = ¢)) = {Y}iudef(p)

def(let (Y =) in¢) = {Y}Udef(p)Udef(s)

Definition 19. The replace operator replace(p, X, 1), replaces free occurrences of X in ¢
with 1.

replace(ypy U po, X, 1)
replace(1\\ w2, X, 1)
replace(py \ @2, X, 1)

( replace(py, X, ) Ureplace(pa, X, 1)
(
(
replace(py — @9, X, 1)
(
(

( )
replace(pr, X, 1)\ replace(pq, X, 1))
replace(gpla X> ¢) \ Teplace(gog, X7 @D)
replace(py, X, ) — replace(pa, X, 1)
replace(py, X, 1) X replace(ps, X, 1)
replace(py, X, 1) X replace(ps, X, 1)

replace(ypy X g, X, 1)
replace(ypy X g, X, 1)

replace(p), (¢), X, ) = % (replace(p, X, 1))

replace(m, (), X, 1) = 7, (replace(p, X, 1))

replace(8 (¢) X, ) — 88 (replace(p, X))

replace(0(p,g: C — D), X ) = 6O(replace(p, X,v),g9:C — D)

replace(© (¢, g,C, D), X, 1) = O (replace(p, X,1),9,C, D)

replace(os(), X, v) = os(replace(p, X, 1))

reploce(u(Y = ). X0) = Y = replace(5, X,) X4V
replace(u(X = @), X, ) = WX =)

replace(X, X, ) = 9

replace(D, X, ) =

replace(|c; — vy, Cn = vpl, X,0) = leg = vp, ., 0 — Uy

replace(let (X =) in&, X, ) = let (X =¢) in

replace(let (Y =) in &, X, ) = let (Y = replace(p, X, 1)) in replace(&, X, 1)

Lemma 3. Let ¢ and v be terms such that for all variables Y € def(v), sim(p,Y) =0,
then [replace(y, X, ¢)], = WHV[X/[[@]]V]

Lemma 4. Let ¢ and v be terms such that for all variables Y € def (), sim(p,Y) =0 and
X & def(); then [V[X/¢lly = [¥]vixg,-
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Proof. Lemma 4 is a consequence of lemma 3 as ¥[X/p] = replace(y, X, ¢) when X &
de f(1).
The idea of the proof relies on the fact that capturing the set S = [¢],, of solutions for
X before evaluating [¢]y/s is equivalent to computing []y, for each free occurrence of X
in 1. In general [¢], and [¢], might differ but since V' and V"’ only differ for variables in
def(v); for all Y € def(v)), sim(p,Y) = 0 and thanks to lemma 1 thus [¢],, = [¢].
O

4.2.2 Image of a variable

In this section we use the notation p(c¢) = L to indicate that the image of ¢ through the
function (or mapping) p is not defined. We introduce the perm operator. The operator
perm(p, X,C) computes the different ways an element of m € [i] vy /1,y that is not in
[¢] x(v/g can be obtained (more specifically, how m and w are related see lemma 6).

This perm operator will later be used as a criterion for rewriting rules over fixpoints.

Definition 20. We note perm(p, X, C) the set of permutations on the set C' of columns of
the variable X in the term @. It is defined recursively as:

perm(p; U o, X, C') = perm(p1, X, C) U perm(pq, X, C)

perm(e1\\ 2, X, C) = perm(e1, X,C)

perm(p1\ 2, X, C) = perm(p1, X, C)

perm(p1 — w2, X,C) = perm(p1, X, C)

perm(pr My, X, C) = perm(p1, X, C)

perm(p; X @9, X, C) = perm(gpl,X C) U perm(p2, X, C)

perm(pl (9),X,0) = {p' | peperm(p,X,C) p=yp except p'(a) = p(b) / p'(b) = p(a)}
perm(m, (@), X, C) = {p' | peperm(p,X,C) p=yp exceptp(a)= 1}

perm(B: (), X,C) = {p' | p€perm(p, X,C) p=p except p'(b) = p(a)}

perm(af(go , X, C) = perm(gp, X, C)

perm(u(Y =), X,C) = 0

perm(X, X, C) = {z — x| x € C} (the identity function)

perm(0, X, C) =

perm(0(p,g:C — D), X,C) = {p' | p€perm(p,X,C) p=p exceptce D = p'(c) =
perm(© (p,9,C, D), X,C) = 0

perm(lcy = vy, ..., cn = vy, X, C) = 0

perm(let (X = ¢) in, X,C) = 0

perm(let (Y =) inp, X,C) =

perm(v, X,C) U{p2op1 | p1 € perm(p, X,C) py € perm(,Y,im(p1))}

Lemma 5. Given a term ¢, a variable X, if sim(p, X) = 0 then for all set of columns C
we have perm(p, X,C) =)

Proof. Follows easily from the definition of sim and perm: if X does not appear as subterm
of ¢ then perm(p, X,C) = 0. O

Lemma 6. Let C be such that C C dom(w), for all w € [@]yx/0y \ [€]yvix/g there exists
p € perm(p, X, C) such that ¥c p(c) = LV (m(c) # L Am(c) =w(p(c)))

1)
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Proof Sketch. See full proof in appendiz A.3.1.

The proof relies on the fact that the linearity syntactically forbid the combination of map-
pings coming out from a given variable. The perm operator tracks the possible provenance
of a mapping of a variable and annotates which operations are applied on the mapping for
each provenance. O

4.2.3 Adding columns to variables

With our rewriting rules we sometimes change the domains of mappings that are solutions
of a fixpoint. In this section we introduce a function canAdd allowing us to derive some
sufficient conditions for when the impact on the fixpoint semantics of extending the domain
of a mapping is only on the extended part of the domain.

Definition 21. Given a term ¢ and a column c, the function canAdd(p, X, c) determines
whether modifying the column ¢ of variable X has an impact on the solutions of ¢, it is
defined as:

canAdd(p1 U ¢a, X, ¢) = canAdd(p1, X, c) A canAdd(ps, X, ¢)
canAdd(p; X @9, X, ¢) = canAdd(y1, X, c) A canAdd(ps, X, c)
canAdd(p1\\ g2, X, ¢) = canAdd(p1, X, c) A canAdd(ps, X, ¢)
canAdd(p; \ pa, X, €) = canAdd(p1, X, c) A canAdd(ps, X, ¢)
canAdd(g1 — pa, X, €) = canAdd(e1, X, c) A (sim(p1, X) = 0)
canAdd(gol XN 9, X, C) = canAdd(y1, X, c) A canAdd(ps, X, c)

= canAdd(p, X,c) ANc & {a,b}

canAdd(pl (p), X, c
( canAdd(p, X, c) when ¢ # a

)
canAdd(m, (p), X, ¢)

(

(
canAdd(m,. (@), X, c) = sim(p,X) =0
canAdd(B° (¢), X, c) = canAdd(p, X,c) N c & {a,b}
canAdd(0(¢,9:C — D), X,c) = can(p,X,c) Nc¢CUD
canAdd(© (p,9,C, D), X,c) = T  (since sim(O (p,9,C,D)) =0)
canAdd(os(p), X, c) = canAdd(p, X,c) Nc g FC(f)
canAdd(p(Y = go) X, c) = canAdd(p, X, c)
canAdd(Y, X, c) = T
ccmAdd(|01 —>vl,.. Jen = |, X 0) = e {er, .. 0}
canAdd(let (Y =) in ), X,¢) = canAdd(y, X, c) A canAdd(p, X, ¢) A canAdd(y, Y, c)

Lemma 7. Given a term v, an environment V, a variable X and a mapping w, If ¢ &
dom(w), VY, sim(p,Y) =0V (Vm € V(Y)c & dom(m)), and canAdd(p, X, c) then we have
for all v (with w(v) = w + {c = v}):

LYm & [lypx quy € & dom(m);
2 Lelviepun = [me (O)vix/ e
5.Ym € [y ix/twwy ¢ ¢ dom(m)V m(c) = v.

Proof Sketch. See full proof in appendiz A.3.2.
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The proof of point 1 and 3 relies on the fact that canAdd enforces that ¢ syntactically
appears in a subformula that is also a subformula of 7. (). Therefore the ¢ part of the
domain cannot be altered since the term cannot reference it.

The proof of point 2 relies on the fact that there is only one possible value (v) for the ¢
image a mapping solution. O]

As we have seen canAdd provides information on whether a given column can be added to
a variable without essentially changing the semantics of a formula (except on this column).
We now present lemma 8 which reinforce this by extending perm for free for the added
column and thus complete the result of lemma 7 with the conclusions of lemma 6.

Lemma 8. Let ¢ be a p-algebra term, X a variable, ¢ a column and C' a set of columns with
¢ ¢ C and canAdd(p, X, c) then perm(p, X,CU{c}) ={pU{c—c} | p € perm(p, X,C)}.

Proof Sketch. See full proof in appendix A.3.5.

The definition of canAdd essentially enforces that ¢ does not appear syntactically while
perm(p, X, C') returns the elements of subformulas and changes only the elements that appear
syntactically. O]

4.2.4 Application 1: A theorem on filtered fixpoints

We now present the applications of our lemmas. Theorem 2 present a sufficient condition
for pushing filters inside fixpoints. Pushing filter down the evaluation tree is usually a good
heuristic as it limit the size of intermediary results. However in the case of filter, it is not
always possible.

For instance, consider the term that computes whether there exists a chain john =
p1..-pn = bob of people with {s = p;,0 =p;y1} € K. A term computing that is
T 5= john? no="bob> (1(X = Tpmp (P (K) ™ p (X)) U K)) in which intermediate results do
not pass the filter but might be essential to provide a solution. Indeed, the term where
the filter is pushed (X = 05— jonn ro="bob” (Temp (P2 (K) x pi™P (X)) U K)) does not really
compute a fixpoint, it computes K. This term does not meet the criterion 2 of the theorem
because perm(mim, (i (K) w pP (X)) U K, X, {s,0}) = {{o — o}} and thus we do not

have {o — o}(s) = s. )

Theorem 2. Let u(X = ¢) be a fizpoint, V' an environment, C' and a filter f with:
1. Vm e (X =¢)],, C < dom(m)
2. ¥p € perm(p, X,C) Vde FC(f) p(d)=d

we have: [oy(u(X = ¢))];, = [W(X = 04(0))] -

Proof Sketch. See full proof in appendiz A.3.4.

The idea is that, in a linear fixpoint, a mapping m solution of [u(X = ¢)],, is either
the solution of the initial term m € [[gp]]V[X/@] or the image of another mapping solution
(m € [#ly(x/quy for some w). By condition 2 of the theorem and lemma 6 we have that the
image m of a mapping w passes the filter if and only w passes the filter. Therefore we can
remove the element not passing the filter. O]
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4.2.5 Application 2: A theorem on fixpoints joined with other pu-
algebra terms

The objective of this section is to present criteria allowing a fixpoint of the form p(X = ¢) x ¢
to be rewritten into pu(X = ¢ x ). In order to better explain the chosen criteria, here are
various ways of why [u(X = ¢) x 9], might differ from [pu(X = ¢ 3 )]

1. As for filters, performing the join of ¢ and 1) might remove some mappings that are not
solution of (X = ) x 1 but necessary to produce other solutions. For instance, the
toy example of section 4.2.4 can also be expressed with a join: os—»john” ro="bob” () =
@ X o — "bob”, s — " john”|. In this case the conditions for allowing the join should
be similar to the condition allowing a filter.

2. Joins can also add some columns that might change the semantics of a fixpoint. For
instance on the fixpoint p(X = myy, (P (K) x pi™ (X)) U K) if the mappings of X
also bind the column ¢mp then the semantics changes: in
(X = (Tpmyp (P27 (K) x p™P (X)) U K) X [tmp — v]) all recursive solutions m (i.e. all
solutions except those from K x |¢ — tmp|) will have r(s) = r(tmp) = v which is
generally not the same as
(X = Ty (P2 (K) ™ pi™P (X)) U K) X |tmp — v| where solutions m of the fixpoint
are simply extended with m(tmp) = v.

3. Finally the column we add might also interact with themselves. For instance, let
(X = ¢) be a fixpoint where a and b are not columns of solutions and do not appear.
Then
u(X = x(Ja— v|U|b— v|)) has not the same solutions as pu(X = ¢) X (ja = v| U
|b — v|) because in the first term we will compute (Ja — v|U|b — v]|) joined with itself
which has 3 solutions ({a — v},{b — v},{a — v,0 — v}) while (|la = v| U |b — v])
has only two solutions.

The problem raised by point 1 is treated by lemma 9. The problem raised by point 2 is
treated by lemma 10 and finally theorem 3 wraps everything to provide a sufficient criterion
for pushing joins into fixpoints.

Lemma 9. Let ¢ and ¢ be p-algebra terms, V an environment and D and C' be sets of
columns such that:

1. Vm € [¢],, dom(m)C D CC
2. Vm € [u(X =¢)],, D < C Cdom(m)
3. Vp € perm(p, X,C),c€ D p(c)=c
Then we have 1 x p(X = @)], = [(X = ¢ » )]

Proof Sketch. See full proof in appendix A.3.5.

The proof of this lemma is pretty similar to the proof of theorem 2, we show that the
join cannot add or change mapping (it thus acts as a filter) and that the removed mappings
cannot be used to produce solutions passing the join. O]
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Lemma 10. Let ¢ and ¢ be p-algebra terms, V' an environment, ¢ a column and D and C
be sets of columns such that:

1. Ym e [¢],, dom(m)C DU{c} CCU{c}
9. V¥me X =9y DCCCdom(m)Acg dom(m)
3. ¥p € perm(p, X,C),c€ D p(c)=c
4. canAdd(p, X,c) =T
Then we have [ % p(X = )], = [(X = ¢ 5 B)],.
Proof Sketch. See full proof in appendix A.3.6.
The idea is take leverage of lemma 7 to ensure the result holds on one iteration of the

fixpoint and then proceed on induction (to follow the fixpoint semantics). O

Theorem 3. Let u(X = ) be a fixpoint and v be a p-algebra term, V' an environment, and
C, D, E sets with:

1. Ym € [¢],, dom(m)=FEUD

2.Vm e WX =)y, (DCC Cdom(m)) A (dom(m)NE =10)
3. ¥p € perm(p, X,C),d e D p(d)=d

4. ¥Yee E  canAdd(p, X,c) =T

5. stim(1, X) =0
we have: [1h x p(X = )]y, = [W(X = ¢ x )]
Proof Sketch. See full proof in appendixz A.3.7.

The idea is to proceed by induction on the number of columns defined by v and at each
column ¢ depending on whether ¢ € E/ or ¢ € D we use either lemma 10 or lemma 9. [
Remark 2. We could extend this theorem to allow one of the column from DU E to appear
only in some of the mappings (and not all). But we could not allow two of them: for instance
if [¥],, contains the mappings {c — 3,a — 1} and {c — 3,0 — 2} then [¢p x 9], also
contains {a — 1,b — 2,¢ — 3}.

4.3 Decomposed fixpoints

In this section we present the decomposition of fixpoints into constant and recursive parts
and show some specialized version of the theorems proved above for decomposed fixpoints.
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4.3.1 Recursive terms

Definition 22. A term 1 is said recursive in X when for all V, [[@/}]]V[X/@] = .

Definition 23. Given a term ¢ and a variable X the term ¢ is said syntactically recursive
in X when rec(p, X) = T. rec is defined recursively as:

rec(pi\\ g2, X) = rec(pr, X)
rec(pr \ 2, X) = rec(pr, X)
rec(or — w2, X) = rec(pr, X)
rec(pr X @9, X) = rec(pr, X)
rec(pr Upq, X) = rec(pr, X) Arec(pa, X)
rec(pr M o, X) = rec(pr, X) Vrec(ps, X)
rec(pg (@), X) = rec(p, X)
rec(mq (), X) = rec(p, X)
rec(Bh(9), X) = rec(p, X)
rec(0(¢,9:C — D), X) = rec(p, X)
rec(® (p,9,C, D), X) = L
rec(u(Y =¢), X) = L
rec(let (Y =) in 1, X) (rec(v,Y) Nrec(p, X)) Vrec(, X) note X #Y
rec(X,Y) X=Y
rec(0,X) = T
rec(|e; = vi, .. 0 = U], X) = L

Lemma 11. A term ¢ syntactically recursive in the variable X is recursive in X, i.e.
(rec(gp,X) = T) = (VV : [[@]]V[X/@] = (Z)).

Proof Sketch. See full proof in appendiz A.3.8.
The proof is simply an induction on the size of ¢ such that rec(¢p, X) = T. O

4.3.2 Decomposed fixpoints

Definition 24. A fixpoint u(X = ¢ U) is said decomposed into (¢, 1)) when ¢ is constant
i X and 1 is recursive in X. @ is the constant part and 1 is the recursive part.

4.3.3 Theorem for filtered and joined decomposed fixpoints

We now present specialized versions of theorem 3 and theorem 2 for decomposed fixpoints.

These theorems are important because they allow the rewriting of fixpoint in a way that
can limit the size of intermediate computation (a filter always reduces the size and a join
sometimes reduces the size) while always leaving the recursive part unchanged. In practice,
recursive computations are expensive and limiting the size of the recursive term has a great
impact on performance.

Theorem 4. Let (X = pU) be a decomposed fixpoint with ¢ its constant part, 1 its
recursive part and let k be a p-algebra term, V' an environment, and C, D, E sets with:

1. Ym € [k]y, dom(m)=FEUD
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2. Vm e WX =U¥)]y, (D CCCdom(m)) A (dom(m)NE =)
3. Wp € perm(v, X,C),d € D p(d) =d
4. Ve€E canAdd(y, X,c) =T
5. sim(k, X) =0
we have: [k 0 p(X = Uv)]y, = (X =9 x s UP)]y.

Proof Sketch. See full proof in appendiz A.3.9.
The idea is simply to adapt the general proof in the case of a decomposed filter. n

Theorem 5. Let u(X = ¢ U) be a decomposed fixpoint with ¢ its constant part and 1 its
recursive part, V. an environment, C' and a filter f with:

1. Vm e [u(X =puU)], C Cdom(m)
2. ¥p € perm(y, X,C) Vd e FC(f) p(d)=d

we have: [oy(u(X = o U¥))], = [WX =0os(p) U],

Proof Sketch. See full proof in appendix A.3.10.
The idea is simply to adapt the general proof in the case of a decomposed filter. O

4.3.4 Theorem: Combination of decomposed fixpoints

We now present a theorem that allow to merge two fixpoints (and by repetitive use, several
fixpoints) into to just one fixpoint.

Theorem 6. Given two decomposed fixpoints u(X = ¢ U) and u(Y = U k) and
OX, EX7 DX7 OY: EY7 -DY with:

1. Vm e [u(X = o U)],, dom(m)= DxUEx =Cx
2. Vm e [uY = kU], dom(m)= Dy UEy =Cy
Dy CCx,Dx CCy, ExNCy =0, EyNCx =0
Vp € perm(¢, X,Cx),Ye € Dy p(c) =c¢

Vp € perm(&,Y,Cy),Ye € Dx  p(c) =c¢

Ve e Ex  canAdd(¢,Y, c)

NS &

Ve € By  canAdd(y, X, c)

Then we have: [pu(X =pUy) x pu(Y =rUE)], =X =let (Y =X) inpxrUypU],
and [i(X = o Uv¥) x u(Y =k U], = (X = ¢ x replace(k, Y, X) Uy Ureplace(&,Y, X)),

Proof Sketch. See full proof in appendix A.3.10.

This proof is an extension of the proof of theorem 4 but that has to deal with the fact
that both fixpoints are interacting with each other. In fact one can see theorem 4 as a special
case of this theorem where & = (). O]
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As explained earlier, fixpoint computations are costly and this theorem allows for a rewrit-
ing that reduces this cost in several different ways:

e first, all solutions of the produced fixpoint correspond to the join of two solutions of
each fixpoints, therefore the number of intermediate solutions never increases;

e second, the number of intermediate solutions can be drastically reduced when joining
two fixpoints since the base solutions (i.e. the non recursive part) are the join of the
base solution of the two initial fixpoints;

e finally, a fixpoint has a an important fixed cost as we have to have some bookkeeping
to test whether its computation has finished.

4.3.5 Application : decomposed fixpoints and other p-algebra con-
structs

Theorem 7. Given a decomposed fixpoint (X = @ UvY) and a,b and C with a € C such
that:

1. VYm € [u(X = eU)],, C C dom(m)
2. Vm e (X =pU)],, b & dom(m)
3. ¥p € perm(¢, X,C) p(a) =a
then
L [Bs (u(X = 0 U))]y = [u(X = B (0) U], when canAdd(y, X, b)
2. [ma (u(X = 9 U]y = [4(X = 70 () U]y, when canAdd(s, X, a)

3. 108 (WX = U¥))]y, = (X =p(p) U zp)]]v when when canAdd (1, X, b)AcanAdd(y, X, a)

Proof Sketch. See full proof in appendix A.3.11.
The theorem holds because:

1. values for b will propagate as constant but values for a also thanks to condition 3.
2. canAdd(y, X, a) ensures that values for a are not relevant to the computation of 1

3. canAdd(v, X,a) A canAdd(y, X,b) ensures that values for a and b are not relevant to
the computation of 1

[]

4.4 Typing p-algebra terms

We now present our type system for p-algebra. This type system will be used in the next
section in the definition of our rewriting rules. For instance, in a p-algebra term like o (¢ x 1)
we can sometimes push the filter into ¢ (i.e. it is equivalent to the term os(¢) X ¢) but this
rewritings depend on ¢, on ¥ but also on the environment they are evaluated under..

Our type system will allow us to detect situations where rewritings are sure to be correct.
This analysis is similar to other analyses in the context of the SPARQL Algebra, see e.g. the
definition of ¢Vars and pVars [SML10a] that resembles our C' and P, but we have variables
and fixpoints which imply major changes.



94 CHAPTER 4. ANALYSIS & TRANSFORMATION OF pu-ALGEBRA TERMS

4.4.1 Types

Our types are pairs (¢, p) of sets of columns. Intuitively, a type (¢,p) describes a set ¢ of
columns that are certain to be present in all mappings and a set p of columns that appear
possibly. Formally, the pair (c,p) is a valid type for a set of mappings M when for each
mapping m € M we have ¢ C dom(m) C p.

Note that when (¢, p) is the valid type for a set of mappings M then all (¢, p') such that
¢ Ccand p C p are also valid types for M.

4.4.2 Types of u-algebra terms

Given an environment V' and a p-algebra term ¢, the type of [¢],, depends, obviously, on ¢
but also on V. During the compilation (where our typing occurs) we don’t want to use the
exact environment V', otherwise in a term like let (X = ¢) in ¢ we would need to actually
compute [¢], in order to get the type of X in V[X/[¢],]. Our typing judgments rely on
abstract environments.

Definition 25. An abstract environment I' is a function that associates each variable X
with a pair (c,p) of sets. An abstract environment is an abstraction of the environment V

when for all variable X, V[X] # 0 = T'[Y] is a valid type for V[X].

Given a p-algebra term ¢ and an abstract environment I' associating each free variable
X of ¢ with a type I'(X), the computed type for ¢ is (C(¢,I"), P(¢,I")) with P and C as
defined in figure 4.1.
In the context of SPARQL, the free variables of u-algebra are @), N, T" and the T,,. The
type of Q is ({s,p, 0,9}, {s,p,0,9}), the type of N is ({s},{s}) and the type of T (or T, for
any n) is ({s,p, o}, {s,p,0}) (all these types can be deduced from the type of Q).
For instance, with T" typed as in SPARQL then the term TUp¢ (% (T')) is typed ({0}, {a, b, s, p, 0}).

Definition 26. The set C(p,I') of certain columns and the set P(p,I') of possible columns
of the term ¢ under the abstract environment I" is as defined as in figure 4.1.

Note that, during the typing of a u-algebra term ¢, once the fixpoints are reached, each of
the subterms of ¢ actually gets a unique type. The type of a subterm ¢ is (C'(¢,T"), P(¢,T"))
but in the next sections we will abuse the notation and simply refer to C'(¢) and P(yp) for
subterms when the context makes it clear.

4.4.3 Validity of types

Lemma 12. Given a term ¢ and a environment V and its abstractionI" thenVm € [¢],, C(p,T") C
dom(m) C P(p,T).

Proof Sketch. See full proof in appendix A.3.11.

The proof relies on an induction on the size of considered formulas. The only special case
is for fixpoints. Our proof does not rely on the actual value of W{: any value would have
provided a correct type. The larger W we use, the more precise the type will get because
a careful examination of C'(¢,I") shows that it is increasing in I'(Y") for all Y.

Therefore, for any pair Z;, Z3 of starting sets, with j € {1,2}, Z/,, = C(¢, T[X/(Z!,0))),

)

71 = lim;_oZ) we have ZL C Z2 implies ZL C Z2.. Since P(u(X = ¢),T') corresponds
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P(p1 Uy, T) = P(p1, 1)U P(p2, 1)
P(o1\\ ¢2,T) = P(p1,1)
P(p1\ 2,T) = P(p1,T)
P(p1 — @2,T) = P(p1,T)
P(p1 X o, T) = P(p1,1)
P(p1 ™ o, 1) = P(p1,T) U P(p2,T)
P(ph (9),T) = P(p,I)[{a} < {b}]
P(m, (p),1) = P(p,I)\{a}
P(B(#),T) = P(p,I)[{a} = {a,b}]
P(#(p,g:C — D), T = P(p,I)[C = D]U P(p,T') when C € C(p,T)
PO(p,g:C—D),T) = P(p,)[C — D] when C C C(p,T")
P©(p,9,C,D),T) = (P(p,I)\C)UD
p<0'—\bnd(c)((10> F) = P(QO,F) \ {C}
P(os(p),T) = P(p.T)
P(X,T) = I'(X)
P(0,T) =0
P(ley = v1, .. sen = o], 1) = A{a, ..., cn}
P(let (Y =) iny,I) = P, TX/(P(¥,1),0)])
P(u(Y = ¢),T) = limiocW,
Clp1 Uy, T) = C(p1, )N C(p2,T)
Clei\\ 2, 1) = C(p1,1)
Clp1 \ 2,1 = C(p1,1)
C( - Y2, F) = C(<P17F)
C(@l Xy, T) = C(p1,I)
Cp1 ™, T) = C(p1, ) UC(p2,T)
Cph (9),T) = C(p,D)[{a} ¢ {b}]
C(m (), 1) = C(p, )\ {a}
C(Ba(p),T) = C(p,D)[{a} = {a,b}]
Cl(p,9:C—D),T) = C(p,I)]C = CUD|
C(opnae) (), T) = C(p,I)U{c}
Clos(e),T) = C(p.T)
C(X,T) = T(X)
c®,1) =0
Cler = vy, . cn =), T) = He, .. cn}
Clet (X =¢) iny,I) = C@,I'X/(C(¥,1),0)])
C(M(‘X = @)?F) = limiaoovvic
where JWo = 0 and 40 = Pu(Y =¢).T)
Wl = Pp,TX/(0,W])]) Wi = WENC(e, T[X/(WE,0)])

Figure 4.1: Definition of P and C.

95
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to a valid type, therefore if [¢], is not empty for V abstracted by I' we have Z'oo C
P(u(X = ¢),T) and thus using W¢ = P(u(X = ¢),T') gives the largest set possible for
C(u(X = ¢),T") and thus the most precise (the most precise four our methods; other methods
could find a tightest type). O

4.4.4 Precision of types

Deciding the most precise type (i.e. decide whether a given column is sure to be present or
will never be present) is a hard problem. The more precise the analysis, the more rewriting
we can do and therefore the more optimization we get. However a perfectly precise analysis is
often impossible: if it were feasible we would be able to detect p-algebra terms corresponding
to () and thus, by translation, the SPARQL terms that always answer nothing. We therefore
stick to a syntactical analysis that might sometimes be imprecise.

That is why we use only a syntactic (therefore imprecise) criterion to compute P and C.
These approximations are conservative, if I' is an abstract environment of V' then the domain
of a mapping of [¢],, will be a subset of P(p,I') and it will always contain C(p,I").

4.4.5 Computation of types

The figure 4.1 gives us a definition of P and C but since it is based on a fixpoint semantics, we
need to show that these fixpoint do actually terminate. The termination of the computation
is implied by the finiteness of P(¢,I') and C(¢,I') for all ¢. Indeed, since p-algebra terms
are finite, a compute of P or C that would not terminate would correspond to a fixpoint
with an infinite number of columns. However C(u(X = ¢),I") terminates if P(u(X = ¢),T")
is finite and P(p,I") contains, at most: p for (¢,p) € I'(Y) and Y appearing in ¢, {a,b}
for any subformula of the form p® (&), 7, (€) or £° (£) and D for any subformula of the form
0(&,9: C — D). Since ¢ and all of the I'(Y) are finite, P(p,I') is also finite.

4.5 Normalizing rules for u-algebra terms

The general idea used to produce those equivalent forms is similar to the optimization of
the relational algebra: we have a set of “rewriting rules” that detect patterns in a p-algebra
that could be replaced by some other pattern. We maintain a set of equivalent p-algebra
terms. At the beginning, the set is composed of our initial term (i.e. the u-algebra term
obtained via the SPARQL translation). Then we recursively apply the rules, wherever they
are applicable, to each p-algebra term we obtain until we reach a fixpoint.

With a very general set of rewriting rules, the termination of the above algorithm is not
certain. For instance, with only the valid rule ¢ — ¢ U, our algorithm will never terminate.
So we have to make sure that such behaviour does not arise.

Furthermore, even with a terminating set of rules, the running time of our algorithm
might prevent effective use on real queries. That is why we split our rules into normalizing
rules that reduce the number of p-algebra terms considered and generating rules producing
new p-algebra terms. Each time a new p-algebra term ¢ is produced by a generating rule we
use the normalizing rules on ¢ until no more can be applied.
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4.5.1 Simplification of constant terms

An expression is said constant when it does not contain variables (i.e. VX sim(p, X) = 0)).
Constant terms can always be computed at compile-time to a set of [ mappings and thus be
replaced by an expression of the form |c} — v],... ¢l = vl|U---U|d = l,....d, = v
when [ > 0 or () when [ = 0.

nl

4.5.2 Removing ()

Formulas containing () can always be rewritten to simpler formulas that are either () or
formulas with no () as subformulas.

(ISR

ool it ltaltttltooosos s

replace(y, X, ()

~—

S A e A A

= =

The proof of the equivalence behind these rewritings is straightforward.

4.5.3 Pushing renamings

There are a few operators that we included in our grammar that don’t change the way
the computation is done: renamings and projections. Renaming has zero effect on the way
mappings are computed, and projection only limits the amount of data which needs to be
computed. Therefore, we push renaming down the tree and we push projection up the tree
(renamings are done as soon as possible and projections at the last moment). Projections are
pushed upwards to the innermost p (or the root of the tree if there is no upward p), while
renamings always appear in front of variables.

In this part, a, b and ¢ are necessarily different. fresh corresponds to a new unique
variable name. The notation ¢[u/w| indicates that every occurrence of u in ¢ is replaced by
w.
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5 () — @
% (1 U o) — 05 (1) U 0l (¢2)
05 (01 X ©2) — 05 (01) ™ ph ()
05 (01 2 @) — ph (01) ™ 05 (02)
(o1 \ 2) — 05 (01) \ ph (2)
05 (91\\ 2) — b (01) \\ P5 (92)
% (g1 — p2) — 05 (p1) — pb (02)
oo (0()) — I flaest) (05 ()
ph(0(p,9:C— D)) — 00} (#),gla< b : Cla > b] — Dla + b))
P (©(#,9,C, D)) = O (s (p),gla < b],Cla <> b], Dla <> b))
pb (my () — T fresh (pZ (p{fres’l w)))
Ph (o () - o ()
5 (e () — e (05 ()
ph (let (X =) ing) — let (X =) in pf (1)
o (WX =) — (X = pb (o[ X/pg (X))

The only unchanged formula p° (¢) are when ¢ is a variable or a renaming. Therefore, in
a normalized formula, where it is not possible to apply normalizing rules anymore, renamings
can only appear in front of a variable, either directly or through a chain of renaming (i.e.

o (- (ol (X))

4.5.4 Pushing column projections

In the same manner we push toward the top the removal of columns:

Ta (01) U o — Tresh (P57 (1) U @2)
Tq (()01) X P2 — T fresh (pgres}l (Qpl) X ()02)
Ta (901) N ©2 — T fresh (pgreSh (Qol) N 902)
Ta (()01) \ ¥2 — T fresh (pgresh (901) \ ()02§
Tq (901) \\ P2 — 71-fresh (pgchGSh (@1) — 2

©1 U Ta (902) — T fresh (901 U pgreSh (902))
01 X 74 (¢2) — T fresh (901 N plresh (@2))
©1\ Ta (p2) — Trresn (01 \ pI7" (p2))
©P1 W Ty (902) — T fresh (901 X P,]:T&Sh (@2)%
of (ma () — Tq (Uf[a/fresh (e

0(ma(9),9:C—=D) = Tpresn (017" (0),9:C — D))

let (X =m,(9)) iny — let (X =) in [X/m, (X)]
let (X =¢) inm, (W) — 7o (let (X = ¢) in @)

The only subtle rule is (7, (¢), g : C — D) = Tpresn (0(p1"*" (¢),g: C — D)). When
the column a does not appear as input or output of f then we can rewrite this rule to
O(mo (¢),9 : C — D) = 7, (0(p, g : C — D)) but in the general case we have to be careful
and rename a first.

After applying all those rules, the formula can only have column removal operations at
the topmost part or in front of fixpoints (i.e. (X = 7y, (... 7q, (¥)))).
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4.5.5 Commutative operators

We suppose there exists an arbitrary order < on p-algebra terms and for each commutative
operator + € { x ,U} we replace A+ B with B+ A when A > B. This considerably reduces
the number of equivalent plans but it increases the number of rewriting rules.

For instance, for a n-join ¢ X ... X ¢, X @, there are 2" x C,, equivalent plans using
commutativity and associativity (2" x C,, is the number of binary trees over n internal nodes
or n + 1 different leaves where (), is the n-th number of Catalan). If we leave out the
commutativity using the order introduced to consider only plans where each join respects
the order there are only C), different plans.

However, this simplification implies to extend the set of rewriting rules, for instance, if we
have the rule oier (A X B) = 0fiter (A) x B (if B and f have no common columns) then
we also need the symmetrical rule o jper (B X A) = 0 fitger (A) X B.

In the same manner, each time we have a sequence of filters oy, (... 0y, (¢)) we reorder
the fi,..., fn such that o, (0) <oy, (0) i < j.

4.5.6 Expansion of let binders

Given a let-binder let (X = ¢) in ¢ satisfying the conditions of lemma 4
(i.e. VY €def(v) sim(p,Y)), the rule let (X = ¢) in ¢ — ¥[X/y] is valid.

To normalize let-binders we can use the rule to remove the let-binder, but that sometimes
results in an exponential increase in the size of the formula. In our normalization process
we apply the rule only when X is syntactically present once (or not present) in ¢. In other
cases, we push the formula at the top using the rules (supposing X & def(§)):

(ot (X=¢) mg)xe — lot (X=g) in($nE)
(ot (X=¢) mg)ME  — lot (X =) in (€
Ex(let (X=g) ing) = let (X =) in (€24 )
E\(et (X=¢)ing) = let (X=g) n(€\0)
(ot (X=9) mo)\E = et (X=g) in (\&)
EN\(let (X =¢) ing) = let (X =) in(E\¢)
(let (X =) my)\&§ = let (X =¢) in (P\\§)
E—(ot (X=g) ing) = let (X=) in (£ )
(let (X=¢)in¢)—¢ — let (X=¢)in(—E)
(let (X =¢) ny)ul =  let (X =¢) in (YU
Ofiter (let (X =¢) inv) — let (X =) in opiper (¢)
Blet (X=¢) my) = ot (X=g) in b (e)
Y =let (X =¢) ine)) — let (X =¢) in u(Y =) when sim(p,Y) =0

4.5.7 Filter

Our normalizing rules to simplify filters:

O a& &b (90) — Oq (Ub (80))
O-(alp) () = T=a(0-0 (9))
Oa(p)  — 04 ()



100

CHAPTER 4. ANALYSIS & TRANSFORMATION OF pu-ALGEBRA TERMS

The following rules also exist (note that we reversed the direction of the arrows to avoid

combinatory explosion):

00 (P)U (00 (9)) = -t (¢)

04 () Uay (p)

4.5.8 Removing filters

— Oallb (¢)

Filters can sometimes be removed. For instance, in ¢t = <let (X =N) in opn(o) (X) x p2 (Th) ),

the opna(o) (X) can be reduced to () and then the whole ¢ can also be reduced to (), but in
t = <let (X =NUpL(N)) in opae (X) x pl (Th) >, Opnagi) (X) cannot be directly reduced.
Then, depending on 1, €, and whether ¢ belongs or not to C'(¢) and P(y), we have the

rules:
c & P(p)

c € C(y)

Obnd(c) (80) — 0

Obnd(c) (p) = ¢

O —bnd(c) (p) = ¢

O-ﬂbnd(c) (@) - @

Furthermore, in the expression o (¢) we can compute f’ which is f where we replaced
the occurrences of the elements of FC(f)\ P(y) by Error. If f' necessarily evaluates to T
then we have the rule o (p) — ¢ and if f’ necessarily evaluates to L or £ then we have the

rule o (¢) — 0.

4.5.9 Simplification rules

Finally we also have the following rules to simplify redundant terms (proof of their validity

is rather straightforward and thus omitted):

pUyp - ¥

P M — @ when [P(p,I')\ C(p,I')| < 1
My — @ when [P(p,I') \ C(p,I')| < 1
e\ p — 0

o\ ¢ — 0 when C'(p,T') # ()
©— — 0

-9 — @ when C(¢) \ P(¢,T) # 0
=1 — @\ when P(p,[)\ C(p, ) =P, I)\C(®,I') =10
o\ ¥ — o\ ¢ when C(p) N C(y) # 0
O X ey (Tey (.76, (0)) — © when P(p,T)\ {c1,...,c,} C Cp,T)
wX =) — ® when sim(p, X) =0
O (varphi, g,C, D) — 0 when C € P(p,T)

4.6 Producing rules

The rewriting rules we present here are used to produce new terms from a given term. The
rule set we introduce needs to create a finite number of terms (in order for the algorithm to

stop).
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4.6.1 Associativity

Of the several binary operators we have, two of them are associative. These rules combine
with the commutative rules which means that for a rule (¢ x 1) x & we have also a rule
for (v M @) M & € X (Y xp) and € X (¢ X 1p). The associativity of the x operator is of
particular importance as it will lead to the several join orders of conjunctive queries.

pH (g < (pri)xg
pU@UE) < (pUyp)UE

4.6.2 Distributivity

Following the same idea as for associativity we can introduce the rule of distributivity from
all operators to each other when applicable:

Tallp() & o4(p) Uay(p)
X (PUE) = (pxP)U(pmE)
(PUE M < (YXNp)U (™)
WU\ < @W\p)UE\p)
WUHWNe < (W\p)UE\p)
(YUl —p < @—p)U(€—yp)
or(pUy) or(p) Uap(y)
or(pmy) of(p) pa 1 FC(f) CC(p)
or(pxt) ar(p) x o) FO(f) € Cp) N C(1)
exBl(Y) (™) a€CW,L)NC(p,T)Abg P(,I') U P(p,)
expl(Y) Oa=p(p ™) a € CY,T)NC(p, T)ANbE P(,T) Abe C(p,T)

Since fixpoints are the new feature of our algebra, we will now present rules associated
with fixpoints with more details.

4.6.3 Combining fixpoints and joins or filters

In our translation of SPARQL, given the term PP(John knows * 7a) our algorithm will
translate knows* into a fixpoint computation and then filter to keep elements of the relation
that have a John. Clearly, computing the whole binary relation knows* before filtering is
wasteful compared with computing directly the unary relation knows x John. (Note that
in some cases 7a might be more constrained than John and in this case our computation
should start from ?a; starting from the fixed part of a PP is not always the best plan.)

In order to generate the various plans, we need rules to move joins and filters inside
fixpoints (i.e. of(u(X =A)) = u(X =o0¢(A))). Clearly, such a rule is not always true:
given the p-algebra term A = g2 (N)Um,, (p7 (X) w pi* (T')), we have 05— jonn (u(X = A)) —
(X = 05— jonn(A)) but we don’t have oo jonn (W(X = A)) —

(X = 0o—jonn(A)). This is caused by our fixpoint computation that uses the column o to
produce new elements and replace it with the o from T

We now present four rules on fixpoints to combine them with filters or join, supposing

they are evaluated under an environment abstracted by I':
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e Using the theorem 2 the rule to combine filters with fixpoints is when Ve € FC(f) Vp €
perm(p, X, C(u(X = ¢),I)) p(c) =c AN FC(f) C C(p,I") we have that

or((X =) = (X = 0s(p))

e Using the theorem 3 the rule to combine a join with fixpoints is when sim(¢, X) = 0
and Ve € P(1) ¥p € perm(p, X, C(u(X = 9), 1)) ple) = cand Ye € P(u(X = ¢),T)\
C(u(X =), T') canAdd(p, X, ¢) we have:

P (X =) = u(X =9 xp))

e Furthermore, when fixpoints can be decomposed into an initial part and a recursive
part, we have a specialized version of the rules. If the fixpoint is (X = ¢ U 1), where
¢ is constant in X and ¢ is recursive, then (by theorem 5) when

Vp € perm (v, X, C(u(X = pU),T1))Ve € FC(f) p(c) = ¢ we have that:

or(u(X = U)) = u(X = 0as(p) Uy)

e In the same manner, if the fixpoint is £ = u(X = p U1) where ¢ is constant in X
and 1 is recursive, then (by theorem 4) when sim(k, X) = 0 and C(k,I") = P(k,T")
and for each ¢ € P(k,T") either ¢ € C(&,T) AVp € perm(v, X,C(£,T)) p(c) = c or
c & P(&,T) A canAdd(y, X,c) = T then we have:

KX (X =pU) = p(X = (kxp)Uy)

4.6.4 Reversing fixpoints

Motivation

As we have seen, pushing filters, selections and joins into a fixpoint u(X = ¢) depends on .
The translation of the regular path expression knowsx is rep(knows*) =

(X = B2 (N) Uy, (o2 (X) ™ p2 (0pmknows(T")))). In this fixpoint, we cannot push the filter
Oo=Jjohn Since o is used by X. This fixpoint starts with a set of couples ¢ (N) binding s
and o, and at each iteration of the fixpoint, it will build new (s, 0) by appending a mapping
(m, 0) validating knows to a mapping (s, m) already built. However, to compute the same
set of mappings, the fixpoint could have started from the same set and recursively appended
a mapping (s, m) validating knows to an already-built mapping (m, o) without using o, i.e.
the fixpoint p(X = 52 (N) U, (07 (X) X pl* (Cp—knows(T)))) in which we can push the filter
Oajonn Which gives (X = B2 (0,joun(N)) Uy (07 (X) 50 P27 (0ptros(T))).

Simple case

Let us consider a fixpoint of the form (X = ¢ Um.(pS (¢) ™ ps (X))) and let us suppose
that P(p,T') = C(p,T") = {a,b} and a, b and c are all distinct. ¢ represents a binary relation
from a to b and the fixpoint computes its transitive closure. Therefore the role of a and b are
symmetrical and this fixpoint computes the same relation as u(X = o U . (p§ (@) ™ pS (X))).
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Simple case extended to n columns

Let us now consider a fixpoint of the form

(X =pUme (-7, (05 (-5 (9)) 2t (- (X))

and let us suppose that P(¢,I") = C(p,I') = {ay,...,an,b1,...,b,} with the (a;), (b;) and
(c1) all distinct. ¢ represents a binary relation from the n-uplet ay,...,a, to the n-uplet
bi,...,b, and the fixpoint computes its transitive closure. Similarly as in the simple case the
role of (a;) and (b;) are symmetrical and this fixpoint computes the same set as

p(X = ume, (ome, (o (P (9)) 00 (- PG (X)))))-

Via an unfolding of a fixpoint over one column

Given a fixpoint of the form

p(X =y Um (p; (X) )

with P(p,I') = C(¢, ') = {a, b}, P(¢,T') = C(¢,T") = {a,d} and a,b,d all different.

This fixpoint actually computes the reflexive transitive closure of the relation between a
and b induced by ¢ and then joins the relation between a and b induced by 1 which gives an
overall relation between a and d.

From a relation point of view, we can replace the reflexive transitive closure with the
union of the transitive closure plus the identity relation. With a fresh ¢ (i.e. ¢ & {a,b,d})
we have:

p(X = um (pp (X) @) =9 Um (05 (1) 1 (X = pUme(pf (X) xpf(9)))

or using the reversion presented earlier:

(X =y Um (p)(X) @) = Um (05 (1) 3 p(X =@ U (pf (X) 105 ()

Via the unfolding of a fixpoint over several columns

Just as before but a is a1, ...,a,, bis by, ..., b, and d is dy, ..., d; (note that we do not need
to have k = n). Given a fixpoint of the form p(X = Umy, (..., (05 (.. pbr (X)) x¢)))
with P(¢, ') = C(p,T') = {a1,...,cn,b1,...,0,}, P(,T) = C(W),T) ={a1,...,an,dy, ..., dx}
and a;, bj, d; all different.

We have pu(X =y Um, (...m, (02 (...p0 (X)) xg))) =

YUy, (oo, (P2 (ol () )op(X = U (come, (02 (02 (X)) xppt (257 ()

or using the reversion presented earlier:
,u(X =Y Uy, ( .. T, (pgl1 ( pbn (X)) % gp))) =

WU, (oo, (02 (ol () )op(X = o U, (coome, (052 (oo (X)) mpl (o0 (0))))))

4.6.5 Combine fixpoints

Given the Regular Path Expression locatedIn * /sameAsx its translation will imply two fix-
points: one to compute locatedIn* and one to compute sameAs*. Each of these fixpoints
might have a very large number of solutions and joining them will be costly, it might have been
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more efficient to compute both in a single fixpoint: p(X = 82 (N) U, (p7* (X) M loc U pi* (X) X sam))
where loc = p' (0p=iocatearn (1)) and sam = p* (0p—sameas(T))-
In general, if we have the join of two decomposed fixpoints operating on two separate
domains then they can be joined using theorem 6. Given ¢; = pu(X = @ U1) and ¢y =
p(Y = kUE) such that

e r, & and ¢ are constant in X and 1 recursive in X
e k, p and ¢ are constant in Y and £ recursive in Y
o C(¢1,1') = P(¢1,T)
o C(¢2, ) = P(¢2, 1)

o for each ¢ € P(¢1,1") either ¢ € P(¢y,I') AVp € perm(v, X,C(¢1,1")) p(c) = ¢ or
¢ & P(¢9,T') A canAdd(€, X, ¢)

e for each ¢ € P(¢o,I') either ¢ € P(¢1,I') AVp € perm(&, X,C(¢2,1)) p(c) = ¢ or
c & P(¢1,T') A canAdd(y, X, c)

Then we have
p(X =pU)xpu(Y =UkK) > (X =pxrUpUlet (Y =X) in &)

Or
pX =pUy)mp(Y =EUr) - p(X =pxrUpUg)

where ¢’ is £ where replaced the free occurrences of Y with X.

4.7 Ad-hoc rules

When relying on a specific model like graphs for SPARQL we can add some normalizing ad-hoc
rules for rewritings that could be found by our algorithm but would speed up the process or
simply would not be found by our rewriting process.

4.7.1 For SPARQL : remove N

Computing N, the whole set of nodes, is often very costly in practice and can often be

avoided. As a heuristic it is generally a good idea to remove a N when possible. If we have a

term o,—,(N) then it returns |s — v| or (). If we are able at compile time to decide in which

case we are, we can simplify this. When we have a term N x ¢ and s € C(yp), if we are sure

that, given a mapping m solution of ¢, m(s) is a node, then we can rewrite this term to .
Not that this rule is equivalent to an application of several of our rules:

Py (05 (1) m N = ) (
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4.8 Rewriting algorithm

In this section we present our full algorithm to generate equivalent terms to a given u-algebra
term.

4.8.1 Computing properties of p-algebra terms

As we have seen, rewriting rules depend on several properties: the type environment (P(e,I")
and C(e,T")) but also which variables appear (def), whether the term is constant, linear or
recursive (sim and rec) in the various variables, the set of permutations (perm). Except for
P and C, by using a hash function, all of these operators can be computed very quickly. It is
not strictly linear since for terms of the form let (Y = ¢) in ¢ we will need three recursive
calls to sim but for all the different X, sim(let (Y = ¢) in 1, X) will depend on the result
of the same sim(1,Y). Our algorithm will produce a lot of terms on which we will compute
those functions but these terms are obtained through rewriting rules which means that many
subformulae will be shared between terms.

4.8.2 Main algorithm

The main algorithm consists in steps and each step producing new terms from the terms of
the preceding step. For each term created at the last step we first produce all term accessible
through a rewriting rule applied on a subformula, then we normalize those terms and finally
we check whether this normalized term was already created. This algorithm is depicted in
algorithms 3 & 2.

From a high level point of view algorithm 2 produces the set of terms accessible with
one rewriting rule applied on the term (either at the top or on a subformula). Therefore
if we consider the graph whose nodes are p-algebra terms and vertices are the rewritings,
then algorithm 3 is simply a BFS. Any other algorithm to discover nodes could be used. In
particular if the number of explored nodes is too big we could use an Ax (the distance would
be the estimated computational cost of a term) to reduce the search space (but there is no
reason for this Ax to give the best cost) or limit the BFS to a fixed number of steps.

Algorithm 1 Produce all equivalent by applying one rewriting rule on the top term
function APPLYRULES(p,I)
res < )
for rule € ruleset do
if ISAPPLICABLE(rule, ¢,I') then
res <— res U APPLYRULE(rule, )

end for
end function
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Algorithm 2 Recursively producing terms by applying one rewriting rule on a subterm of
the given term
function EXPLORETERM(p,I)
switch ¢ do
case 1) U
sub < {Y'UE | Y € EXPLORETERM (¢, I') JU{ypU¢’ | ¢ € EXPLORETERM(E,T) }

case \\ {
sub  «— {Y\¢& [ ¢ € EXPLORETERM(¢,I)} U {p\¢& | & €

EXPLORETERM(E,T')}

case 1) — &
sub < {¢'—=¢ | ¢ € EXPLORETERM (¢, I') JU{¢p—¢" | ¢ € EXPLORETERM(E,I') }

case ¢ \ £
sub < {Y'\¢ | ¥ € EXPLORETERM (¢, I') yU{Y\ ¢ | ¢ € EXPLORETERM(E,T) }

case 1) X &
sub « {¢Y' x¢ | ¢ € EXPLORETERM(¢, I} U {¢v x¢ | ¢ €
EXPLORETERM(, M)}
case 1) ™M &
sub « {¢ ™E& | ¢ € EXPLORETERM(¢,I)} U {¢p X¢ | ¢ €
EXPLORETERM(, M)}

case pj, (¢)
sub < {p? (¥)" | ¢ € EXPLORETERM(¢), ')}

case 7, (V)
sub < {7, (V)" | ¥ € EXPLORETERM(z), ")}

case f3} (1)
sub + {3 (¢)" | ¥/ € EXPLORETERM (¢, T)}
case 0(1),g:C — D)
sub < {0(¢',g:C — D) | ¥/ € EXPLORETERM(¢), ")}

sub < {© (¢, 9,C,D) | ¢ € EXPLORETERM(), ')}

case o¢(V)

sub < {of(¢') | ¥ € EXPLORETERM(¢), ')}
case u(X =)

sub = {j(X = /) | ¢/ € EXPLORETERM(, T[X/(C(u(X = ), T), P(u(X = v),T)])}
case let (X =¢) in v

sub < {let (X =¢&) in ¢ | ¢ € EXPLORETERM (¢, ['[X/(C(&, 1), P(E, 1))} U

sub < {let (X =¢') in ¢ | £ € EXPLORETERM(E,IM)}

case X
sub < ()

case ()
sub < ()

case |c; = U1, ..., Cp — Uy
sub + 0

return sub U APPLYRULES(p, I')
end function
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Algorithm 3 Producing all terms with rewriting rules from a given term
function GENERATEALLEQUIVALENT (term,I")
new_terms < {NORMALIZE(p)}
seen < new _term
while new_terms # () do
discovered < ()
for ¢ € new terms do
for ¢» € EXPLORETERM(¢,I') do
¢ < NORMALIZE(%))
if £ & seen then
seen < seen U &
discovered +— discovered U &

end for
end for
new _terms <— discovered
end while
end function

4.9 Example of rewriting

The SPARQL query below that select the pair of 7a and 7b such that 7a’s firstname is John,
?b’s lastname is Doe and 7a, 7b is linked with a path composed only of edges labeled :knows

SELECT % WHERE {
?a (knows)x 7b
7a firstname John
7b lastname Doe

}

Using our rewrite rules we obtain multiples terms that are presented in the table below:

e Term 1 is obtained by the the translation of the SPARQL query to p-algebra term.

e Term 2 is obtained through the normalization of 1. by pushing the renamings so that
they appear only in front of variables.

e Term 3 is obtained from term 2 by combining the fixpoint and the translation of
PP(?a :lastname :Doe) and then normalizing to simplify N x rpe(?a :Doe 7b) into
rpe(?a :Doe 7b).

e In term 2, we cannot combine the fixpoint and the translation of PP(?b :firstname : John)
since 7b is not stable by all the elements of perm(y, X, {?a,7b}) (where ¢ is the fix-
point). We can however reverse the fixpoint in term 2, which gives us the term 4.

e In term 2 we can combine the fixpoint with the constraint on 7a but not with the
constraint on 7b. In its reversed, term 4, we can combine the fixpoint with the constraint
on 7b but not with the constraint on 7a. After a normalization, the combination between
the fixpoint and the constraint on 7b gives us term 5.
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In all the terms we have presented, we use the associativity and commutativity of x
to reduce the number of terms presented. In most query evaluators the commutativity
is not used (A x B is executed just like B x A) which is why we use the commutativity
to normalize our terms but the associativity is often taken into consideration when
choosing a query plan. Indeed (A x B) x C' corresponds to execute first A x B then
joining with C' which might be much more efficient then performing (A x C') x B.
Each of the terms 2 and 4 actually corresponds to three different terms when taking
the associativity into account. We note them 2¢, 2°, 2% 4 4% and 4% depending on
which PP is joined last with the others (a is the constraint on ?a, b is the constraint
on ?b and ab the path constraint on both).

We have not yet defined exactly how p-algebra terms will be executed. However, if we
suppose a bottom-up approach, the different but equivalent terms above correspond to the
following ways of computing the solutions:

(2%)

(2°)

(2)

corresponds to evaluate each PP individually and then merge the partial results by
starting with joining the recursive PP with the constraint on 7b.

corresponds to evaluate each PP individually and then merge the partial results by
starting with joining the recursive PP with the constraint on ?a.

corresponds to evaluate each PP individually and then merge the partial results by
starting with performing the cartesian product of the two non recursive PP and then
join with the recursive PP.

starts by evaluating 7a :lastname :Doe, then, using a fixpoint, it builds the set of
mappings verifying the two PP and, finally, joins with the mappings verifying the
third PP.

corresponds to (2*) but where, to build the solution of the PP (7a :knows* 7b), instead
of starting from 7a and add new 7b, we start from ?b and add new ?a.

starts from the solution of PP(7b :firstname :John) and then builds recursively the
solution of this PP and the PP 7a :knows* 7b. Finally it joins this result with the
solution of PP(?a :lastname :Doe).

It seems clear that, among the possible u-algebra terms, some seems to correspond to
better plans than other. For instance building the solutions of the PP 7a:knows*?b without
using the fact that 7a and 7b are constrained by the other PP implies that we might build a
set of solutions quadratic in the number of :knows relations to keep only a few (we can have
that most 7a do not have John as firstname and Doe as lastname). And yet deciding which
p-algebra terms is the most efficient (e.g. in terms of time to compute the solution) depends
on the query executor which is the topic of the next chapter.

Furthermore without knowledge about the queried data it is impossible decide whereas
to start from the ?a validating the first PP and use the fixpoint to build the solution for 7b
(such as in (3)) or to start from 7b. This question will be treated in chapter 6.
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Conclusion

In this chapter, after some motivating examples, we have introduced definitions, lemmas and
theorems laying the ground for new rewrite rules. We then equipped our p-algebra with
a typing system capturing the shape of the domain of the solutions for a u-algebra term.
The chapter continued with the presentation of our rewrite rules that we decomposed into
“normalizing” and “producing” rules. The “normalizing” rules allow us to reduce the search
space for terms will the later allow us to discover new terms. Finally, we presented our rewrite
algorithm and an example of a term rewritten.

Now that our method can produce numerous equivalent terms, there are two natural
questions: how can one evaluate those terms? how to select the most efficient term to be
evaluated? These two questions are inherently linked as the efficiency is relative to the
evaluation method. We will therefore tackle both questions in the next chapter.



CHAPTER D

Evaluation of p-algebra terms

In the last two chapters, we have seen how to transform
a SPARQL query into a p-algebra term and then how to
rewrite a p-algebra term to obtain multiple terms who
are semantically equivalent. The next natural question
therefore 1s: “how to select one of those terms to be
evaluated?” which in turn raises the question: “how to
evaluate terms?”,

This chapter treats the problem of the evaluation and
of the efficient evaluation of a given p-algebra terms.
First we will present a general scheme to evaluate -
algebra terms using “streams” and “typed streams’.

Once we have studied the evaluation of p-algebra
terms, we will be able to extract a cost model for the
evaluation time of a given term. In this view, the multi-
ple equivalent terms can be considered as possible query
execution plans. As there can be several execution back-
ends, that have different evaluation time, we will refine
our cost model using cost rules.

Equipped with an evaluator and a cost model, we
can select the best query execution plan (i.e. the best
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term as estimated by our cost model) and execute it.
This gives us an optimizing query evaluator that we will
compare to state of the art SPARQL query evaluators on
queries contarning Property Paths in chapter 7.

We can now assemble the various pieces presented
in the last chapters and build SPARQL evaluator: we
translate SPARQL queries into the p-algebra, then we
generate several plans, we heuristically select one and
evaluate 1t. We implemented two evaluators based on
this method. One is a distributed SPARQL query evalu-
ator restricted to a relatively small fragment of SPARQL
while the second is a single-core evaluator that supports
a large fragment of SPARQL.
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5.1 General bottom-up evaluation for p-algebra terms

In this section we present our general method for a bottom-up evaluation of p-algebra terms.
By bottom-up evaluation, we indicate any “naive” evaluation recursively following the u-
algebra semantics. It thus designates any evaluation where each subterm is evaluated and
thus where all intermediate results are computed. For instance if we have a term ¢ x (Y Uk),
a bottom up evaluation will compute the solution to the whole term but also to each of the
©, ¥, k and to Y U K.

As demonstrated in the previous chapter, given a p-algebra there often are multiple
equivalent terms (in the sense of computing the same solutions). There are, therefore, often
many different ways to actually compute a given term each subterm has a different bottom-
up evaluation and there might even be ways to evaluate terms that do not correspond to the
bottom up evaluation of any of its rewritten form.

5.1.1 Stream

Streams are one-way communication channels between a sender and a receiver. The sender
can send a message (here messages are mappings) or it can end the communication (in which
case no more messages can come out of the sender).

In our centralized evaluation prototype, a stream takes the form of a pair of functions
(send, end). The function send takes a mapping and sends it to the receiver while the function
end takes no argument and indicates that the communication is now finished, both functions
have no return value.

In a distributed evaluation, a stream can take the form of one-to-one queues of messages
with a special message to indicate that the queue is closed (but the message in the queue
still needs to be treated).

The order of messages is not important for our compilation. Messages can be reordered
in a stream as long as the end message is processed after all other messages in the same
stream. Furthermore we will need for the termination of fixpoints an operation that wait for
all queues to be empty.

The stream mechanism that we presented corresponds to a Dataflow architecture. The
main differences with other existing frameworks is that our streams control their own termi-
nation with the “end” message. All we will see, to trigger an end message we sometimes need
the computing blocks to be aware of the state of this flow in the program. This is generally
not permitted by Dataflow frameworks as it is costly. However our programs do not actually
need the exact state but simply an over-approximation determining whether a block is active
or not and this information can be maintained easily even in a distributed setup.

5.1.2 General compilation

In our compiler, p-algebra terms are recursively compiled using streams. Each term is com-
piled to a block that has exactly one output stream (that will carry the set of solutions for
this term) and it has one input stream for each variable appearing as subformulas plus one
special input start to bootstrap the evaluation (start only carry the bootstrap information).

We compile the terms recursively via the function compile(p, out) that takes a stream
and an output stream and returns a pair, the start stream and a list of pair of variable and
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start ——
X1 —
L @ — out

- —
Xp —

Figure 5.1: Graphical representation of a compiled term ¢

input stream attached to that variable. We now present the intuition of what compiled terms
do for each operator in our language:

e the compilation of () is simple: it ends as it starts, does not use any variable or sends

mappings;
e the compilation of |¢; — wvq,...,¢, — v,| is also simple: as it starts, it sends the
mapping {¢; — vy,...,¢, — v, } and ends;

e for a variable X, the compilation is to plug the out stream to the variable X;

e a filter os(y) ends when ¢ ends and otherwise it sends mappings solution of ¢ passing
the filter test;

e drops (7, (¢)), renames (p° (¢)), column multiply (3% (y)) and user-defined functions
(0(p,g : C — D)) are compiled in a pretty similar way: the evaluation ends when
¢ ends, it has the same variables as ¢ and modifies the mappings it receives before
sending them;

e the evaluation of a reduce operation © (¢, g,C, D) works in the following way: it starts
the evaluation of ¢ when it starts and sends mappings only when ¢ ends. When a
mapping m is received from ¢, the evaluator decomposes m into m¢ and mg such
that m = m¢ + me and dom(me) C C, dom(mg) NC = 0. When dom(m¢) = C, the
mapping me is then stored in the hash table using the key mgz. Once the execution
of ¢ has finished we iterate through the hash table, for each key k associated with
the mappings ci,...,¢ we send k + g(cq,...,¢). Once this iteration is finished, the
evaluation of O (¢, g,C, D) ends. Note that the evaluation of © (¢, g,C, D) is blocking,
i.e. a mappings solution of © (¢, g,C,D) will be sent only when ¢ ends. That is why
we need ¢ to be constant in all recursive variables.

If we possess additional information about g we can produce an even more efficient
code. For instance if g simply performs an addition then we can replace the part where
we store mg by incrementing the value associated with the key mgs. As we explained
in the introduction of p-algebra, the © (¢, g,C, D) corresponds to a reduce operation
on the solution of ¢. With this transformation, the operation we are performing is
actually a combine-Reduce operation.

e the union ¢, U ¢y ends when both of them have ended and it sends mappings from
either of them;

e the compilation of the various minuses p1 A g (for A € {\,\\, —}) are similar to each
others: ¢; will compute a set of mappings and some of them will be discarded by
mappings in Ss.
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When the evaluation of 1 A ¢y starts, we create two sets s; and sy, each s; will
contains some of the mappings solutions of ¢;. When a mapping from ¢; arrives we
check whether it is discarded by a mapping in s, if it is not them either we store it
in s; when ¢ has not finished its computation and otherwise we send it. When a
mapping from ¢, arrives, we remove the mappings from s; that are discarded by this
mapping and then if ¢; has not finished its computation we store it in s5. When @9
finishes we empty s; by sending the mappings it contains. When ¢, finishes, we just
empty so. When both ¢; and ¢, are finished we end the computation of ¢. As for
© (p,9,C, D), the minuses are blocking in ¢, thus the need for 5 to be constant in all
recursive variables.

e the evaluation of a join ¢ = 1 X g is done in the following way: when the evaluation
starts, we create two sets s; and s;. When a mapping m arrives from ¢; then for each
compatible mappings m’ € s; (with 2 =1 and 1 = 2) we send m + m’ and if ¢; is not
finished we store m in s;.

When the evaluation of ¢; finishes we empty s; and when both are finished we end the
evaluation of ¢.

e the evaluation of a left join is somewhat similar but we keep markers to indicate which
mappings of s; (i.e. sent by ¢1) have been matched: we create s; and sy as the
evaluation starts, when a mapping m arrives from ; we add m + m’ for all compatible
mappings m’; m or m’ (depending on which comes from ¢1) is also marked as matched.
Then we proceed to store m into s; unless ; has finished. If ¢; has finished, i = 1 and
m has not been matched with element of s, then we either send m.

When ¢, finishes we empty s; and send element of s; that are marked as unmatched.
When ¢, finishes, we empty s;. When both are finished we end the evaluation of ¢;

e for the evaluation of a let binder let (X = ) in ) we need to start ¢ and v as
let (X =¢) in ¢ starts. For each mapping m sent by ¢ we need to send m to ev-
ery use of X in ¢ and when ¢ ends, we end each use of X in ¢. The output of ¢ is
plugged in the output of let (X = ¢) in t;

e finally for the evaluation of u(X = ¢) we start the evaluation of ¢ as u(X = ¢) starts
and we also create a set s of mapping already seen. For each mapping m sent by ¢ we
check that m ¢ s and if it is the case, we add m to s, we send m to the output and
then we send m back into the uses of X inside .

(X = ¢) ends when ¢ ends but the end of ¢ usually depends on the end of the recursive
uses of X. We end X when there is no running send (the send usually trigger some
code which can itself call send and we wait for all the recursive triggers to have been
called until there is not anything left to do) and when all the variables appearing inside
¢ have been terminated.

5.1.3 Typed streams

The mappings we manipulate in streams are solutions of terms. Since we are able to type
terms we are also able to compute for each stream s the sets C(s), P(s) such that all the
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mapping circulating into the stream s will have their domain included in P(s) and that C(s)
is included in this domain.
We use this information to get a tighter representation of mappings and a faster execution:

e We associate to a each element in P(s) a unique integer in 0. ..|P(s)| —1 and mappings
are thus represented by n-uplets (with a special value to indicate a missing part).

e Each time we need to get given a compatible mapping m; coming from a stream s; the
set of compatible mappings sent by a stream s, we store the mappings of sy based on
the hash value of C(s1) N C(s2) and we only need to compare the (P(sy) N P(s2)) \
(C(s1)NC(s2)) part of the domain. In the case where (P(s1)NP(s2)) = (C(s1)NC(s2))

the running time of the join is linear in the size of both inputs.

When D = (P(s1) N P(s2)) \ (C(s1) N C(sq)) is very small we can actually get a fast
join by enumerating the subsets of D (it is exponential in the size of D thus limited to
small D).

For instance, if P(s1) = C(s1) = {z,y} = P(s2) but C(s2) = {z} then we use two hash
tables xy; and z; for each stream. When a mapping m comes from s; we store m in
xyy, look for it in xys store m' = {& — m(x)} in x; with a pointer to m and look for
m’ in z5. And for a mapping coming from s, either it binds x and y and we store it
into zy, and look for it in zy;. Or m binds only = and we store m into x5 and look for
a match in x;.

5.1.4 Special case of distributed systems

In the case of the compilation for a distributed system, the parallelism will not work by
affecting to each worker a node of the dataflow program but rather we will instantiate a copy
of the dataflow program for each worker. We suppose that our hash function returns elements
of the space H and that this space H is partitioned among the workers. Each worker will
thus be responsible for a part of the total hash space.

For a stream that links a sender S and a receiver R, by default S will send its mappings to
local instance of R with the exception when R needs to perform a hash h(m¢) on m in which
case S sends the data directly to the instance of R on the worker responsible for h(m¢).

For a stream from S to R where R receives only data from the local instance of S, the
instance of R ends when the instance of sender ends. If R performs hashes and thus receive
data from multiple workers, we need all the instances of S on all the workers to be finished
before terminating R.

5.2 Bottom-Up cost model for p-algebra terms

Now that we have defined the process of the general bottom-up computation we can define
a cost-model for the evaluation of u-algebra terms. This cost model will rely on an auxiliary
function.

e the function estimateSize(p, V) will estimate the number of solutions to ¢ when eval-
uated in a specific context.
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e the function estimateCostJoin(p1, po, V') will estimate the time needed to perform the
join of the two sets of mappings [¢1], and [y2],,. This function is important as the
estimation of the running time of a join computation depends on the actual terms being
joined (see section 5.1.3).

A perfect estimation for the number of solutions of ¢ evaluated in the environment V'
would be to actually compute |[¢],,| but this is very often too expensive. In practice we
rely on an abstracted version of the environment V. The whole chapter 6 is dedicated to the
question of how to build a function estimateSize that is relatively efficient and precise.

In the same manner we will not actually compute the exact time needed to perform
le1ly > [@2]l, as it implies to actually compute both sets. The costJoin function will
actually depends on the estimation provided by estimateSize for [¢1]y, [¢2],, plus the type
information of (; and ¢, to detect cases where the join can be performed using a hash-based
system that is linear or a double for-loops which is proportional on both sizes.

Now we can define the cost model. This cost model correspond to a big O number of
operations a naive bottum-up evaluator has to perform.

cost(p1 U ¢9) = cost(p1) + cost(ps) + size(p1 U o)
cost(p1\\ ¢2) = cost(p1) + cost(p2) + costJoin(p1, p2) + size(pr\\ ¢2)
cost(p1 — p2) = cost(p1) + cost(pa) + costJoin(p1, p2) + size(pr — ¢2)
cost(p1 \ p2) = cost(p1) + cost(ps) + costJoin(py, p2) + size(pr \ ¢2)
cost(p1 M @9) = cost(p1) + cost(p2) + costJoin(p1, p2) + size(pr X @9)
cost(p1 X @) = cost(p1) + cost(py) + costJoin(p1, p2) + size(pr X ps)
cost(pl (©)) = cost(p) + size(yp)
cost(m, (p)) = cost(p) + size(p)
cost (5 () = cost(p) + size(p)
cost(0(p,g: C — D)) = cost(p) + size(p)
cost(0 firer (¢)) = cost(p) + size(y)
cost(i(X = p)) = cost(p) + size(p)
cost(X) = size(X)
cost (1 = 1
cost(|cy = v1,...,cp = vp|) = 1

5.2.1 Refining the cost model

The constant hidden in the big O notation in this cost model is very different from operator to
operator. Furthermore, in some settings even with a perfect estimation, the time to perform
one of the above operator does not really follow a linear model. This is caused by caching
effects, swapping, networking phase, etc.

In practical experiments the cost is mainly dominated by joins, IO to the disk and fixpoints
(sometimes the three) but the constants vary greatly between single core evaluation where
our experiment are dominated by IO (unless there is a very large intermediate result) and
distributed computation where joins are expensive (fixpoints would also be expensive but we
did not experiment on this as explained below).
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5.2.2 Cost rules

In practice, the evaluators we will present are almost bottom-up evaluators but they come
with an optimized version of some the operators. For instance when the graph is encoded in
p-algebra as T' then our evaluator might have indexed 7" and perform o, .xnous (1) using this
index and thus be much faster than actually scanning the whole T and returning elements
to which the predicate is knows and clearly sub linear in 7.

In practice, we could design a cost model for each implementation of p-algebra but we
prefer to handle all cases by keeping the general model of computation and tweaking it
using cost rules that are passed to the query optimizer. A cost rule is a rule of the form
(pattern, cost(pattern)). Such a rule recognize a pattern that we can evaluate either in the
naive way or using a specialized version whose cost estimation is cost(pattern).

Developing on the example of earlier, one such pattern could be 0 .xnous (1) — siz€(0p=xnows (1)).
This pattern is used by a cost model when instead of computing the whole 7" and then filter-
ing the triples such that p = :knows we can more directly access the result of o)_.xnous (I')
because we have some index on 7'.

Note that we do not necessarily have that the cost of a cost rule is less than the cost
of the naive evaluation in which case our evaluator will fall back to the naive evaluator. In
this sense our evaluators are bottom-up evaluators extended with efficient evaluation of some
patterns.

These cost rules might also take into account the fact that some operations can be per-
formed much more efficiently if we look at the underlying model. For instance the variable N
representing the set of valid nodes can sometimes not be removed from a formula but N can
be implemented much more efficiently than a double pass on the set of all triples whenever
the evaluator maintains a set of nodes.

5.2.3 Examples

Let us reuse the terms of section 4.9 and let us suppose that we are querying a graph that
has the following properties: there are 10® nodes, 10 different lastnames, 100 firstnames and
the relation :knows is symmetric and its transitive closure forms 10* connected components.
For the sake of simplicity, in our model, all first and last names are equiprobable and the
connected components are roughly of the same size (10* elements).

All our terms will compute the solutions to the two non recursive PP so let us compare
only the difference in cost between various terms:

1. All the terms 2* and 4* compute the whole PP(?a :knows* ?b) which contains 10% x 10*
terms which means the cost is at least 1012,

2. The term 3 initializes the fixpoint computation with the ?a last named :Doe (and there
are 108/10% = 10? such persons). The whole fixpoint computation is dominated by the
join between the :knows relation and X. The fixpoint returns a set of size 10 x 10%
that is joined with the set of 7b first named :John. In total the order of magnitude is
108 plus the join between :knows and the recursive variable.

3. The term 5 does the same thing with 7b first named :John. The fixpoint therefore
manipulates 10¢ x 10* elements and the final join is between this result and a set
containing 10? elements (the :Does). In total the order of magnitude is 10'° plus the
join of :knows with the recursive variable which is much more than the cost of term 3.
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In this made up scenario we see that the different terms can have very different cost
models. Furthermore we see that, using our cost model, the most efficient term is one that
has been obtained through a rule pushing a join inside a fixpoint.

5.3 Single core bottom-up evaluation of p-algebra

Building on the SPARQL to p-algebra translation presented in section 3.5, on the rewriting
rules presented in the chapter 4 and the bottom-up evaluation presented just above we
implemented a prototype capable of executing a SPARQL query on a dataset.

While the tools is only based on the techniques presented, it supports only a restricted
fragment of SPARQL : triple pattern, property paths, conjunction, union and optional; the
aggregation, for instance, are not yet supported. This tool serve as a basis for our experimen-
tation and should be seen as a research prototype rather than a finished SPARQL evaluator.

Our prototype tool is implemented using the OCAML programming language and is avail-
able online at the address https://gitlab.inria.fr/jachiet/musparql/.

5.4 Towards a distributed p-algebra evaluator

Considering the ever increasing amount of data produced, we have the goal of developing a
distributed p-algebra evaluator. The general bottom-up evaluation presented in section 5.1
produces query execution plans that are almost entirely parallel: each operator is translated
with streams and individual elements in streams can be treated in parallel with either the
help of distributed hash tables or with streams equipped with a hashing mechanism.

However writing programs that are features rich, stable, resilient and scalable distributed
programs is known to be a major challenge. And the single-machine counterpart of distributed
databases often perform an order of magnitude faster (in terms of total CPU consumption).
Instead of implementing the approach presented above, we tried available frameworks such
as Map Reduce, Spark or Flink for handling the distribution.

5.4.1 Framework for distributed computations

Parallel computation generally refers to the act of using multiple units of computing power
(potentially on several machines) to perform a computation. By using the term distributed
computation, we put the emphasis on the fact that the computation happen in several ma-
chines that can only share information by sending messages. Furthermore, as we are using
several machines, some of them might crash during the computation, or might get discon-
nected from the network therefore the fault-tolerance might be important (for long jobs
running on many machines). The distributed frameworks take care of running the multiple
units of computation, of the resiliency of the system (they detect and sometimes even correct
the failures) and handle the communication between individual workers.

5.4.2 Map-Reduce

Map-Reduce is a very simple model of computation. The data is thought of as bags of
individual values on which the programmer can use two primitives map and reduce. This
programming model is very simple but arbitrary user-defined functions can be passed as
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arguments to map and reduce and this simplicity translates into a resilient and scalable
distributed framework.

They are competitive SPARQL query executors that are based on the Map-Reduce frame-
work (such as CliqgueSquare [GKM™'15]) but we only use Map-Reduce for data storage as
other frameworks emerged that have a richer set of instructions, more optimization and, as
a consequence perform generally better.

5.4.3 Apache Spark

Map-Reduce has several limitations. One such limitation is obviously the simplicity of the
programming model but one has to also consider the performance of map-Reduce jobs. In
Map-Reduce computations, the resiliency is obtained by storing the results of individual
map-Reduce jobs into a resilient storage. In, e.g., Apache Hadoop, this means to store each
result thrice to ensure resiliency.

Spark is a distributed computation framework introduced in 2012 [ZCD*12] to overcome
these limitations. Spark has several primitives that revolve around the concept of RDDs.

Resilient Distributed Datasets

A Resilient Distributed Datasets (RDD) represents a typed bag of values. The novelty of the
RDD is not only to store the values but also to keep track the lineage, i.e. the computation
that was performed to obtain those values. Contrarily to Map-Reduce that stores interme-
diate results into a fault-tolerant disk-based storage, Spark tries to store them into RAM.
When a machine is not responsive (either slow, crashed or disconnected from the network),
Spark will start from the last checkup point and reconstruct the missing part using this lin-
eage. Obviously when a lot of computation has been performed on the data, reconstructing
the missing data might trigger heavy computation but Spark checkpoint by default partitions
(until RAM is exhausted) and the programmer can also trigger a disk-based resilient checkup.

Operators with Spark

Spark provides some operations on top of these RDD. The set of such operation extend which
each new version of Spark but it contains:

e flatMap which corresponds to the map in the map-Reduce programming model;
e Union which merges the content of two RDDs of the same type;

e coGroup which reduces several RDD ry,... r, along a set of keys and thus returns
a RDD that is n + 1-tuple, for each key k appearing in one the RDD, it contains k
followed by n list, the ¢-th list containing the list of values in the RDD 7 associated
with the key k;

e Spark also allows the programmer to sort the data, control the partitioning, checkpoint,
and output of RDD in several ways.

And, as syntactic sugar, Spark also has the following operators:

e map and filter which are specialized versions of flatMap restricting the output size of
the function to exactly one and zero or one;
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e join and leftJoin which are specialized version of coGroup;

e ReduceByKey which corresponds to the reduce of the map-Reduce and can be expressed
as a coGroup.

Broadcast Variables

When a Spark program performs a computation (e.g., a map) it needs to capture the lineage
and then send the data the computation will use (in the case of map, the function of the map).
This is similar to what happens in Map-Reduce frameworks where the functions applied
also need to be sent to all workers. However, while Map-Reduce jobs can be performed
in batch and where the function can be a complete program that is sent (depending on the
framework), Spark performs interactively which means the function is only known at running
time. Capturing and sending the data thus corresponds to taking the closure of the function
and serializing it.

When there are a lot of data stored in the function, taking the closure and serializing the
function can take a lot of time and will use a lot of network. To overcome this limitation
Spark introduces broadcast variables.

Broadcast variables compute the closure of a term and then send the serialization of the
closure in a peer-to-peer fashion to all working nodes. This way we allow the programmer
to avoid serializing multiple times the same data and the sharing mechanism can be done in
parallel of computing tasks.

For instance, if we have a text database and a dictionary of some sort. If the dictionary
takes a few hundred megabytes then each filter or map using this dictionary would imply to
send the whole dictionary. If the dictionary is stored in a broadcast variable, then it would
be distributed more efficiently and Spark does not have to send the dictionary along with
each use.

5.4.4 SPARQLGX

SPARQLGX [GJGL16a] is a distributed SPARQL query evaluator. SPARQLGX origins predate
the inception of the p-algebra but the p-algebra helped us to extend and characterize the
supported fragment. The syntax of the fragment of SPARQL queries accepted by SPARQLGX
is more restricted than the syntax of SPARQL translatable to p-algebra as it e.g. does not
consider Property Paths which were one of the main motive behind the inception of u-algebra.

SPARQLGX uses the Spark framework to manage the distributed computation. However,
Spark does not natively support efficient recursion nor general joins or minuses. Thereby we
cannot directly translate our work on the p-algebra over to Spark. Yet, using ideas developed
for p-algebra, I was able to advance SPARQLGX in multiple aspects, for instance extending
its fragment (based on the safe compatible lookup) or optimize more (based on cardinality
estimation).

We will not go deep into the details of the architecture of SPARQLGX but if the reader is
interested we invite them to look into the submitted journal version [GJGL17| of our SPARQL
paper and we now present two extensions of SPARQLGX enabled by our work on p-algebra.

The two modes of SPARQLGX

SPARQLGX can operate into two modes: standalone or with a load phase. When operating
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in the standalone version, SPARQLGX takes a file containing the whole dataset and run the
query against this file. The optimization strategy has no knowledge of the data and therefore
proceed using an heuristic approach.

In the load version, SPARQLGX stores the data using the vertical partitioning approach.
The main concept behind this idea is to store a triple s p o by storing the couple s,0 in
a file named p which allows SPARQLGX to process more efficiently queries where no triple
pattern has a variable predicate. Furthermore, the load phase allows SPARQLGX to capture
statistics about the data that can be used for the cardinality estimation phase (as explained
in chapter 6). These statistics will allow to choose more efficient plans for terms as we will
explain in the next chapter.

5.4.5 Safe joins for SPARQLGX

With these extensions, SPARQLGX now supports the SELECT fragment of the SPARQL query
language with modifiers and where the graph pattern is a query composed of triple patterns,
conjunctions, disjunctions and optionals but where conjunctions (resp. optionals) are re-
stricted to safe conjunctions (resp. safe optionals). The syntax of SPARQL queries accepted
in SPARQLGX is presented in figure 5.2.

A operator between two p-algebra terms @1, s (or equivalently between two SPARQL
subqueries) is safe when P(p1) N P(ps) = C(p1) N C(p2) which allows us (as explained in
section 5.1.3) to have a fast join algorithm.

Query = B
TP TP = UV UV UV
| Query JOIN Query UV
|  Query OPTIONAL Query | 7variable
| Query UNION Query | .<uri>
|  Filter(cond,Query) | Mitteral”
Figure 5.2: Syntax of supported SPARQL queries in SPARQLGX.

Conclusion

In this chapter, we have investigated how we can evaluate u-algebra terms and deduced from
this evaluation a cost model for our general evaluation scheme. We have then presented
two evaluators that we implemented based on this general compilation scheme. These two
evaluators correspond to two different types of applications: SPARQLGX handles only a
fragment of the SPARQL languages but run on an efficient distributed platforms, musparql
on the other hand is a single core evaluator but can handle and optimize complex queries.

In our general optimization scheme for the evaluation of p-algebra terms we rely on a
cost model to guess what is the estimated best QEP. And this cost model itself relies on
a cardinality estimation. While a naive cardinality estimation leads to already interesting
results, we investigated the use of more complex schemes to assess the number of solutions
to a p-algebra term.
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The task of estimating the number of solutions to a given query, even a simple conjunctive
query, has been the center of many research projects and yet still is an active research subject.
The next chapter is devoted to present the current state of our research, especially in the
context of SPARQLGX (i.e. the safe fragment).






CHAPTER 0

Cardinality estimation of u-algebra terms

Our general method of compilation relies on a rewrite
systems that produce multiples terms. A cost model is
then used to determine the most efficient term but this
cost model uses a cardinality estimation.

There exists a variety of query evaluation schemes
but, in most of them, estimating the cardinality of in-
termediate results is key for performance, especially when
the computation 1s distributed and the datasets are very
large. For example, it helps in choosing a join order
that minimizes the size of intermediate results. It is
therefore a well studied subject, especially for the re-
lational model and for SQL databases. Estimating the
cardinality of SPARQL queries however, even for the
simple conjunctive fragment, raises new challenges.

In this context, we propose a new cardinality estima-
tion based on statistics about the data. Our cardinal-
ity estimation is a worst-case analysis tailored for the
conjunctive fragment of SPARQL and capable of taking
advantage of the implicit schema often present in RDF

125
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datasets (e.g. functional dependencies). This implicit
schema s captured by statistics therefore our method
does not need for the schema to be explicit or perfect
(our system performs well even if there are a few “vio-
lations” of these implicit dependencies).

We implemented our cardinality estimation and used
it to optimize the evaluation of queries by SPARQLGX.
We benchmark SPARQLGX: equipped with our cardi-
nality estimation, the query evaluator SPARQLGX per-
forms better against most queries (sometimes by an or-
der of magnitude) and is only ever slightly slower.

While our approach is mainly focused on BGP as it
15 a well established fragment of SPARQL note that our
approach applies to the whole conjunctive fragment of
w-algebra.
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As this section could be read relatively independently from the rest of this thesis, we
recall some definition specific for the evaluation of BGP.

Definition 27 (Mapping Collection). A “mapping collection” is a set of mappings with the
additional information of a domain dy,...,dy shared by all mappings in the collection (i.e.
all the mappings in the collection have dy, ..., d; as domain).

The solutions of a TP (s,p,0) on a graph G is the mapping collection whose domain is
the domain of (s, p,0) and a mapping m belongs to this mapping collection if (s',p’,0') € G
(where 2/ = x when z € V and 2’ = m(z) otherwise).

Definition 28 (Compatible Mappings). Two mappings m; and msy are compatible (written
my ~ mg) when my(c) = ma(c) for all ¢ € dom(my) N dom(ms).

Given two compatible mappings my and my we define their sum as the mapping whose
domain is dom(my) U dom(ms) and (my + ms)(c) = my(c) when ¢ € dom(my) and ma(c)
otherwise.

Definition 29 (Join). Given two mapping collections A and B, the join of A and B (written
A B) is defined as (ma + mp | ma ~mp and (ma, mp) € A X B)

A BGP is a list of TPs (t4,...,t,), the solution of a BGP (t,...,t,) is the collection
mapping corresponding to the join of solutions of individual TP (the join operation is as-
sociative and commutative so all join orders lead to the same mapping collection). In this
section, we first tackle the problem of estimating the number of solution for a given BGP
on an RDF dataset then briefly explain how we plain to handle the full u-algebra cardinality
estimation.

6.1 Summaries

We will now manipulate projections of mapping collections. If ¢ is in the domain of a
mapping collection M = my,...,m,, the values (m;(c),...,m,(c)) form a multiset which is
the projection of the mapping collection M on the column c¢. Our cardinality estimation is
based on summaries of projection of mapping collections.

The projections that we manipulate are often very large (as large as the query answer),
that is why, in practice, we manipulate multiset summaries. Multiset summaries are a tight
representation that over-approximates multisets.

6.1.1 Definitions

The informal intuition behind a multiset summary is to represent it using the most frequent
elements and summarize the rest with three numbers.

Given a multiset M = (my, ..., m,) the indicator function x(x) = [{i | z = m;}| counts
the number of each element m from M such that m = x. Given a multiset M represented
via its indicator function y : .S — N, we will compute a small set S’ C S and represent M in
two parts: the elements of M belonging to S” and the other elements (belonging in S\ 5’).
In order to represent the elements of M in S’, we simply restrict the indicator function y
to this S” and to represent the multiset E of elements of M in S\ S’ we use three integers:
T the Total number of elements in £, D the number of Distinct values in F, and Y the
maximal multiplicitY of an element in E.
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Definition 30 (Multiset summary). Formally, a multiset summary corresponds to a quin-
tuple < S', X', T, D,Y > where S’ C S, X' is a function from S’ to N, and (T,D,Y) € N3.
< S" X', T,D,Y > is a summary of the multiset represented by xar : S — N when:

e \' over-approximates x on S', i.e. Yve S x(v) < x'(v);
e Y is an upper bound on x(v) forv & S, i.e. Yo € S\ S x(v) <Y;

o T is an upper bound on the number of elements counted with multiplicity of the
multiset not in ', i.e. 30, oo X(0) < T

e D is an upper bound on the number of distinct elements of the multiset that is not in

S’ e {ve S\ S| x(v) >0} <D.

Definition 31 (Column summary). The multiset summary < S, x,T,D,Y > is a column
summary for the column c of the mapping collection my, ..., my when < S, x,T,D,Y > is a
summary for the multiset (my(c),...,mg(c)).

Definition 32 (Collection Summary). N, s is a collection summary for the collection map-
ping over the domain ci,...,cx if N € N 1is greater than the number of mappings in the
collection and s is a set of pairs s = {(c1,51), ..., (ck, Sk)} where each S; is a column sum-
mary of the column ¢;.

Example of summaries

Let us consider the following RDF dataset of 11 triples:

A memberOfTeam 1 A memberOfTeam 2 A memberOfTeam 3

B member0OfTeam 1 C member0OfTeam 1 E memberOfTeam 3

1 teamLeader B 2 teamLeader A 3 teamLeader C

4 teamlLeader D 5 teamlLeader E
There are two predicates: memberOfTeam and teamLeader. A possible collection summary
for the TP (7s member0fTeam 7o) is 6,{?s —< {A4},{4 — 3},3,3,1 >;70 —< {1},{1 —
3},3,2,2 >} and for the TP (7s teamLeader 7o) one possible collection summary is 5, {7s =<
{B},{B — 1},4,4,1 >;70 —< {1},{1 — 1},4,4,1 >}.

With only the information of these summaries we can deduce that, in the dataset, the
relation induced by the member0fTeam, is such that the subject A might appear several times
but —except for this A- other team members have only one team. In addition, we know that
the team 1 has 3 members and the other teams have less than 2 members.

In the summary of the relation induced by teamLeader (i.e. the relation between 7s and
70 in (7s teamLeader 70)) we see that this relation is bijective: all the subjects 7s and all
the objects 70 are each present only once.

Therefore if we need to compute the solutions of the BGP:

(?member memberOfTeam 7team . ?team teamLeader ?leader) we know that there are less
than 6 solutions: the relation teamLeader is bijective therefore the number of solutions of
this BGP is less than the number of solutions for the TP: (?member memberOfTeam 7team).

Simple operations on summaries

We define the following operations on multiset summaries:
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count(cs,v): the function that returns the number of times the value v can appear in
a multiset summarized by cs;

x(v) ves

count(< S, x,T,D,Y > v) = {Y 25
v

truncate(cs,n): the multiset summary where we enforce that each value appears at
most n times. Formally, truncate(< S, x,T,D,Y >) =

< S,min(x,n),min(T, D x n), D,min(Y,n) >

(where min(x,n)(x) = min(n, x(z)));

limit(cs,n): the multiset summary where we enforce that there are at most n elements.
More precisely we have limit(< S, x,T,D,Y >) =
< S,min(x,n), min(T,n), min(D,n), min(Y,n) >;

size(cs): the estimated size of the multiset summarized by cs, size(< S, x, T, D,Y > )
> wes X(@) + T

the sum of two multisets over S represented by ;1 and x» is defined as (x1 + x2)(z) =
X1(z) + x2(z). The sum of two multiset summaries is defined as < Sy, x1, 11, D1, Y1 >
+ < 827 X2, T27 D27}/2 >=< Sl U 527 X/7T1 + TQa Dl + D27}/1 + }/2 with:

x1(x) + x2(x) when z € ;N S,
X' (z) = { xa(z) + Y3 when z € 51\ S,
Y1 + xa(2) when z € Sy \ 54

We have the property that if a multiset m; is summarized by s; and ms by ss then
my + Mo is summarized by sy + sg;

e Given a multiset {my,..., my} with its summary < S,x,T,D,Y > we can multiply
them by an integer n: {mg,...,my} X n is the multiset containing k x n elements:
n elements m,; for each 1 < ¢ < k; this multiset is summarized by < S, x,T,D,Y >
xn =< S,x xn,T xn,D,Y xn > (with (x x n)(z) = x(x) x n);

e Given a collection summary s=(t,{(¢1,s1),- - ., (ck, Sk)}) we note: summ(s, cx) = s the
summary for the column ¢; cols(s) = {c1, ..., } the set of columns of the summarized
collection and size(s) =t the size of the summary over-approximated by s.

6.1.2 The multiplicative factor

Given two collection summaries s (resp. $p) summarizing two collection mappings A =
{Ay,..., A} (vesp. B ={By,...,B,}) we want to compute a collection summary for the
solutions of A x B. In order for this summary to be precise, we will introduce in this section
the “multiplicative factor” and in the next section we will show how to use the multiplicative
factor to compute a relatively precise summary for A x B.

The mapping collection A x B can be seen as a cartesian product A x B where we removed
mappings (ma, mp) that do not agree on all the common columns of A and B. Each mapping
m is thus built using a unique pair (ma,mpg) € A x B (but such a pair does not necessarily
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correspond to a mapping of A x B). If we track which mappings of A and B were used to
build which mappings of A x B, we can count for each mapping m4 € A its “multiplicative
factor”: the number of mappings in A x B that were built using m 4. The i-th multiplicative
factor of A toward B is defined as the i-th greatest multiplicative factor of an element of A
(or 0 if |A] < 19).

As summaries work with over-approximation we will show in this section how to com-
pute, with only the summaries for A and B, a bound for the i-th multiplicative factor
mult(sa, Sp, 1), i.e. an over-approximation to mult(A, B,i) for any A and B such that A
(resp. B) is summarized by s4 (resp. sg).

A common column

Let ¢ be a column shared between A and B (note that such a ¢ does not necessarily exist). A
mapping my € A can only be combined with mappings mpg € B to form mappings of A x B
when mu(c) = mp(c). Therefore, a mapping ms € A can only be used to build, at most,
count(summ(sg,c), ma(c)) mappings of A x B.

Let csa =< Sa,xa,Ta,Da,Ys > (resp. csp =< Sp, X5,

Tg,Dp,Yp >) be the column summary for the column ¢ in s4 (resp. in sg) then for each
v € S4 U Sp there are, at most, count(sa,v) mappings of A and each can be combined with
count(csp,v) mappings of B. To that we need to add that the, at most, T4 mappings m € A
with m(c) € S4 U Sp can each be joined with, at most, Yz elements.

In total this gives us Ta+)_ 5, s, count(csa,v) values that over-approximate the various
multiplicative factors of elements of A. By sorting these values, the i-th greatest value gives
us a bound on mult(sa, sg,1).

Note that the mappings with values for the columns ¢ falling into Sg\ S4 might be counted
twice: each of the Ty elements produces Yz mappings of A x B, but for each v € Sg\ S we
also counted that Y, mappings produced yp(x) each. However, this is not an actual issue
since we combine the several bounds on mult(sa, sg,7), in particular, i > size(s4) implies

mult(sa, sp,i) = 0 and size(sa) < Ta+ ), g, count(csa,v).

General case

There are no more than size(ss) mappings in A and each can be used in at most size(sg)
mappings of A x B, we have a first bound:

size(s when ¢ < size(s
mult(sa, sp,i) < (55) . (54)
0 otherwise

Then, we simply use the technique presented earlier on each column shared between
the domains of A and B. Each column giving us a new bound on mult(su, sg,i) and we
combine all of them: if mult(sa, sp,i) < ki and mult(sa, sp,i) < ko then mult(sa, sp,i) <
man(ky, k).

An example

Lets us consider the two datasets and their join presented in figure 6.1 both containing a
letter, a color and in one we have an ID and in the other a GID. In the joined dataset, we
have all of these columns. Notice that valid RDF would require to have URIs but for the sake
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of clarity we use numbers, letters and colors that could easily be translated into URIs (e.g. 1
could be translated into <http://example.com/1>).

Set 1 Set 2

letter | color | ID letter | color | GID
A Red 0 B Red | g0
B Red 1 A Red | gl
C Red 2 A Red | g2
B Blue 3 A Blue | g3
B Green | 4 A Blue | g4
B Yellow | 5 A Blue | gb
B Fuchsia | 6

Set 1 x Set 2

letter | color | ID | GID
B Red | 1 | g0
B Red | 2 g0
A Red | 0 | gl
A Red | 0 | g2

Figure 6.1: Example datasets.

Thus, a collection summary for the Set 1 is:

(7,{letter -< {A,B,C},{A—1,B—5,C — 1})},0,0,0 >,
color < {Red, Blue},{Red — 3, Blue — 1})},2,2,1 >, And a collection summary for
ID —-<{0,1},{0 = 1,1 = 1})},4,4,1 >})

the Set 2 is:

(6, { letter < {A,B},{A —5,B —1})},0,0,0 >,

color —+< {Red, Blue},{Red — 3, Blue — 3})},0,0,0 >,
GID —<{g0,91},{90 — 1,91 — 1})},4,4,1 >})

Now, we can represent graphically the multiplicative factor from Set 1 to Set 2. The i-th
value represents the i-th multiplicative factor. In the figure 6.2, the 7 x 6 grid represents the
first bound on the multiplicative factor. There are 7 elements in Set 1, each of which can be
multiplied 6 times.

The red part corresponds to the bound given by the column summary for the column
letter: A is present once in Set 1 but 5 times in Set 2 so we have one 5 in our multiplicative
factors; B is present 5 times in Set 1 but once in Set 2 so we have five 1 in our multiplicative
factors C' is present once in A but not in Set 2 therefore we have one 0. We sort them and
it gives us the red part: 5, 1,1, 1, 1, 1, 0.

The green part corresponds to the bound given by the column color. Red is present thrice
in Set 1 and each can be combined with 3 elements from Set 2 and Blue is present once but
can also be multiplied thrice. Once sorted, it gives us: 3, 3, 3, 3.

The blue part corresponds to the min of all bounds (which is also the intersection of
shapes). The total number of elements in the join guessed by our method is the area of this
blue part which is 6.

Our method guessed 6 while the actual size of the joined set is only 4 but notice that
there exists sets with the same summaries that have a join of size 6. For instance, we could
exchange the color of ID 0 and ID 3 in Set 1 to get a join of size 6 (for which our algorithm
would be perfect).
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[ [ [
01234567 _ 01234567

Figure 6.2: Combining multiplicative factors for several columns.

The total operator

Once the multiplicative factors from A to B for all i € N (i.e. mult(sa,sp,7)) have been
computed we can compute the total operator.

The function total(sa, sg,n, k) gives a bound on the number of mappings of A x B that
can be built using n different mappings of A when we know that each of those mappings has
a multiplicative factor bounded by k € NU {oo}:

total(sa, sp,n, k) = Z man(k, mult(sa, sp,1))

i<n

For instance in the example given above we know that the total number of mappings is
total(sa, sg, size(sa),o0). And if we want to now the number of entry Red in the column
summary of the column color of Setl x Set2, we know that there are n = 3 Red in Setl and
k =3 in Set2. We thus know that there are less than n x k =9 Red in the column color of
Setl x Set2 but the function total(sa, sp,3,3) = 5 gives us a tighter bound.

6.1.3 Joining summaries

Given two collection summaries s (resp. $p) summarizing two collections mappings A =
{Ay,..., A} (resp. B ={By,...,B,}) we want to compute a collection summary for the
solutions of A x B.

We suppose that we computed a bound for total(s, sg,n, k). The total number of map-
pings of A x B can be bounded by
mian(total(sa, sg, size(A), size(B)), total(sp, sa, size(B), size(A)).

Combining summaries for non common columns

Let ¢ be a column in the domain of A but not in the domain of B, let csg =< Sa, xa,Ta, D4, Ya >
be the summary for the column ¢ of A, the summary we compute for the column ¢ of A x B
is < S., X', 1", D4, Y’ > where:

o 1" =total(sa,sp,Ta,o0)
o Y = total(sA,SB,YA,OO)
o x' =total(sa,sp, x(x),00)

Columns that are in the domain of B but not in the domain of A are treated symmetrically.
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Combining summaries for a common column

Let ¢ be a column in the domain of both A and B, let c¢sq =< Sa, xa,Ta, Da,Ya > (resp.
csp =< Sp,xB,Tp,Dp,Ys >) be the summary for the column ¢ of A (resp. of B). Each
mapping m of A will be used in at most count(csg, m(c)) mappings of A x B, therefore the
count(csa, m(c)) mappings sharing the value m(c) will be used in, at most,
total(sa, sg, count(csa, m(c)), count(csg, m(c))) mappings of A x B. Note that by symmetry
between A and B we also have that it will be used in, at most,
total(sg, sa, count(csg, m(c)), count(csa, m(c))) mappings of A x B.

Our summary for the column c of A x B is
< SgUSy, X, T, min(Da, Dg),Y’ > where:

o 1" =min(total(sa, sp,Ta,Yp),total(sp,sa,Tp,Ya))
o Y' = min(total(sa, sg,Ya,Yg),total(sp,Sa, YB,Ya))

e \'(z) = min(total(sa, sp, count(csa,x), count(csg, x)),
total(sg, sa, count(csp, x), count(csa, x)))

6.1.4 Computation of the join summaries in practice

When computing a summary representing the join of two given summaries, most of the
running time of the algorithm is spent in the computation of the total operator and computing
mult(sa, Sp,1).

We optimize the computation of these using a clever representation. First, we see that
the multiple mult are obtained as the combination (through a min) of piecewise constant
functions and thus is also a piecewise constant function and the number of pieces of ¢ —
mult(sa, Sp, 1) is linear in the number of pieces defining s4 and sp (i.e. the total number of
distinguished elements in s4 and sp which is generally very small compared with size(s4)
and size(sg)).

If there are m pieces of the function i — mult(s4, sp, 1) then naively computing total(s4, sg,n, k)
would be linear in m. However using a tree to compute partial sums we can get down to
a logarithmic computation (i.e. O(In(m))) of total(sa, sp,n, k). Since there are O(m) x ¢
calls (where ¢ is the number of columns represented by A and B) to this function this gives
us a O(In(m) x m x ¢) algorithms to compute the summary of the join of two multisets
represented by summaries whose size is m and the number of columns is c.

6.2 Computing collection summaries representing the so-
lutions of a single TP

6.2.1 Computing a multiset summary from a multiset

Given a multiset defined by y on the set .S we compute its multiset summary of size K by
sorting S by x decreasing, we extract from this the set S” of the K first elements (5" C S,
the set of size K with the biggest x). Then the computed summary is < S', x,7,D,Y >
where T'= 3" oo X(2), D =[{z € S\ 5" | x(z) > 0}] and YV = mawses\s (x(2))-
Choosing K allows to set a balance between precision of summaries and the time needed
to compute them. In practice we adopt the same constant K for all summaries. We notice
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that computing summaries with several thousands of elements performs well in practice. In
section 7.5, we report on practical experiments with K = 3000.

6.2.2 Gathering statistics

In the RDF format, the predicate carries the “semantic” relationship. In most datasets there
is usually a limited number of different predicates in the datasets and in queries variable
predicates are relatively rare [AFMPF11].

During the load phase we compute the list of all predicates P (in one pass over the
data) and (in a second pass) we compute for each p € P (in parallel), a collection summary
corresponding to the solution of the TP (?s p ?0). To do that, we compute the list 7}, of triples
that have p as a predicate, we then compute a multiset summary o, for the object of 7}, and a
multiset summary s, for the subjects of T}, the collection summary is |7, |, {(7s, s,), (70, 0,) }.

Summaries are computed recursively: we start by computing summaries for individual
TP and then combine them. Let (5 ¢, t,) be a TP, let us show how to compute its associated
summary.

6.2.3 Fixed predicate ¢, = p

Let us consider first, the cases where the predicate is fixed to a value p, depending on whether
the subject is fixed (either the variable ?s or the value s) and whether the object is fixed
(either 7o or o) we have four cases (the case (s,?0) is symmetrical to (?s,0) and thus not
treated):

Case t; =7s and ¢, =70: the returned summary is simply: size(s,),{(?s,s,), (?0,0,)}.

Case t;, = s and t, = o: this TP has either 0 or 1 solution and binds 0 columns. The
returned summary is (0,0) when count(s,, s) = 0 or count(o,,0) = 0 and (1, ) otherwise.

Case t; =?s and ¢, = o: this TP has, at most, count(o,, 0) solutions and only binds the
column 7s. The returned summary is count(o,, o), {(?s, truncate(s,, 1))}.

6.2.4 Variable predicate ¢, =7p

Let us note r, the collection summary for the solutions of (¢, ¢, t,), the idea is to combine
the summaries s; (summary for (5 p; t,)) for each p; € P. We build r such that size(r) =
> piep Size(s;) and for each eventual bounded column ¢ (¢ € {7s,?0}), then summ(r,c) =

P summ(s;, ¢) and, finally, the summary for the column 7p, is < P, x,,0,0,0 > where

Xp(Di) = size(s;).

6.2.5 Duplicated variable

It is possible in SPARQL to have a variable that is present twice (or thrice). Since there are
only three parts to a triple pattern there is at most one duplicated variable. If ¢, is the
duplicated variable, we apply the replacement scheme proposed in 6.2.4 but we replace all
the duplicated parts (and not only t,).
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If the predicate is not duplicated but we have a duplicated variable then the triple is of
the form (7s p 7s) (if the predicate is variable we first apply the replacement scheme).

Let T,,,{(?s,sp), (?0,0,)} be the collection summary pre-computed for the TP (7s p 7o)
with s, =< Ss, x5, Ts, Ds, Ys >. Then we compute the possible number of different values
in the intersection of the multiset represented by s, and o,: n = min(ns,n,) where ny =
min(Ds, |[{z € S, \ Ss | xs(z) > 0}]) and n, = min(D,, |{x € Ss\ S, | xo(z) > 0}|) the
collection summary is n, {7s, < Ss N Sy, min(xs, Xo, 1), min(ny, ns), min(n,, ns), 1 >}

6.3 Optimization of distributed BGP query plans with an
over-estimation

In this section, we showcase how to use a worst-case cardinality estimation to optimize the
query plan of a distributed SPARQL query evaluator.

6.3.1 Query plan

We suppose that the evaluator has access to the four following primitives:
e TP(t) takes a TP t and returns the mapping collection solution of ¢;

e HashJoin(a,b) takes two terms a and b and returns the join of the mapping collections
returned by a and b;

e Broadcast(v,a,b) takes two terms a and b, stores the mapping collection returned by
a into v and then evaluates b;

e LocalJoin(a,v) returns the join of the mapping collection returned by a and the map-
ping collection stored into v.

The idea behing the Broadcast(v, a,b) primitive is to first compute once the solution for
a, then store it into the variable v that is sent to all computing nodes. This way, during the
computation of b, if we come across a LocalJoin(c,v) then each computing node holds the
whole mapping collection v and the join can be done locally.

6.3.2 Query plan cost

We now present how to compute the cost of a query plan. We note sol(a) the mapping
collection return by evaluating the query plan a and size(a) its size. We do not have access
to the actual size of the mapping collection solution of a query plan but all query plans corre-
spond to BGP and we know how to estimate their size: given a BGP, we compute a collection
summary s and its estimated cardinality is just size(s). Since our cardinality estimation is
a worst case, our query plan cost estimation also constitutes a worst-case analysis.

Our query plan cost analysis is conditioned by three constants:

e shuffleCost we suppose that the cost of shuffling a mapping collection has a cost
linear in its size with a coefficient shuffleCost,
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e broadcastCost we also suppose that the cost of broadcasting a mapping collection is
linear with a coefficient broadcastCost, however the Broadcast operation breaks when
the mapping collection does not fit into RAM, that is why we have:

e broadcastThreshold that indicates the maximum size of a mapping collection that we
can broadcast.

In our translation, the individual TP are all translated exactly once, we set their cost to
0.

For a HashJoin(a,b) we need to compute a and b then shuffle a (resp. b) so that
they are hashed on dom(sol(a)) Ndom(sol(b)), this costs shuffleCostxsize(a) (respectively
shuffleCostxsize(b)) but only if a (resp. b) is not already correctly shuffled. We also need
to materialize HashJoin(a,b) —even if both components are already shuffled— which costs
size(HashJoin(a,b)).

For a Broadcast(v,a,b) we need to compute a, send the full set of solutions of a to each
workers and then compute b; therefore the cost of Broadcast(v, a, b) is broadcastCost X size(a)
plus the cost of computing a and b. However broadcast(v,a,b) can break if a is not small
enough to fit into RAM, that is why we impose size(a) < broadcastThreshold.

For a LocalJoin(a,v) we need to compute a and join it with v —already computed— it
costs size(LocalJoin(a,v)) plus the cost of computing a.

6.3.3 Optimizing the query plan

Given a BGP (t1,...,t,) the naive translation is to simply join 7'P(t;) using at each step a
hash-join algorithm:
HashJoin(TP(t,), HashJoin(..., TP(t,))...).

The naive translation is often not the most efficient plan: we might have to materialize
large intermediate results (that could be avoided by using a different join order) and it might
also yield shuffles that could be avoided. For instance, if ¢; and ¢4 bind ?a, t5 binds 7a and 7b,
t3 binds 7b and ?¢, then the naive translation shuffles ¢; and ¢, on ?a then it shuffles ¢; x ¢5 and
t;3 on ?b and finally it shuffles ¢, M t5 X t3 and ¢4 on 7a whilst the order (((t; X t4) X to) X t3)
implies one less (potentially costly) shuffle.

Furthermore, the HashJoin algorithm is not always the most appropriated join algorithm
[CNBA15]: when one mapping collection is large enough compared to the other then a
broadcast-join (i.e. Broadcast the small dataset to all workers then do a LocalJoin) avoids
a costly shuffle of the large dataset to the price of sending a small mapping collection to all
workers.

Finally, when a triple ¢; binds only one variable v, has a small number of solutions and at
least one of the ¢;, with j # 7, contains v in its domain, it might be more efficient to broadcast-
filter ;. Broadcast-filtering ¢; consists in computing Broadcast(v;, T P(t;), P) where P is a
term computing ) x ...t; ; x i, ...t and TP(t;) = Local Join(T P(t;),v;) if v is in the
domain of t; and TP(t;) = T P(t;) otherwise.

To find the query plan minimizing our cost estimation, we essentially enumerate possible
plans: that filter-broadcast or not triples, with all possible join orders and for each join we
consider the hash-join and the broadcast-joins. Our algorithm thus enumerates an exponen-
tial number of plans. However, with a few simple heuristics to cut down the number of plans
and the heavy use of memoization, it performs well in practice as we now illustrate.
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6.4 Extensions

We now present extensions to this method that we are considering for the future.

6.4.1 Combine with a cardinality estimation on nodes

For the moment, our method relies on the semantic relationship carried by the predicate.
Relying on this relationship works well for some query shapes but it is not very efficient on
some other such as star-shaped queries.

A star-shaped query is a BGP query in which there is a variable shared by all triple
patterns, and this variable is the only variable shared between two TP. For instance let us
consider the query C3 from watdiv shown below.

SELECT 7v0 WHERE {
?7v0 <http://db.uwaterloo.ca/~galuc/wsdbm/likes> ?7v1
?v0 <http://db.uwaterloo.ca/~galuc/wsdbm/friend0f> 7v2 .
?7v0 <http://purl.org/dc/terms/Location> 7v3 .
?7v0 <http://xmlns.com/foaf/age> 7v4 .
7v0 <http://db.uwaterloo.ca/~galuc/wsdbm/gender> 7v5 .
?7v0 <http://xmlns.com/foaf/givenName> 7v6 .

Our method guesses that there are at most ~ 2.45 billions solutions while there are
actually ~ 42 million solutions to this query. Our prediction is thus far from the actual
number (yet for a query with 6 auto joins two orders of magnitude is reasonable and can still
be useful for plan generation).

The problem with our method on this query is that our method relies on the semantic
relationship carried on the edges. In the above query C3 our method rightfully guesses e.g.
the number of gender (7v5), of given names (7v6), of age (?v4) per 7v0 (that is why our guess
that is not too far off) however our method does not precisely get how many distinct v0 have
all the properties likes, friendO f, etc. One way to be much more accurate on such patterns
would be to use methods of cardinality estimation based on nodes such as the Characteristics
Sets [NM11].

The characteristics sets define a “type” for each node in an RDF graph based on which
predicates label the outgoing edges of the node. With p different predicates there can 27
types but in practice many different nodes have the same type and it suffices to merge very
similar types to have a manageable number of types.

Without this merging of types, the cardinality estimation on star shapes query such as C3
would be exact. Therefore it is not surprising that their cardinality estimation is very precise
on such queries. However, as soon as the query is not star shaped, the precision decreases
rapidly.

The characteristic set method is not a worst-case analysis for general queries but, even
with the merging of similar types, it is a worst-case analysis for star-shaped queries. We plan
in the future to use the characteristic set method to improve the accuracy on star shaped
subpatterns appearing in queries. Since of the main drawback of our method is the accuracy
on such patterns, we believe the global accuracy of our system would be much improved.
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6.4.2 Consider subsets of columns for summaries

For the moment, the summaries described above are applied column by column, a collection
summary is essentially the combination of the summaries of the multisets that are projection
of a column. We could also consider collection summary as the combination of the summaries
of the multisets that are projection of a subset of the columns. For a collection that has n
columns, this would means 2" summaries but n is generally very small. And when n is large
we could limit ourselves to subsets that appear as a key of a join, or subset of less than k
column (which means (}) summaries).

This could also enable us to treat the case of missing values, i.e. collection summaries for
collections where the domain of mappings are not all the same.

6.4.3 Cardinality estimation for the full u-algebra fragment

The method we have presented so far can be easily translated for the conjunctive queries of p-
algebra (i.e. the p-algebra programs composed of joins, filters and variables). While there are
no reason to suppose that most p-algebra programs are conjunctive, many of the u-algebra
programs we manipulated (and produced via a SPARQL translation) contained conjunctive
parts where the optimization (and thus the cardinality estimation) was important.

Using the extension presented above to work on subsets of columns with potentially
missing values, we can estimate the cardinality of the union, minuses and joins. The handling
of several other operators is also trivial with collection summaries: renaming, duplication,
removal of columns can all be performed with the same operations on summaries.

For the UDF operators (aggregation and mapping) we can not get a precise a list of values
for the output columns since they are treated as black boxes. But we can say that the number
of mappings after the operator is less than before the operator was applied (and exactly the
same for mappings) and that untouched columns contain the same multiset of values. In
aggregation, we can also say that the n-upplet containing the key column is unique.

The cardinality estimation for fixpoints is an hard and interesting problem. For instance,
in SPARQL, the transitive closure on a predicate (such as ?a knows™ 7b) can lead to a
number of solutions that is anywhere between linear and quadratic in the number of triples
with knows.

In our prototype we rely on a worst case analysis: we compute the number of distinct
values each column can take and simply make the product (since two different mappings need
two different value in at least one column). This analysis leads to very far off cardinality
estimation in many scenarios but it handles well the cases of transitive closures where of the
part of the closure is fixed.

Conclusion

In the present study, we introduced a worst-case cardinality estimation based on a new
concept: collection summaries, which are extracted from statistics on the data. We have
showed how to compute collection summaries for Basic Graph Patterns and how they can be
used to estimate the cardinality of query answers.

With this cardinality estimator, we now have all the pieces for evaluating SPARQL queries
using the p-algebra. The next chapter will now assess the benefits of our approach in com-
parison with the state of the art.
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CHAPTER 7

Comparision of our approach with the state of the art

In the last chapters we have presented all the build-
ing blocks necessary to write an efficient SPARQL query
processor. Using these building blocks we have imple-
mented two SPARQL query evaluators based on this method.
A natural follow-up question is to investigate the bene-
fits of our approach in comparison with the state of the
art.

The results of this comparison will be split into three
parts: in the first part, we will demonstrate that, from
a theoretical perspective, our p-algebra considers query
execution plans for queries with recursion that other
methods cannot consider.

In a second part we will rediscover this theoretical
comparison from an experimental perspective. We will
run various query executors (SQL based, Datalog en-
gines and native SPARQL query executors) and exhibit
a query and a large class of graphs on which all query
executors (except ours) performs at least quadratically
in the number of nodes in the graph while our imple-
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mentation has a linear time complexity. We will then
carry on with more queries and more graphs to show
that our method can often outperform others in vari-
0US SCENATLOS.

As we showed in chapter 1 of the preliminaries, SPAR-
QLGX s on par with other state of the art distributed
query evaluators. It has a very good average query
times but sometimes choose poorly its query execution
plans. In the third part of this chapter, we will thus
present how the cardinality estimation scheme presented
in chapter 6 allows us to chose smarter query execution
plans and can drastically improves the performance of
SPARQLGX.
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7.1 Theoretical comparison of u-algebra bottom-up eval-
uation and other approaches on recursive queries

The optimized evaluation of SPARQL is well studied especially for the BGP fragment. The
evaluation of recursive queries is also a well studied subject especially outside of the SPARQL
language. As we have seen, SPARQL 1.1 introduced Property Paths that can contain recursive
parts. The specific question of Property Path is a subject that has been much less tackled
than the BGP fragment as noticed by [YGG15, BBC*17].

Complex queries (for instance containing recursion) are not are not always supported by
query evaluators and when they are, they also are not well optimized. The gMark bench-
mark [BBCT17| compared various possible backends for graph databases. Their benchmark
included SQL databases, Datalog engines, native graphs databases based on openCypher or
SPARQL. With their benchmark, they found out that “In the presence of recursion, [they/
actually observed numerous failures on the majority of the studied systems”. This observation
arrives despite using relatively small graphs (less than 16 000 nodes) and relatively simple
queries (union of regular path queries).

In this section, we will examine the various ways of handling those type of Regular Path
Queries and will compare SPARQL-tailored query engines along with other query engines. In
this section we propose to compare our approach to various lines of work that have tackled
the subject from the more ad-hoc, tailored for SPARQL to very general approaches: Reacha-
bility joins, Waveguide, Regular Path queries, SQL extended for recursive queries and finally
recursive Datalog.

For this section, we introduce a syntactic sugar to explain more precisely the difference
between the plans of each formalism. Given two terms ¢ and v, both defining binary relations
between the columns s and o, we define as syntactic sugar: ¢/v = T (P27 () % (P74 (¥))).

7.1.1 The relational algebra

The relational algebra introduced by Codd built the foundations of our work. Similarly to
our work the relational algebra operates on a “set semantic” (while SQL operates on a “bag”
semantic). The relational algebra differs from our work in several points. The two most
salient ones being that the relational algebra works on a fixed domain and that it is not
equipped with a fixpoint operator.

There are been works[Agr88| to extend the relational algebra with an operator « repre-
senting recursive queries. If ¢ is a relational algebra term defining a binary relation, a(y)
represents the transitive closure of . If this operator is sufficient to represent SPARQL, it
does not allow for a plan space as large as our p-algebra. Indeed with ¢1/p9, the a-extended
algebra does not distinguish between the two following plans :

e the plan where we compute ¢ = ¢1/ps before computing the transitive closure, which
corresponds to compute Ry = ¢ then R,y = R;/¢

e the plan where at each step we join with ¢ or ¢y, i.e. Ry = ¢, Roir1 = Rai/e1,
Roiyo = Raiy1/po.

Furthermore, when producing a plan for a query such as 7a knows % bob this algebra
represents the query as something similar to o,—po((knows(?a, 0))) where the knowsx is on
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its own (without the fixed part bob) even though at the execution of the query we probably
do not want to compute the whole knowsx relation but rather start from 7a = bob and
progressively discover 7a such that 7a knows % bob.

As we have seen, several RDF data engines use SQL as a backend for querying. And since
SQL supports recursive queries through Common Table Expression (CTE), one way to handle
recursive queries would be to just translate those with recursive CTE. However the support
of recursive CTE varies very much between vendors:

e some explicitly do not support recursive CTE such as MariaDB / MySQL ;
e some have a partial support (e.g. they do not support cycles) such as Oracle ;

e such some support all type of CTE but consider CTE as optimization barrier (which
prevents pushing selections into them) such as PostgreSQL and SQLite ;

e and finally some support CTE with optimization but this optimization is similar to a
“Magic Set” approach which does not optimize all queries.

This approach was followed in [YGG13| but as the authors note and the authors of
[BBCT17] also note, this method is not very successful as the databases engines are not
tailored for this kind of use and most of them do not optimize recursive CTE. Some SQL
vendors are therefore capable of expressing recursive queries but not optimize them.

7.1.2 SPARQL based method of optimization

SPARQL-algebra

The building blocks of the SPARQL-algebra are the Property Paths and the Triple Patterns.
They can be combined with various types of joins and minuses but there is no recursivity in
SPARQL outside of the Property Paths blocks. Which means it is not possible to constrain a
recursive Property Path inside the SPARQL-algebra.

For instance if we have Join(PP(?a knows* 7b), PP(?a name John)) there is no plan
grouping the two PP into something like PP(?a[name John]/knows*?b). In practice an
evaluator might chose to evaluate PP(?a name John) and then choose the mappings solution
and build from them to produce the mappings solution of both PP but it cannot represent
this plan differently than joining the result of both PP.

The evaluators AR(Q) and Virtuoso are both based on the SPARQL algebra. Virtuoso has
this quadratic behaviour (even though it is very fast) but does not seem to be affected by
the order of the query. AR(Q) time complexity seems to depend on the order of the query but
the way it is programmed makes AR() unable to handle queries on graphs larger than 3000
nodes and we can therefore not really attest of the quadratic or not behaviour.

Automata

Given a Regular Path Query, it is possible to translate the regular expression into an au-
tomaton and use this automaton to evaluate the query.

One way to evaluate the query with an automaton and manipulate tuples (ny,ns,q) to
indicate that there is a path from n; to ns labeled by ¢. At the beginning we either start
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with (n,n,qo) when qo is final or with with the sets (ny,n9,¢;) for each transition g LN i

and nq LN ng in the graph. Then at each iteration we apply one transition.

It is possible to push further this idea using Brzozowski’s derivatives, see e.g. [NS16]
where they introduce Vertigo, a system capable of querying a graph with several billions
nodes or to use weighted automata, see e.g. [ST09].

Waveguide

Waveguide|YGG15] introduced Waveguide Plans (WGP) allowing the optimized evaluation
of PP. WGP mix together a-plans (which are plans based on the relational algebra) and
FA-plans (which are based on automata). They show that their method subsumes both
approaches, more precisely they show that both approaches force the associativity.

Given the regular expression a/b/c the automata approach will compute the binary re-
lation R recursively with Ry = 2 (N) and R;11 = ((R;/a)/b)/c while the a-approach will
compute R;1 = R;/(a/b/c). In the mean time the WGP will also contain a plan that has
the following computation: R;;1 = (R;/a)/(b/c). Notice that our approach also considers
these three possible plans.

Given several PP, Waveguide translates each and then joins them. In comparison, our
approach translates each PP into a p-algebra term and joins them but before the optimization
of the query. Which means the evaluation of PP can be interleaved. For instance given 3
PP: ?a knows x 7b, 7b lastname Doe and 7b firstname John our optimizer proposes the
plan that starts by finding the valid nodes 7b then finds the 7a reachable from these 7b.

Waveguide being not publicly available, we asked the author to provide us with a copy
to include it in our benchmark but we did not received an answer. Therefore Waveguide is
not included in our benchmark.

Reachability Joins

Reachability joins are the basis of the Ferrari system [GBS13| which brought fast Property
Paths into RDF-3X. The idea is that given two terms A and B, both defining binary relations,
their reachability join (noted A xg B) is equal to the join of A with the transitive closure of
B.

It is equivalent to A x «(B) but, in this system, B and A have to have one common
variable and B corresponds to a set of pre-determined predicates.

The Ferrari system is very fast for star over patterns for which it pre-computed reachability
indexes but it is incapable of handling the computation of arbitrary stars (which can appear
in SPARQL). Furthermore, from an expressiveness point of view, A xp B = A x a(B) and

therefore it suffers the same problem with associativity as a-plans: it cannot express plans
such as (X = 7 (N) U (X/A)/(B/C)).

7.1.3 Magic Sets for Datalog

A major line of research focuses on tackling recursive queries in Datalog. The optimization
and fast execution of Datalog engine on graph data is a challenge due to the expressive power
of Datalog and its logic-based form [CGT89|. One classical way to optimize Datalog engines
is to use the “Magic Set” technique |?, ?|.
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The magic set optimization |[GAMS6| is capable of pushing selection but only on fixed
terms. This technique uses adornments. An adornment defines for each argument of a relation
whether it is free (f) or bound (b). For a n-ary relation, there are thus 2" adornments.

Intuitively, when we write R(X,Y)? in a Datalog solver, we expect to find the couples of
(X,Y) that validates R. In practice, there are many cases where e.g. we know X and we
want to get the corresponding Y (which would be written e.g. R(42,Y).

A relation R is adorned by " (noted R"**» when R is used in contexts where the i-th
argument is known for the ¢ such that v; = b and either known or unknown for the 7 such
that v; = f. For instance the use of R(42,Y") will be adorned by bf but it could also be
adorned with ff.

Note that each adornment will be valid depending on the use, if we issue two commands
R(42,Y)?, resp. R(X,42)?, they can be adorned with the bf, resp. fbbut the only adornment
of R valid for both is ff.

The goal of the “Magic Set” technique is to find adornments for all relations where most
variables are bound because when variables are bound, we don’t have to materialize the full
set of solutions to a relation but limit ourselves.

Note for a Datalog program there often exist a variety of possible adornments. One way
to adorn (and therefore evaluate) Datalog programs is left-to-right. In such a situation, we
start from the top. We know the adornment of the output. Then given a conjunctive rule
R(X1,..., X)) s —Ri(X}, ..., X)), .. R(X},..., X;*) and an adornment for R. We note
B the set of bound variable. At first B is the subset of {X7,..., X} that is bound by the
adornment. Then the adornment of R; is given by which variables of X{ ... X ,11 are in B and
we add to B all the variables of R; and we iterate to get an adornment for each R;.

Example Let us consider the following example corresponding to the Datalog translation
of our example SPARQL query.

SPARQL query in Datalog (supposing a relation per pred-

icate) the program is:
SELECT 7x 7y

{ KTrans(X,Y) :- Knows(X,Y)
7x :named :axel . KTrans(X,Y) :- KTrans(X,Z), Knows(Z,Y)
?x :knows+ 7y . BGP(X,Y,Z) :- Named(X,Z), R2(X,Y)

b Sol(X,Y) :- BGP(X,Y,axel)

We can adorn the program :

KTrans’(X,Y) :— Knows"(X,Y)

KTrans’(X,Y) :— KTrans®(X,Z), Knows™ (Y, Z)

BGP/YX Y, Z) :— Named®(X,Z), KTrans"(X,Y)
Sol(X,Y) :— BGP/*X,Y, azel)

And obtain the following “magic” program:

MagicKTrans(X,Y) :— MagicKTrans(X, Z), Knows(Y, Z)
MagicKTmns(X, Y) :— Named(X,azel), Knows(X,Y)
MagicBGP(X,Y) :— MagicKTrans(X,Y)
MagicSol(X,Y) :— MagicBGP(X,Y)

Y
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With this rewriting the Datalog evaluation will only manipulates X that are named axel
in KTrans and thus not compute the set of pairs of people linked by a chain of knows but
only a subset where the first is named axel.

Note that for this adornment to work we need simultaneously to have the Datalog engine
to adorn Named before K'T'rans in the Sol rule and since X is the first variable of K'T'rans,
we need KTrans to be the “right” translation of knowsx* (in opposition to the “left” translation
which would be the equivalent KTransRev(X,Y) : —Knows(X,Y), KTransRev(X,Y) :
—Knows(X,Z), KTransRev(Z,Y)).

In our benchmark we used the well-known Datalog developed by Ramsdell® tool, the dlv
engine and the Viog system]|?|.

7.2 An experiment for p-algebra bottom-up with a recur-
sive query

In this section we translate our theoretical comparison into an experimental one. To that
end we compare our prototype using the techniques presented in this paper with other ex-
isting RDF or SQL stores in the context of SPARQL with recursive Property Paths and
we show that our prototype do deliver the theorized complexity and thus outperforms other
approaches.

7.2.1 Query used

Our first query consists in the query to retrieve the pair of nodes x and y such that x is linked
to bob with an edge named and is linked to y through a path composed of edges knows. There
are several version of this query:

e the SPARQL version of the query is given in the figure 7.1;

e the SQL version of the query had to be slightly adapted for each SQL store but we give
the Postgres version in figure 7.2. These hand-translated SQL versions suppose that
the data is stored without prefixes with one table “subject-object” for the predicate
<http://example/named> and one for <http://example/knows>) with indexes;

e we also considered a Datalog version of the query presented in figure 7.3. Notice that
the Datalog query also contains the graph that is partially omitted for obvious space
reasons. In the Datalog version the query is simplified to its bare minimum: we just
asks whether there is a path from any node to 42 an the path is either a reflexive,
transitive closure or just a transitive closure.

http://www.ccs.neu.edu/home/ramsdell/tools/Datalog/
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SELECT 7x 7y
{

?7x :named :bob
?x :knowsx 7y

}

Figure 7.1: SPARQL version of the main query

WITH RECURSIVE knows star AS
(
SELECT
FROM knows
UNION ALL
SELECT
knows star.s AS s,
knows.o AS o
FROM knows star, knows
WHERE knows star.o=knows.s
)
SELECT % FROM knows star k, named n
WHERE n.o=name 42’ and k.o=n.s;

Figure 7.2: SQL version of the main query

path (X,Y) :— edge(X,Y). path (X, X) :— edge(X, )
path(X Y) = path(X Z) edge(Z Y) path(X?X) T edge(_aX)
Y) L), ) path (X,Y) :— path(X,Z),edge(Z,Y)
sol :— path(_,42).
sol :— path(_,42).
sol?
sol?
Figure 7.3: Datalog version of the main query
7.2.2 Graphs

We considered several graphs: a chain of n nodes and a simple loop. In both cases <http://example/nam
is linked to <http://example/name_i + 1> which is represented is figure 7.4 and in the loop
we additionally connect the first and last nodes.
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Figure 7.4: A loop graph of size 10 composed of knows with for each node an extra informa-
tion of a name

7.2.3 SQL

SQL is based on the relational algebra. Both have been extensively studied either for them-
selves or in the context of SPARQL query evaluation. However using SQL for the optimization
of SPARQL has been not been very successful even without considering PP [EM09, NM11].

Even if they are not supported by all SQL stores, recursive queries do exist in SQL.
Vendors introduced in their product various extensions allowing some kind of recursion and in
its 99 version, SQL introduced Common Table Expressions (CTE) allowing recursive queries.
Recursive CTE allow for a very broad kind of recursive queries, broader than what is allowed
in the a-extended. However not all SQL databases support all these features (e.g. MySQL
does not even support recursive CTE) and vendors generally consider CTE as “optimization
fences”. We benchmarked several SQL databases in our benchmark comparison.

Postgres 10.2 & SQLite 3.24 Postgres and SQLite both consider Common Table Ex-
pressions (CTE) as optimization barriers. It is thus not surprising that they actually compute
the whole knows _star relation before selecting pairs (s, 0) such that s = name_42.

Our tests do find this quadratic behavior (see fig 7.5). Even PSQL with indexes on s and
o for the table knows go above the second barrier for a graph with 1000 nodes.
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Figure 7.5: Time for Postgresl and SQLite
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MySQL As of today, MySQL does not supports CTE and was, therefore not tested. Mari-
aDB (the recent fork of MySQL) supports CTE as beta and does not optimize them.

7.2.4 Native SPARQL

ARQ 3.1.10

Jena is an Apache framework for building semantic web and linked data application. ARQ
is the SPARQL query evaluator of Jena and it has full SPARQL 1.1 support.

ARQ does optimize queries but its optimizer does not optimize all SPARQL 1.1. Figure
7.6 reports on the time spent evaluating queries on two queries ARQ); and ARQ>. ARQ, is
our benchmark query while ARQ), is the same query but where we exchanged the order or
the PP. As the figure shows ARQ sometimes also has the quadratic behaviour (depending on
the order the PP in the input query).

ARQ, even with the “good” ordered query AR(Q):, breaks with a stackoverflow when
evaluating paths with around 3000 nodes .

100
. 80 |- +ARQ1
< 60| T ARQy
2 40 |
=

20 | -

0 o000 009T T : : ; : : t : : ;i : f t 1 1
0 200 400 600 800 1,0001,2001,4001,6001,8002,0002,200 2,400 2,600 2,800 3,000

n

Figure 7.6: Time for ARQ depending on triple order

Virtuoso 7.2.4.2

Virtuoso also optimizes queries and is pretty fast (the fastest beside our prototype) but as
we see in figure 7.7 it still exhibits a quadratic behaviour. Virtuoso does not seem to depend
on the order of PP in the query.
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5
n -10%

Figure 7.7: Query evaluation time for Virtuoso

7.2.5 Datalog

Curiously none of the tested Datalog solver (Vlog fetched july 2018, Ramsdell 2.6, DLV of
december 2012) was able to respond quickly despite a relatively simple derivation path: sol
:- path(_,42) :- path(42,42) :- edge(42,_) :- edge(42,43) and only DLV with the
optimization parameter -brave was able to answer quickly in the simplest case (no cycle in
the graph).
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g B 22
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o | |
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Figure 7.8: Time for Datalog solvers

7.2.6 Our prototype

The query of our benchmark is similar to the example query of section 3.5. Its naive trans-
lation is:
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rpe(?a knows x 7b) x rpe(?b named name _42) where
rpe(?a knows x 7b) =
p5 (P (WX = B2 (N) Uty (9 (X) % o (T (Optnows(T'))))))) and rpe(?b named name _42) =
P (o (Tomname 42(T))). After optimization it is: (X = init U, (K w pi (X))) where
init = B33 (7r0 (Jozname}g(pzb (T)))) and
K =m, (Up:knows (py! (P;a (T)))>

We verify experimentally that the execution time for our prototype is linear. Our results
are presented in figure 7.9 (note that the Y axis goes from 0 to 4 x 10% and not to 10® as in
other figures and the X axis goes up to 10°).

41 1
Fl
= 21 Protot =
= —e— Prototype
O | | | | | | | | |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

" -10°
Figure 7.9: Time for our prototype

7.3 Pushing the benchmark further

In order to get a more precise picture of how much our method improves on existing methods,
we wanted to use a benchmark making use of linear recursion. The simplest use is the Union
of Conjunctive Regular Path Queries. In the TASWEET paper, the benchmark is composed
of a single disjunctive RPQ on a single graph, the recent gMark benchmark includes what
they call “recursive” queries through a custom extension of SPARQL that allows to repeat
Property Paths but only a limited number of times.

That is why we devised an experiment to compare the tools performing the best in our
first tests with our prototype based on the u-RA. We designed our benchmark to have simple
queries on large graphs.

Competitors In our second setup, we removed ARQ and SQLite, which performed very
poorly in our first setup. We also removed Virtuoso that was the second top performing
in our first benchmark (after our prototype), as it is limited to a very specific type of
recursive queries (in our benchmark, only 2 of the 10 queries were accepted by virtuoso).

Queries As randomly generated queries tend to have too few or too many solutions, we
selected 10 queries containing between one and three fixpoints and presenting diverse
behaviours on query engines. These queries are presented in Table 7.1; the number of
solutions to our ten queries are presented in table B.1 and in figure 7.10.

Graphs We also generated randomly graphs with varying number of nodes n (with n log-
arithmically spaced between n = 100 and n = 50 x 10°). In these graphs there were
5 labels P1 to P5. The edges were generated randomly such that the label Pi corre-
sponds to 2n(1 —i/5) + 20 edges. This allows for P1+ to be very large (roughly n?)
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Figure 7.10: Number of solutions for each query and each graph size in our second benchmark.

while P5 is always very selective (with 20 edges). In order to ensure that all queries had

solutions, for each label Pi, we also added edges NO RN r1, To 24 N0 and N0 25 NO
(for two random nodes ; and 7).

Setup For each of the graphs and each of the queries we measured the query time (it thus
does not include the time to load the data). These times include the time to optimize
the query. The complete results are shown in Table B.2 of the appendix (times are
in milliseconds) and in the plot of figure 7.11. As for the first benchmark, we gave
Postgres indexes for a fast access to both sides of edges.

Q1 and Q2 Q1 and Q2 have roughly the same solutions. This is not necessary (the queries
are not equivalent) but it is due to the fact that P14 captures almost all pairs of nodes
while P54+ is very close to P5. Postgres has the same behaviour on both queries: by
looking at the plan the Postgres optimizer selected, we see that it computes P14+ and
P54 or P5 separately and then joins the results. It is thus not very surprising that
both queries take roughly the same time since the computation of P54+ is fast (as it is
very small).

On the opposite, our prototype is slower on Q2. The query plan for Q2 selected by our
prototype is a merged fixpoint starting from P1/P5 and appending/preppending P1
and P5. For @1, our prototype starts from P1/P5 and just tries to prepend P1 which
takes less time, hence the time difference between ()1 and Q2. However, our prototype
still is the fastest on both queries as it does not try to materialize the full P1+.

Q3, Q4, Q5 On these queries, our prototype starts from a set of valid triples ?a, 7b, 7c then
discovers new solutions. These plans are optimal in the sense that all partial solutions
are solutions of the query but our prototype is not always the fastest.

Q3 Postgres is the fastest on Q3. Q3 has a lot of solutions (~ 10° for n = 1000 and ~ 108
for n = 2500). Postgres evaluates this query by computing all the transitive closures
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Table 7.1: Our queries: Pi are labels, Ni are nodes

Name Query
Q1 Ta (P14)/P5 ?h
Q2 | 7a (P1+)/(P5+) b
Q3 7a (P14)/P2 7h
7h P3+ 7c
Q4 7a (P4|P5)+ 7h
7h P3+ 7c
Q5 7a P2+ 7h
7a P4+ ?c
7a P5 NO
Q6 Ta P1+ /P2 7h
NO P3+ ?b
Q7 | NO P1/(P2+) 7a
Q8 | NO (P14)/(P2+) 7a
Q9 | NO P1/(P1+) Ta
Q10 | ?a (P4+)/(P5+)/(P3+) 7

and then joining them. The plan of Postgres is not more optimal than ours; however,
Postgres is very efficient to retrieve data and join huge quantities of partial results. It
thus gains on our prototype as long as the individual transitive closures are not much
larger than the final result (which is what happens here and not on Q1 and Q2 with
P1+).

Q4 On Q4, we see that many of the evaluators perform roughly the same. Despite the fact

that Postgres has access to indexes and and is very efficient, our prototype is slightly
faster on large graphs our prototype, this can be attributed to the optimality of our
plan that starts only from valid triplets.

Q6, Q7, Q8 & Q9 These queries include a constant node (NO) from which our prototype

will start building solutions. It is therefore not surprising that our prototype outper-
forms the other systems.

Q6 On Q6, all systems except our prototype seem to materialize P14 which takes a lot of

time. Systems fail on Q)6 as they fail on Q1 and Q2.

Q7, Q8 & Q9 all these queries are queries where the Datalog engines outperform Postgres.

Q10

This is due to the triggering of the magic set algorithm that avoids the full materi-
alization of the P14 relation. Despite this use of the magic set, these query engines
perform an order of magnitude slower than our prototype except on a few graphs where
the number of solutions is very small.

This query includes three fixpoints on P3, P4 and P5. For each of these predicates
Pi, the size of Pi+ stays linear in the size of Pi (contrary to e.g. P1 for which the
size of P14+ grows quadratically with the graph size). This is why query engines such
as Postgres perform well. Our prototype starts with pairs (7a, ?b) that are solutions
to 7a P4/P5+ 7b with a fixpoint; then it computes solutions to ?a P4/P5+ /P3 7b
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Figure 7.11: Query time (in seconds) as function of the size of the graph for each of our 10
queries.

(which is a valid solution) then, in a second fixpoint, grows this fixpoint by adding a
?a or a 7b.

Synthesis

In all queries, our system performs well, beating the Datalog engine on nearly all the graphs
for all the queries. Furthermore, in the majority of the queries we considered, our system
outperformed Postgres, often by several orders of magnitude. For the setups where our
system is outperformed by Postgres, the difference is less important and can be imputed (in
a large part) to the sheer performance of Postgres plan execution and not its plan space.
Indeed, in Postgres, we stored triples as integers with indexes on both sides of edges while
our prototype stores triples using a simple scheme and plain text files.
Sources to run the benchmark can be found on https://gitlab.inria.fr/tyrex-public/

mu-RA and sources to our prototype can be found on https://gitlab.inria.fr/jachiet/
musparql.

7.4 Efficiency of distributed SPARQL query evaluators

The efficiency of query evaluators can be assessed for a wide range of different scenarios
and along a wide set of metrics. This efficiency is measured on several runs of a batch of
queries on a given dataset. Theses measurements therefore depend on the scenario (the
dataset and queries used). The efficiency is often considered using the metric “mean time to
answer a query”. In this section we will therefore base our comparison on this metric but it
is also possible to include other metrics which is something that we investigated further for
distributed SPARQL query evaluators in |[GJGL17|.

Handling simple queries (e.g. BGP) on very large graphs is a subject that has been
attempted, CliqueSquare, PigSPARQL, S2RDF and RYA are example of stores capable of
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handling large datasets.

We report here on the empirical comparison published in [GJGL17| (in which I partic-
ipated) comparing several open source and state of the art SPARQL query evaluators. This
comparison uses two popular benchmarks for SPARQL: LUBM and WatDiv. These bench-
marks contain a set of queries (Q1-14 for LUBM and F1-5, C1-3, L1-5 and F1-5 for WatDiv)
along with a dataset generator. The figure 7.16 shows the query time for LUBM10k that is
LUBM with a dataset of 1.38 billion triples and for WatDiv1k that is WatDiv with a dataset
of 109 millions triples. As we can see on the figure the comparison is mixed: some evaluators
perform well on average but poorly on some queries (such as RYA); others perform well but
cannot handle very large datasets (such as 4store). As one can see, SPARQLGX, which is a
SPARQL query evaluator that we developed [GJGL16al, performs well on average. However,
as noted by |?], plans selected using simple statistics by SPARQLGX are sometimes subopti-
mal which will motivate the need for more diverse plans (and thus our algebra) along with
better statistics (and thus our cardinality estimation).
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Figure 7.12: Failure Summary for problematic evaluators.
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Figure 7.16: Loading and response time with various datasets.
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7.5 Experimental of SPARQLGX with our cardinality es-
timation

As we have seen in the last section, SPARQLGX is a competitive distributed SPARQL query
evaluator. We have implemented the cardinality estimation scheme described in chapter 6
into the SPARQLGX evaluator and in this section we report on our benchmark testing the
impact of our cardinality estimation on the performance. Since SPARQLGX already has
optimization strategies based on statistics, the SPARQLGX-core can be used as a common
basis of comparison to benchmark the various optimization modules. The source code of our
complete prototype is available online with SPARQLGX.

7.5.1 Related Work

Estimating the number of solutions for a query has long been viewed as a key element in
the optimization of queries and it is a well-studied problem in the relational world [PSC84].
Various techniques successful in the relational world (e.g. histograms [loa03, OR]) have
been less successful for the semantic web [EM09, NM11]. The main reasons for that is the
heterogeneous and string nature of RDF [NM11] and the fact that SPARQL queries usually
contain a lot of self-joins that are notoriously hard to optimize [PTO0S|.

Various works have tackled the specific issue of cardinality estimation for SPARQL. A first
line of work [SSB*08| introduced the “selectivity estimation” now in use in several SPARQL
evaluators [ZYW™13]. Variants of this method have been implemented in popular SPARQL
query evaluators (e.g. in RDF-3X [NW08]).

A second line of work [KRA17] takes as input an actual schema and produces an optimized
query plan based based on information extracted from the schema.

A third line of work [NM11, GN14]| tries to derive the implicit schema of an RDF graph
by fitting nodes into characteristic sets, or by summarizing [GSMT14] the graph into large
entities. These approaches are the closest in spirit to the approach that will present but
they tend to focus on finding an implicit schema type for nodes while our approach is more
focused on finding an implicit schema for edges.

7.5.2 Setup

Our cardinality estimator was tested using various k for the statistic size k = 0, k£ = 100,
k = 1000, k = 10000. We also compared ourselves with the stats module of SPARQLGX
|GJGL16b| that re-organizes TP using statistics about the dataset collected at load time plus
general heuristic to obtain a fast query execution plan. We also compared this enhanced
SPARQLGX with NoOptim module of SPARQLGX that does not optimize anything.

Our prototype uses Apache Spark [ZCD'12| version 2.1.0 in a cluster of two computing
nodes running debian each equipped with 20 GB of RAM and 24 cores of computation. The
dataset was stored using Hadoop 2.7.3.

7.5.3 Datasets and queries

We tested the optimization against the benchmark Lubm |[GPHO05] 10k that contains 1.38
billions triples and weights 232 GB uncompressed while the WatDiv [AHOD14] 10k contains
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Lubm Query Q1 Q2 Q3 Q4 Q5 Q6 Q7

Stats 35.32 46.57 40.48 26.81 9.97 | 8157 | 14.82

k=0 21.79 | 10.66T | 11.69T | 23.10 | 10.97 | 8.14F | 18.57

k=100 15.09 95.15 | 12.51+ | 0.75% | 0.78+ | 7.98+ | 0.68T

k=1000 14.15 97.21 11.967 | 0.80T | 0.861 | 7.641T | 0.701"

k=10000 13.35% | 10.141 | 11.74+ | 0.72+ | 0.70*" | 7.73* | 0.717F

Lubm Query Q8 Q9 Q10 Q11 Q12 Q13 Q14

Stats 11.23 | 20.72 | 13.04 | 11.39 | 18.81 1 28.64T

k=0 71.95 | 15.86 | 14.22 | 9.217 | 1344 | 0.737 | 29.06T

k=100 0.76+t | 0.70+ | 0.75% | 9.31T | 0.66T | 0.791 | 30.73%

k=1000 0.67T | 0.74% | 0.74% | 9.5017 | 0.731 | 0.761 | 29.42F

k=10000 0.751t | 0.74t | 0.75% | 9.43T | 0.72T | 0.7517 | 29.59+
WatDiv Query C1 C2 C3 S1 S2 S3 S4 S5 S6 ST
Stats 48.21 | 40.64T | 42.89 67.18 | 15.20 9.60 16.46 9.96 19.25 | 15.27
k=0 42.19 46.13 16.60 | 8.10T7 | 7.34F | 10.37 9.42 | 8907 | 7.41F | 6.94T
k=100 42.63 45.03 15.45 | 7.55% | 7.131t | 8.67T | 6.75T | 7.911 | 7.561 | 7.51+
k=1000 39.41+ 48.16 | 14.01* | 8.07T | 7.07t | 8.821 | 7.06+ | 7.761T | 7.36T | 6.371
k=10000 39.95%t | 43.97 | 14.69T | 7.681T | 7.0817 | 8371 | 6.621 | 8.12+ | 7.14+ | 7.20"
WatDiv Query L1 L2 L3 L4 L5 F1 F2 F3 F4 F5
Stats 13.13 | 7.21F | 11.17 | 5.67F | 7.63T | 17.04 50.25 28.45 43.54 40.92
k=0 7.57T | 9.19 | 6.147 | 5877 | 7.48T | 9.667 | 10.23T [ 19.807 | 12.42F 20.41
k=100 791t | 9.26 | 6.24% | 6.517 | 7.88T | 10.391 | 11.45F 21.53 | 11.287F 21.46
k=1000 7.95% | 9.40 6.4t | 5.34% | 6.80" 12.00 9.76+ 21.15 | 12.64%1 20.75
k=10000 7851t | 9.49 | 6.37T | 6.14T | 7.57T | 10.961 | 10.01F 21.38 | 12.311 | 18.39+

Figure 7.18: Query time results for SPARQLGX against Lubm10k and WatDiv 10k with the
“stats” and “summaries” optimizers

1.10 billions triples and weights 149 GB. We also loaded DBpedia [ABK*07] with 2.2 billions
triples and weighting 301 GB.

In Lubm, most queries (Q4 to Q13) compute an empty answer unless the dataset is
extended with reasoning. We did not extend the dataset with reasoning but we left those
queries as it is an interesting use-case of our method to detect empty answers (which it fails
to do for instance for Q11 by predicting 20 results or less).

The time spent in evaluating each query of these benchmarks and each query optimizer
are shown graphically in figure 7.17 and numerically in figure 7.18. These times do not include
the translation time that took less than one second for all queries except for C2 and F'4 with
k = 10000 (for which it took approximately 10s but we have no doubt that this compilation
could be further optimized). Notice that the time axis of the figure 7.17 is logarithmic.

7.5.4 Experimentation

Between each query the Spark cluster was stopped and relaunched. The OS did not restart
between queries but we flushed the writing cache. All queries ran three times and we inter-
leaved the different methods so that all methods benefit equally from the read cache. We
took the best of the three for each method (other metrics would give an advantage to the last
tested method). All experiments were stopped after 10 minutes of computation. One runs
with a query optimizer only (13 had to be stopped for the stats module of SPARQLGX.
The statistics were collected with a double pass on the data during the load phase and
the uncompressed size of the collected statistic is 28 MB for WatDiv, 7.8 MB for Lubm and
143 MB for DBpedia, for £ = 10000 (it is roughly linear in the size of k). Compared with the
dataset size, the size of statistics is negligible (less than a thousandth) and the computation
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time of statistics is also negligible compared with the loading time. However during the
translation of a query with n triple patterns we can compute up to 2" summaries each of size
roughly linear in k. Therefore a k larger than 10000 would imply a long computation time.
This problem could be tackled by adapting £ dynamically in consideration with the number
of triple patterns in the queries and their constant parts.

7.5.5 Results: comparison between different query optimizers

On most queries, the SPARQLGX query evaluator goes the fastest when equipped with our
summaries and k = 10000. And the query time tends to decrease as k increases. On
the opposite there are several queries with a non-empty result where our method vastly
outperforms the stats module of SPARQLGX. Moreover, see figure 7.17, the NoOptim module
of SPARQLGX is always slower —by sometimes two or more orders of magnitude- than our
summaries with k& = 10000. Nonetheless, when dealing with very simple SPARQL queries,
e.g. Q6 & Q14 of Lubm, involving only one TP, the five tested cases appear to need similar
times to answer.

There are two queries for which the stats module is faster than our £ = 10000 optimizer:
C?2 and F'4. Both queries are complex but the problem is with the fact that Spark evaluation
adds a constant, non negligible constant time on the evaluation of small broadcast joins.
Indeed, broadcast joins imply to collect the data on the driver before sending it and the
collect operation in Apache Spark is costly: it forbids other operation to run in parallel and
a few seconds of delay to wait for all executors to finish where only a fraction of the cluster is
working. We try to fix our cost model to take this fixed cost into account but then we were
cornered by the limit of precision of our cardinality estimation.

Notice our approach can lead to very sub-optimal plans when the cardinality estimations
are very far-off; but in these benchmark queries our query plans are all optimal or near
optimal in query evaluation time.

7.5.6 Precision of the cardinality estimations

On the 34 queries of the benchmark there are only 28 for which algorithm prediction was off
by less than 10° solutions and 15 that are off by less 100.

The queries of WatDiv and Lubm are designed to be relatively complex queries containing
large star patterns and it is thus not surprising that our estimations are sometimes far-off
by one or two orders of magnitudes (sometimes even more). Furthermore these queries tend
to be very selective compared with the size of intermediate sets involved. However we would
like to point the following:

e the useful cardinality estimations to optimize the query are not on the final query but
on subqueries, and in this benchmark subqueries are often much more precise (as the
precision degrades with the number of TP involved);

e we are using overestimation, which means than an error will never trigger a risky plan;

e even on far-off cardinality estimations our cardinality estimation tends to favor good
plans; for instance if we have three sets A, B and C' and the estimation of A is k times
the actual number of elements in A, then the estimated cost of the plans (A x B) x C
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and (A x C) x B will be multiplied by k£ but are generally kept in the same relative
order (unless C' and B are also far-off);

e if we fall back on another cardinality estimation for the join orders and use the worst
case estimation only for broadcast joins then even a factor of 100 is actually not very
much. If we allow the broadcast of sets of size up to 10% then a error of two order of
magnitude —i.e. 100x— effectively allows broadcast for sets of size up to 10°.

Conclusion

In this chapter, we have evaluated the benefits of our contributions. This evaluation was
split along three criteria.

In the first part, we compared the plans that are considered for recursive queries when
using our p-algebra and the plans that can be considered with other query evaluators such as
the relational algebra, Datalog and other SPARQL query evaluators. This comparison shows
that our p-algebra considers more plans and among those additional plans are plans that are
much more efficient.

In the second, we translate this theoretical into an empirical comparison. We choose
a very simple query for which our method considers more plans and we observe that our
prototype implementation takes a time linear in the size of the graph to be evaluated while
others methods take a quadratic time. This results is not surprising after our theoritical
comparison but it validates the comparison experimentally.

Finally in a third part, we compare the performance of SPARQLGX equipped with diverse
query optimizers. A heuristic one, a statistical one and four variations of the cardinality
estimator that we introduced. The results are that our new cardinality estimation allows
SPARQLGX to choose better plans. Equipped with our estimation, SPARQLGX performs
faster on most queries, sometimes by an order of magnitude.






CHAPTER &

Conclusions & Perspectives

8.1 Conclusions

During my PhD, I tackled the question of the efficient evaluation of SPARQL and proposed a
new approach based on a new tool: the u-algebra.

Chapter 1 presents RDF and SPARQL. RDF is a data model describing graphs. SPARQL
is a rich language to query RDF graphs. SPARQL query evaluation raises challenges: how to
evaluate such a rich query language on graphs that are, by nature, very large. More precisely:
how can we find efficient query plans to handle even simple queries but on very large datasets?
How can we find efficient plans for complex queries on which today’s evaluators tends to fail
even on relatively small datasets? Since the relational model was at the center of most of the
research in database, before addressing those questions, we needed to dive into the relational
model and what it can offer to evaluate SPARQL queries.

Chapter 2 briefly presents the relational model and its query languages. The research
on the relational algebra and SQL in particular are a great basis on which we can build
query evaluators and optimizers. However, in their current form, relational-based SPARQL
query evaluators suffer from inefficiencies and there are multiple reasons at the root of these
inefficiencies:

e relational query evaluators do not optimize well some type of queries such as recursive
queries;

e relational query languages and SPARQL do not match well semantically;
e and finally some features of SPARQL are hard to evaluate efficiently.

To address these two first points, we have presented our p-algebra, inspired by the rela-
tional algebra but adapted to handle both the recursivity part and the non-relational (missing
values) part.

Chapter 3 then presented this pu-algebra. This algebra takes its inspiration from the
relational algebra but diverges on some essential points: as it name suggests the relational
algebra describes relations while solutions to our algebra are sets of mappings that do not
necessarily share the same domain. Furthermore our algebra is equipped with a novel fixpoint
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operator p. For this fixpoint to be well-defined we restricted ourselves to “linear” terms and
introduced a translation from a large fragment of the SPARQL-algebra to our u-algebra.
Since our algebra is a variation of the relational algebra and since the relational algebra
optimization is based on rewrite rules, the direction we have followed is to investigate the
rewrite rules and strategies can be applied for our p-algebra.

Chapter 4, after some motivating examples, started by introducing definitions, lemmas
and theorems laying the ground work for new rewrite rules. We then equipped our p-algebra
with a typing system capturing the shape of the domain of the solutions for a u-algebra term.
The chapter continued with the presentation of our rewrite rules that we decomposed into
“normalizing” rules and “producing”. The “normalizing” rules allow us to reduce the search
space for terms will the later allow us to discover new terms. Finally, we presented our rewrite
algorithm and an example of a term rewritten. Now that our method can produce numerous
equivalent terms, there are two natural questions: how can one evaluate those terms? how
to select the most efficient term to be evaluated? These two questions are inherently linked
as the efficiency is relative to the evaluation method. We therefore tackled both questions in
the following chapter.

Chapter 5 investigated how we can evaluate p-algebra terms and deduced from this evalu-
ation a cost model for our general evaluation scheme. We have then presented two evaluators
that we implemented based on this general compilation scheme. These two evaluators cor-
respond to two different types of applications: SPARQLGX handles only a fragment of the
SPARQL languages but run on an efficient distributed platforms, musparql on the other hand
is a single core evaluator but can handle and optimize complex queries. In our general op-
timization scheme for the evaluation of p-algebra terms, we rely on a cost model to guess
what is the estimated best QEP. And this cost model itself relies on a cardinality estimation.
While a naive cardinality estimation already leads to interesting results, we investigated the
use of more complex schemes to assess the number of solutions to a p-algebra term. The task
of estimating the number of solutions to a given query, even a simple conjunctive query, has
been the center of many research projects and yet still is an active research subject.

Chapter 6 introduced a worst-case cardinality estimation based on a new concept: collec-
tion summaries, which are extracted from statistics on the data. We showed how to compute
these collection summaries for conjunctive queries and how they can be used to estimate
the cardinality of query answers. With this cardinality estimator, we had all the pieces for
evaluating SPARQL queries using the p-algebra.

Chapter 7 evaluated the benefits of our contributions. This evaluation is split along
three criteria. In the first part, we compared the plans that are considered for recursive
queries when using our p-algebra and the plans that can be considered with other query
evaluators such as the relational algebra, Datalog and other SPARQL query evaluators. This
comparison showed that our p-algebra consider more plans and among those additional plans
are plans that are much more efficient. In the second, we translated this theoretical into an
empirical comparison. We choose a very simple query for which our method considers more
plans and we observed that our prototype implementation takes a time linear in the size
of the graph to be evaluated while others methods take a quadratic time. This results
validated experimentally the theoretical comparison. Finally in a third part, we compared
the performance of SPARQLGX equipped with diverse query optimizers. A heuristic one,
a statistical one and four variations of the cardinality estimator that we introduced. The
results are that our new cardinality estimation allows SPARQLGX to choose better plans.
Equipped with our estimation, SPARQLGX performed faster on most queries, sometimes by
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an order of magnitude.

8.2 Perspectives

8.2.1 Cardinality estimation

We have many ongoing research ideas to improve the cardinality estimation that are detailed
in section 6.4. We could improve the precision of our statistics by combining them with other
statistics provided by other ongoing works in the field of cardinality estimation.

Our statistics works relatively well for the conjunctive fragment (which corresponds to the
BGP fragment of SPARQL queries). It would be interesting to further investigate the precision
of our method on BGP but also on richer fragments. A good precision might be very hard to
achieve on the full p-algebra but a first step would be to assess the precision of our method
on e.g. the fragment composed of safe unions and conjunctions which is notoriously hard to
optimize.

8.2.2 On the languages covered

For the moment, our system has only be tested for SPARQL. There is current trend of more
and more languages and it would be interesting to research how well other query languages
can be translated into the p-algebra and benefits from our approach.

In our work, we expect to see the p-algebra as a potential target language for several
expressive language. One language that we could investigate is OpenCypher which is a
graph query language that includes regular path queries and operates on property graphs.
Another example of language that we could consider is XPath. XPath allows some restricted
form of recursive queries. Our language could be seen as either as a target for XPath or for
regular XPath which allows for unrestricted recursive queries.

As we have seen, one very interesting aspect of our p-algebra is its ability to capture more
rewriting that what SQL and Datalog were natively capable of. One direction that we could
investigate is to try to apply directly our optimization to Datalog and SQL engines. In fact,
even if we do not have results just yet, this direction is already explored.

8.2.3 On the p-algebra

For the moment p-algebra is evaluated either in our prototype or, for a small fragment,
translated into the distributed framework Spark. However, u-algebra shares similarities with
recursive SQL and one other direction that we could pursue is to investigate the compilation
of p-algebra into this recursive SQL using our intermediate representation as a logical opti-
mization phase leaving the details of the physical optimization to well-tuned SQL engines.
In a similar fashion, we could investigate the translation of u-algebra into Datalog.

p-algebra possesses naturally a set semantics. Just like SQL that can be seen as a bag
semantic version of the relational algebra, we could investigate the potential of p-algebra
equipped with a bag semantic: what rewriting rules continue to hold, etc.. There are many
cases where such a set semantics would be more appropriated and we could foresee that the
translation of SPARQL would be simpler as this modified u-algebra would directly have a set
semantics.
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Finally the p-algebra is a relatively rich language and as one of the advantages of SPARQL
is to enrich data with ontologies, one direction that we could pursue is to rewrite incoming
SPARQL queries to take into account the ontology. Thanks to the expressivity of our p-algebra,
we could take into account a broad class of ontologies.

8.2.4 On its execution

For the moment, the evaluation of p-algebra terms is implemented as a prototype in a single
core evaluator. There are several directions of improvements for this evaluator.

The current prototype uses rather naive implementation that we could optimize. For
instance the data structures to encode RDF graphs are essentially strings. It would be much
more efficient to use an auxiliary data structure to encode URI, blank nodes and litterals not
with strings but with pointers or integers and put more indexes on data. Such optimization
would not necessarily improve performance in a distributed setup but they would in a single-
machine implementation. Furthermore, we could also improve the efficiency by using multiple
core to implement the various operators.

As explained in section 5.4, SPARQLGX can be seen as an implementation for a small
fragment of p-algebra in Apache Spark. Apache Spark does not possess an efficient iteration
for the moment and Spark model of computation is very far from a stream approach as
described in chapter 5. One direction we should investigate is the translation of our prototype
in a distributed framework using more a dataflow approach (more similar to the compilation
we presented) or equipped with a real fixpoint computation.
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APPENDIX A

Proofs

A.1 Proofs of chapter 3

Proposition 1. For all pairs of mappings (my,ms) and all filter f such that dom(m;) N
FC(f) = dom(me) N FC(f) and Ve € dom(mq) N FC(f) my(c) = ma(c) then eval(f)(my1) =
eval(f)(mg) and thus the definition of FC works as expected.

Proof. eval(f)(my) = eval(f)(mz) when dom(my) N FC(f) = dom(mg) N FC(f) and Ve €
(dom(my) N FC(f)) mi(c) = ma(c) by induction on the size of f.

e For f = bnd(c), we have eval(bnd(c))(m,) = eval(bnd(c)(msz) by definition.

e For f = test(cy,...,co), we have eval(f)(my) = E iff there exists ¢ such that ¢; &
dom(mq) but ¢; € FC(f) implies ¢; € dom(ms) and thus eval(f)(ms) = E. Recipro-
cally eval(f)(my) = E implies eval(f)(my) = E. Now, if all ¢; are in the dom(m;) N
FC(f) then eval(f)(my) = test(mi(c1),...,mi(c,)) = test(ma(cy),...,ma(c,)) =
eval(f)(ms).

e For f € {fi A fa, f1 V fa, ~f} the result holds by induction.

In any case we have the evaluation of a filter f on a mapping m only depends on the
FC(f) part of the domain of m. O

A.1.1 Lemma 1

Lemma 1. Given a term ¢ valid in the sense of definition 17 and such that sim(p, X) =0
then [¢],, does not depend on V(X), i.e. VS [o]y x5 = [€]vix /0

Proof. e Clearly this is true for (), |¢; = v1,...,¢, — v,|, and for variables Y since
sim(X,Y)=0=Y # X.

e For binary formulas ¢; A @9 with A € {U, x, X \\,\,—}, since sim(p, X) = 0 we
have that sim(p1, X) = 0 and sim(p2, X) = 0 which gives us recursively [¢1]y (/g =

[o1lvix o [p2lvix/s) = [w2lvix g and thus [o1 A @2]yy/s) also does not depend on S.
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For unary operators B (¢1), 24 (1), T (1), 0(,g : C — D) and © (,9,C, D) the
same argument as for binary operators applies: [¢],, does not depend on V(X). The
only difficulties are for let binders and fixpoints.

Given the term “let (Y = ¢) in ¢” such that sim(let (Y = ¢) in ¢, X) = 0. We have
that sim (¢, X) = 0 which means [{]yy/s = [¥]y(x/g and either sim(¢, X) = 0 or
sim(1,Y) = 0.

— I sim(¥,Y) = 0 then [¢]y /5y = [¥]yy/g and thus [let (Y =) in ¢](y/q =
[l sta,. 08 = Wlvvio xs) = [Wlvivse xso

— If sim(p, X) = 0 then [¢] x5 = [¢]v(x/g and thus [let (Y =) in ¢, x/q =
[y ixss v 1ey s = B Ivixssy ety o) = Ivixmy ety o)

In all cases [let (Y =) in 9]y y/q = [let (Y =) in ]y /-
Finally, given the term (Y = ¢) such that sim(u(Y = ¢),X) =0. When X =Y the
result is clear (V(X) is replaced by Uj;) so let us suppose X # Y.
We have [¢] /g = [¢]yx /g Let us note Ug = 0, U =0and U, = UzSU[[‘P]]V[Y/Uf]’
UEH = Ui@ U [[SOHV[Y/U?]'
Let us prove by induction that U® = U? for all i € N. Clearly U5 = U? and by
recurrence we have U3 | = US U H@HV[Y/UZS,X/S] =UfU [[W]]V[Y/UE,X/VJ] but U5 = U? thus
we do have U, = U U HSD]]V[Y/U?,X/@] = U?,,. Since this is true for all i € N we have

[(X = (p)]]V[X/S] = [u(X = SO)HV[X/@] -

A.1.2 Lemma 2

Lemma 2. Given a valid term ¢ we have that A C B = [¢] x4 € []v1x/m-

Proof. We prove this lemma by induction on the size of formulas.

Lemma 1 implies this lemma when sim(p, X) = 0.

For ¢1 x ¢ and A C B we have by induction [p:]yy/a € [@i]yx/p and for S €
{A, B}, [¢1 ™ pa]y(x /g is increasing in both [i;]yx /5 thus the result holds.

For ¢1 A @9 with A € { X [ \\,\, =} we have sim(p1 A v, X) = 1 = sim(p2, X) =
0 and thus [wollyx/a) = [e2lvinm = [@2lvixm- We have that o1 A o]y (x /g is
increasing in [¢1]y(x/s and by induction we have that [1]y (x4 € [¢1]y(x/p thus
the result holds.

For ¢ = A(pr) with A a unary operator, (ie. ¢ € {8 (1), (#1) 7 (1) , 01,9
C — D)}) the results holds since [¢](y/g i increasing in [o1]y(x/g-

For a fixpoint u(Y = ¢), either sim(u(Y = ¢), X) = 0 and the result is obvious or
sim(pu(Y = ), X) = 2 and the term is not valid.

For a let (Y = ¢) in ¢ we have several cases depending on whether sim(p, X) = 0,
sim(y, X) =0 and sim(¢,Y) = 0:
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— when sim(¢,Y) = 0 we have [let (Y =) in ¢]y y/q = [[w]]V[X/S,Y/[[go]]V[X/S]] =
Hw]]V[X/SvY/@} and by induction on ¥, A C B = H¢HV[X/A,Y/0] - M)]]V[X/va/@] and
thus the result holds.

— when sim(p, X) = 0 we have [let (Y =) in o]y 4 = H¢HV[X/A,Y/H¢EV[X/A]} =
W]]V[X/AY/[[SOHV[X/@]] and by inductionon ¢, A C B = [[1/1]]V[X/A,Y/W} C [[QZJHV[X/B’Y/W]
and thus with W = [¢](x g the result holds.

— when sim(¢, X) = 0 we have sim(p, X) = sim(v,Y) = 1, by lemma 1 we have

[V]vix/s s = [¥]vx/0v,5 @nd by induction we have W C D =[]y 1y /pyw) ©
MV[X/@,Y/D]- But by induction we also have A C B = [¢]yy/4 C [[cp]][V[X/B]_ and
thus with W = [¢] x4 and D = [¢]y(x,p wehave A C B = [let (Y =) in ]y 4 =

[0y ix 0y /et © [Ivixoy ety m = Bt (Y =9) in @]y x5
0

A.1.3 Theorem 1

Theorem 1. Given a fizpoint u(X = ¢) that is valid in the sense of definition 17 and an
environment V', the function f(S) = [¢]yx_,g has the following properties:

LYW #0 f(W) =Uew f({w})
2. VA,B,C A=BUC = f(A)= f(B)U f(C)
3. [ has a least fizpoint P with P = [u(X = ¢)],

Proof. We will first prove by induction on the size of formula the following property: given
a valid term ¢, for all S we have Vim € [¢]x/g Fwm €5 m € [©]y1x/fu,y-

e Using lemma 1 the property is clearly true for terms ¢ such that sim(y, X) = 0. And
the only variable Y with sim(Y, X) = 1is X. For X the property trivially holds (with
Wy = ).

e For unary operators ¢ € {3°(¢1), 0% (01), 70 (¢1),0(p1,9 : C — D)} we have m €
[¢ly(x/s implies the existence of m' € [¢]y (x5 such that m is the image of m/
through this operator. By the induction hypothesis, for m’ there is w such that

m' € [[901]]V[X/{wm/}] and thus m € [[QOHV[X/{wm/}]

e For a join operator ¢ = ¢ X o we have that since sim(p, X) = sim(p1, X) +
sim(p2, X) and sim(p, X) = 1 then either sim(y1,X) = 0 A sim(pg,X) = 1 or
sim(p2, X) = 0 Asim(p1, X) = 1. In either case m € [] x5 implies the existence of
mi € [e1]lyx/s and ma € [pa]y (x5 such that m = my +my. For the i € {1,2} such
that sim(p;) = 1, there exists w such that m; € [[‘ipi]]V[X/{wmi}]' For j = 3 — i we have
sim(j, X) = 0 and thus [¢;],1x/6 = [eilvixg = [[goj]]v[x/{wmi}] which means that in
any case mj € [[gol]]v[x/{wmi}], my € HQO?HV[X/{wmi}} and thus m € [[go]]V[X/{wmi}].

e For the term ¢ = o1 A ¢ with A € { 3 ,\\,\,—} any mapping m € [¢]y /g is
built using at least one mapping m; from [[901]]\/[)( /5] By induction, we have w such
that m1 € [plyx gy But sim(ps, X) = 0 thus [@o] x5 = [@2llyix/quy and thus
[elvixss) = [elvix -
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e For the term ¢ = o1 U s, m € [¢l]y (/s implies m € [p1]yx/5 or m € [wa]y(x/g)-
By induction we have w such that m € [p1]y(x ) or m € [@2]yx/qy and thus

m € [elvix) gy

e Given the term u(Y = ¢) we have sim(u(Y = ¢)) = 0 (since it cannot be 2) and thus
the result.

e Finally forlet (Y =) in ¢ andm € [let (Y =) in ¢]}y/5 we have that sim(let (Y = ¢) in 1

1 that implies

— either sim(¢, X) = 1 and sim(¢,Y’) = 0, in which case [let (Y =¢) in ¢]x/q =
W]]V[X 1Y Telyiss) = WHV[ x/s,y/0 I which case the induction hypothesis applies

on ¢ and we have w such that m € [¢](x /1, y/g and thusm € [let (Y =) in ¢y 1y/q5

— or sim(y,X) = 1 and sim(p, X) = 0, in which case [let (Y =) in ]y y/q =
W]]V[X/S,Y/[[wﬂv[x/s]] = WHV[X/S,Y/[[@]}V[X/@]] and by induction on 1 we have w such

that m € [¥1y 1/t v /iely ) = IV Y /1oy i ) 20D Thus 72 € [let (Y= ) in 0]y
— orsim(y, X) = 0, sim(,Y) < 1and sim(, X) = 1, in which case [let (Y = ¢) in 9]y (/g

W]]V[X 15X el ] = [W]]wx 10X Tely /)" By the induction hypothesis on ¢ and
Y we have that m € H¢HV[X/®»Y/HWDV[X/S]] il‘rnplies'that there e>‘<ists w' € [[Wﬂv[x/s]
such that [¢]1x/py, ) By reusing the. mductl/on hypothesis on w" € [elvix/s)
we have w such that w' € [[@]]V[X/{w}ﬁ. Since {w }_Q [¢]v(x/{u)) using lemma 2
we have m € [V]yix0.y/14,, let (V' =) in Y]yixquy-

x/qwh)
Now, with this property we have f(W) C J, ¢y f({w}) but since {w} € W we also have
(lemma 2) f({w}) € f(W) and thus f(W) = U,ew f({w})

Points 2. and 3. come easily as consequences of point 1. O

A.2 Relationship between p-algebra and existing relational
variants

A.2.1 Turing Hardness of the u-algebra

Our language comprises a map operator (¢, g : C — D) where f is supposedly taken from a
set of reasonable expressions. Such expressions should contain at least the function x — z+1
as it is a function present in the SPARQL standard.

Adding a constant With just the function g : © — x + 1 it is easy to add any constant
to a column of a mapping. Let Add(k,a, ) be the term that adds k on the column a of the
mapping solutions of (.

To implement this function we can use the following recursive technique:

Add(0,a,p) = ¢
Add(k+1,a,¢) =0(p, g : {a} — {a})

Note that here Add is not directly a p-algebra term but a macro to generate p-algebra
terms.
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Multiplying by 2 Now with this function we can craft a set of mappings representing the
integers {a — x,b — 2 x x} with the term:

Times(2,a,b) = u(X =|a — 0;b — 0| U Add(1, a, Add(2,b, X)))

Note that once again Times(2,a,b) is a macro that generates an actual p-algebra term.
Equipped with this set we can now multiply by 2, for instance to multiply a column a in a
term ¢ by two:

Multiply(2.a,¢) = it (a (9  Times(2,a,b)))

Conversely, it is also possible to divide and stores the carry in the column c:

Divide(k, a,c, ) = m (pl (¢) x Times(k,a,b) x |c — 0])
Um, (05 (p) x Add(1,a, Times(k, a,b)) x |c — 1|)

Adding 0-1 value Let ¢ be a p-algebra term with a column a that either contains 0 or
1, we design BinAdd(p,a,b) the term that adds the values contained in the column a to the
column b.

BinAdd(p,a,b) = 0,—0 () U oa=1 (Add(1, b, ))

Encode the tape of the Turing Machine The tape of a TM is doubly infinite ruban
that can store values. It is known that values can be restricted to 0 and 1 without loss of
generality. We encore the right side of the tape ro,7 ... as the integer as Y ,r; x 2° that
will be stored in the r column of mappings. The left side of the tape Iy, [q,... will also be
encoded as > 1; x 2° and will be stored in the ! column.

Encode the transition At each step, a TM reads a value v and has a state ¢, then,
depending on ¢ and v it write a value w, change to a state ¢ and then either moves left or
right on the tape.

Given a TM we encode the transitions into two terms T (for the right transitions) and
Ty, (for the left transitions) in the following way: T is a union of mappings, each mapping
describing a transition. In a mapping m in Tg, we have:

e m(q) that describes the current state,
e m(v) the current value,

e m(q') the new state,

e m(w) the value to write.

If a term X contains the mappings describing TM at some step, the following term
computes the same TM after one step if it uses a right transition:

Stepr(X) =, (BinAdd(l, w, Multiply(2, 1, Divide(2, 7,0, P (T (g (X > Tr)))))))

Indeed:
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® g (my (mq (X x TR))) fetch the new state into g and the value w to write.
o T, (BinAdd(l, w, Multiply(2,1,-))) actually writes w

e Divide(2,7,v,-) fetches the new value.

Encoding the left transitions is done in a similar fashion. We suppose that all theses
transitions are encoded into the term Step(X) that computes one step of the TM:

Step(X) = Stepr(X) U Stepr(X)

Encoding the computation As we have seen, if the variable X contains mapping rep-
resenting TM, we can simulate the computation of the next state of the TM by a u-algebra
term. It is also easy to encode the initial state of the TM as the left and right side of the tape
are initially empty and therefore can be both represented as 0. The overall term that returns
a mapping corresponding to the final step of the TM if it exists or returns an emptyset is:

Tgegp (X = |q = go,v — 0,1 — 0,m — 0| U Step(X))

Note that if ¢ is linear in some variable X, then in all of our macros M, then M (y) also
was (at most) linear in X and therefore the final term is indeed be linear.

A.2.2 The halting problem

We have seen that TM computations can be encoded into p-algebra, yielding a result only
when the TM halts. Since p-algebra has a negation, we can negate the output above and
returns a non-empty set when the TM does not halt which proves that the u-algebra is strictly
more powerful than a TM.

A.2.3 Expressive power of restricted p-algebra

As we have seen, equipping the map operator with even very simple function leads to the
expressive power of a Turing Machine. That is why it is interesting to consider the expressive
power of the fragment of our language that does not comprise the map 6(y, g : C — D) nor
the aggregation O (f, g,C, D) ¢ operators.

Syntactic sugar Some of our operator can be seen as syntactic sugar such as X that is
an union between a x and a \. From an expressive power point of view we can remove
those. As explained in section 4.2.1, it is also possible to get rid of let binders.

Safe unions One of the ways that our terms differ from the relational algebra is because
our terms might have "missing values”. As we will see in the next chapter it is possible to
compute the set of columns that might be defined for any given term (this set also depends
on the set of columns in the environment where this term is evaluated). Therefore for each
union where the two terms might have a different set of column, we complete those terms so
that their type match using a new value MISSING (this is very similar to the translation
of SPARQL to SQL that uses NULL).
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For the same reason, among the three difference operator \\ , \, — we can restrain ourselves
to —. Note that terms with only safe unions and — can be exponentially less compact but
from an expressive power point of view, it has no effect.

Emptysets As show in chapter 4, terms that contains emptysets are either equivalent to
the emptyset or we can simplify them so that they do not contain the emptyset anymore.

Equivalent fragment We all the restriction proposed above, we can consider the following

syntax:
wooa= formula
| p1Ugp union
| 1= set minus
| 1 X join
| T (p) column dropping
| Bele) column multiplying
| Oriter () row filtering
| WX =) fixpoint
X variable
| e = vn, . e = vy a mapping

Figure A.1: Grammar of restrictedu-algebra

We call this fragment in this section restricted-p and we study the effect of imposing the
linearity in our term.

A.2.4 Datalog & p-algebra expressive powers

In this section we present how to translate various Datalog into p-algebra. The results
presented here are not at the heart of our work and most of them are already known in the
literature (with very similar statements and with similar proofs, see e.g. [?] or [?] regarding
Datalog and the while™ language).

The only novelty of this proof relies in the proof that the linearity of restricted-u actually
reduce the expressive power. However to understand why we need to present a translation
from Datalog to p-algebra and back. We will therefore not rely on formal proofs but we will
build some intuition and provide examples.

Datalog with only one IBD We recall in this section that datalog programs can always
be transformed to programs that have only one recursive rule and one output rule (this is
exercise 14.17 of the alice book [?]).

Step 1: the n-aryfication Given a Datalog program P, we can always modify P so that
all rules in P are n-ary for some n. To do that we simply take n to be the maximal arity
over all the rules and extend all the rules with a constant ¢ to match this arity.

For instance:
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Path(1,2).
Access(1).
Access(X) :- Access(Y), Path(X,Y)

can be made 3-ary in the following way:

Path(1,2,c).
Access(1,c,c).
Access(X,c,c) :- Access(Y,c,c), Path(X,Y,c)

Step 2: one rule datalog Given a Datalog program P, we can always modify P so that
there is only one recursive rule and one “output” rule in P. The idea is to first convert P
into a n-ary program P’ (for some n) then creates a unique n + 1 rules that takes as its first
argument the name of the rule. For instance, our running example becomes:

Rec(path,1,2,c).

Rec(access,1,c,c).

Rec(access,X,c,c) :- Rec(access,Y,c,c), Rec(path,X,Y,c).
Output (X) :- Rec(access,X,c,c).

From a derivation rule to p-algebra It is a well-known fact that non-recurisve datalog
and the relational algebra coincide (see e.g. chapter 14 of the alice book [?]). Given a
production head(Y) : —body,(X1), ..., bodyx(X}) we can translate body; (X1), ..., body,(Xy)
using k — 1 joins between each body;, renames to rename arguments of body;, antiprojections
to remove existential variables, and filters for constants. Finally we use joins with constants
for the constants of the head and renames for the variables.

For instance, if we translate the Datalog IBD Rec into a term Rec that has 4 columns
(a1, ag, ag and ay) the translation of the body

Rec(access,X,c,c) :- Rec(access,Y,c,c), Rec(path,X,Y,c).

1s PaYz (7Ta1 (7Ta3 (7Ta4 (UalzaccessAaSZCAa4:c (Rec))))) Dol Urn (7Ta4 (p}z/?) (pé(Q (Ualzpath/\a4:c (R@C)))))
The whole translation is (using body to denote the above term):

p% (my (body)) ™ a3 — c| X a4 — ¢| ® |al — access|

From inflationary Datalog™ to p-algebra Given an inflationary-Datalog™ program P
that, w.l.o.g., has recursive rule Rec and one output rule Qutput we can translate Rec to
a fixpoint of the form p(Rec = ¢ U...p;) where each ¢; corresponds to one derivation of
the rule Rec. Finally we translate each production of Output into a term 1 (where Rec is
replaced by the fixpoint above) and we generate a term that is the union of all these .

Given our initial example we have the term O (here we cut the translation to ease the
reading):

By = |ay — path| ¥ |az — 1| ¥ |ag — 2| X |ag — ¢
By = |ag — access| X lag — 1| M |ag — ¢| X |ag — ¢
Al - IO(LY2 (7Ta1 (7Ta3 <7Ta4 (Ual =accessNad3=cAad=c (R€C>))))
A2 = pa3 (paZ (ﬂ—m (7ra4 (Oal—path/\a4 c RQC )
By = P (Ty (A1 M Ag))
B, = p(Rec = By U By U B3)
O = Tay (Tag (Tay (Oay=access (B ) )
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The semantics does coincide with inflationary-Datalog™ because the formula B; U By U Bs
captures the “immediate consequence” of the Datalog program.

From stratified Datalog to u-algebra In a stratified Datalog program, each rule can be
indexed with an integer n such that a negation of a rule indexed by k can only appear in the
production rule of a term indexed with &' > k.

In the case of a stratified Datalog program, merging all the rules into one will break the
stratification. The trick here is to operate stratum by stratum and translate the stratum 1
into a rule Rec;. The resulting program will have one rule per stratum.

Just like in the inflationary case, each stratum i can be translated into a unique fixpoint
1(X; = ;). The production rules of the stratum ¢ can only reference to a Rec; where j < i.
We translate Rec; into X; and the Rec; into pu(X; = ¢;). Note that each ¢; can contain
several occurrences of Rec; with j < ¢ and that makes the translation exponential but all the
fixpoints do are non mutually recursive and positive.

Let us consider the following example (already stratified):

Path(...) an EDB

Access_1(0).
Access_1(X) :- Access_1(Y),Path(Y,X)

Access_2(1).
Access_2(X) :- Access_2(Y),Path(Y,X), not Access_1(Y)

We translate Path into a term u(Xo = ¢q) (despite the fixpoint ¢y is actually not recursive
as Path is an EDB). Then we translate Access;:

(X1 = |ar — 0] U p® (ma, (X1 @ Path)))

Then we translate Accesss (using Access; to denote the term above) :
1(Xo = |ag = 1] U pl (g, (X3 1 Path> Accessy)))

From linear Datalog to restricted-u Given a linear Datalog program, we can use the
stratified translation. In the resulting term each ; is composed of 1, U ... where each
of the 1; corresponds to a linear production rule and thus contains at most one occurrence
of X; therefore our p-algebra term is also linear (in addition to be recursive and positive as
proven by the stratified translation). All in all, our term does belong to restricted-.

From restricted-;; to linear Datalog This direction is actually very simple once we
know how to translate a term to a Datalog program, we just need to check that the resulting
term is actually linear. To translate terms into Datalog, we work bottom-up associating
each subterm ¢ to a Datalog rule. Datalog rules have columns that are indexed (there is
a first column, a second, a third, etc.) while p-algebra has column names. To handle this
discrepancy, we suppose that we have calculated the type of each term (i.e. we compute a
set of column names), then we order column names (any total order on the column names
can be used).
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The only difficulty here is the language of filters, in restricted-pu we actually impose no
restriction on the filter conditions; for the translation we suppose that only the equality is
used.

We thus recursively create production rules for each Datalog predicate Sv(T) correspond-
ing the each term ¢ s,(T) (where T is the ordered set of columns of the type of ).

e For ¢ = ¢ X @y we create a rule for the join: s,(T) < s1(T1), so(T3).
e For ¢ = ¢, Uy we have two production rules, one for each ¢;: s,(T) < s, (T;).
e For p = 1 >y we create the rule s, < s,,(T1), =54, (T3).

e For ¢ = g4 (¢') we create the rule s,(T1,b,T;) < s,(T3,b, Ty) if we suppose that the
ordered type of ¢ is T1, a, T

e For ¢ =7, (¢') we create the rule s,(T},) <+ s,/ (T,y)

e For ¢ = 3% (¢') we create the rule s,(T") < s(T,) where T" is T,» where we inserted
a a in the place of where b will be stored.

e For p = u(X = ¢') we create the rule sx(T') < s,/(T,).

e For p = X we create the rule sx(T) < s (T,).

Since the restricted-u term is linear we can see that each production rule contain at most
one subgoal that is recursive with the head.

A.3 Proofs of chapter 4

A.3.1 Lemma 6

Lemma 6. Let C' be such that C' C dom(w), for all m € [@]yx ) \ [€]yx/g there exists
p € perm(p, X, C) such that ¥Yc p(c) = LV (m(c) # L Am(c) = w(p(c))).

Proof. We prove that by induction on the size of ¢. In this proof, we note s(p,V, X, S) =

[elvix/s) \ [y ix/m- When Ve p(c) = LV (m(c) # L Am(c) = w(p(c))) we say that m is a
p-image of w.

e When sim(p, X) =0 then s(¢, X, {w}) = 0 (note that this includes but is not limited
top=pY =p1), p=|c1 2 v1,...,cn > |, p=Y for Y £ X).

e Given ¢ = ¢ Uy and m € s(p,V,X,S) we have m € s(p,V,X,S) or m €
s(¢p2, V, X, S) and by induction the existence of p € perm(¢1, X, C) or p € perm(pq, X, C).
All in all, we have the existence of p € perm(p, X, C') such that m is the p-image of w.

e Given ¢ € {91\ ¢2,¢1 \ Y2, 01 — Ya,05(¢1)} we have m € s(p,V, X, {w}) which im-
plies m € s(p1) and by induction m is a p-image of w for p € perm(¢1,X,C) =
perm(p, X, C).
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Given ¢ = ¢1 X ¢y and m € s(p,V, X, {w}). By definition m € [o1 ™ o]l yx /1wy
for i € {1,2} We.have mi € 1]y ix/puy and m2 € [@2]yx ) Y {{}} sgch that m =
m1+ms. Since sim(pqe, X) = 0 we have m; € s(p1,V, X, {w%}g By induction we get p €
perm(py1, X, C) = perm(p, X, C') such that for all ¢, p(c) = LV (my(c) # L Amy(c) =
w(p(c))). But m = my + my implies my(c) # L = ( (c) # L Am(c) = my(c)), by
combining both we have the desired property: p(c) = LV (m(c) # LAm(c) = w(p(c))).

)
Given ¢ = @1 X g and m € s(p, V, X, {w}). We have (my, my) such that m = m; +msq
and exactly one of the m; € s(p;, X, {w}) (otherwise sim(p, X) > 2). m, is a p-image of
some p € perm(gp;, X,C). But m = m; 4+ ms implies m;(c) # L = (m(c) # LAm(c) =
m;(c)), by combining both we have the desired property: p(c) = LV (m(c) # LAm(c) =

w(p(c)))-

For ¢ = 7, (¢1) we have m € s(p,V, X, {w}) implies m’ € s(¢1,V, X, {w}) such that
there exist p' € perm(p1,V, X, {w}) with m’ the p’-image of w and m’ = m except
m(a) = L. But p with p(a) = L and p = p’ elsewhere belongs to perm(p,V, X, {w})
and m is a p-image of w.

For ¢ = p° (¢1) we have m € s(p,V, X, {w}) and m’' € s(p,V, X, {w}) with m' =
m except m/(a) = m(b) and m/(b) = m(a). By induction for m’ we have p’ €
perm(p1, V, X, {w}) such that m’ is the p’-image of w. By construction we have
p € perm(p,V, X, {w}) such that m is a p-image of w: for ¢ & {a,b}, m(c) = m/(c) =
w(p'(c)) = w(p(c)) and m(a) = m'(b) = w(p'(h)) = w(p(a)).

For ¢ = p° (¢1) we have m € s(p,V, X, {w}) and m’ € s(p1,V, X, {w}) with m’ =
m except m'(a) = m(b) and m/(b) = m(a). By induction on m' we have p’ €
perm(p1, V, X, {w}) such that m’ is the p’-image of w. By construction we have
p € perm(p,V, X, {w}) such that m is a p-image of w: for ¢ & {a,b}, m(c) = m/(c) =
w((¢)) = w(p(c)) and m(a) = m'(b) = w(p (b)) = w(p(a).

For ¢ = 8° (¢1) we have m € s(p,V, X, {w}) and m’ € s(¢1,V, X, {w}) with m' = m
except m(b) = m(a) = m/(a). By induction on m’' we have p’ € perm(¢1,V, X, {w})
such that m’ is the p’-image of w. By construction we have p € perm(p,V, X, {w})
such that m is a p-image of w: for ¢ # b, m(c) = m/(¢) = w(p'(c)) = w(p(c)) and
m(b) = m'(a) = w(p'(a)) = w(p()).

For ¢ = 6(¢1,9 : C — D) we have m € s(p, V, X, {w}) and m’ € s(¢1,V, X, {w}) with
m’ = m except m(c) = f(m')(c) for ¢ € D if dom(m') C C. By induction on m’ we
have p’ € perm(p1,V, X, {w}) such that m’ is the p’-image of w. By construction we
have p € perm(¢,V, X, {w}) such that m is a p-image of w: for ¢ € D, m(c) = m/(c) =
w(p'(c)) = w(p(c)) and for ¢ € D, p(c) = L which thus proves that m is a p-image of
w.

For (let (Y = ¢) in %), we have:

— Either sim(¢,Y) =0 and f(let (Y =¢) in ¢, V, X, {w}) = f(,V, X, {w}) gives
us the results by induction (perm(y, X,C) C perm(let (Y = ¢) in v)).

— Or sim(p, X) = 0 but in this case [let (Y =) in ¢]y(x 1,y = [W]]V[X/{w},Y/HsoEV[X/mﬂ
and the result holds by induction on V' = V[Y/[¢]y |y ] and 1.
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— Or sim(¢, X) = 0and sim(p, X) = sim(y,Y) = 1. Letm € f(let (Y =¢) in ¢, V, X, {w})
there exists wy such that m € f(i, V[X/0], Y, {wy}) with wy € f(p,V, X, {w}).
By induction we have p; such that wy is a p;-image of w and p; € perm(yp, X, C).
With C' = im(p;) we have by induction the existence of py such that m is the py
image of wy, by composing p; and p, we obtain the result.

e Finally, for ¢ = X, we have m € s(¢, V, X, {w}) implies m = w and since C' C dom(w)
we do have that m is a p-image of w.

]

A.3.2 Lemma 7

Lemma 7. Given a term v, an environment V, a variable X and a mapping w, If ¢ &
dom(w), VY, sim(e,Y) =0V (VYm € V(Y)c &€ dom(m)), and canAdd(p, X, c) then we have
for allv (with w(v) = w + {c = v}):

1. Vm € [@lyixquy ¢ & dom(m);
2 lelvixun = e (ODvixwiys

3. Vm € [@ly(x/twwy ¢ & dom(m)V m(c) = v.

Proof. Point 1 raises absolutely no challenge: ¢ is not in the domain of mapping in the
environment and due to the definition of canAdd, ¢ can only syntactically appear below a
7e (). We will now prove points 2 & 3 by induction on the size of formula we have:

e For ¢ such that sim(p, X) = 0 we have [¢]y1x/1y = [€]vix/qw)y and point 1 gives
us 2 & 3.

o For ¢1 U s, [@lvix/puwy = [01lvix/rwy YU [02lvix/qwy and canAdd(e, X, c) implies
canAdd(p1, X, ¢) and canAdd(p2, X, c) thus by induction [¢]y vty = [Te (91) 1y (x/ wwmV

[7me (L2)]vix /1wy = [T (©)vx/quw)y and thus points 2 & 3.

o For o1 ™ s, [0]yix/py = [p1 % SOQJ]V[X/{HJ}] ={a+b|a € [peilyxguy b €
[[90'2]]‘/[)/(/{1;]}] Aa ~ b}. But for each pair (a,b) < [[goll]]v[X/{w}8 X [[QO/Q]]V[X/{U}}] we have a
pair (¢, V') € [e1]vix/wn X [P2lvix/fwey With (@'(z) = a(z) AV (z) = b(z)) Vo =c.
Since each of a'(c¢) and ¥/ (cg are either undefined or equal to the value v and a ~ b we
have o’ ~ b and if ¢ € dom(a’ + V') then (a' +b')(c) = v.

e Forpy Ao with A € {\\,\, ™ } we have sim(¢2, X) = 0 and by induction [¢1]y(x/y =
[7e (L] vix/fweyy- Form € [@2]yix)quww)y We have ¢ & dom(m) which implies [, (‘P)ﬂV[X/{w(v)}}
[me (1) A 2]y ix/pu(wyy (the compatibility will not change nor their shared domain).

Note that canAdd(p1 — @2, X, ¢) requires sim(gp1, X) = 0 because otherwise ¢ might be
defined by ¢; and change the set of solutions.

e For unary operators ¢ € {p’ (¢),,82(¢);,ma (¢);,0(¢1,9 : C — D)oyp1} we ensure
that ¢ € {a,b} U FC(f) UC UD and the result follows easily.

e For a variable, we either have X # Y and the result is clear because of the constraint
on AV[Y] or X =Y and the result comes from the definition of w(v).
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e For alet (Y =) in ¢ we have, as usual, three cases:

— Either sim(¢,Y’) = 0 in which case [let (Y =) in ¢y x/ 1,y = HwﬂV[X/hw}] and

[me (et (Y =) in )]y ix/rwy = [T (0)]vx) ey and by induction [¢]y vy
[7e (¥)]v(x/{w(w)y and thus the result

— Either sim(p, X) = 0 in which case [let (Y = ¢) in 9]y 0 = [W]]V[X/{w},Y/[[AOI]V[X/{w}ﬂ -

[0 1x b, v o1 ) B0 [ (et (Y = 0) 0 )]y x gy = 1e (O)v 1wty v /160 o)
Using the induction hypothesis on ¢ and V' = V[Y/ ﬂgp]]v[X/w | we have [[7. (1[1)]]V,[X/{w(v)}] =
[0y ix gy and Ve € [ (O)] v )y € & dom(m) V m(c% = .

— Finally, when sim(¢), X) = 0 we have: [let (Y =) in ¥]y x 0y = [[@/J]]V[X/m’y/[[@]]v[

X/ {wy]

and [¥]y /0,y /101, Unyelely i ruyy [IvixX/0.370my y-

x/qwh)
Similarly, flet (Y= ) in Yy x/wwy = Ung elelyin oy vixmyms

By induction on ¢, for each my we have m} in [[go]]V[X J{w(v)y and conversely for
each my € [0]y(x/rw)y We have my € [@ly (/g With either mi = my or
my = my + {¢c — v}. Since there is a one to one-or-two correspondence between
my and mj we only need to prove points 2 & 3 for each my-.

When m}, = my then the property is trivial: [let (Y =) in @D]]V[X/W/{my}] =
[let (Y =) in w]]V[X/Q),Y/{m’Y}] = [rc(let (Y =¢) in ¢)HV[X/®,Y/{mY}}'

When m), = my+{c — v} we apply the induction hypothesis on ), V[X /0], Y and
my (c and v unchanged). It gives us that [V (x/py/imyy = [7e Ob)ﬂv[x/@,y/{m'y}]
with Vm € [[w]]V[X/Q,Y/{m’Y}] ¢ & dom(m) V m(c) = v. Therefore we have points 2
& 3.

A.3.3 Lemma 8

Lemma 8. Let ¢ be a p-algebra term, X a variable, ¢ a column and C' a set of columns with
¢ ¢ C and canAdd(p, X, c) then perm(p, X,CU{c}) ={pU{c—c} | p € perm(p, X,C)}.

Proof. We prove this lemma by induction on the size of .

o For ¢ € {1 Upa, o1\ 2,01 \ @2, 91 X g, 1 X s} the result is obvious following the
definition of perm.

e For p € {p2 (v1),ma(¢1),0(01,9 : C — D),04(p1)}, we have canAdd(p, X, c) which
implies that perm(p, X, C U {c}) is the image of perm(¢1, X, C) via a transformation
that leave the ¢ image unchanged.

e For p € {u(Y =¢1),0,]c; = v1,...,¢cn — vul}, we have perm(p, X,C U {c}) =
perm(p, X,C) = 0.

e For ¢ = X we have perm(X, X, CU{c})={z w2z |z e C{c}} ={pU{c—c} |pe
perm(X, X, C)}
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e Foralet (Y =) in ¢ we have perm(let (Y = ¢) in ¢, X,CU{c}) = perm(¢, X, CU
{c}) U{p2op1 | ;1 € perm(p, X,C U {c}) pa € perm(y,Y,im(p1))}. By induc-
tion perm(vy, X,C) = perm(y, X,C U {c}) and perm(p, X,C U {c}) = {pU {c —
¢t | p € perm(p,X,C)} which means {ps o p; | p1 € perm(p, X,C U {c}) p2 €
1{:67}";7;(%5/, im(p1))} = {p20(p1U{c — c}) | p1 € perm(p, X, C) p2 € perm(¢, Y, im(p1)U

chH}
By induction perm(v,Y,im(p1) U{c}) = {pU{c — ¢} | p2 € perm(y,Y,im(p1))} and
thus {ps o p1 | p1 € perm(p, X,C U{c}) ps € perm(¢,Y,im(p;))} =
{(p2U{c—c})o(prU{c—c}) | p1 € perm(p, X,C) ps € perm(y,Y,im(p1))} =
{(p2op1) U{c—c} | p1 € perm(p, X, C) ps € perm(p, Y, im(p1))}
All in all, perm(let (Y =¢) in ¢, X, CU{c}) = {pU{c— ¢} | p € perm(v, X,C)} U
{(paop1)U{c— c} | p1 € perm(p, X,C) ps € perm(¢,Y,im(p1))} = {pU{c—c}|p€
perm(let (Y =¢) in ¢, X,C)}.

]

A.3.4 Theorem 2

Theorem 2. Let (X = @) be a fizpoint, V' an environment, C' and a filter f with:
1. Vm e [p(X =)y, C Cdom(m)
2. ¥p € perm(p, X,C) Vde FC(f) p(d)=d

we have: [or(n(X = ¢))]y, = [W(X = a(0))]-

Proof. We define Uy = Vo = () and U;;; = [[gp]]V[X/UJ, Vigr = [[Uf(gp)]]v[xm] and we prove
that {m | m € U; A f(m) = T} = V; by induction on i. For i = 0, the result is clear.
Let i € N, we have Vi1 = [¢]yx/y,) and {m [ m € Ui A f(m) = T} = [op(0)]yx /0,
Clearly V; C U; and thus V;41 C [[Jf(gp)]]V[X/Ui] (thanks to the monotony of fixpoints). Let
m € [o4(9)]y(x /1, there are two cases:

o cither m € [o;(@)]y (x5 = V1 € Vi

e or we have w € U; such that m € [o()]yx/quy \ [07(©)]y(x/g- By lemma 6 we have
p € perm(p, X, C) such that Vd € FC(f) m(d) = w(p(d))Vp(d) = L, but FC(f) C D
and thus Vd € FC(f) m(d) = w(d). lfeval(f)(m) =T and Vd € FC(f) w(d) =m(d)
then eval(f)(w) = T and thus w € V; which means m € V.

In all cases {m |m € UAf(m) = T} = Viand [o;(u(X = ¢))],, = Uien{m | m € U;Af(m) =
T} =UiewVi = [(X = 050)]-
[

A.3.5 Lemma 9

Lemma 9. Let ¢ and @ be p-algebra terms, V an environment and D and C' be sets of
columns such that:

1. VYm e [¢],, dom(m)C DCC
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2. Vm e WX =¢)],, D CC Cdom(m)
3. ¥p € perm(p, X,C),c€ D pc)=c
Then we have [ % u(X = @)y = [#(X = 9 % V)]

Proof. Let Uy = Vo = Wy = 0, Upq = [[QOHVIIT/UA’ Vipr = [[SON?/J]]V[XM] and Wi, =
[[90 X w]]V[X/UZ] = {m1 + Mo | my € Ui+1 mo € [[w V[X/@}}'

Let us prove W; = V; and V; C U; by induction on i.

For i = 0, it is trivial and for i = 1 we have W; = [ x @/)]]V[X/@] = Vi. Now let ¢ > 1.

Vi €U = [¢lvixny S [#lyxp, and thanks to the requirement 1 & 2 we have
[ % lyixa) € [l ay for A C [(X = @)y, and thus Viy C Ui

Wigg = Wi \Wi UW; but Wy = Vi C Viyyq so let m € Wiy \ Wy and lets prove that
m € Vig1.

We have m; € Uy and my € [¢],, such that m = my + my and m; ~ my. But
dom(msy) C dom(m1) and thus m = my. Since m = m1 € [@]yx/p \ [#lyx/p we have
u € U; and p € perm(p, X, C) such that m € [¢]yy/(,y and Ve € D m(c) = u(c). Since
dom(ms) € D and my ~ m we have my ~ u and thus v € W;. By induction we have W; =V;
thus u € V;. Therefore we have m € [[go]]V[X/{u]ﬂ] and ma € [Y]y(x/q,y With my ~ m and
m =m +my thus m € [ X Y]/ C e x ¥

vixv) = Vit
0

A.3.6 Lemma 10

Lemma 10. Let ¢ and ¢ be p-algebra terms, V' an environment, ¢ a column and D and C
be sets of columns such that:

1. Vm € [¥], dom(m) C DU{c} C CU{c}
2. Vm € [u(X = )], D CCCdom(m)Ac¢dom(m)
3. ¥p € perm(p, X,C),c€ D p(c)=c
4. canAdd(p, X,c) =T
Then we have [¢ x (X = @)y, = [u(X = ¢ w ¥)]y.

Proof. Let Uy = Vo = Wy = 0, Uiyy = [[@]]VX/Ui]a Viin = [~ ¢]]V[X/Vi] and Wi, =
[ 2 Y]y xjpy = {ma+ma | m1 € Uipr ma € Wﬁ]v[x/@]}

For + = 0 and ¢« = 1 it is clear that V; = W,. Lets prove that V; C W,. Let m € V; we
have mi1 € [@]yx v, M2 € [Y]y(x /g such that m = my +mo. Given that mi € [p]y(x )y, We
have v € V; with m € [¢]y(y/(,y and with V; = W; we have u € U; and w € [¢]y/y such
that v = u + w.

Depending on whether ¢ € dom(v) we have:

o If ¢ ¢ dom(v) then v = w and m; € [¢]y(y/p, and thus m € Wiy,

o If ¢ € dom(v) then v = u + {¢ — v(c)}. But with lemma 7 we have [r. ()], =

[[@]]V[X/{u” which means there a m’ € [[@]]V[X/Ui} with either m/ = my or my = m/+{c —

v}. In both cases m = m’' 4+ my and thus m € W;;.
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We now need to prove that m € W, = m € V1. If m € W) it is clear.

Let m € W, \ Wi we have my € U;1 and my € W]]V[X/(z)]- Thanks to requirement 1 &
2 we have m = my + {¢ — ma(v)} or m = my. Since m1 € [@]y /) \ [¥lyix/g we have
u € U; and p € perm(p, X, C) such that m € [¢]yx/(,y and Vd € D we have my(d) = u(d).
Since dom(my) € D U {c}, ¢ & dom(u), m; ~ my and m; ~ u we have u ~ my and thus
u+mq € V.

Depending on whether ¢ € dom(m) there are two cases:

o if w4+ my =wuthenu eV, and my € [[SOHV[X/{u}} C [[go]]v[x/vi]

o if u+my=u+{c— v} then with lemma 7 we have [7. ()] x/utfemopy) = [Plvix/u
and V € [@ly(x/quriesnyy € & dom(m)V m(c) = v which means either m; or m; + mo

are i [0y s eyy & [Pl

In all cases we have mqy € WHV[X/@} and thus my +msq € V4.

A.3.7 Theorem 3

Theorem 3. Let u(X = ¢) be a fixpoint and v be a p-algebra term, V' an environment, and
C, D, E sets with:

1. Vm € [¢], dom(m)=EUD
Vm e [uX =9)], (D CC Cdom(m)) A (dom(m)NE =0)
Vp € perm(p, X,C),de€ D p(d) =d

Vee B canAdd(p, X,c) =T
5. stim(1, X) =0

we have: [ x p(X = )]y, = [W(X = ¢ 0 )]

Proof. We prove recursively on the number of columns defined by ¢ that [u(X = ¢) x ¢],, =
[1W(X = x )]y

If ¢ defines 0 columns, we have either [¢],, = 0 or [¢],, = {{}} and in both cases we
have [u(X = ¢) x ¢], = [u(X = @ x P)],.

Now, we suppose that ¢ defines n+1 columns ¢y, . . ., ¢, 41. Since {¢y, ..., ¢uy1 ) can be split
into £ and D verifying the conditions of the theorem then {cy, ..., ¢,} can also be split into E'\
{cn41} and D\{c, 41} and using the induction hypothesis we have [, ,, (/) x4 u(X = ¢)],, =
[[U(X =P N7, (¢))HV

From requirement 1 of the theorem we have that [y 1 7, ,, (¥)],, = {m1 +ma | m1 €
[¥]y m2 € [me, (V)] 1 ~ ma} but Vmy € [¢],,me € [me,, ()], dom(mi) =
dom(ma) U {cny1} therefore my +my = my and thus [¢ 7., (V)] = [¥], .

Finally this gives us [¢ 1 u(X = )], = [(¥ ¥ 7,,,, (1)) 3 u(X = )], =
[t % (X =@ wme,,, (¥)], and [u(X =9 x o, ()], = [1kX =1 xe)], there-
fore we only need to prove that
[¥ w0 (X = wme,,, ()], = [(X =vxpwm,., @))],.

e When ¢,y € £



A.3. PROOFS OF CHAPTER 4 197

1. Let m € [u(X=¢pxm,,, (d)))]]v we have m € [u(X =¢)x ., (¥)], and

since Vmy € [u(X = )]y, cay1 & dom(my) and Vmy € [7e,,, (V)] ¢ €
dom(mg) A dom(mgy) = {c1,...,¢,} in all cases ¢ € dom(m) A {c1,...,¢c,} C
dom(m).

. We can prove recursively that Vp € perm(p, X,C U {c1,...,¢c,}), Vi ple) = ¢

for all ¢; € D we have that by requirement 3 and we can add each of the ¢; € E
via lemma 8.

3. canAdd(p x 7., (), X, c) = canAdd(p, X, cni1) A (sim(1, X) =0) = T.

We are therefore in the conditions of lemma 10, which gives us that

(X = o xme,,, (¥) ], =[1(X =¢xmr,,, (¥) x )], and concludes our proof
when ¢, € E.

e Whence D

L Let m € [u(X =9 xm,, ()], we have m € [u(X =) xn,,, ()], and

since Vm € [u(X = @), a1 € dom(my) and Ymy € [r,,, (¥)],, dom(ms) =
{c1,...,¢,} in all cases {c1,...,¢chp1} € dom(m).

2. We can prove recursively that Vp € perm(o, X, CU{c1,...,cni1}), Vi p(e;) = ¢

for all ¢; € D we have that by requirement 3 and we can add each of the ¢; € £
via lemma 8.

We are therefore in the conditions of lemma 9, which gives us that

(X =pxm,,, (¥)x U, = (X =pwm,,, (V) x ¢)HV and concludes our proof
when c,11 € D.

In all cases we have [u(X = ¢) x Y], = [u(X = ¢ x¥)], . O

A.3.8

lemma 11

Lemma 11. A term ¢ syntactically recursive in the variable X is recursive in X, i.e.

(rec(go, X)

=T) = (W [elym =19)-

Proof. By induction on the size of ¢ such that rec(p, X) = T:

[e1\\ SDQHV[X/@} - [[901]]‘/[;(/@] =0

[o1 \ @2l ix/m € lelvixsg =0

[er = e2lvixge € lerlvixm = 0

[p1]v(x /0 = 0 implies [1 X @]y 1y /g = 0
L1 U @]y = [o1lvixsm Y L2l ixgm =0

7"66((,017X) =T or 7"66(()027X) =T lmphes [[501]]\/[)(/(2)] = @ or [[SOZHV[X/@] = @ and either
of them implies [¢; X wg]]V[X/@] =0

For ¢ € {pg (1), 7a (1) ,0(01,9 : C = D), B3 (p1)} we have rec(p, X) = rec(pr, X)
and [p1]y(x /g = 0 implies ]y /g = 0-
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e For let (Y =) in ¢ we have:

— either rec(¢, X) = T and thus by induction on V' = VI]Y/ [[gp]]v ix/g] we have
[¥],» = 0 and thus [let (Y =¢) in ¢, = W]]V[Y/[[SOHVX/Q) X/ =

— orrec(y,Y) =rec(p, X) = T and thus by induction on V, X we have [¢] x5 = = ()
and by induction on V' = V[X/0], Y we have [¢] /1y = 0 and thus [let (Y = ¢) in ¢[,, =

vty sty o0 = TElvivn cpm = -

e For 0, Y, |c; = v1,...,¢, — vy] and u(Y = ) the result is clear.

A.3.9 Theorem 4

Theorem 4. Let u(X = pU1) be a decomposed fixpoint with ¢ its constant part, 1 its
recursive part and let k be a p-algebra term, V' an environment, and C', D, E sets with:

1. VYme[x], dom(m)=EUD

2.vm € [u(X =9oU¥)], (DS CCdom(m)) A (dom(m)NnE =0)
3. Vp € perm(y, X,C),d € D p(d) =d

4. Ve€E  canAdd(y, X, c) =

5. sim(r, X) =0

we have: [k p(X = U], = [u(X =9 x cUY)],.

Proof. First we have by the general theorem3 on join and fixpoint that [u(X = ¢ U) M k], =
[4(X = (9 U) 1 £)]y = [u(X = (9 £) U (6 1))y = Uy Us where Up = § and
Uin1 = [ 4 £) U (¥ %K)y iy 0,

It is clear that [v) x K]y (x/p € [¥]yx/0, since the domain of mappings of [£], is always
included in the domain of mappings of w(X =pU)],. Let us show that [1/)]]‘/ v ©
[ » ﬁ]]V[X/Ui )

For i = 0 we have [¢]x /v, = [¥]yix/m = 0-

For Uit1 = [t W ]y U Ui But for m € [¢]y ), we have m € [¢]y(x/q,y for
some u € U; (theorem 1). Since Vp € perm(y, X,C U E%,Vd € DUE p(c) = ¢ we
have Vd € DUE m(d) = u(d). But u € U; implies i > 0 (otherwise Uy = )) and thus
v € [eUd]yx/p, ,) and w € [k]yx/p such that u = v+ w. Therefore Vd € DUE  m(d) =
u(d) = w(d) Vd ¢ dom(w) which means w ~ m and m € [¢ x &[]y, - Therefore
[Wlvixjog € ¥ % Elyixoy-

Since for all ¢ € N we have [{]yx/p) = [¥ % £]y () we have [o(u(X = o U¥))], =
[1(X = os(p) U]y
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A.3.10 Theorem 5

Theorem 5. Let u(X = ¢ U) be a decomposed fixpoint with ¢ its constant part and 1 its
recursive part, V. an environment, C and a filter f with:

1. Vm e [pu(X = pUv)],, C Cdom(m)
2. ¥p € perm(y, X,C) ¥Yd e FC(f) p(d)=d
we have: oy (u(X = Uy))], = WX =0os(p) U],

Proof. By the general theorem 2 on filtered fixpoints we have that: [o;(u(X = pU))],, =
(X =op(0Uv))],, = (X = 0s(p)Uos(¥))],,. Therefore we only need to show that
[1vix/wy = [o7(€)]y(x /4wy for w a mapping such that C' € dom(w) and eval(f,w) = T.

Clearly [o/(V)]yix/wy € [¥]vix/quy- let us show that [V € Lo (0)]v /1wy

Let m € [¢]y(x/1uy, by lemma 6 there exists p € perm(¢, X, C) such that Ve : p(c) =
L v (m(c) # L Am(c) = w(p(c))). Therefore w(c) = p(c) for all ¢ € FC(f) by condition 2
and thus eval(f, m) = eval(f,w) =T which proves m € [o4(¢)]1x/(uy- O

Theorem 6. Given two decomposed fixpoints u(X = e U) and u(Y = UK) and
CX7 EXa DXa CY7 EY7 DY with:

1. Vm e [u(X = o U)],, dom(m)= DxUEx =Cx
2. Vm e [uY =xUE)],, dom(m)= Dy UEy =Cy
Dy CCx, Dx CCy, ExNCy =0, By NCx =10
Vp € perm(¢, X,Cx),VYe € Dy  p(c) =

Vp € perm(&,Y,Cy),Ve € Dx  p(c) =c

Ve e Ex  canAdd(€,Y,c)

XS v

Ve e By  canAdd(y, X, c)

Then we have: [pu(X =pUy) x u(Y =rUE)], =X =let (Y =X) inpxrUypU],
and [i(X = o Uv¥) x u(Y =k U]y, = (X = ¢ x replace(k, Y, X) Uy Ureplace(&,Y, X)),

Proof. Let Uy = Vo =0, Uit1 = [0 U]y ixjp)s Vier = [ UEDyxppyy and Wiy ={utv |u €
Ui, v € Vj, u~w} we have [u(X = o U¢) x p(X = U], = U(z,j ene Wi

Let us show that [€ Uk x @]y, = Wij for (4, 7) € N¥?. Cleatly [k ® @]y iy w, | =
W11 is included in both side.

Form € [€ Uk % @]y w, ;) we have either m € ¢ 1 k], | (which is already treated)
orm € [€]yyw, ;- Whenm € [€]y -, ) we have u € Ui, v € Vj such that m € [€]y v qup0y-
By the requirement of the theorem (and in a very similar way to the proof of theorem 3) we
have Ve € E,UD, m(c) = u(c) and thus m ~ u. Let Ex = {c1,...,¢,} we have dom(m) =
dom(v) + Ex and by repeated application of lemma 7 we have [, (... 7, (€)]vy,/futey =

c= e, vy ot tersueny) = vy @y Therefore if w is the mapping m restrained to
the domain Cy we have w € [, c Tey 85))]]‘/[3,/{%”}] implies w € [¢]y 1),y With v € V.
Therefore w € Vj1; and m = w + w is in W 1.
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Let m € Wiji1, we have v; € Vj, vj11 € Vjiy and w; € Uy such that vj € [£ U]y 0,y
By requirements of the theorem Ve € Dy  v;14(c) = vj(c) and thus v; ~ u;. And by repeated
application of lemma 7 we have (vji1 + u;) € [UR]y ), 40,y and thus (v 4+ w) €
[&hvyw 1

In all the case we have [(Ur X @]y, | = Wijs1. Since sim({ Uk x @, X) =0
we also have [ Uk x go]]v[y/wi’j X)W By complete symmetry between £ and ¢ we have
[4 Uk @]]V[X/Wi,j,y/wl 1= Wit

Let Zp =0 and Z;;1 = o x kUL U w]]VX/Z Y71 Let us show that Z; = J q.men2 Wim

l+m=i+1

For 7 = 0, Zo 0.

Let 7 € N* we have by induction

Ziv1 =W kUEUYy(x/7,v/7) = U<w pew2 [ 0 £ UEU D]y ixm . vywi-

+m=i+1
But given (I,m) € Nx% we have [ x & U ULy = 122 EUTvgw yyw Y
[[90 M KU SHV[X/WL,m,Y/Wz,m] = VVl+1,mUVVl,m+1- Therefore Z; ., = U(l,m)EN*2 I/VH-l,m UI/I/l,m—&-l =

l+m=i+1
U @.myere2 Wi Finally we have:

l+m=i+2

[exkUeUY], =|JZi= | Winm=[nX=0U¢)xpuX =oU)],

1€EN (I,m)eN?

A.3.11 Theorem 7

Theorem 7. Given a decomposed fixpoint (X = @ UvY) and a,b and C with a € C such
that:

1. Vm € [pu(X = e Uy)],, C C dom(m)

2. Vm e (X =pU)],, b & dom(m)
3. ¥p € perm(v, X,C) pla) =a

then
1[B8 (X = eUy))]y = [u(X = 8L (¢) U)],, when canAdd(p, X, b)
2. [ma (WX =0 U))]y, = [1(X = 74 (p) UY)]y, when canAdd(, X, a)

3. 0% (WX = oU))], = [n(X

Proof. The theorem holds because:

Pl (p)U @Z))]]V when when canAdd (1, X, b)AcanAdd(y, X, a)

1. values for b will propagate as constant but values for a also thanks to condition 3:
let Up = 0, U1 = [pUdlyxsmg, Vo = 0 and Vi = [B (@) Udlyxp, we will
show that V; = {m + {b — m(a)i‘» | m € U;}. Let us proceed by induction. This
is true for ¢ = 0. Let ¢ € N and let m € Viy1 = [ U]y (), we have either that
m € [¢]yx/g (which trivially gives us the result) or that m € [¢],(x/y,). In the
second case, we have w € V; such that m € ﬂ@/}]]v[x/{w}]. But by induction we have
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w" € U; such that w = w' 4+ {b — w'(a)}. By lemma 6, m(a) = w(a) and by lemma 7
and lemma 8 we have m' € []y(x /1,y With m = m' + {a — m(a)} which proves
Vier € {m+{b—m(a)} | m € Ui11}. Nowlet m’' € U;yq and let m = m/+{b — m/(a)}.
Either m’ € [¢]yx/y;, (and the result is trivial) or m’ € [¢](x/y,y for some w’ € Us.
By induction we have w € V; with w = w'+ {b — w'(a)} and by lemma 7 we have that
w € V; implies m € V4

2. canAdd(v, X, a) ensures that values for a are not relevant to the computation of .
More precisely let U;11 = [ U H]]V[X/Ui} and Vi = U, (H)]]V[X/Vi] with Uy = Vy =
(). We will show that V; = {{c = v € m | c# a}|m € U;}. This is true for i = 0. And
by lemma 7 this propagate by induction.

3. canAdd(y, X, a) A canAdd(y, X,b) ensures that values for a and b are not relevant
to the computation of ¥: just like the other we can prove that V; (i.e. the ith step
of (X =¢Uph(k))) is the image of U; (the i-th step of (X = ¢ Uk)) through a
renaming of the column a into b.

O

Lemma 12. Given a term ¢ an a environment V' and its abstractionI" thenVm € [¢],, C(p,T") C
dom(m) C P(p,T).

Proof. We prove the result by induction on the size of .

o Let m € [¢1 Ups],, we have m € ¢ or m € ¢, and thus C(p,I') C dom(m) C
P(p1,T) or C(ps,T') € dom(m) C P(¢2,I") and thus in both cases C(p1, )NC(p,T") C
m C P(p1,T) U P(pq,1).

o Let m € [¢1 M o], we have my € [p1],, and my € [p2],, and dom(m) = dom(m,) U
dom(my) thus the result.

e For ¢ € {m, (¥),pl (¢),B (¥),0:(x)} the result is obvious.

e For the special filters ¢ = 0p,4(¢) (1) and ¢ = 0—pnq(c)(¥) the result comes from the se-
mantics of eval(bnd(c), m) that evaluates to true only for mappings binding the column
c.

o For v € {1\ ¢2, 91 \ Y2, 91 — w2} we have m € [¢],, implies m € dom(y1) and thus
the result.

e For o = 60(¢),g : C — D) we have for all m € [0(¢,g:C — D)],, a m' € [¢],, with
either C C m' and dom(m) = dom(m’) U D or dom(m) = dom(m’). That is why
C(e,I') = C(¢,I') UD when C C C(¢,I') and C(p,I') = C(¢,I") otherwise (and
similarly for P).

e For v = |¢c; = v1,...,¢, = vy,| the result is obvious.
e For ¢ = () any set will be ok.

o For let (X =) in 4 we have [let (X =¢) in ¢], =[]y, - By induction we
have Vm € [¢],, C(p,I') C dom(m) C P(p,I') and thus I'[C(p,T"), P(¢,T)] is an
abstract environment of V[X/[¢],] and thus the result.
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o For pu(X =) we have Uy = 0, Uiy1 = [¢]yx/p,) and [u(X = ¢)], = lim; 00 U;. We
show by induction on i that (W, W) is a valid type for U;. For i = 0 it is clear. And
if the induction hypothesis holds for i € N then I'[X/V;] is a valid abstraction for the
environment V[X/U;| and by the general induction we have the result.

e Finally for variables the result is obvious by the definition of abstract environment.

]
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Table B.1: Number of solutions for each query and each graph

Query Number of solutions for n =
100 250 500 1000 2500 5000 10000 25000 | 50000 | 100000 | 250000 | 500000 | 1000000 | 2500000 | 5000000 | 10000000 | 25000000 | 50000000
Q1 1035 | 2742 | 3960 9160 23307 45785 108597 | 257829 | 419302 | 964676 | 2077707 | 6104086 | 12851317 | 27285381 | 51323155 | 59953009 | 39624142 ?
Q2 1330 | 2742 | 4316 9160 24969 45786 108597 | 257829 | 451550 | 964678 | 2077707 | 6104086 | 12851317 | 27285381 | 51323155 | 46784404 | 22998679 ?
Q3 34307 | 84611 | 419140 | 1415274 | 7656802 | 34385488 | 160647218 ? ? ? ? ? ? ? ? ? ? ?
Q4 4015 | 1167 | 2826 2544 5563 14106 31012 61695 | 134770 | 262135 | 650429 | 1297915 | 2753082 | 6692132 | 13334968 | 26476752 | 26006107 ?
Q5 677 639 1631 2722 9114 16364 14987 109289 | 192653 | 365625 | 683670 | 952857 | 624038 | 3134311 | 12531942 | 12560576 | 19595646 ?
Q6 1093 | 1136 727 1311 3334 3269 114987 64457 | 32264 | 64347 | 639292 | 642534 | 1927697 | 8025112 | 31038127 | 12835432 | 7774933 ?
Q7 44 87 141 455 29 1686 3001 7805 16052 | 30445 75998 158807 12 783574 1566480 | 3140131 | 7830973 ?
Q8 72 87 334 666 1634 3252 6504 16190 | 32622 | 65052 | 162602 | 325348 | 650274 783574 | 1566480 | 6499291 | 13054450 ?
Q9 73 8 353 685 1569 3258 6320 16031 | 32154 | 64723 | 160677 | 321923 | 643960 3 2 6417508 | 16042045 ?
Q10 565 62 116 57 39 91 391 126 17 162 70 17 59 117 233 14 160 106

70¢
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Our prototype

n | 100 | 250 | 500 | 1000 | 2500 | 5000 | 10000 | 25000 | 50000 | 100000 | 250000 | 500000 | 1000000 | 2500000 | 5000000 | 10000000 | 25000000 | 50000000
Q1] 20| 30 37 75 167 315 750 | 1869 | 3231 | 7H89 | 17468 | 51508 | 111490 | 248563 | 488896 T T T
Q2] 24| 38 49 94 237 415 970 | 7546 | 5488 | 9510 | 21556 | 64344 | 137279 | 300510 | 593119 T T T
Q3 1445|1026 | 5072 | 17570 | 97371 | 454282 | T T T T T T T T T T T T
Q4| 66 | 26 49 42 91 209 437 989 | 48561 | 8435 | 10527 | 21361 | 44554 | 111947 | 229056 | 464465 T T
Q5|30 | 30 45 59 149 253 248 | 1609 | 2886 | 5702 | 11601 | 17736 | 16789 70998 | 241506 | 299637 T T
Q6 | 516 | 515 | 515 | 522 559 570 2275 | 1618 | 2786 | 2892 | 14230 | 18266 | 46627 | 172920 T 400496 T T
Q71|16 | 14 20 18 21 36 50 108 360 653 1835 | 12773 | 32955 23330 48907 102896 293638 T
Q8] 51 | 48 59 62 81 105 178 482 841 2008 5395 | 10991 | 22993 41633 84018 272161 T T
Q9| 16 | 18 18 18 29 43 72 636 587 1029 2726 5920 12232 19133 40918 142755 402768 T

@10 |339| 305 | 310 | 310 309 321 349 530 737 1106 1836 5878 6344 16989 38571 81378 221415 471908
Ramsdell Datalog

n | 100 | 250 | 500 | 1000 | 2500 5000 | 10000 | 25000 | 50000 | 100000 | 250000 | 500000 | 1000000 | 2500000 | 5000000 | 10000000 | 25000000 | 50000000
Q1| 280 | 1376 | 5649 | 20907 | 138423 T T T T T T T T T T T T T
Q2| 2771369 | 5503 | 21234 | 136629 T T T T T T T T T T T T T
@3 | 836 | 3250 | 14843 | 52035 | 323688 T T T T T T T T T T T T T
Q4150 | 397 | 1339 | 4655 | 31442 | 146118 T T T T T T T T T T T T
Q5192 | 684 | 2389 | 13600 | 72106 | 323422 T T T T T T T T T T T T
(6 | 901 | 3163 | 11094 | 33286 | 264580 T T T T T T T T T T T T T
Q7| 39 | 113 | 319 | 2503 403 50738 | 175707 | T T T T T 143564 T T T T T
Q8153 | 125 | 2619 | 11550 | 66633 | 307356 T T T T T T T T T T T T
Q9| 98 | 30 | 1593 | 5770 | 34679 | 157606 T T T T T T T 171043 | 340492 T T T

Q10| 88 | 238 | 739 | 2474 | 17056 | 83787 | 363832 | T T T T T T T T T T T
Postgres

n | 100 | 250 | 500 | 1000 | 2500 | 5000 | 10000 | 25000 | 50000 | 100000 | 250000 | 500000 | 1000000 | 2500000 | 5000000 | 10000000 | 25000000 | 50000000
Q1| 23 | 46 | 138 | 445 | 2557 | 13266 | 52817 T T T T T T T T T T T
Q2] 24 | 51 | 129 | 438 | 2551 | 12579 | 52743 | 309599 T T T T T T T T T T
Q3| 63 | 193|837 | 2731 | 15898 | 79327 | 403633 T T T T T T T T T T T
Q4|25 |17 | 25 | 23 38 59 99 313 592 2021 4147 | 12763 | 36110 88753 | 373743 T T T
Q5| 22 | 25| 37 | 165 | 570 | 2589 | 10031 | 422135 T T T T T T T T T T
Q6| 24 | 47 | 130 | 446 | 2547 | 12152 | 54281 | 307631 T T T T T T T T T T
Q7|22 | 18 | 32 | 159 | 553 | 2549 | 10008 | 76641 | 256535 T T T T T T T T T
Q8| 15 | 47 | 139 | 661 | 3264 | 18359 | 72266 T T T T T T T T T T T
Q9] 24 | 40 | 126 | 436 | 2541 | 13211 | 50576 | 308115 T T T T T T T T T T

Q10| 20 | 22 | 26 | 26 29 40 62 117 308 1264 3353 | 11291 | 29864 67052 | 340287 T T T

G0¢



Table B.2: Time in milliseconds to evaluate queries in each query engine, 7" means timeout (thus > 600000 ms = 10 min)

DLV
n | 100 | 250 | 500 | 1000 | 2500 | 5000 | 10000 | 25000 | 50000 | 100000 | 250000 | 500000 | 1000000 | 2500000 | 5000000 | 10000000 | 25000000 | 50000000
Q1] 38 | 157 | 698 | 3506 | 31378 | 163923 T T T T T T T T T T T T
Q2] 40 | 156 | 704 | 3568 | 31387 | 163717 T T T T T T T T T T T T
Q3| 242 | 707 | 3744 | 14769 | 98659 T T T T T T T T T T T T T
Q436 |22 44 49 107 239 586 1425 | 3294 | 7280 | 20020 | 46237 | 125058 T T T T T
@51 24 | 35 | 97 | 1325 | 5949 | 37692 | 160384 | T T T T T T T T T T T
Q6| 36 | 152 | 684 | 3499 | 31347 | 163998 T T T T T T T T T T T T
Q7120 | 29 | 88 | 1161 | 4811 | 27714 | 114981 T T T T T T T T T T T
Q8] 32 | 149 | 632 | 3682 | 24174 | 116852 T T T T T T T T T T T T
Q9| 33 | 126 | 548 | 2427 | 18793 | 85968 T T T T T T T T T T T T
Q10| 21 | 18 | 17 35 66 154 382 966 | 2431 | 5714 | 15888 | 38375 | 107760 | 285948 T T T T
Vlog
n [ 100 | 250 | 500 1000 2500 | 5000 | 10000 | 25000 | 50000 | 100000 | 250000 | 500000 | 1000000 | 2500000 | 5000000 | 10000000 | 25000000 | 50000000
Q1] 113 | 1265 | 12685 | 184598 T T T T T T T T T T T T T T
@2 | 108 | 1265 | 12664 | 184995 T T T T T T T T T T T T T T
Q3| 184 | 1559 | 15168 | 204207 T T T T T T T T T T T T T T
Q4|64 | 59 78 101 161 345 | 950 | 2956 | 6689 | 17157 | 56588 | 137383 | 531602 T T T T T
Q5| 63 | 121 | 420 | 27047 | 347451 | T T T T T T T T T T T T T
Q6 | 132 | 1410 | 14498 | 201749 T T T T T T T T T T T T T T
Q7| 52| 55 52 74 49 169 | 260 288 904 2084 9917 | 19587 749 105329 | 222389 | 516499 T T
Q8| 65 | 54 290 | 11139 | 100941 | T T T T T T T T 106399 | 221938 T T T
Q9| 51 | 49 58 78 117 214 | 589 | 2465 | 2479 | 5311 | 12032 | 29011 | 107995 862 1770 T T T
Q10| 52 | 53 54 56 66 78 108 239 687 1577 3293 8259 16715 51337 | 114233 | 252075 T T

90¢
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