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Programmation en Coq

Dans cette thèse, nous cherchons à développer de nouvelles techniques pour
écrire plus simplement des programmes formellement véri�és. Nous procédons
en étudiant l'utilisation de Coq en tant que langage de programmation dans dif-
férents environnements. Coq étant un langage purement fonctionnel, nous nous
concentrons surtout sur la représentation et la spéci�cation d'e�ets impurs, tel
que les exceptions, les références mutables, les entrées-sorties et la concurrence.

Nous travaillons premièrement sur deux projets préliminaires qui nous aident
à comprendre les dé�s existants dans la programmation en Coq. Le premier
projet, Cybele, est un plugin Coq pour écrire des preuves par ré�exion e�caces
avec e�ets. Nous compilons et nous exécutons les e�ets impurs en OCaml pour
générer une prophétie, une forme de certi�cat, et interprétons les e�ets dans Coq
en utilisant cette prophétie. Le second projet, le compilateur CoqOfOCaml,
importe des programmes OCaml avec e�ets dans Coq en utilisant un système
d'inférence d'e�ets.

Puis nous décrivons di�érentes représentations génériques et composables
d'e�ets impurs en Coq. Les calculs avec pause combinent les e�ets d'exceptions
et de références mutables avec un mécanisme de pause. Ce mécanisme de pause
permet de rendre explicite les étapes d'évaluation dans le but de représenter
l'évaluation concurrente de deux termes. En implémentant le serveur web Pluto
en Coq, nous réalisons que les entrées-sorties asynchrones sont l'e�et le plus utile
: cet e�et est présent dans la plupart des programmes et ne peux être encodé de
façon purement fonctionnelle. Nous concevons alors les "calculs asynchrones"
comme moyen pour représenter et compiler des programmes avec événements
en Coq.

Finalement, nous étudions des techniques pour prouver des propriétés à pro-
pos de programmes avec e�ets. Nous commençons avec la véri�cation du sys-
tème de blog ChickBlog écrit dans le langage des "calculs interactifs". Ce blog
lance un �l d'exécution par client. Nous véri�ons notre blog en utilisant une
méthode de spéci�cation par cas d'utilisation. Nous adaptons cette technique à
la théorie des types en exprimant un cas d'utilisation comme un co-programme
bien typé. Grâce à ce formalisme, nous pouvons présenter un cas d'utilisation
comme un programme de test symbolique et le déboguer symboliquement, étape
par étape, en utilisant le mode interactif de Coq. À notre connaissance, ceci
représente la première telle adaptation de la spéci�cation par cas d'utilisation en
théorie des types. Nous pensons que la spéci�cation formelle par cas d'utilisation
est l'une des clés pour véri�er des programmes avec e�ets, sachant que la méth-
ode des cas d'utilisation s'est avérée utile dans l'industrie pour exprimer des
spéci�cations informelles. Nous étendons notre formalisme aux programmes
concurrents et potentiellement non-terminants, avec le langage des "calculs con-
currents". Nous concevons également un véri�cateur de modèles pour véri�er
l'absence d'interblocage dans un programme concurrent, en compilant la com-
position parallèle vers l'opérateur de choix non-déterministe.
Mots clés : Coq, OCaml, programmation fonctionnelle, preuve par ré�exion,
cas d'utilisation, e�ets de bord
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Program in Coq

In this thesis, we develop new techniques to conveniently write formally veri�ed
programs. To proceed, we study the use of Coq as a programming language
in di�erent settings. Coq being a purely functional language, we mainly focus
on the representation and on the speci�cation of impure e�ects, like exceptions,
mutable references, inputs-outputs, and concurrency.

First, we work on two preliminary projects helping us to understand the
challenges of programming in Coq. The �rst project, Cybele, is a Coq plugin
to write e�cient proofs by re�ection with e�ects. We compile and execute
the impure e�ects in OCaml to generate a prophecy, a kind of certi�cate, and
then interpret the e�ects in Coq using the prophecy. The second project, the
compiler CoqOfOCaml, imports OCaml programs with e�ects into Coq, using
an e�ect inference system.

Next, we describe di�erent generic and composable representations of impure
e�ects in Coq. The breakable computations combine the standard exceptions
and mutable references e�ects, with a pause mechanism to make explicit the
evaluation steps in order to represent the concurrent evaluation of two terms. By
implementing the Pluto web server in Coq, we realize that the most important
e�ects to program are the asynchronous inputs-outputs. Indeed, these e�ects
are ubiquitous and cannot be encoded in a purely functional manner. Thus, we
design the asynchronous computations as a �rst way to represent and compile
programs with events and handlers in Coq.

Then, we study techniques to prove properties about programs with e�ects.
We start with the veri�cation of the blog system ChickBlog written in the
language of the interactive computations. This blog runs one worker with syn-
chronous inputs-outputs per client. We verify our blog using the method of
speci�cation by use cases. We adapt this technique to type theory by express-
ing a use case as a well-typed co-program over the program we verify. Thanks
to this formalism, we can present a use case as a symbolic test program and
symbolically debug it, step by step, using the interactive proof mode of Coq.
To our knowledge, this is the �rst such adaptation of the use case speci�cations
in type theory. We believe that the formal speci�cation by use cases is one
of the keys to verify e�ectful programs, as the method of use cases proved to
be convenient to express (informal) speci�cations in the software industry. We
extend our formalism to concurrent and potentially non-terminating programs
with the language of concurrent computations. Apart from the use case method,
we design a model-checker to verify the deadlock freedom of concurrent compu-
tations, by compiling the parallel composition to the non-deterministic choice
operator using the language of blocking computations.
Key words : Coq, Ocaml, functional programming, proof by re�ection, use
cases, side e�ects
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Chapter 1

Introduction

In this thesis, we develop new techniques to e�ciently write formally veri�ed
programs.

1.1 Context

We first introduce some context, be recalling what is a computer pro-
gram, what kinds of bugs can happen and how formal methods could help us
to write safer programs.

1.1.1 Computers and programs

Computers are generic machines designed to mechanically execute programs,
which are sequences of instructions such as arithmetical computations, tests
and loops. We give the example of the program sum_squares (Figure 1.1),
computing the sum of the squares of the integers from 0 to n given by the

sum_squares(n) :=
s← 0
i← 0
while i ≤ n do

s← s+ i2

i← i+ 1
done

return s

Figure 1.1: Program computing the sum of the squares of integers.

1
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e := x
| λx. e
| e e

Figure 1.2: The shape of a λ-expression.

mathematical formula:
n∑

i=0

i2

We start by initializing the variable s to 0. The variable s will represent the
sum of the squares. Then, we repeatedly add the value i2 to this sum, for each
value of i from 0 to n. In order to repeat this operation, we write a loop with
the while instruction. We execute the operations:

s← s+ i2

i← i+ 1

while the variable i is lesser or equal to n. Since we initialize the variable i
to 0 and increment i by one at each loop step, we e�ectively add the values i2

to s for i ranging from 0 to n. Finally, on the last line, we return the value
of the variable s holding the sum of the squares. The program sum_squares
implements the formula

∑n
i=0 i

2 into a sequence of simple operations runnable
by a machine, that is to say an algorithm.

Something we can wonder is what kinds of other algorithms can a machine
compute? Do we need new instructions to encode more computations? It turns
out that all known programming languages are equivalent, in the sense that
an algorithm expressed in one programming language can be expressed in any
other programming language too1. And we need very few instructions in order
to encode any algorithms.

For example, an unbounded array of integers, some arithmetic and boolean
instructions and a main loop are enough to implement any programs. That
is basically how a computer works: the unbounded array is the main memory
(the RAM), the arithmetic and boolean instructions are the processor instruc-
tions. The main loop keeps the processor active and updates the instruction
pointer (the index of the next instruction to execute). Alan Turing formalized
this idea with the concept of Turing Machines [60] in 1936, which gives a simple
theoretical model of most computers.

The λ-calculus [14], invented in the 1930s by Alonzo Church, is another simple
way to represent any algorithms. The λ-calculus is a minimalistic programming
language, built entirely on the sole notion of function. In this language, an
expression e is either a variable x, a function λx. e′ which associates, to the
variable x, the expression e′ or an application e1 e2 of the function e1 to the
parameter e2 (Figure 1.2). We evaluate a λ-expression as we would evaluate a

1Of course, programming languages can di�er in term of readability, safety or e�ciency.
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e2 := ((λf. λx. f x) (λx. x)) y
→ (λx. (λx. x)x) y
→ (λx. x) y
→ y

Figure 1.3: A reduction chain of e2 in a call-by-value strategy.

mathematical function. For example, the expression:

e1 := (λx. x) y

is the identity function applied to y and reduces to y. The second expression:

e2 := ((λf. λx. f x) (λx. x)) y

is more involved. The expression e2 is the application of the application of
the function λf. λx. f x to the identify function λx. x to the variable y. We
mechanically reduce e2 by replacing each sub-expression of the form:

(λx. e1) e2

by the expression e1 where x has been substituted by e2 (Figure 1.3).
The functions are one of the main building blocks of most programming

languages, hence we may consider the λ-calculus as the ancestor of the pro-
gramming languages. Despite being simple, the idea of functions is powerful
enough to encode any data-structures. For example, to represent the pair of
expressions α and β, we can de�ne: (α, β) := λf. (f α)β

π1 := λp. p (λx. λy. x)
π2 := λp. p (λx. λy. y)

These de�nitions verify the properties:{
π1 (α, β) → α
π2 (α, β) → β

Using similar encodings2, we can also represent the booleans, the integers, the
lists, etc. For e�ciency reasons, actual programming languages also propose

2The general idea is to represent a data as its destructor. For example, in OCaml, we would
match a pair p with an expression of the form:

match p with

| (x, y)⇒ f x y
end

that is to say, when p is (α, β), with:
f αβ

which is the encoding, parametrized by f , of the pair in λ-calculus.
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Ω = (λx. x x)ω
→ ω ω
= Ω
→ . . .

Figure 1.4: In�nite reduction chain of Ω.

some built-in and optimized data-structures, even if we could obtain everything
from the functions.

A curious expression in the λ-calculus is the following:

ω := λx. x x

The ω expression takes a function x in parameter and applies it to itself. This
is counterintuitive because, in math, a function x must have some domain:

x : A→ B

so x should not be applied to itself since A is not equal to A → B. In the λ-
calculus, there are no such restrictions. In particular, we can apply ω to itself:

Ω := ω ω

leading to an in�nite reduction chain (Figure 1.4).
We can make use of a type system to prevent us to write curious expressions

such as ω. We de�ne a type system by some basic rules associating a type
to an expression. The typing rules are mechanically checkable by a computer
and ensures that programs are "well-written". By well-written we mean, for
example, that the program execution will not get stuck or enter an unexpected
in�nite loop. The App rule (Figure 1.5) of the simply typed λ-calculus states
that if, in a given context Γ, the expression e1 has the type of a function from
the type A to the type B and the expression e2 has the type A, then the
application of e1 to e2 has the type B. Using this rule, we cannot de�ne the ω
expression. However, for practical reasons, most programming languages have
some unsafe operators to avoid the strictness of the typing rules3. One of the
biggest challenges in the design of a programming language is to �nd the right
balance between the safety provided by the type system and its simplicity.

So far we have seen how to implement an algorithm and that any program-
ming language can express any algorithm. However, as such, a program is
useless as long as it does not communicate with the user. Programming plat-
forms o�er various ways to communicate with the outer world. Unlike for the
algorithms, two di�erent programming platforms may express di�erent sets of

3For example, in OCaml, we can set any type to any value using:

Obj.magic : ∀αβ, α→ β
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App
Γ ` e1 : A→ B Γ ` e2 : A

Γ ` e1 e2 : B

Figure 1.5: Application rule of the simply typed λ-calculus.

interactions with the outer world. For example, a JavaScript program in a web
page is sealed and should not be able to access to the �le system of the client,
whereas a Unix shell script must have access to the local �le system. In the x86
assembly language4, the language to which most computer programs are ulti-
mately compiled to, there are three ways to communicate with the outer world:
either with the special IN and OUT primitives to emit or receive a byte on a
canal, with the interruptions mechanism by which the peripherals can call an
assembly function at any moments, or with the DMA5 system to share the ac-
cess to a part of the memory with the peripherals. However, many theoretical
programming languages such as the λ-calculus do not provide primitives for
inputs�outputs operations. One of the main subject of this thesis is the design
of an inputs-outputs mechanism for the Coq6 programming language.

1.1.2 Bugs

Computer programs tend to be complex and can go wrong. A bug occurs when
a program does not do what it was supposed to do. In other words, a program
has a bug when it does not follow its speci�cation. For example, a program may
suddenly halt because it tried to add an integer with a boolean, or may forget
to display "Logged in" once a user is authenticated. Many techniques were
developed in order to prevent bugs, mainly in the form of better programming
languages, practices and testings. According to Dijkstra7:

�Those who want really reliable software will discover that they
must �nd means of avoiding the majority of bugs to start with.�

Programming languages can forbid, by-construction, whole classes of run-
time errors by detecting them or preventing them at compile time. For example,
with a sound type system, supposing that the addition is of type:

+ : Z× Z→ Z

meaning that the addition is parametrized by two integers, the following pro-
gram would be ruled out during compilation:

12 + false

4The assembly language is the language understood by a microprocessor. The x86 family
of processors is mainly used by the PC architecture.

5DMA stands for Direct Memory Access.
6The Coq language is available on coq.inria.fr under LGPL license.
7Said in his Turing award speech.

https://coq.inria.fr/


6 CHAPTER 1. INTRODUCTION

1. the program displays the login page

2. the user enters a valid couple of login and password

3. the program displays "Logged in"

Figure 1.6: Example of use case for a login system.

because the term false is not an integer. In a language without a type system
such as Ruby8, we would get the following runtime error:

TypeError : false can't be coerced into Fixnum

and the program would suddenly halt.
Other kinds of errors are less obvious, and require a human intervention

to be classi�ed as a bug or a feature9. For example, if a program does not
display "Logged in" once a user is authenticated, should it be considered as a
bug? In general, we consider that a program behavior is a bug when it does not
respect its speci�cation. We can employ many techniques to describe a program
speci�cation, like the technique of use cases [34] which we study in this thesis.
Basically, a use case describes a scenario of expected interactions between a
program and its environment. As an example, we give a use case of a login
system (Figure 1.6). To verify this use case, we can either run our program by
hand on some examples or write a testing program, simulating the behavior of
the user. Using the testing program, we can quickly test di�erent couples of
login and password and test the program for each new update10. However, with
this technique, it is impossible to check that the program behaves correctly on
each possible instance of login and password, since there are in�nitely many.

1.1.3 Formal systems

The formal systems are a kind of tool which we use to verify, with a high degree
of certainty, that a program respects its speci�cations in each possible con�gura-
tion. Formal systems are abstract models of reasoning, based on mathematical
methods. In this thesis, we study the formal system Coq.

The system Coq is based on the CiC11, which is a formalism expressing both
programs and mathematical proofs in a uni�ed way, following the Curry-Howard
correspondence (Figure 1.7). The idea behind the Curry-Howard correspondence
is to realize that the λ-calculus, plus some typing rules, can represent the math-
ematical logic. For example, for two propositions A and B, a proof of A ⇒ B

8The Ruby language is available on www.ruby-lang.org under Ruby, GPL or BSD license.
9"It's not a bug, it's a feature" is a popular joke among programmers.

10The technique of rerunning the tests for each update of a program is called continuous

integration. The aim is to verify that no new bugs are introduced by a change in the source
code.

11CiC stands for Calculus of Inductive Constructions.

https://www.ruby-lang.org/
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Program Logic
A→ B A⇒ B
A×B A ∧B
type theorem

program proof

Figure 1.7: The Curry-Howard correspondence.

could be represented by a program which, to a proof of A, associates a proof
of B, that is to say a program of type A → B. Similarly, the rule of modus
ponens, which says that if A⇒ B and A are true, then B is true, can be repre-
sented by the function application. Indeed, a function of type A→ B applied to
an argument of type A yields a result of type B. Large mathematical theorems
were proven using the Coq system, including the theorem of the four colors [26]
and the Feit-Thompson theorem.

Formal systems have been used for years to express and verify the speci�ca-
tions of programs. For example, the method B12 has been used to formally verify
the control program of the line 14 of the Parisian metro. However, due to their
complexity, the use of formal methods is still limited to critical software. We
decide to work of the Coq system since it represents a mature implementation of
an expressive, yet conceptually simple, logic with a uni�ed presentation of the
notions of proofs and programs. We can use the Coq language in two ways to
formally verify programs: either "externally" by modeling a programming lan-
guage in Coq and by proving properties about this model (deep embedding)13,
or "internally" by using the Coq language as the programming language on
which we prove properties (shallow embedding). The "internal" approach is the
one we follow in this thesis.

1.2 E�ects

One big limitation of the use of Coq as a programming language is that Coq is
a purely functional language. Indeed, like in the λ-calculus, there are no inputs�
outputs operations in Coq. For example, we cannot write the standard "Hello
world" program in pure Coq. Moreover, Coq programs cannot do side-e�ects like
updating a mutable variable, raising an exception or being non-terminating14.
In particular, all recursive functions must be proven terminating in order to be
accepted by the type checker.

These limitations are there for the consistency of the underlying logic. As
in math, in Coq a function f is expected to always yield the same result when

12An implementation of the method B is available on www.atelierb.eu/en.
13See for example the CFML system on www.chargueraud.org/softs/cfml.
14The language Coq is stricter than Haskell, in the sense that an Haskell program may raise

an exception or not terminate.

http://www.atelierb.eu/en/
http://www.chargueraud.org/softs/cfml/
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applied to some argument v. By contrast, in most programming languages the
result may depend on the time, the current user inputs, etc. Moreover, a math-
ematical function f cannot encounter errors or enter in an in�nite loop. This
restricts a lot the expressive power of the Coq programming language. The
proof language of Coq follows the same limitations, since the proof languages
of Coq is the programming language of Coq thanks to the Curry-Howard corre-
spondence. The fact that each proof is evaluated to a unique value, like for a
mathematical function, implies the consistency of the logic of Coq. Indeed, if
there was a proof p of False:

p : False

then we would be able to evaluate p to one of the values of False, which by
de�nition do not exist.

Thus we need to extend the expressiveness of the Coq language while keeping
its consistency, in order to make the language usable to write realistic programs.
We can make conservative extensions of a pure language through an e�ect sys-
tem, which tracks the e�ects of a program. An e�ect is any impure action: an
input�output operation with the environment, the update of a mutable variable,
the launch of an in�nite loop, etc. We identify some properties which an e�ect
system may respect. As we study these properties, we also present some existing
e�ect systems.

1.2.1 Visible

The e�ects given by an e�ect system may be visible in the type system of the
programming language. This is the case of most e�ect systems we have found in
the literature. For example, in the Haskell programming language15, the printing
function is of type:

putStr : String→ IO ()

The function putStr takes a string and returns the unit value () doing the IO
e�ect, that is to say interacting with the terminal to display a string. Some
programming languages even have special constructs dedicated to the expression
of e�ects. For example, in the PureScript programming language16, the division
function has the type:

divide :: ∀ e. Int→ Int→ Eff (err :: EXCEPTION | e) Int

This means that the function divide takes two integers and returns one integer.
The function divide makes an exception e�ect (in case of division by zero) plus
any set of e�ects e, in case the context needs the e�ects of divide to be lifted to
a richer set of e�ects. The notation:

(e1 :: k1, . . . , en :: kn | e)
15The Haskell programming language is available on www.haskell.org.
16The PureScript programming language is available on www.purescript.org under MIT li-

cense.

https://www.haskell.org/
http://www.purescript.org/
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stands for a row17 of e�ects, that is to say a commutative list of named e�ects
plus an unknown list of additional e�ects e.

1.2.2 Primitive

We may classify the e�ects of a programming language in three categories: the
de�ned e�ects, the primitive e�ects and the declared e�ects.

The de�ned e�ects are expressed using other existing programming con-
structs. In this case, the language implements the e�ects through some syntac-
tic sugar or through a programming library. A property of the de�ned e�ects
is that they do not a�ect the implementation of the underlying programming
language. This simpli�es the distribution of the e�ects as a library since their
de�nition does not change the language. This also ensures that the properties
of the type system of the language are still valid18. However, de�ned e�ects
cannot extend the expressiveness of a programming language.

The primitive e�ects are de�ned in the semantics or the implementations of
the programming language. This is the case of most practical languages, since
many e�ects cannot be (e�ciently) de�ned in a purely functional way. For
example, in Haskell, the IO e�ect19 is a primitive of the language. A potential
problem of the primitive e�ects is that they make the semantic of the language
more complex, and may break some properties of the type system.

Finally, the declared e�ects are a form in-between the de�ned e�ects and the
primitive e�ects. The declared e�ects are introduced by some abstract primitives
whose de�nitions are left as parameters of the system. These de�nitions may or
may not be expressed later. An advantage of the declared e�ects is that they do
not require to modify the implementation of the programming language while
being able to express non-de�nable e�ects, such as inputs�outputs in a purely
functional language. In a sense, using declared e�ects instead of primitive e�ects
is like using hypothesis rather than axioms in logic.

1.2.3 Composable and commutative

In some e�ect systems, we can compose the e�ects in a commutative way. If
we combine two expressions e1 and e2 of e�ects, respectively, ε1 and ε2, the
resulting expression should have an e�ect which includes the e�ects ε1 and ε2,
since we run both the e�ects of e1 and e2. The expression and the meaning of
the combination of ε1 and ε2 depends on how we de�ne the e�ects.

A classical way to represent an e�ect ε is to use a monad. A monad is a
parametrized type, withMA being the type of the expressions returning a value
of type A by doing an e�ect ε. A monad must provide the two operators return
and bind (Figure 1.8). The return operator lifts a pure expression to an e�ectful

17In PureScript, the rows are also used to type the objects of the underlying JavaScript.
18This is important for us since, in Coq, the correctness of the type system is equivalent to

the logical consistency of Coq.
19The IO e�ect stands for inputs�outputs, but is also used to compile any other e�ects, such

as the state with the ST e�ect.
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{
return : A→MA
bind :MA→ (A→MB)→MB

Figure 1.8: Monadic operators.
SS A := S → (A× S)
returnx := λs. (x, s)
bindx f := λs.
let (v, s′) := x s in
f v s′

Figure 1.9: The state monad.

expression. The bind operator sequences two e�ectful expressions, by binding
the result of the �rst one into the second one. The Haskell language popularized
the use of a monadic system to represent e�ects.

As an example, we explain how to compose in two di�erent ways a state
e�ect with an exception e�ect by using the concept of monads. We represent
a state e�ect of type S, that is to say a mutable reference of type S, by the
monad SS (Figure 1.9) which takes a state value and returns both the result of
an expression and the updated state value. We represent the exception e�ect
with an error of type E by the monad EE (Figure 1.10), which either returns a
correct value or an error.

A �rst way to combine the state monad and the error monad is to lift the
e�ectful expressions to the monad MS∧E (Figure 1.11), which represents ex-
pressions which may update a state value and return an error. This is the
way the e�ects are combined in most programming languages. But another less
usual way is possible by lifting e�ectful expressions to the monadMS∨E (Fig-
ure 1.12), which represents expressions which may update a state or return
an error, but cannot do both at the same time. This monad can be useful to
represent transactional memories, where an operation either succeeds and may
update the state or fails and does not change the state.

The monad transformers [41] are a tool designed to compose a speci�c
monad with any other monad. Depending on the order in which we compose the



EE A := A+ E
returnx := leftx
bindx f :=
match x with

| left v ⇒ f v
| right e⇒ right e

Figure 1.10: The exception monad.
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MS∧E A := S → (A+ E)× S
returnx := λs. (leftx, s)
bindx f := λs. match x s with
| (left v, s)⇒ f v s
| (right e, s)⇒ (right e, s)

Figure 1.11: The state and exception monad.


MS∨E A := S → (A× S) + E
returnx := λs. left (x, s)
bindx f := λs. match x s with
| left (v, s′)⇒ f v s′

| right e⇒ right e

Figure 1.12: The state or exception monad.

monad transformers of the state e�ect and of the exception e�ect, we obtain the
monad MS∧E or the monad MS∨E . The monad transformers are interesting
because they allow to compose a monad with any other monad. However, the
composition of the monad transformers is non-commutative in general, which is
both a strength (since we can obtain various e�ects from more elementary ones)
and a weakness (since there are no canonical ways to compose the e�ects).

The algebraic e�ects [51] aim to overcome the challenges of the composition
of monads. The main idea is to separate the declaration from the de�nition of
e�ects, and to enforce a uni�ed way to de�ne the e�ects. Indeed, in the frame-
work of the algebraic e�ects, we de�ne the e�ects as handlers of some operators.
An operator is an abstract function parametrized by an argument (Figure 1.13).
The handler of an operator depends on three kinds of parameters: the param-
eter of the operator x, the current continuation k and the current resource r
(Figure 1.14). We may call the continuation k zero times (to encode an excep-
tion), one time or even several times to encode non-determinism. We use the
resource r to represent a mutable state. The expression of a handler can make
use of other operators or of e�ectful primitives of the host language.

As a result, with the algebraic e�ects, we combine the e�ects in a commu-
tative way by combining the e�ectful operators in a program. The e�ect of a
program is the set its e�ectful operators. Using the handlers mechanism, we
compile the e�ectful operators down to the base language, which may or may
not be purely functional.

. . . (op e) . . .

Figure 1.13: Usage of an e�ectful operator op in a source code.
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handlerop x k r := . . .

Figure 1.14: De�nition of the handler of the operator op.

1.2.4 Inferred

In some e�ect systems, we can infer the e�ects rather than just state them.
As a result, we do not need to write more than we would write in a language
without an e�ect system. There are at least three elements to infer: the resulting
e�ects of a program, the way to compose two e�ects and the way to sequence
subprograms, that is to say the order in which two subprograms are executed.

In the language Haskell, one can infer the e�ects of a program. Indeed, the
programmer represents the e�ects in the type system using monads, and the
type system of Haskell is (mostly) inferable. However, the programmer has to
explicit the way he composes and sequences the e�ects. One composes two
di�erent e�ects using explicit lift operators, to lift the e�ects of two programs
to a common e�ect. To sequence the e�ects, there is the explicit do-notation,
where each end of line represents the application of the monadic operator bind
(which sequences two programs in order).

In the language Koka20, one infers both the e�ects and their combinations.
The programmer composes the e�ects in a commutative way as an e�ect is an
unordered set of primitive e�ects. To infer the sequencing of two e�ects, one
needs to choose a strategy of evaluation. For example, in the expression:

(λx. e1) e2

one can �rst substitute the free occurrences of the variable x in e1 by e2 (the call-
by-name strategy), or �rst evaluate e2 (the call-by-value strategy) or even start
by evaluating e1. In all the languages with inference of the sequencing of e�ects
which we encountered, the strategy of evaluation was call-by-value.

1.2.5 Puri�able

We can hide in a safe way some of the impure e�ects, so that the resulting pro-
gram appears pure. We decide to call these e�ects puri�able, since a program
containing a hidden e�ect is, observationally, purely functional. Puri�able ef-
fects matter, because we may want to use impure e�ects in a library for e�ciency
reasons while providing a purely functional API.

For example, when we catch all the potential exceptions of a program, the
resulting program becomes free of exceptions. Hence the exception e�ect is
puri�able. To hide a mutable state in a computation, we can give to this state
an initial value and discard the resulting state at the end of the computation.
We can often purify an e�ect by expressing it in a purely functional way (using

20An implementation of the programming language Koka is available under Apache license
on research.microsoft.com/en-us/projects/koka.

http://research.microsoft.com/en-us/projects/koka/
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for example a monad), at the expense of some losses of performance. However,
we cannot completely purify some e�ects like the inputs�outputs, since they
depend on interactions with the external world.

1.2.6 Certi�able

We use the type systems to specify the kind of values returned by a program.
Likewise, we can use the e�ect systems to specify and verify that a program
runs a precise set of e�ects. We could also ask for more. For example, it may
not be enough to know that a program uses a mutable state of type integer. We
may also want to know if the program increases the value of this state. More
generally, we way want to check any property relating the value of the state
before and after the execution of the program.

The project Ynot21 explores in Coq the use of a state monad accompanied
with arbitrary speci�cations. The user expresses the speci�cations as Hoare
triples22. The Ynot library represents the state as a heap of typed values, and
relies on the separation logic [53] to reason about this heap. An extension of
the Ynot monad [42] allows the expression of invariants over the trace of the
inputs�outputs operations. In this extension, inputs�outputs operations are
axioms speci�ed by their trace.

The project FCSL [55] proposes a Coq framework to represent concurrent
programs with a shared heap and synchronization primitives. The reasoning
tools of FCSL enable the veri�cation of �ne-grainded concurrent and imperative
algorithms, represented in the purely functional language Coq with some special
primitives.

1.2.7 Compiled

We write programs to eventually run them (hopefully). Programming languages
with an e�ect system may or may not be directly runnable. For example, we
can compile purely functional Coq programs to OCaml in order to e�ciently
execute them [40]. But if we want to add e�ectful primitives to Coq, we need
to explicitly de�ne how to compile these e�ectful primitives. As long as we do
not de�ne how to compile the e�ectful primitives, we only have a model instead
of an implementation of a program.

When we certify a program with e�ects, we may also want to certify the
compilation chain which we use to run the program. Only a few proven-correct
compiling chains are available for programs with e�ects. The CompCert23 com-
piler is a certi�ed compiler for the language C, in the sense that the possible
behaviors of the generated assembly code are acceptable behaviors for the source
code [39]. A behavior contains the impure e�ects which we can observe from

21The results of the project Ynot are available on ynot.cs.harvard.edu.
22A Hoare triple is a pre-condition, a computation and a post-condition. We usually express

the pre-condition and the post-condition on the program state.
23The CompCert compiler is available under a proprietary license on compcert.inria.fr.

http://ynot.cs.harvard.edu/
http://compcert.inria.fr/
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a program, that is to say the �nal status of the program (terminated, non-
terminating, terminated with an error) and its trace of inputs�outputs. In this
sense, CompCert is a certi�ed compiler for programs with e�ects.

1.3 Asynchronous inputs�outputs

One of the main kinds of e�ects which we consider are the asynchronous
inputs�outputs. This is because we think that asynchronous inputs�outputs
e�ects are necessary in most programs, while many other e�ects (like state
or exceptions) can be encoded in a purely functional manner. We often need
the inputs�outputs to be asynchronous, in order not to block the user interac-
tions (for example in a program with a user interface) or to be able to inter-
act with many other programs (for example in a server connected to multiple
clients).

There are at least two approaches to implement asynchronous inputs and
outputs:

• with blocking system calls and several system threads;

• with a single system thread and an event loop.

We prefer to follow the second approach because event systems seem to be more
e�cient and system threads seem hard to reason about. Surprisingly, in term
of implementation, not all operating systems propose a convenient event-based
API24. Fortunately, libraries such as libuv25 o�er an abstraction over Linux,
Windows and macOS to provide a uni�ed and optimized event-based API for �les
and sockets. This library is mainly used by Node.js but bindings are available
for other languages.

Here is an example in a pseudo-language of a server logging on the standard
output the content of some requested �les:

while true do

event := getLastEvent()
match event with
| RequestfileName⇒ send (ReadFile fileName)
| GotFileContent content⇒ send (LogToStandardOutput content)
end

done

We use an event loop to either start reading a �le on a new request, or log the
content of a �le once it is read. The Request events come from some connected
clients, and are transferred to our program through the OS. We send commands

24See for example this blog post on an attempt to use asynchronous �le I/O
for libtorrent, which resulted in the choice of blocking I/O with a thread pool:
blog.libtorrent.org/2012/10/asynchronous-disk-io/.

25The C library libuv is available under MIT license on github.com/libuv/libuv.

https://blog.libtorrent.org/2012/10/asynchronous-disk-io/
https://github.com/libuv/libuv
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to the OS using the send primitive. When the OS �nishes to read a �le, we get
a GotFileContent event and log to the standard output the content of the �le.

This program is asynchronous: the send function does not block. The only
blocking function is getLastEvent, which blocks while there are no event left.
The program pauses without using CPU time, and is awaken by the OS once
a new event arrives. A di�culty in reading such program is to relate the code
sending a command to the OS:

send (ReadFilefileName)

to the code handling the answer:

| GotFileContent content⇒ . . .

If we take the example of JavaScript, many asynchronous APIs relate the
command and the answer through the use of handlers (or callbacks). To log the
content of a �le in Node.js we can write:

1 fs.readFile(fileName, (error, data) => {

2 if (!error) {

3 console.log(data);

4 }

5 });

In the runtime of JavaScript there is still a event loop, but it is invisible to the
programmer.

One drawback of the handlers approach is that APIs may not be uniform:
some functions expect the handler to be either the �rst argument or the last one,
or require two handlers, one for the successful case and one for the erroneous
case. The Promise API26 proposes a uni�ed representation of asynchronous
functions. An asynchronous function returns a promise, that is to say a value
which may or may not be computed yet. With the primitive .then we get a
handler to wait for a promise to be ful�lled and sequence two asynchronous
operations:

promise.then(result⇒ ...)

With Promise.all we can concurrently call a list of promises and return a promise
representing the list of results:

Promise.all(promise1, promise2, ...).then(results⇒ ...)

To log a �le with a promise we could write:

1 fs.readFileAsPromise(fileName).then(data => {

2 console.log(data);

3 });

26The Promise API was introduced in JavaScript version 6.
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Finally, to prevent the "callback hell" or the imbrication of too many han-
dlers:

1 asyncCall1(arg1).then(result1 =>

2 asyncCall2(arg2).then(result2 =>

3 asyncCall3(arg3).then(result3 =>

4 asyncCall4(arg4).then(result4 =>

5 ...

6 )

7 )

8 )

9 )

the version 8 of JavaScript introduced the async/await notation27. With this
notation, asynchronous programs are syntactically close to synchronous ones:

1 const result1 = await asyncCall1(arg1);

2 const result2 = await asyncCall2(arg2);

3 const result3 = await asyncCall3(arg3);

4 const result4 = await asyncCall4(arg4);

The await operator takes a promise as a parameter, waits for it to ful�ll and re-
turns its result. We can see the async/await notation as similar to the monadic do
notation in Haskell, with the operator .then being the monadic bind and the def-
inition:

1 async myAsyncFunction(arg) {

2 const result = await asyncCall(arg);

3 ...

4 }

being the equivalent of:

1 myAsyncFunction arg = do

2 result <- asyncCall arg

3 ...

in Haskell.
In the OCaml language, there is the Lwt library [62] to program with promises

and asynchronous inputs�outputs. The type of promises returning a value of
type α is:

Lwt.tα

and the notation to sequence two promises:

1 let myAsyncFunction arg =

2 let%lwt result = asyncCall arg in

3 ...

27A similar async/await notation exists in C] starting from version 5.
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In this thesis, we use the Lwt library to implement some of our examples
in OCaml and take some inspirations from its API.

1.4 Main constributions

In this thesis, we explore the design space of the e�ect systems in Coq. In
our opinion, there are no e�ect systems better than others in absolute terms,
because it all depends on the usage. Thus, we guide our research by application
cases. For each case, we attempt to implement a safe and usable solution. We
summarize here our main contributions.

1.4.1 Formal use cases

Our principal contribution is a formalization of the use cases method in type
theory (Chapters page 99 and page 115). As an application, we formally certify
the interactive blog system ChickBlog28 and provide the library Coq.io29 to write
and certify concurrent programs with inputs�outputs in Coq. We brie�y present
the idea.

In a �rst approximation, we can consider that the main advantage of formal
veri�cation over testing is that we can cover all the execution paths. We can
only run tests a �nite amount of times, and as Dijkstra said:

�Program testing can be used to show the presence of bugs, but
never to show their absence!�

However, a complete paths coverage is not enough to have an exhaustive veri-
�cation. For example, a sound type system ensures that the types checked at
compile time remain valid for any execution paths, but a well-typed program
is not necessarily bug-free. Some execution paths may not even be relevant,
because of pre-conditions over the system. What probably matters the most
is that the formal veri�cation covers all the intuitive speci�cations of the pro-
gram. By intuitive speci�cations, we mean what the programmer or the user
intuitively expects about the behavior of the program.

To understand what kinds of behaviors we might expect for a program,
we can look at the informal speci�cations written by programmers or clients.
There are, for example, the invariants, which are properties supposed to hold
in each execution context, and the use cases, which are scenarios describing
the interactions of a program with the external world. Using testing methods,
we can check the invariants with code assertions and check the use cases with
integration testing. On the side of formal methods, many techniques exist to

28The blog system ChickBlog is available underMIT license on github.com/clarus/coq-chick-
blog.

29The library Coq.io is available under MIT license on coq.io.

https://github.com/clarus/coq-chick-blog
https://github.com/clarus/coq-chick-blog
https://coq.io/
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1. the user enters a �lename f

2. the program reads the �le named f

3. the system successfully returns the �le content c

4. the program displays the �le content c

Figure 1.15: Informal use case for a program cat.

verify invariants, such as the Hoare logic as implemented in Why330. However,
we feel that less tooling is available for the formal study of use cases.

As an example, we consider a use case for a program cat displaying the
content of a �le (Figure 1.15). We cannot, by testing alone, completely verify
this use case since there can be in�nitely many �lenames f and �le contents c.
To formally verify this use case, we �rst implement the cat program in Coq using
our e�ect framework Coq.io. Then we implement the use case in Coq as a testing
program, keeping the variables f and c symbolic instead of randomly generated.
The program of the use case follows a structure in mirror of the cat program: for
each system call of the cat program, the use case program generates an answer.
The typing rules are such that the use case is veri�ed if we are able to write it.
This method extends to recursive and concurrent programs.

In addition, by exploiting the interactive proof mode of Coq, we obtain a
symbolic debugger to write the use cases. We symbolically step through each
system call of the tested program, and answer to each call by a symbolic response
(formalizing the scenario of the use case) in order to go to the next call. If we
are able to �nish this question�answer game, then the use case is valid. The
symbolic debugger also extends to recursive and concurrent programs.

The Coq.io library is not limited to the veri�cation of use cases. First of all,
we can use Coq.io to write unveri�ed concurrent programs with inputs�outputs
directly in Coq, gaining the fact that, by construction, Coq programs terminate
and cannot raise uncaught exceptions. Secondly, since we express the Coq.io
programs in Coq, we can continue to use standard Coq techniques to verify the
purely functional parts of the programs. Finally, we can also express and verify
temporal invariants over Coq.io programs since their structure is explicit.

1.4.2 Cybele

In a joint work with Yann Régis-Gianas, Lourdes del Carmen González Huesca
and Beta Ziliani, we designed the Cybele31 plugin for Coq, which implements a
new technique to do proofs in Coq with the use of simulable monads (Chapter
page 27). In Cybele, we can write proofs by re�ection (proofs using a certi�ed
decision procedure) including impure e�ects, such as mutable references or calls

30The Why3 platform is available under LGPL license on why3.lri.fr.
31The Coq plugin Cybele is available under MIT license on cybele.gforge.inria.fr.

http://why3.lri.fr/
http://cybele.gforge.inria.fr/
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to an unveri�ed oracle, in order to improve the veri�cation time. We �rst execute
the proofs in OCaml for maximum speed, and then check the proofs in Coq by
reusing some intermediate results from the OCaml execution.

1.4.3 Compile OCaml to Coq

We propose a compiler32 importing OCaml programs into the language Coq.
This compiler infers the e�ects of an OCaml program (exceptions, global refer-
ences, non-termination and inputs�outputs) and generates a corresponding Coq
program with an explicit e�ect system (Chapter page 47). We do not handle
all of the OCaml language. In particular we do not handle the functors.

1.4.4 List of publications

• Guillaume Claret, Lourdes Del Carmen González-Huesca, Yann Régis-
Gianas, and Beta Ziliani. Lightweight proof by re�ection using a poste-
riori simulation of e�ectful computation. In ITP, volume 7998 of Lecture
Notes in Computer Science, pages 67�83. Springer, 2013. doi:10.1007/

978-3-642-39634-2

• Guillaume Claret and Yann Régis-Gianas. Mechanical veri�cation of in-
teractive programs speci�ed by use cases. In Stefania Gnesi and Nico Plat,
editors, 3rd IEEE/ACM FME Workshop on Formal Methods in Software
Engineering, FormaliSE 2015, Florence, Italy, May 18, 2015, pages 61�67.
IEEE Computer Society, 2015. doi:10.1109/FormaliSE.2015.17

1.5 Reading guide

We provide here some reading guide so that the interested reader can skim to
the parts which are the most relevant to him.

1.5.1 Chapters

We give a brief overview of the content of each chapter, which tools and tech-
niques we use and what they achieve.

Cybele (chapter 2) We design a tool Cybele to help to make proofs by
re�ection in Coq. Proofs by re�ection are proofs made by a decision procedure,
written and proven correct in Coq. The tool Cybele, along with the concept
of simulable monad, allows to write decision procedure with side-e�ects like
mutations or non-determinism. These side-e�ects help to build e�cient decision
procedures in the purely functional language Coq. We �rst compile and execute

32The compiler coq-of-ocaml is available under MIT license on github.com/clarus/coq-of-
ocaml.

http://dx.doi.org/10.1007/978-3-642-39634-2
http://dx.doi.org/10.1007/978-3-642-39634-2
http://dx.doi.org/10.1109/FormaliSE.2015.17
https://github.com/clarus/coq-of-ocaml
https://github.com/clarus/coq-of-ocaml
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Cybele
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Interactive computations

Concurrent computations
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programming in Coq

design and compilation of effects

proving by reflection

proving properties about programs

meta-theory

Proof by reflection with effects

Importing imperative code in Coq

Implementing asynchronous I/O in Coq

Developing with asynchronous I/O in Coq

Figure 1.16: Reading guide.
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these procedures in OCaml to generate a prophecy, and then a second time in Coq
to conclude the proof, using the prophecy.

CoqOfOCaml (chapter 3) We present the compiler CoqOfOCaml to com-
pile programs written in a subset of OCaml to Coq. We describe the compilation
chain which includes a basic e�ect inference mechanism. The target language
is Coq with side-e�ects encoded in a purely functional and composable way.
We present this encoding and how the compiler composes the e�ects. The aim
of CoqOfOCaml is to import existing OCaml code to Coq to then prove some
properties on it. Once we imported the code to Coq, we can modify it and com-
pile it back to OCaml thanks to the extraction mechanism. Thus CoqOfOCaml
may also be useful for Coq programers who want to reuse existing algorithms
written in OCaml. One major limitation of CoqOfOCaml is that it does not
compile the OCaml functors.

Breakable computations (chapter 4) The breakable computations are a
�rst attempt to de�ne a generic notion of programs with side-e�ects written
in Coq. These computations can represent composable mutations and excep-
tions with the ability to pause the execution at any time. We use this pause
mechanism to implement a scheduler in Coq.

Asynchronous computations (chapter 5) The asynchronous computa-
tions are a way to represent programs with asynchronous inputs�outputs in Coq.
The main primitive is the call of a system function together with a handler to
listen to the results. We decided to focus on the e�ect of asynchronous inputs�
outputs and implemented a Web server in the language of asynchronous compu-
tations. We propose a compilation chain to OCaml to execute the programs with
e�ects. We implement the handler mechanism in Coq supposing the existence
of an event loop. We compile the event loop to OCaml using the extraction
mechanism of Coq.

Interactive computations (chapter 6) The interactive computations are a
representation in Coq of programs with sequential inputs�outputs. We introduce
with this representation a technique of veri�cation by use cases. We verify
programs speci�ed by sequences of interactions with the external world. Then,
we compile interactive computations to OCaml with the extraction mechanism
and rely on the OCaml library Lwt to implement the inputs�outputs. We give
the example of a small blog system written and veri�ed in Coq.

Concurrent computations (chapter 7) The concurrent computations are
an extension of the interactive computations to add a concurrency operator and
have asynchronous inputs�outputs. We show that the technique of veri�cation
by use cases extends naturally to the concurrent computations. We present
di�erent patterns to compose e�ects and architecture programs. We compile
down Coq programs with e�ects to OCaml using the Lwt library to implement
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concurrency and inputs�outputs. This is the �nal chapter in term of implemen-
tation of a framework to program with e�ects in Coq. The result is available as
the Coq.io library on http://coq.io/.

Blocking computations (chapter 8) The blocking computations are simi-
lar to the concurrent computations with an added semantics to de�ne blocking
interactions. An example of (potentially) blocking interaction is the acquisition
of a lock. We compile the blocking computations to a simpler language choose,
which we prove equivalent. Using this choose language, we implement an ex-
ample of model checker to check if a program is deadlock-free.

1.5.2 Chapter dependencies

We present the dependencies between the chapters according to the interests of
one reader.

Programming in Coq The main chapter about programming in Coq is the
chapter 7 introducing the concurrent computations. This chapter presents a free
monad with asynchronous inputs�outputs to write e�ective programs in Coq
using the library Coq.io33. We show how to verify properties expressed as use
cases and how to compile Coq programs with e�ects to OCaml in order to ex-
ecute them. We can see the chapter 6 about interactive computations as an
introduction to the concurrent computations in the special case of sequential
inputs�outputs.

The chapters 4 and 5 show other de�nitions of computations with e�ects
also aimed at programming in Coq. In particular, we study the mutation, the
exception, the concurrency and the inputs�outputs e�ect and propose an im-
plementation to run concurrent inputs�outputs in chapter 5.

In chapter 3 we present a compiler to import existing e�ectful algorithms
written in OCaml to Coq. This compiler may be useful for the user who wants
to program in Coq and reuse existing OCaml code.

Design and compilation of e�ects In most of the chapters we present an
e�ect system to write e�ectful programs in Coq and a way to execute them.
In chapter 2, we show a simulable monad with exceptions, mutations, non-
termination, and non-determinism. We implement a special execution mode
by compilation to OCaml to e�ciently execute e�ectful decision procedures,
while preserving the correctness of Coq proofs using these decision procedures.
In chapter 3, we design an e�ect system with non-termination, composable
exceptions and mutations to import OCaml programs in Coq with a simple
e�ect inference system.

In chapter 4 we study an e�ect system with the ability to represent a pause
in the execution of an expression. Thanks to this representation of pauses, we
implement a concurrent scheduler in Coq. In chapter 5, we study an e�ect

33The library Coq.io is available under MIT license on coq.io.

http://coq.io/
https://coq.io/
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system with asynchronous inputs�outputs in order to implement a small exe-
cutable HTTP server in Coq. We representation asynchronous operations with
handlers interpreted using an event-loop.

In chapter 6, we continue to study the e�ect of inputs�outputs in the spe-
cial case of sequential interactions, with the focus on the development of proofs
techniques about speci�cations of programs with e�ects. In chapter 7, we ex-
tend the previous speci�cation techniques to concurrent and non-terminating
programs.

Proving properties about programs We study the proof of properties
about programs with inputs�outputs in chapters 6 and 7 with the method of
speci�cations by use cases. We de�ne a use case by a set of possible interactions
between a program and its environment. We show a method to validate them
using the proof mode of Coq. This is the main contribution of this thesis.

In chapter 3, we propose a tool to import existing OCaml programs to a
shallow embedding in Coq. Once imported, we can prove properties about
these programs using standard Coq techniques, and compile back these programs
to OCaml using the extraction mechanism of Coq.

Proving by re�ection In chapter 2, we present the Coq plugin Cybele34

to make proofs by re�ection implementing the concept of simulable monads.
Using Cybele, a user can write decision procedures with imperative traits like
mutations, non-determinism (resolved e�ciently in OCaml), and dynamic checks
to help the formal veri�cation of decision procedures at the expense of complete-
ness.

Meta-theory For the reader interested by the meta-theory about programs,
we study in chapter 8 the trace semantics of two concurrent languages. We show
that we can compile the �rst into the second while preserving the semantics.
We use this compilation scheme to design and verify a small model checker for
deadlock-freedom.

34The project Cybele is available under MIT license on cybele.gforge.inria.fr.

http://cybele.gforge.inria.fr/
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Chapter 2

Cybele

This chapter is a joint work with Yann Régis-Gianas, Lourdes del Carmen
González Huesca and Beta Ziliani, published in ITP 2013. It is based on an
original idea of Yann Régis-Gianas. I mainly worked on the implementation
and on the experiments with the Coq plugin. The results are available on the
website of the project on http://cybele.gforge.inria.fr/.

2.1 Abstract

The proof-by-reflection is a well-established technique that employs deci-
sion procedures to reduce the size of proof-terms. We can write decision pro-
cedures either in Type Theory�in a purely functional way that also ensures
termination� or in an e�ectful programming language, where they are used
as oracles for the certi�ed checker. The �rst option o�ers strong correctness
guarantees, while the second one permits more e�cient implementations.

We propose a novel technique for proof-by-re�ection that marries, in Type
Theory, an e�ectful language with (partial) proofs of correctness. The key to our
approach is to use our notion of simulable monads. We encode several examples
using simulable monads and demonstrate the advantages of the technique over
previous approaches.

2.2 Introduction

In Type Theory, types may embed computations, thereby allowing for a proof
technique called proof by re�ection. This technique reduces the time to type-
check a proof by replacing potentially large proof-terms by small proof-terms,
whose veri�cation consists of computing at the type level.

27

http://cybele.gforge.inria.fr/
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To illustrate the proof by re�ection technique, let us say that verifying a
proof ∆ of P a is a computationally expensive task, with: P : A→ Prop

A : Type
a : A

Let B be a type such that there exists an interpretation function I from B to A,
and a decision procedure D : B → bool. Furthermore, let us assume that D
decides P , that is to say, there is a theorem:

sound : ∀ (x : B), D x = true→ P (I x)

which states that for every element x of B, if the decision procedure returns true
for this element, then the property P holds for the interpretation of x. Then if
we have some b : B such that I b = a, we can replace the original proof-term ∆
with:

sound b (refl_equal true)

where refl_equal has type ∀ (x : bool), x = x. Typechecking that the proof-
term above has the expected type P a e�ectively amounts to execute the pro-
cedure D on b, checking that its result is equal to true and checking that the
interpretation of b is equal to a1.

Previous works [30, 5] have exposed several advantages and weaknesses of
proof by re�ection, especially in comparison with the traditional LCF proof
style [28]. In a nutshell, the former is considered more robust to change, while
the latter is easier to write. Indeed, proving by re�ection has a price. Usually,
we must write the decision procedure D in a purely functional programming
language, with only total functions and no imperative features. Furthermore,
soundness proofs are often complex and thus di�cult to construct [27]. These
two problems, the restricted language and the need for keeping the proof of
soundness simple, incite the proof developer to write ine�cient decision proce-
dures, which is regrettable since proof search is intrinsically a computationally
expansive process.

There is a variation of proof by re�ection that alleviates some of these prob-
lems, called certifying proof by re�ection [3, 29]. In this technique, we write the
decision procedure in a general purpose programming language. The decision
procedure acts as an oracle and returns a certi�cate, which we mechanically
verify with a proof assistant using a certi�cate checker written in Type Theory.
This checker and its correctness proof are usually kept simple, whereas the un-
trusted decision procedure can be as sophisticated as necessary in order to be
e�cient. However, this technique has its drawbacks. First, it is not as e�cient
as one may expect, as the certi�cate embedded in the resulting proof-term can
be large. In addition, there is a cost in executing the oracle and verifying the
certi�cate with the checker. Second, we force the proof developer to write both

1Usually there is also a previous step where a b is constructed for the given a. This step is
called rei�cation in the literature.
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the certi�cate checker and the decision procedure (or adapt an existing one in
order to produce the certi�cate). Third, the implementation of an oracle usually
gives only weak guarantees about its applicability (a perfectly valid but useless
oracle could fail on every input). Indeed, proving completeness properties about
a program written in a general purpose programming language is notoriously
hard.

In this paper, we propose a novel style of proof by re�ection that allows
for writing e�cient decision procedures in Type Theory. Our idea is to use an
(untrusted) compiled version of a monadic decision procedure written in Type
Theory as an e�cient oracle for itself. Like in the certifying style, we develop
the decision procedure within an e�ectful language. However, unlike in the
certifying style, we write the decision procedure in Type Theory, in a language
extended with monads as commonly found in Haskell programs [63]. In this way,
programmers have a full set of e�ects at their hand (references, exceptions, non-
termination), together with dependent types to enforce (partial) correctness.
We automatically compile this decision procedure into an impure programming
language with an e�cient computational model. We execute the compiled code,
and extract a small piece of information (the prophecy) to e�ciently simulate
this execution in Type Theory using the initial monadic decision procedure.

To formalize this idea we de�ne the concept of a posteriori simulation of
e�ectful computations in Type Theory. Roughly speaking, it involves determin-
ing, for a computation C encapsulated in the monadic typeM A, the conditions
for which there exists a piece of information p such that the evaluation of C,
using the prophecy p, can witness an inhabitant of type A.

We believe this technique to be more lightweight than existing approaches.
Indeed, we do not require a full proof of correctness or a certi�cate checker to
execute the decision procedure once written in our monad. To sum things up,
our contributions are:

• a technique to perform a posteriori simulations of e�ectful computations
in Type Theory in order to promote these computations as genuine proofs
by re�ection (page 34);

• the plugin Cybele2 for the Coq proof assistant, which enables the e�ectful
computation as an interactive decision procedure of a Coq function written
in monadic style (page 36);

• several examples of proofs by re�ection in this new style, showing its
simplicity and e�ciency (page 39).

2.3 General idea

In this section we give an introduction to our simulation-based style of
proof by re�ection, in Coq. As a running example, we consider the problem of

2The plugin Cybele is available under MIT license on cybele.gforge.inria.fr.

http://cybele.gforge.inria.fr/
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decide (
∧

i∈I Ai ≤ Bi ⇒ A ≤ B) :=
let rec traverse : T → bool := λC.
if C = B then >
else if markedC then ⊥
else

markC;
choiceD s.t. ∃ j, C ≤ D ≡ Aj ≤ Bj ∧ traverseD in

traverseA

Figure 2.1: Pseudo-code of the procedure decide.

determining if a conjunction of inequalities:∧
i∈I

Ai ≤ Bi

between ground terms of type T logically implies A ≤ B by transitivity, for
some values A and B. A simple decision procedure for this problem boils down
to a depth-�rst traversal of the graph induced by the hypotheses. In the pro-
cedure decide implemented in pseudo-code, we avoid in�nite loops by marking
all of the visited terms (Figure 2.1). We cannot directly implement this proce-
dure in Coq since it uses side e�ects (marks) and is not obviously terminating (of
course, it is, but the argument is not syntactical as Coq requires). As mentioned
in the introduction, we are going to implement procedures with side e�ects using
a monad M ΣT ′, where Σ represents the type of the state and T ′ the returning
type of the monad. Then we use this procedure as an oracle for itself, as we are
going to see in the second part of this section.

Using our system, we implement the decide procedure in Coq (Figure 2.2).
At high level, the code looks like anML implementation of the pseudo-algorithm,
annotated with dependent types. We are going to explain line by line why this
procedure is a faithful representation of the pseudo-code shown above, while
introducing the notations used in the rest of the paper.

We start by describing the type formula in line 1. It is a record contain-
ing a list of pairs of elements (Ai, Bi) � the hypotheses � and a pair of ele-
ments (A,B) � the goal. When an element f of this type is interpreted using
the function interpret, it produces the type

∧
i∈I Ai ≤ Bi → A ≤ B. This is

the type returned by the monad.
Line 2 is straightforward: it binds the pair of elements being compared in

the goal of f to variables a and b. In line 3, the keyword letrec! introduces a
(potentially nonterminating) recursive function. Behind this syntactic sugar is
hidden the application of a dependently-typed general �xpoint operator. The
returning type of the local �xpoint traverse is speci�ed between brackets.
It returns a proof that the inequality x ≤ b holds under the hypotheses of
formula f . As we can see in line 13, the argument x is instantiated with the
element a from the goal, therefore e�ectively proving a ≤ b.



2.3. GENERAL IDEA 31

1 Program Definition decide (f : formula) : M Σ (interpret f) :=
2 let (a, b) := goal f in

3 letrec! traversex [ interpret_hypotheses f → x ≤ b) ] :=
4 if x =?= b then return (. eq_reflx)
5 else if! markedx then error "Not Found"
6 else do! markx in

7 choice (interpret_hypotheses f → x ≤ b)
8 (successorsx (hypotheses f))
9 (λ(s : {y : T & interpret_hypotheses f → x ≤ y})⇒
10 let! Hyb := traverse (π1 s) in
11 return (. (λ(hs : interpret_hypotheses f)⇒
12 le_transx (π1 s) b)))
13 in . (traverse a).

Figure 2.2: Implementation of the decide procedure, with . an implicit coercion
operator.

1 let mark (x : T ) : M Σ unit :=
2 let! marks : Marks := !marks_ref in
3 marks_ref :=! MarksTable.addx truemarks
4

5 let marked (x : T ) : M Σ bool :=
6 let! marks : Marks := !marks_ref in
7 ret (MarksTable.memxmarks)

Figure 2.3: The mark and marked functions.

In line 4 the current element is compared with b, assuming that the type of
the elements, T , has decidable equality. If it is equal, then the re�exivity proof
is returned using the standard unit monadic combinator return [63]. We defer
the explanation of the operator ..

In line 5, an error is raised if the element x is already marked. We show the
implementations of mark and is_marked on the Figure 2.3. We use reference
reads with the operator ! and reference writes with the operator :=!. In line 6 we
mark the element, and in lines 7-12 we try to �nd a proof of x ≤ b by transitivity,
by �nding a c such that x ≤ c and c ≤ b. For that, we make a list with all
the successors of x, that is, all c such that x ≤ c is in the list of hypotheses.
Then, we call the function choice (Figure 2.4). The choice operator iterates
over a list to �nd an element c that successfully produces a result using the
function pred. At each step of the iteration, the function makes use of the
exception mechanism to catch failed attempts and recurse on the tail of the list.
Coming back to traverse, in line 10 we call the function recursively using the
standard monadic bind operator:

let! x := e1 in e2
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1 Fixpoint choiceA {T} (cs : listT ) (pred : T →M ΣA)
2 : M ΣA :=
3 match cs with
4 | nil⇒ Error "Not found"
5 | c :: cs⇒ try! pred c with _⇒ choiceAcspred
6 end.

Figure 2.4: The choice function.

The resulting proof Hyb of c ≤ b is then used to prove x ≤ b by transitivity.
Finally, notice that in line 1 we use the standard Coq keyword Program [58].
This keyword allows for writing a partial term, where the holes are exposed to
the user as proof obligations. In our case, the holes come from type coercions,
noted as ., and they are solved automatically by Coq.

The compiled decision procedure as an oracle The type system of Coq
will not let us apply decide as it is on some formula f to prove the goal. The
reason is simple: an in�nite loop would break the soundness of the prover. We
need some extra information, which we call prophecy, to evaluate decide. For
instance, in our example this prophecy is the number of steps that leads to a
successful result.

To get this information, we execute a compiled version:

C decide

in OCaml, which performs the e�ectful computations. A central property of the
system is that C maps the e�ectful computations of the monad in Coq to e�ectful
terms in OCaml, in such a way that a relation of a posteriori simulation stands
between the compiled term C(t) and the initial monadic term t. Intuitively, if a
compiled term C(t), with t of type M T 3 converges to a value v, then the same
evaluation can be simulated a posteriori in Coq, using some prophecy p. This
prophecy completes the computation t in order to get a term convertible to:

return t′

for some term t′ of type T . We instrument the compiled code C(t) to produce
the prophecy along its execution.

Coming back to our example, we present the extracted OCaml code of the
function decide (Figure 2.5, slightly beauti�ed). The compiled program has
almost the same shape as the source term except that every term in Prop has
been erased and that the primitives of the monad are replaced with combinators
de�ned in OCaml. These combinators implement an e�ect and contribute to
determine the prophecy.

3For presentation purposes, we leave out the parameter Σ representing the type of the
state.
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1 let rec fix f x = incr nbstep (); f (fix f)x
2

3 let rec choice cspred0 = match cs with
4 | Nil→ failwith "Not found"
5 | Cons (c, cs0)→ try pred0 c with _→ choice cs0 pred0
6

7 let decide f =
8 let (a, b) = goal f in

9 let traverse = fix (fun traversex→
10 match O.eq_decx b with
11 | Left→ ()
12 | Right→ if markedx then failwith "Not found" else (
13 markx;
14 choice (successorsx (hypothesis f))
15 (fun s0→ traverse (π1 s0))))
16 in traverse a

Figure 2.5: Extracted code of the function decide.

For instance, the fix combinator not only implements a general �xpoint but
also stores the number of iterations that are performed by the decision procedure
in a global variable. Once applied to a speci�c formula, this compiled function
may diverge or fail. In the setting of interactive theorem proving, divergence
is not an important issue because we stay in front of the screen waiting for
an answer, and we can always interrupt the oracle if it takes too much time
to respond. In the case of a successful execution of the decision procedure,
a prophecy of type nat is extracted from the �nal value of the mutable cell
incremented by fix.

The �nal proof-term The resulting proof-term corresponding to the appli-
cation of the procedure to some formula f is:

unit_witness (decide f) p (refl_equal true)

where p has type Prophecy (in this case, a natural number), and for any type T :

unit_witness : ∀ (x : M T ), Prophecy→ is_unitx = true→ T
is_unit : M T → bool

The execution time of checking that this term has type:

interpret f

is split between the execution time of typechecking the prophecy p and the weak
head normalization of the procedure, using p to guide the reduction. The overall
execution time of the proof-by-re�ection results from executing the decision
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procedure in OCaml plus typechecking the �nal proof-term, which as we just
mentioned, essentially consists of executing the decision procedure a second
time in Coq4. One can wonder if it is not a waste of time to execute the decision
procedure twice, but, as it turns out, using the hints in p, the execution time of
the simulation can be tremendously reduced in comparison with the execution
of the oracle (page 41). Putting all the pieces together, our plugin performs
the three following steps when proving a goal with a monadic procedure proc:
translates and compiles proc into OCaml; executes the compiled code C(proc)
and obtains prophecy p; builds the proof term:

unit_witness proc p (refl_equal true)

2.4 Formalization

In this section we summarize the principle of a posteriori simulation of
e�ectful computations. The interested reader is invited to read the full formal-
ization in the companion technical report [16]. We focus on the simply typed λ-
calculus, but the presented results are easily extensible to full Coq and OCaml.

We de�ne two languages:

• λ, a purely functional and strongly normalizing programming language
with monadic constructs;

• λv,⊥, a non-terminating functional programming language.

The de�nition of λ is parameterized by a monadM , which is abstractly speci�ed
by a set of requirements. Accordingly, λv,⊥ o�ers impure operators that match
the e�ectful primitives of the monad M .

The constant ⇓ of the language λ performs the reduction of a term t using
a prophecy p of type P , which we note ⇓p t. We require the existence of a
total order ≤ over values of type P and a minimal element ⊥ for this order. A
reduced computation is still a computation, so ⇓ has type:

P →M T →M T

We are interested in reasoning on βδ-convertibility between terms (where the δ-
reduction is the unfolding of constant de�nitions). We write ?t for ⇓⊥ unit t.

De�nition 1 (Simulable monad). A type constructor M is a simulable monad
if it is equipped with return, bind, ⇓ and an associated type for prophecies P ,
such that the following four requirements are ful�lled.

Requirement 1 (Standard monadic laws). M is a monad: bind (return t) f = f t
bind t (λx. returnx) = t

bind (bind t1 t2) t3 = bind t1 (λx. bind (t2 x) t3)

4We assume the compilation time not to be signi�cant.
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Requirement 2 (Reduction). ∀ t, p1, p2, ⇓p1 return t = ⇓p2 return t
∀ t, u, p1, p2, (p1 ≤ p2 ∧ ⇓p1

t = ?u)⇒ ⇓p2
t = ?u

∀ p, ⇓p bind t1 t2 = ⇓p bind (⇓p t1) t2

The impure functional and non-terminating language λv,⊥ has the same
syntax as λ, except that we replace the monadic constants by e�ectful operators.
We equip the language with an instrumented big-step operational semantics
for a weak call-by-value reduction strategy. The reduction judgment in this
instrumented semantics is:

η ` u ⇓p→p′ v

which is intended to be read as "the execution of a term u under the environ-
ment η converges to a value v and computes a prophecy p′ from an initial
prophecy p". The purpose of the instrumentation of the compiled code is to
monotonically re�ne the prophecy at each step of the computation:

Requirement 3 (Monotonicity of prophecy computation).

∀ p, p1, η ` u ⇓p→p′ v =⇒ p ≤ p′

We de�ne the compilation function C(·) from λ to λv,⊥:

C(x) = x C(return) = λx. x
C(λx. t) = λx. C(t) C(bind) = λx, y. y x
C(t1 t2) = C(t1) C(t2) C(⇓p) = undefined

C(M T ) = C(T )

C(C ~T ) = C(C(~T ))
C(T1 → T2) = C(T1)→ C(T2)

The translation replaces the monadic constructs return and bind with their
respective de�nitions in the identity monad, and converts each e�ectful primitive
of the monad to the corresponding impure construction of λv,⊥. The type for
prophecies is kept fully abstract to the programmer. As a consequence, only the
instrumented compiled code is allowed to generate prophecies. Therefore, the
compilation of ⇓p is explicitly unde�ned because this operator cannot appear in
a well-typed user-written monadic term. Finally, the compilation of an e�ectful
monadic constant must extend the prophecy in a su�cient way to make the
simulation converge.

Requirement 4 (Adequate instrumented compilation).

∀ p0, . . . , pn+1, p,
∀ i, η ` C(ti) ⇓pi→pi+1

vi
η ` C(c(t0, . . . , tn)) ⇓p0→p v

}
⇒ ∃u, ⇓p c(t0, . . . , tn) = ?u
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2.4.1 A posteriori simulation

The main theorem states that, if the evaluation of C(t) converges for some
computation t, then there exists a prophecy p to simulate t back in λ.

Theorem 1 (A posteriori simulation). Let · ` t : M T be a computation which
compilation converges to a value, that is · ` C(t) ⇓p→p′ v holds. Then there
exists a term t′ such that ⇓p′ t = ?t′.

We give the proof of this theorem in the companion technical report [16].

2.5 Implementation

We provide a plugin5 for Coq to develop proofs using the method described
in this work. The plugin includes:

• a library with the de�nition of a simulable monad to write e�ectful decision
procedures;

• a tactic called cybele waiting for a monadic term t of type M T to try to
solve a goal T .

Behind the scene, the tactic compiles the monadic term into an OCaml program,
executes this program and if its execution converged, uses the resulting prophecy
to produce a proof-term in Coq.

The formal notion of simulable monad served as a guideline for the imple-
mentation: we de�ned a compilation function from Coq to OCaml as well as
a simulable monad in Coq that respect the requirements drawn by our formal
study. However, to improve the usability and the e�ciency of our tool, some
practical aspects of the implementation di�er from the formal speci�cation.

2.6 A simulable monad in Coq

Our simulable monad combines a partiality monad, with a non-termination
monad, a state monad, and a printing monad6. The proof that these monads
are simulable is given in the companion report of the paper. We parametrize
the monad with a signature Σ to type the memory. The type de�nition of the
monad is:

M Σα = State.t Σ→ (α+ string)× State.t Σ

The monad takes a state and returns a new state plus a value of type α if the
computation is successful, or an error message in case of failure. We implement
the state as a dependent record containing:

5The plugin Cybele is available under MIT license on cybele.gforge.inria.fr.
6In this work, we are not interested in a �ne grain control of e�ects so we provide only one

monad with all the e�ectful operations we found useful.

http://cybele.gforge.inria.fr/
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• the number of steps allowed in recursion;

• a list of messages (used by the printing monad for debugging);

• the memory.

The size of the memory should ideally be dynamic, but at the same time the
memory has to be statically typed. Our solution is to parametrize the memory
by a signature Σ, containing the exact list of types:

T1, T2, . . . , Tn

that will be used. The memory is a list of �xed size7 of n regions respectively
of types:

T1, . . . , Tn

A reference has type Ref.t ΣTi, and its implementation is simply the natural
number i corresponding to the i-th type in the signature Σ. All in all, here are
the e�ectful operations o�ered by the monad:

ref : Ti →M Σ (Ref.t ΣTi)
read : Ref.t ΣT →M ΣT

write : Ref.t ΣT → T →M Σ ()
print : α→M Σ ()
error : string→M Σα

try_with : (()→M Σα)→ (string→M Σα)→M Σα
dependentfix : (F → F)→ F with F = ∀ (x : A). M Σ (B x)

Pre-computation We partition the memory into the parts InputMem and the
part TmpMem. TmpMem is initially empty and corresponds to the memory in the
usual state monad. InputMem is initialized by the OCaml program and given as
the initial (read-only) memory to Coq as a prophecy. Inside the implementation
of the monad, we program di�erently for these two environments and, for this
reason, we de�ned a low-level internal operator, select, of type:

∀α, (()→ α)→ (()→ α)→ α

which is de�ned in Coq as:

select(f, g) = f ()

and compiled in OCaml as C(g()). To ful�ll the requirements to ensure that our
monad is simulable, we make sure that the OCaml version of each operator only
re�nes the contents of the InputMem during its e�ectful execution.

7Even if the list of types is �nite, the memory may not be bounded if one the types holds
an in�nite number of values. Fox example, if T1 is the type "list bool" then the size of the
�rst memory cell may grow arbitrarily as the size of the list.
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2.6.1 In OCaml

We implement the compilation of a monadic term written in Coq to a program
in OCaml by customizing the existing extraction mechanism of Coq [40]. We
extract the new monadic constructs as follows:

M Σα 7→ α
unit 7→ fun x→ x
bind 7→ fun x f → f x
print 7→ fun x→ print_endlinex

dependentfix 7→ let rec fix f = fun x→
incr_nbsteps (); f (fixf)x

in fix f x
error 7→ fun x→ failwithx

try_with 7→ fun f h→ try f ()
with s→ h s

tmp_ref 7→ fun i v → ref v
input_ref 7→ fun i v → register_ref i v

read 7→ fun r → !r
write 7→ fun r v → r := v

Since we are using the built-in e�ectful evaluation mechanisms of OCaml, we
convert our monad to the identity monad and we de�ne the bind and unit

combinators accordingly.
We implement the print and partiality monad with the standard print func-

tions and exceptions.
For the �xpoint operator, we add some instrumentations to count the number

of iterations in a global variable. The function incr_nbsteps increments a
global counter by one each time we iterate in a recursive function de�ned by
the dependentfix construct.

We implement the memory operators with OCaml's references. We divide the
references into tmp_ref and input_ref references. The tmp_ref references are
standard OCaml's references. The input_ref references are OCaml's references
registered in an array. Thus, these references are not garbage collected at the end
of the execution so that we can use them to produce the prophecy at the end of
the execution. The register_ref function creates a new input_ref reference
by creating a standard reference with the ref operator, and registering it in a
global array.

2.6.2 Communication from OCaml to Coq

Once the execution of the OCaml code is done, we generate the prophecy for Coq.
The prophecy contains two parts, the number of steps used for the recursions
with the dependentfix operator, and the array of input_ref references.

The number of steps is easy to communicate from OCaml to Coq, as this is
just a natural number. The array of input_ref references is harder to commu-
nicate, since we need to reify OCaml data into Coq terms. Notice that this is
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not possible in general, for example for abstractions or for proof terms, since
the extraction to OCaml erases too much information from the source term.
Our solution is to provide an ad-hoc rei�cation mechanism using binary trees:
for every type T in the input memory signature, the user needs to provide a
morphism between T and a binary tree.

2.7 Examples

We now show examples of Coq programs written using a simulable monad.
The �rst example describes how to write e�ectful programs, while the second
example illustrates how the performance of an algorithm is greatly improved by
using compilation to OCaml and cross-stage memoization.

2.7.1 Congruence-Closure

The congruence-closure problem is about proving equality of two �rst-order
terms, given a set of known equalities. It can be solved e�ciently using the
union-�nd algorithm [2]. We already know [19] a re�exive version of the al-
gorithm, which is purely functional and proven correct. A large part of the
code is devoted to prove termination and implementing functional arrays. We
wrote this algorithm in our system using the partiality monad to avoid proving
termination. We focus on the Find function on the Figure 2.6. At high level
this function retrieves the representative u′ of the equivalent class of u, along
with a proof of the equality among u and u′. It iterates over a hash-table from
expressions (Index.t in the code) to expressions, crawling the hash table until
an element points to itself. If that is the case, then we reach the representative.
The hash table also contains the proof of equality, which is used transitively to
compute the resulting equality proof.

Programming with e�ects in Coq Proving termination of the algorithm
is hard since it requires to maintain the invariant that the table is not cyclic.
Luckily, we are exempt to do such proof, thanks to the dependent�x operator
that allows for non-termination. The hash-table is a mutable structure with a
read and a write operation. It is implemented as a mutable map from expressions
to expressions, with an additional proof of equality.

Dependently-typed programming with partial functions We keep the
power of the Coq type system despite the fact that we are working in a monad.
The Find function has a dependent type specifying that the result is the rep-
resentative term u′ , equal to the input term u. The proof term is generated
in the monad, so we can rely on run-time checks, which may fail, instead of
proving invariants. For example the invariant i = i′ holds but does not have to
be statically proven. Instead it is checked dynamically (comparison of i and i′
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Program Definition Find hashu : M Σ {u′ : Index.t | u ≡ u′} :=
(* The dependent�x function creates a �xpoint and has type:
∀ {ΣA} (B : A→ Type),

((∀x, M Σ (B x))→ ∀x, M Σ (B x))→
∀x, M Σ (B x)

*)
dependentfix (λ i⇒ {j : Index.t | i ≡ j})(λ find i⇒
let! eq_proof := MHash.Read hash i in
(* A cell of the hash contains the next element j and a proof of
congruence to it. *)

let (i′, j,Hi′,j) := eq_proof in
if i ≡ i′ then (* case i = i': should always be the case *)
if i ≡ j then (* case i = j: we found it *)
(* We use the proof Hi′,j and the congruence of i and j

to compute the proof required by "exist". *)
return (exist_ j_)

else (* case i <> j: we have to continue from j *)
let! r := find j in
let (k,Hj,k) := r in
do! MHash.Write hash i
(* To make the proof of equality between i and k we use the
proofs Hi′,j and Hj,k of the equalities i′ = j and j = k and
the equality of i and i′. We complete the proof in the
proof mode of Coq thanks to the Program instruction.

*)
(EqProof.Make (i := i) (j := k)_) in

return (exist_ k_)
else (* case i <> i': unexpected *)
error "Find : i = i'")

u.

Figure 2.6: The Find function.
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on line 5). The result is used to coerce a proof of i′ = j to i = j (done auto-
matically by the Program command in our example). If the check fails, we raise
an exception handled by the partiality monad. In this way we can partially
specify our programs. Notice that we are not forced to use partial programs,
we can also use pure Coq functions leading to stronger static guarantees. This
�exibility is not available in mainstream functional languages like OCaml.

In this example, to evaluate the Find function, we both use the prophecy
as a termination certi�cate and computations in Coq in a state and partiality
monad.

2.7.2 A tactic for Lattices

James and Hinze [35] present a re�ection-based tactic to solve lattice equali-
ties or inequalities based on the algorithm proposed by Whitman [64]. This
algorithm is known for being exponential in the worst case. In this work, the
authors made the following remark:

�Possible future work is to turn our current implementation [...] into one
that uses dynamic programming to memoize the recursive calls. However, this
is not a trivial task. Coq's programming language is purely functional [...], so
any data-structure that we use for memoization must be purely functional and
operations on that data-structure must all be proved terminating.�

In this section we provide a tactic similar to James and Hinze's, but that uses
memoization. In our case, unlike in the recommendation made in the quoted
text, we use a form of cross-stage memoization to remember the successful path
of execution made by the OCaml version and to transmit it to the Coq version.
In this way, the exponential algorithm is executed only in OCaml, while Coq
just recreates the successful path made by the OCaml version mimicking what
a certi�cate checker would do. Unsurprisingly, the implementation presented
here greatly outperforms the one presented by James and Hinze. For details,
we refer to the original work cited above or to the accompanying code.

Whitman's algorithm We present the Whitman's algorithm, as written
by James and Hinze, with some simpli�cations and syntax sugaring (Figure 2.7).
What is important to notice is the ∨ branching in the last three cases. In par-
ticular, the last case requires the algorithm to branch four times! This is the
culprit for the exponential time taken by the algorithm in some examples.

Remembering the past To simulate only the interesting part of the proof
search, the simulation must choose the right side of every disjunction. This
optimization lies on the function tryBranches on the Figure 2.8 which advan-
tageously replaces ∨. This function uses the select operator to behave di�er-
ently in OCaml than in Coq. In OCaml, it tries to execute the code in all of the
branches, and the returned value comes from the �rst branch succeeding in its
execution. In addition, the position of the successful branch is added to the map
referenced by ref. If no branch succeed, then it raises an error. Before exploring
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1 Program Fixpoint leq (t u : Term) : {b : bool | b→ t ≤ u} :=
2 match (t, u) with
3 | (Var m, Var n)⇒ m ≡ n
4 | (Join t1 t2, u)⇒ leq t1 u ∧ leq t2 u
5 | (t, Meet u1 u2)⇒ leq t u1 ∧ leq t u2
6 | (Var m, Join u1 u2)⇒ leq t u1 ∨ leq t u2
7 | (Meet t1 t2, Var n)⇒ leq t1 u ∨ leq t2 u
8 | (Meet t1 t2, Join u1 u2)⇒ leq t1 u ∨ leq t2 u ∨ leq t u1 ∨ leq t u2
9 end.

Figure 2.7: The Whitman's algorithm.

1 Fixpoint tryBranches (ref : Ref.t Σ_) (n_branch : nat)
2 (k : TermPairMap.key)B (branches : list (unit→M ΣB))
3 : M ΣB :=
4 select
5 (* Coq *) (λ_⇒ let! map := !ref in
6 let! n_branch :=
7 extract_some (TermPairMap.find kmap) in
8 let! branch :=
9 extract_some (nth_error branches n_branch) in

10 branch ())
11 (* OCaml *) (λ_⇒ let! map := !ref in
12 match TermPairMap.find kmap with

13 | Somen⇒
14 let! branch := extract_some (nth_error branchesn) in
15 branch ()
16 | None⇒ match branches with

17 | nil⇒ error "No branch left to try"
18 | branch :: branches′ ⇒ try!
19 let! r := branch () in
20 let! map := !ref in
21 do! ref := !TermPairMap.add k n_branch map in

22 return r
23 with _⇒ tryBranches ref (S n_branch) k branches′

24 end

25 end).

Figure 2.8: Function tryBranches.
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Figure 2.9: Typechecking of exponential proof terms.

the branches, it �rst checks whether it is known which branch to take, and if
this is the case, it executes the code from that branch only. In Coq, it �rst reads
the position from the map, and executes only the code from the branch in this
position. In both cases, the key k used to store the position in the map is given
as a parameter. This key is instantiated with a pair containing the terms from
both sides of the inequality under consideration. The Whitman's algorithm is
changed to take advantage of the branching function just described.

There is a couple of important remarks which must be made about this
optimization. First, the powerful select operator can break the theoretical
requirements to achieve the a posteriori simulation. As a result, a decision
procedure could successfully generate a prophecy in OCaml but the Coq version
could fail to execute, that is to say the �nal proof term would generate a type
checking error. We provide the select operator to allow the user to create
primitive operators not present in the monad. Second, our implementation of
the non-determinism assumes that there is no side-e�ect in the failing branches
that may a�ect the successful ones.

Performance As expected, we get a great performance gain, shown in Fig-
ures 2.9 and 2.10. These plots show the time it takes Coq to typecheck the result,
for two di�erent classes of problems. The time to typecheck the result from the
original purely functional algorithm is shown in rounded dots, while for the ef-
fectful code it is shown in squares. In Figure 2.9 we consider a problem with
an increasing number of variables, where there is no repetition in the formula
(therefore every combination should be taken into account). In Figure 2.10, we
increment the number of times a certain pattern occurs in an inequality, show-
ing how our method bene�ts from reusing previously computed paths. To sum
things up, these plots clearly shows the bene�t of using prophecies to help the
typechecker save some computation.
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Figure 2.10: Typechecking time of repetitive terms.

2.8 Related work

Coq has been extended with imperative features [1]. The methodology
behind this extension is to o�er to Coq's user a functional interface to data
structures that are e�ciently compiled internally. This solution is transparent
to the user: there is no need to write decision procedures in a monad to use
imperative mechanisms. Yet, the trusted base, i.e. the kernel of Coq, had to be
extended. Actually, the two systems can be used together: we could make use
of the e�cient data structures provided by this extension to de�ne some of the
e�ectful operators of our monad improving the performance of the a posteriori
simulation done at Qed time.

Several works propose [5, 58] methods to de�ne and to reason on general
recursive functions in Type Theory. Bove and Capretta [5] formally de�ne a
notion of prophecy, a coinductive predicate derived from a set of non-overlaping
recursive equations characterizing the co-domain of the partial function de�ned
by these equations. Our prophecies and Bove and Capretta's share the same role
of prediction. However, our prophecies do not need to be co-inductive because
our monad uses them in direct style. Besides, our prophecies are computed
outside Coq by an e�cient computational model i.e. OCaml.

2.9 Conclusion

In this chapter, we presented a novel technique to write decision procedures
in Coq. We described its implementation as a plugin and hope that it will
simplify the development of proofs by re�ection.
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Chapter 3

CoqOfOCaml

The content of this chapter was presented at the OCaml 2014 workshop.

3.1 Abstract

There are hundreds of OCaml programs available on the Web. This rep-
resents a lot of real-world code written in a functional programming language
with e�ects. On the other side, the Coq programming language has a much
more limited programming ecosystem but features an expressive type system
enabling the formal veri�cation of important program properties.

We designed the CoqOfOCaml compiler to automatically import OCaml pro-
grams into equivalent Coq programs using an explicit e�ect system. These
e�ects are automatically inferred from the OCaml programs. We support a
large-enough subset of OCaml to import some modules of the standard OCaml
library. Unlike the monolithic monad of Cybele, we chose a set of small com-
posable monads in order to explicit the e�ects of each function.

3.2 Introduction

The OCaml language1 is a functional programming language, with implicit
side e�ects and a call-by-value evaluation strategy. This language is part of
the ML language family [44], featuring a polymorphic type system with an
automatic type inference algorithm [20]. At the time of this writing, a thousand
of OCaml packages are available through the OPAM package manager2.

The Coq language is a purely functional programming language with a depen-
dently type system based on the CoC (Calculus Of Constructions) [18]. Thanks

1The OCaml language is available on ocaml.org.
2See the OCaml OPAM repository on opam.ocaml.org.
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OCaml

Coq + monads

OCaml

CoqOfOCaml

Extraction

Figure 3.1: A typical work�ow using the CoqOfOCaml compiler.

to this rich type system, we can formalize and prove correct complex mathe-
matical theorems or program properties, like for example the soundness of a C
compiler [39]. Unfortunately, far less programming libraries are available on
the Coq platform3. Moreover, Coq being a purely functional language, side ef-
fects such as mutable references, exceptions, non-termination or inputs�outputs
are forbidden, limiting the scope of the programs we can express.

In an attempt to provide a veri�cation platform for the OCaml language, aug-
ment the number of programming libraries in Coq and understand what kinds
of e�ect system are needed for practical programming, we developed the CoqO-
fOCaml compiler4 to automatically import OCaml programs with side e�ects in
the Coq language.

A typical work�ow with the CoqOfOCaml compiler is presented on the Fig-
ure 3.1. First, we import an existing OCaml program to the Coq language,
augmented with monads [63] to represent impure operations. We can edit the
resulting program, add assertions and prove some properties. Then, using the
standard extraction mechanism [40] of Coq, we can get back an OCaml runnable
program.

In this chapter, we will present:

• a practical usage of the CoqOfOCaml compiler thought some running ex-
amples (page 49);

• an e�ect system including mutable references, exceptions, non-termination
and inputs�outputs, together with an algorithm to automatically infer
these e�ects from an OCaml program (page 59);

• an encoding of this e�ect system in the purely functional programming
language Coq, with the use of a composable sequential monad (page 61);

3See a package list on coq.io/opam.
4The CoqOfOCaml compiler is written in OCaml and available under MIT license on

github.com/clarus/coq-of-ocaml.

http://coq.io/opam/
https://github.com/clarus/coq-of-ocaml
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• some case studies with the import of the List, Set and Map modules of the
standard OCaml library and a comparison between the size of the original
and of the generated code (page 66).

3.3 Running examples

We will start by some examples to understand how the compiler CoqOfOCaml
works.

3.3.1 Purely functional programs

The purely functional part of OCaml translates naturally to equivalent Coq
programs. We handle λ-expressions, polymorphic de�nitions, constructors and
pattern matching, records, type de�nitions (inductive types, records, synonyms,
abstract types) and modules (without functors).

Let us take the following purely functional OCaml example:

1 let first x y = x

2

3 type ('a, 'b) sum =

4 | Inl of 'a

5 | Inr of 'b

6

7 let x =

8 match Inl 12 with

9 | Inl n -> first n false

10 | Inr _ -> 0

We de�ne a polymorphic function first which returns its �rst argument (line 1)
and an algebraic data type sum (line 3). Then, we de�ne x as an expression which
evaluates to the integer 12 (line 8). The CoqOfOCaml compiler generates the
following Coq code:

1 Require Import OCaml.OCaml.

2

3 Local Open Scope Z_scope.

4 Local Open Scope type_scope.

5 Import ListNotations.

6

7 Definition first {A B : Type} (x : A) (y : B) : A := x.

8

9 Inductive sum (a b : Type) : Type :=

10 | Inl : a -> sum a b

11 | Inr : b -> sum a b.

12 Arguments Inl {a} {b} _.

13 Arguments Inr {a} {b} _.



50 CHAPTER 3. COQOFOCAML

14

15 Definition x : Z :=

16 match Inl 12 with

17 | Inl n => first n false

18 | Inr _ => 0

19 end.

Apart from a di�erent syntax, this Coq code has the same shape as the orig-
inal OCaml code. Indeed, Coq being a purely functional language, the pure
constructs of OCaml have a direct equivalent in Coq. On line 1, we load the
library OCaml.OCaml which contains some de�nitions for OCaml functions which
are not present in the Coq standard library. Next, we activate some notations
(lines 3 to 5). We explicit the type parameters A and B of the polymorphic
function first (line 7), because they would not be inferred by Coq. We declare
them with curly braces so that they can be inferred when the function first is
applied.

We devoted some e�orts to automatically generate of a human-readable code,
so that the Coq code can be edited afterward and not just compiled. This led
to the creation of the pretty-printing library SmartPrint5.

3.3.2 Programs with e�ects

Since Coq is a purely functional language, e�ects from OCaml programs must be
encoded in Coq. We represent e�ects with amonad [63], a structure representing
a sequence of e�ectful operations. We encode e�ectful programs returning a
value of type A, with a state of type S and a potential exception of type E, by
the type:

MS,E A := S → (A+ E)× S

Single reference To simplify the static analysis, we only consider global mu-
table references6. The following OCaml code:

1 let n = ref 0

2

3 let incr () =

4 n := !n + 1

compiles to:

1 Definition n := Effect.make Z Empty_set.

2

3 Definition read_n (_ : unit) : M [ n ] Z :=

4 fun s => (inl (fst s), s).

5The SmartPrint library is written in OCaml and available under BSD license on
github.com/clarus/smart-print.

6The use of an unrestricted form of references would require the design of a parametrized
e�ect system, which outreaches the scope of this chapter and did not implement.

https://github.com/clarus/smart-print
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5

6 Definition write_n (x : Z) : M [ n ] unit :=

7 fun s => (inl tt, (x, tt)).

8

9 Definition incr (x : unit) : M [ n ] unit :=

10 match x with

11 | tt =>

12 let! x_1 :=

13 let! x_1 := read_n tt in

14 ret (Z.add x_1 1) in

15 write_n x_1

16 end.

We declare the reference n (line 1) as an e�ect with a state of type Z (the type
of the integers) and an error of type ∅ (the empty set, since standard reference
operations cannot raise exceptions). The operations read_n and write_n (line 3
to 7) are de�ned to read and write the reference n. The result type of read_n
is:

M [n]Z

meaning that read_n is an impure operation of e�ect n with a result of type Z.
The function write_n writes in a state of type Z× unit instead of Z for tech-
nical reasons, to simplify recurrences when using a list of references. To de�ne
the incr function (line 9 to 16), we use the monadic bind7:

let! x := e1 in e2

which sequences the e�ectful expression e1 with the e�ectful expression e2 in
which the variable x is bound to the result of e1. The return operator:

ret e

lifts a pure expression e to an e�ectful expression ret e.

Multiple references To import an OCaml code with multiple references, we
need to compose di�erent e�ects. For example, for this Coq code with two
references:

1 let n = ref 0

2 let m = ref 1

3

4 let swap () =

5 let tmp = !n in

6 n := !m;

7 m := tmp

7A monad is a structure with two operators:{
return : α→Mα
bind :Mα→ (α→Mβ)→Mβ
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we get the following Coq code:

1 Definition swap (x : unit) : M [ n; m ] unit :=

2 match x with

3 | tt =>

4 let! tmp := lift [_;_] "10" (read_n tt) in

5 let! _ :=

6 let! x_1 := lift [_;_] "01" (read_m tt) in

7 lift [_;_] "10" (write_n x_1) in

8 lift [_;_] "01" (write_m tmp)

9 end.

The return type of the swap function is:

M [n;m] unit

meaning that the swap function uses the two reference e�ects n and m. In
order to mix subexpressions manipulating the reference n with subexpressions
manipulating the reference m, we introduce the lift function. On line 4:

lift [_;_] ”10” (read_n tt)

is of type:
M [n;m]Z

but read_n tt without the lift is of typeM [n]Z. We lift each subexpression
to the set of e�ects used in its context, so that all the subexpressions of an
expression appear to have the same e�ects. In order to keep the syntax of
the lift short and inferable, we use a syntax trick:

lift l s

with l a list of k underscores for k names of e�ects to infer and s a string of k
zeros and ones, acting as a mask to select the e�ects to introduce in the lift.

Exceptions CoqOfOCaml imports OCaml codes containing exceptions. For
example:

1 exception Error of string

2

3 let n =

4 try raise (Error "failure") with

5 | Error _ -> 12

is imported to the following Coq code:

1 Definition Error := Effect.make unit (string).

2

3 Definition raise_Error {A : Type} (x : string)
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4 : M [ Error ] A :=

5 fun s => (inr (inl x), s).

6

7 Definition n : Z :=

8 match Exception.run 0 (raise_Error ("failure")) tt with

9 | inl x => x

10 | inr (_) => 12

11 end.

The e�ect Error is de�ned on line 1 as the e�ect with an empty state (of
type unit) and an error with a string payload. The associated raise_Error

function (line 3 to 5) raises an exception of kind Error and has the return type:

M [Error]α

for any type α. Indeed, since the raising of an exception does not return a value,
the return type of raise_Error can be any type α8. The de�nition of n (line 7
to 11) successfully catches the exception so that n is a pure value of type Z. To
catch the exception, we use the function Exception.run 0 which transforms the
�rst exception (hence the index 0) in the list of e�ects (here, we only have the
exception Error) to a sum type.

Non-termination Function which may not terminate cannot be represented
in Coq for consistency reasons9. We encode these functions using the technique
of the fuel: a counter acting for a fuel is decremented at each iteration. We
raise an exception if this counter reaches zero. Thus, the recursive functions
may fail but we are sure they terminate within a bounded number of steps. The
non-termination e�ect combines a mutable reference (the fuel counter) and an
exception.

The standard map function of OCaml:

1 let rec map f l =

2 match l with

3 | [] -> []

4 | x :: l -> f x :: map f l

5

is compiled to Coq using the non-termination e�ect:

1 Fixpoint map_rec {A B : Type} (counter : nat) (f : A -> B)

2 (l : list A) : M [ NonTermination ] (list B) :=

3 match counter with

8In OCaml, the type of the function raise is also exn→ α.
9With the non-termination, we could easily prove False:

Fixpoint f : False := f.
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4 | O => not_terminated tt

5 | S counter =>

6 match l with

7 | [] => ret []

8 | cons x l =>

9 let! x_1 := (map_rec counter) f l in

10 ret (cons (f x) x_1)

11 end

12 end.

13

14 Definition map {A B : Type} (f : A -> B) (l : list A)

15 : M [ Counter; NonTermination ] (list B) :=

16 let! x := lift [_;_] "10" (read_counter tt) in

17 lift [_;_] "01" (map_rec x f l).

This code contains two functions:

• map_rec, a terminating function de�ned by induction over the fuel counter.
The map_rec function may raise an exception if the counter reaches zero
(line 4);

• map, the wrapping function which create the fuel counter with a mutable
reference Counter.

The map function is annotated with two e�ects, the mutable reference Counter
and the exception NonTermination. Since the map function is de�ned by induc-
tion over the list l, it would be preferable to let Coq guess its termination. We
can also do so by adding the coq_rec tag to the OCaml de�nition10:

1 let rec map f l =

2 match l with

3 | [] -> []

4 | x :: l -> f x :: map f l

5 [@@coq_rec]

which yields the simpler Coq code:

1 Fixpoint map {A B : Type} (f : A -> B) (l : list A)

2 : list B :=

3 match l with

4 | [] => []

5 | cons x l => cons (f x) (map f l)

6 end.

Inputs�outputs A special e�ect IO11 represents the interactions with the
outer world. For this Hello world program in OCaml:

10For local �xpoints, you have to su�x the function name by _coq_rec.
11The name IO is a reference to the the IO monad of Haskell.
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1 let main () =

2 print_endline "Hello world!"

we get the following Coq program:

1 Definition main (x : unit) : M [ IO ] unit :=

2 match x with

3 | tt => OCaml.Pervasives.print_endline "Hello world!"

4 end.

In Coq, the IO e�ect is encoded as a mutable reference to a value representing
the current world state. We remark that the OCaml function print_endline is
imported to a Coq function:

OCaml.Pervasives.print_endline

de�ned in the OCaml.OCaml module. Many functions in the Pervasives and
the List modules of OCaml are recognized by the CoqOfOCaml compiler and
imported in the same way.

3.4 Intermediate language

We will present the intermediate language L used by the compiler CoqO-
fOCaml to represent and transform OCaml programs to Coq programs, through
the steps given on the Figure 3.2.

3.4.1 The language L
The language L �rst serves to import an OCaml program to an AST (Abstract
Syntax Tree). To do so, we reuse the parser and the type checker of the OCaml
compiler through the compiler-libs library. We de�ne an element of L as a
list of structures.

3.4.2 Structure

The top-level of an OCaml �le is a list of de�nitions of values, types or modules.
These top-level de�nitions are encoded by the type S (for structure, following
the OCaml's naming), de�ned in the Figure 3.3. The type S is parametrized by a
type of annotations α, which we will use in particular to add e�ect annotations.
In order to produce readable error messages, each node of a structure is also
annotated by a line number in the implementation.

We handle six kinds of structure items:

• the de�nition of a value (de�nitions with the let keyword);
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OCaml

L

L + effects

L + monads

Coq

Figure 3.2: Compilation steps of the compiler.

S α := Valueα
| TypeDefinition
| Exception
| Reference
| Open
| Name× list (S α)

Figure 3.3: The annotated language of structures.
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name : Name

typ_vars : list Name
args : list (Name× Type)
typ : option Type

body : E α

Figure 3.4: A case in a value de�nition.

• the de�nition of a type;

• the de�nition of a kind of exception;

• the de�nition of a global reference (which is, in OCaml, viewed as a par-
ticular case of de�nition of value);

• the opening of a module;

• the de�nition of a module, which is a list of structures.

3.4.3 Values

The values are the most complex kind of structure items. They are a list of
potentially mutually-recursive de�nition cases. Each de�nition case is described
by the list of �elds given in the Figure 3.4. A case contains the name of a new
value, a list of polymorphic type variables, a list of typed arguments (empty for
the de�nition of ground values), an optional return type and the body of the
de�nition.

The body of the de�nition is an annotated expression of type E α. The
expressions are described in the Figure 3.5. Each expression node is anno-
tated by an element of type α. Most kinds of nodes are self-explanatory and
re�ect OCaml constructs. Some special nodes are introduced to represent ex-
plicit e�ect operators, namely Return, Bind, and Lift. We will present these
e�ect operators page 61. The Run node represents the try-with operator.
We distinguish the LetVar (for de�nitions with no arguments) from the more
general LetFun construct (for de�nitions with arguments) in order to simplify
the implementation. Indeed, de�nitions with no arguments will require a dif-
ferent treatment from the de�nitions with at least one argument. Similarly,
the Tuple, IfThenElse and Sequence constructs could be viewed as special
cases of the Constructor, Match and Bind constructs (respectively), but we
prefer to keep them to maintain the original structure of the compiled OCaml
programs.

The type Name represents new names, while the type BoundName stands for
names de�ned in the current context. A BoundName is described by a base
name, a module path and a context depth, to prevent a bound name to become
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E α := Constant(α× Constant)
| Variable(α× BoundName)
| Tuple(α× list (E α))
| Constructor(α× BoundName× list (E α))
| Apply(α× E α× list (E α))
| Function(α×Name× E α)
| LetVar(α×Name× E α× E α)
| LetFun(α×Definitionα× E α)
| Match(α× E α× (Pattern× list (E α)))
| Record(α× list (BoundName× E α))
| Field(α× E α× BoundName)
| IfThenElse(α× E α× E α× E α)
| Sequence(α× E α× E α)
| Return(α× E α)
| Bind(α× E α× option Name× E α)
| Lift(α×Descriptor×Descriptor× E α)
| Run(α× BoundName×Descriptor× E α)

Figure 3.5: The annotated language of expressions.

TypeDefinition :=
| Inductive(Name× list Name× list (Name× list Type))
| Record(Name× list (Name× Type))
| Synonym(Name× list Name× Type)
| Abstract(Name× list Name)

Figure 3.6: The type de�nitions.

inaccessible in case of rede�nition12.

3.4.4 Type de�nitions

A type de�nition can have one of the four forms described in the Figure 3.6. An
inductive de�nition contains a list of type parameters and a list of constructors.
We do not check for the strict positivity of the constructors and instead rely
on the Coq type checker. A record is a list of named �elds. A type synonym
may contain some type parameters. Finally, an abstract type is a type whose
de�nition is hidden. We compile it to an axiom in Coq.

12This permits to type x in:
type t = A
module M = struct

type t = B
let x = A

end
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3.4.5 Exceptions and references

Exceptions are de�ned by a name and a single type of argument. Likewise,
global references are de�ned by a name and the type of the value pointed by
the reference.

3.5 E�ects inference

Once a program is imported to the language L, we infer its implicit e�ects
and annotate it. We will describe the e�ect system of the compiler CoqOfOCaml
and its inference algorithm.

3.5.1 E�ects

We restricted ourselves to a static e�ect system with no parametrized e�ects,
keeping this extension as a future work. To parametrize the e�ects, we could for
example follow the model of the language Koka [38], but this would complexify
our implementation.

De�nition 2 (E�ect identi�er). An e�ect identi�er is a global name denoting an
e�ect. An e�ect identi�er can denote a reference, an exception or the special IO
e�ect.

De�nition 3 (E�ect descriptor). An e�ect descriptor is a set of e�ect identi-
�ers.

We do not enforce any order on the e�ect identi�ers, so that there are no
di�erences between a function using a reference and raising an exception, and
a function raising an exception and using a reference13. We compose two e�ect
descriptors using the set union.

De�nition 4 (E�ect type). An e�ect type is the shape of an OCaml type with
additional e�ect information. The syntax is the following:

τ := Pure

| Pure
d−→ τ

A value can be pure (as e�ect-free and terminating, even when it is a func-
tion which we apply) or can be a function using the e�ects de�ned by the e�ect
descriptor d when applied. All function arguments are e�ects-free. This restric-
tion avoids the need of a parametrized e�ect system. However, this forbids the
de�nition of some higher-order imperative functions, such as:

List.iter : (α→ unit)→ listα→ unit

13This contrasts with the behavior of the monad transformers, which would not be com-
mutative in this case.
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Indeed, with our e�ect system, the �rst argument of List.iter must be a pure
function where we expected an e�ectful function. We could handle such higher-
order functions with e�ects using a more expressive e�ect system (such as the
one in Koka [38]).

De�nition 5 (E�ect). An e�ect is a couple of an e�ect descriptor and an e�ect
type.

We use an e�ect to describe the behavior of an expression. Indeed, contrary
to a value, an expression can also generate e�ects during its evaluation.

3.5.2 Inference

The e�ect inference is the process of annotating each subexpression of a program
by its e�ect:

infer : L unit→ L effect

To de�ne the infer function, we process by structural induction over the tree of
a program, keeping the e�ect type of the values de�ned in the current context.
For (mutually) recursive functions, we compute a �xpoint of the e�ects until
convergence14. This �xpoint must terminate because:

• there is a �nite number of declared e�ects for a given context;

• the size of the e�ect type of a value is bounded by the size of its type.

As an example, we can infer the e�ects of the following function:

1 let rec prints l =

2 match l with

3 | [] -> ()

4 | s :: l ->

5 print_endline s;

6 prints l

7 [@@coq_rec]

which prints a list of strings, in a context where print_endline has the e�ect
type:

print_endline :: Pure
IO−→ Pure

In the body of the function (line 2 to 6), we add the pure parameter l and
the prints function itself, which we suppose pure to start with:

l :: Pure
prints :: Pure

The �rst branch of the match (line 3) is pure. The second branch (lines 4
to 6) applies the pure function prints and the impure function print_endline,
generating the IO e�ect. We conclude that:

prints :: Pure
IO−→ Pure

14In practice, this �xpoint usually converges in one step.
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By the same reasoning, supposing that prints is impure, we compute the same
e�ect type:

prints :: Pure
IO−→ Pure

Thus our �xpoint is reached and we have computed the e�ect type of prints.

3.6 Monadic transformation

We need to encode the OCaml e�ects in Coq since Coq is a purely functional
language. We will use a composable form of monad, parametrized by the e�ect
descriptors.

3.6.1 Sequential monad

De�nition 6 (Sequential monad). For a state type S and an error type E, we
de�ne the sequential monadMS,E as:

MS,E α = S → (α+ E)× S
returnx = λs. (inlx, s)
bindx f = λs. match x s with

| (inl v, s′)⇒ f v s′

| (inr e, s′)⇒ (inr e, s′)
end

We remark that each of our e�ects (references, exceptions and IO) can be
represented by the monad MS,E , for some well-chosen types S and E. We
associate each e�ect identi�er i to a state type Si and an error type Ei. For a
reference to a value of type T we take:

S = T ;E = ∅

For an exception of parameter T :

S = unit;E = T

For the IO e�ect:
S = World;E = ∅

for some axiomatized World type.
We chose an arbitrary total order on the e�ect identi�ers, so that an e�ect

descriptor d can be represented as its unique ordered list of e�ect identi�ers:

d = [i1, . . . , in] with i1 < · · · < in

De�nition 7 (Parametrized monad). For an e�ect descriptor d = [i1, . . . , in],
we de�ne the monadMd as:

Md = MSd,Ed
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with: {
Sd = Si1 × · · · × Sin

Ed = Ei1 + · · ·+ Ein

This composition is commutative15 by construction. Said otherwise, the
state of a set of e�ect identi�ers is the product of its states, and the error of a
set of e�ect identi�ers is the sum of its errors. We de�ne the composition of two
monadsMd1

andMd2
as the monadMd1∪ d2

.

De�nition 8 (Lift). For two e�ect descriptors d and d′ with d ⊆ d′, we de�ne
a lift operator:

liftd,d′ : Md → Md′

x 7→ λs′. match x bs′c with
| (inl v, s)⇒ (inl v, s t bs′c′)
| (inr e, s)⇒ (inr dee, s t bs′c′)
end

using the canonical operators:
b c : Sd′ → Sd

b c′ : Sd′ → Sd′−d
t : Sd → Sd′−d → Sd′

d e : Ed → Ed′

3.6.2 Transformation

We use the e�ect annotations to explicit the e�ects in Coq, by introducing the
monadic operators return, bind and lift. Doing so, we transform annotated
programs to programs without e�ect annotations:

ϕ : L effect→ Lunit

We proceed by induction on each node of a program tree, doing a standard
monadic transformation16 with some lifting operations. For a given expression,
if the subexpressions have a di�erent e�ect descriptor, we know that by con-
struction these e�ect descriptors must be included in the e�ect descriptor of
the node. Thus we add a corresponding lift operation, so that the subex-
pressions always have the same e�ect descriptor as their enclosing expressions,
and the applications of the bind operator are well-typed. In order to keep the

15Using the monad transformers, there are two ways to compose a reference and an excep-
tion: {

M1 α = S → (α+ E)× S
M2 α = (S → α× S) + E

Our composition always leads to the �rst solution, which is what most programmer should
expect and what happens in OCaml.

16See the lecture of Xavier Leroy on monadic transformations on xavierleroy.org/mpri/2-
4/monads.pdf.

https://xavierleroy.org/mpri/2-4/monads.pdf
https://xavierleroy.org/mpri/2-4/monads.pdf
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ϕ c = c
ϕx = x

ϕ (λx. e) = λx. (ϕe)
ϕ (letx = e1 in e2) = bindd1,d2,d x (ϕe1) (ϕe2)

with e1 :: d1; e2 :: d2; d = d1 ∪ d2
bindd1,d2,d x e1 e2 =

{
letx = e1 in e2 (if d1 = ∅)
bind (liftd1,d e1) (λx. (liftd2,d e2))

liftd1,d2
e =

 e (if d1 = d2)
return e (if d1 = ∅)
lift d1 d2 e

Figure 3.7: Some rules of the monadic transformation.

generated code readable, we avoid to transform the purely functional expres-
sions. We present on the Figure 3.7 some typical rules of this transformation.
For a more complete and detailed description, you can look at the source code
of CoqOfOCaml17.

3.7 Generation of Coq

Once the monadic transformation is done, the code is ready to be pretty-
printed using the syntax of Coq. We just need to implement the monad and the
monadic operators in Coq.

We de�ne an e�ect identi�er as a couple of a state and an error type:

1 Record Identifier.t := {

2 S : Type;

3 E : Type }.

We encode an e�ect descriptor as a list of e�ect identi�ers. We de�ne the
monadMd by:

1 Definition M (es : list Identifier.t) (A : Type) : Type :=

2 match es with

3 | [] => A

4 | _ => state es -> (A + error es) * state es

5 end.

We de�ne this monad like in the de�nition 7, with the exception of the empty
case line 3. Due to technical simpli�cations, when the e�ect descriptor is empty,
we consider that the monad is the purely functional monad.

By induction over the list of e�ect identi�ers, we de�ne various functions
including the following operators:

17Available on github.com/clarus/coq-of-ocaml.

https://github.com/clarus/coq-of-ocaml
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1 Definition lift {A : Type} (es : list Effect.t) (bs : string)

2 (x : M _ A) : M _ A :=

3 let aux (ebs : list (Effect.t * bool))

4 (x : M (Effect.Ebs.sub ebs) A) : M (Effect.Ebs.domain ebs) A :=

5 fun s =>

6 let (r, s') := x (Effect.Ebs.filter_state ebs s) in

7 let s := Effect.Ebs.expand_state ebs s' s in

8 match r with

9 | inl x => (inl x, s)

10 | inr err => (inr (Effect.Ebs.expand_exception ebs err), s)

11 end in

12 let fix bool_list (s : string) : list bool :=

13 match s with

14 | EmptyString => []

15 | String "0" s => false :: bool_list s

16 | String _ s => true :: bool_list s

17 end in

18 aux (List.combine es (bool_list bs)) x.

Figure 3.8: De�nition of the lift function in Coq.

1 ret {es : list Identifier.t} {A : Type}

2 (x : A) : M es A

3 bind {es : list Identifier.t} {A B : Type}

4 (x : M es A) (f : A -> M es B) : M es B

5 lift {A : Type} (es : list Identifier.t) (bs : string)

6 (x : M _ A) : M _ A

7 run {A : Type} {es : list Identifier.t} (n : nat)

8 (x : M es A) (tt' : nth_is_stateless es n)

9 : M (remove_nth es n)

10 (A + Identifier.E (List.nth n es Identifier.nil))

The de�nitions of the ret and the bind operators are as expected, but the def-
initions of the lift and the run are more involving (Figure 3.8 and 3.9). For
the lift operator, we use the trick of the string presented in the running exam-
ple page 51. For the run operator, implementing the catching of an exception,
we use a special argument of type:

nth_is_stateless es n

which is equal to the type unit if the n-th e�ect identi�er of es has a state re-
duced to the trivial state unit. Thus, by calling the run operator with the unit
value tt, we force the Coq type checker to verify that the n-th e�ect identi�er
is indeed a pure exception, otherwise the run could not be de�ned.
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1 Fixpoint remove_nth (es : list Effect.t) (n : nat) : list Effect.t :=

2 ...

3

4 Definition nth_is_stateless (es : list Effect.t) (n : nat) : Type :=

5 match List.nth_error es n with

6 | Some e => Effect.S e

7 | None => unit

8 end.

9

10 Fixpoint input (es : list Effect.t) (n : nat)

11 (tt' : nth_is_stateless es n) (s : Effect.state (remove_nth es n))

12 {struct es} : Effect.state es.

13 ...

14

15 Fixpoint output (es : list Effect.t) (n : nat) (s : Effect.state es)

16 {struct es} : Effect.state (remove_nth es n).

17 ...

18

19 Fixpoint error (es : list Effect.t) (n : nat) (err : Effect.error es)

20 {struct es}

21 : Effect.E (nth n es Effect.nil) + Effect.error (remove_nth es n).

22 ...

23

24 Definition run {A : Type} {es : list Effect.t} (n : nat)

25 (x : M es A) (tt' : nth_is_stateless es n)

26 : M (remove_nth es n) (A + Effect.E (List.nth n es Effect.nil)) :=

27 of_raw (fun s =>

28 let (r, s) := (to_raw x) (input _ _ tt' s) in

29 (match r with

30 | inl x => inl (inl x)

31 | inr err => sum_assoc_left (inr (error _ _ err))

32 end, output _ _ s)).

Figure 3.9: De�nition of the run function to catch an exception.
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3.8 Speci�cation

The specification of the compiler CoqOfOCaml is twofolds. First, we re-
quire that an imported Coq program foo.v behaves as its original OCaml pro-
gram foo.ml when we interpret its e�ects. By the same behavior we mean
the same traces of inputs�outputs. Second, we require that the OCaml pro-
gram foo2.ml extracted [40] from the Coq program foo.v behaves as the orig-
inal foo.ml too.

We do not formally verify this speci�cation. The veri�cation of CoqOfOCaml
would require a signi�cation amount of work, because we would need to formalize
the semantics of OCaml and to verify the extraction mechanism of Coq (there
is already some work in this direction [25], but the extraction mechanism was
not veri�ed with the actual implementation of Coq).

3.9 Case studies

We successfully imported the slightly modi�ed List, Set and Map modules
from the standard OCaml library. These modules work on immutable structures
but are not purely functional: they contain exceptions and functions whose
termination is not obvious.

Here is an example of the map2 function as de�ned in the List library
of OCaml:

1 let rec map2 f l1 l2 =

2 match (l1, l2) with

3 | ([], []) -> []

4 | (a1::l1, a2::l2) ->

5 let r = f a1 a2 in r :: map2 f l1 l2

6 | (_, _) -> invalid_arg "List.map2"

7 [@@coq_rec]

Here is the imported version:

1 Fixpoint map2 {A B C : Type} (f : A -> B -> C)

2 (l1 : list A) (l2 : list B)

3 : M [ OCaml.Invalid_argument ] (list C) :=

4 match (l1, l2) with

5 | ([], []) => return []

6 | (cons a1 l1, cons a2 l2) =>

7 let r := f a1 a2 in

8 let! x := map2 f l1 l2 in

9 return (cons r x)

10 | (_, _) =>

11 OCaml.Pervasives.invalid_arg "List.map2" % string

12 end.
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Module Lines of OCaml Lines of Coq Increase
List 396 622 +57%
Set 349 539 +54%
Map 310 497 +60%

Table 3.1: Number of lines of the generated code.

The return type in Coq explicitly mentions that map2 may raise the following
exception:

OCaml.Invalid_argument

and that this is the only e�ect the map2 function can do.
In the Table 3.1, we compare the number of lines of code of the origi-

nal OCaml �les to the number of lines in the generated Coq �les. The size
increase of around 60% was mainly due to the monadic translation, especially
for the non-termination e�ect for which we have to de�ne an auxiliary function.
We hope that this size increase is small enough so that the users can continue
to work easily on the imported Coq �les.

We have not worked on the reasoning rules about the generated monadic
programs yet. Still, it was possible to manually make a Coq proof about an
absence of exception in the generated code. In the List module, the sort

function depends on an auxiliary function chop which may raise an excep-
tion Assert_failure. Its importation into Coq is:

1 Fixpoint chop {A : Type} (k : Z) (l : list A)

2 : M [ OCaml.Assert_failure ] (list A) :=

3 ...

It removes the �rst k elements of a list l, and fails if there is no element left
to remove. The precondition 0 ≤ k ≤ length l ensures that chop will succeed.
We added this precondition in Coq and proved that the failing branch is never
reached. Hence, we transformed chop into an e�ects-free function:

1 Fixpoint chop {A : Type} (k : Z) (l : list A)

2 {struct l} : 0 <= k -> k <= length l ->

3 { l' : list A | length l' = length l - k }.

Using this new chop function, we updated the de�nition of sort and proved
that it never raises an exception.

3.10 Related work

Other tools have been developed to formally verify functional programs with
e�ects.
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The CFML [11] project provides a compiler to import an OCaml program
with e�ects in Coq, by representing it with a logical formula, the characteris-
tic formula. We can prove properties about the characteristic formula using
the CFML library of Coq tactics. Contrary to the CFML compiler, CoqOfOCaml
generates a shallow embedding of an OCaml program. We believe that the shal-
low embeddings are more practical to prove program properties, because we can
reuse existing Coq tools such as the Program plugin [59]. Moreover, importing
existing OCaml libraries in the Coq language is useful for the Coq programmer,
since less programming libraries are available in the Coq ecosystem.

The Ynot [47] system de�nes a monad to do imperative programming with
memory pointers in Coq and to prove properties using Hoare logics [32]. This
monad is more low-level than ours, and can express complex pointer manipula-
tions where we only provide global mutable references. An interesting project
would be to design an automatic translation from the monad of CoqOfOCaml
to the monad of Ynot, in order to use their reasoning techniques to verify exist-
ing OCaml programs.

The Why3 [23] platform provides an impure functional programming lan-
guage WhyML which can be compiled to OCaml. The language WhyML includes
an annotation mechanism to write assertions and veri�cation conditions gen-
erator. These conditions can be translated to various theorem provers includ-
ing Coq.

There is also a compiler hs-to-gallina18 which imports programs written
in Haskell into Coq. The main di�erence with CoqOfOCaml is that this project
focuses on the compilation of purely functional programs. There is a speci�c
treatment of non-termination and partiality using the Bove-Capretta method [4].

Finally, the extraction mechanism [40] of Coq aims to compile Coq programs
into OCaml programs. The challenges are not the same as with CoqOfOCaml:
there are no e�ects to infer in Coq, but the type system is richer than the
one of OCaml. In particular, dependent types and propositional values must
be transformed in order to get an e�cient evaluation of the compiled code.
Contrary to CoqOfOCaml, the extraction mechanism of Coq is complete in the
sense that is handles the full Coq language.

3.11 Conclusion

We have presented a compiler, CoqOfOCaml, which imports existing exam-
ples of OCaml programs to equivalent Coq programs. An e�ects system and a
monadic translation is used to infer and represent the e�ects in Coq.

In the future we would like to investigate more the programming and proof
techniques on Coq programs with e�ects. Among interesting problems are the
extension of the e�ects system to handle parametrized e�ects, an implemen-
tation of an e�ects inference mechanism directly on Coq terms, the represen-

18The compiler hs-to-gallina was made by Gabe Dijkstra and is available
on github.com/gdijkstra/hs-to-gallina.

https://github.com/gdijkstra/hs-to-gallina
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tation of new e�ects (including concurrency), the design of reasoning rules on
monadic programs with dependent types, and the certi�cation of an extraction
chain from Coq to OCaml with e�ects. We could also investigate a compilation
of OCaml programs to the monad of Cybele, in order to import existing decision
procedures written in OCaml to Coq.
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Part III

Implementing asynchronous
I/O in Coq
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Chapter 4

Breakable Computations

The content of this chapter was presented at the WADT 2014 workshop.

4.1 Abstract

In the previous chapter, one of our challenges was to �nd a generic and com-
posable encoding of programs with e�ects in the purely functional language Coq.
Finding an expressive and usable encoding of e�ects is one of the keys to repre-
sent and reason about programs in Coq.

We introduce the notion of breakable computations which are programs with
e�ects represented in Coq. We can pause and introspect a breakable computa-
tion at any point during its evaluation process. We can compose the e�ects in
any order. This encoding is expressive enough to represent concurrent programs
and various e�ects.

4.2 Introduction

We eventually run the e�ects of a program on a physical computer. The
hardware of a computer enforces constraints over the kinds of e�ects which can
be e�ciently implemented. We will concentrate our e�orts on the e�ects which
crucially rely on the hardware for their implementation and which are complex to
represent in a purely functional language. Indeed, we believe that, by restricting
the list of the e�ects we focus on, we can �nd encodings of e�ects which are more
usable and composable than the standard presentations of monads [63]. Among
these e�ects are the mutable references, the exceptions, the non-termination,
the inputs�outputs and the concurrency.

We used in CoqOfOCaml (page 6) the sequential monads, which are of type:

MS,E A = S → (A+ E)× S

73
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e1
e1 s1 = (e2, s2)
e2 s2 = (e3, s3)
...

...
en sn = (r, sn+1)

Figure 4.1: Sequential execution.

with S a type of state and E a type of error. The monad MS,E represents a
state monad combined with an error monad. As we have seen, the monadMS,E

is composable and we can model any combination of state and error e�ects, as
well as the non-termination and the inputs�outputs e�ects. However, we do not
think that we can represent the concurrency e�ect with this monad.

To encode the concurrency e�ect, our idea is to enrich the type of our monad,
so that we can express both the �nal result and the intermediate calculation
steps of an e�ectful program. Indeed, once the intermediate calculation steps
are made explicit, we can model the parallel evaluation of two programs by
interleaving their calculation steps according to a scheduler. We represent an
intermediate calculation step by a computation returning another computation
representing the remaining calculation steps. Our �rst extended form of monad
is the following:

MS,E A = S → (A+ E +MS,E A)× S

We de�ne this recursive type by induction in Coq. A computation takes a state
of type S and either returns a �nal value of type A, an error of type E or another
computation of typeMS,E A, together with an updated state. We sequentially
evaluate a computation e1 on an initial state s1 by repeatedly applying the
resulting computations on the previous state (Figure 4.1). The �nal result is a
value r of type A in case of success and of type E in case of error. The evaluation
must terminate because e1 was de�ned by induction.

To evaluate e1 in parallel with another computation e′1, we can interleave
the two computations (Figure 4.2). The structure of the computations allows
us to evaluate them using di�erent evaluation strategies without changing their
de�nitions.

In order to make a clear distinction between the pure computations, which
are not sensible to the evaluation order, and the e�ectful computations, we
designed a second form of monad, the breakable computations1 (a slight variation
of the monadMS,E). In this chapter, we will introduce:

• the notion of breakable computations (page 75), programs with compos-
able e�ects and explicit intermediate calculation steps, encoded in the
purely functional language Coq;

1We provide a Coq de�nition of the breakable computations on github.com/clarus/coq-
breakable-computations.

https://github.com/clarus/coq-breakable-computations
https://github.com/clarus/coq-breakable-computations
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e1 e′1

e1 s1 = (e2, s2) •

• e′1 s2 = (e′2, s3)

e2 s3 = (e3, s4) •

• e′2 s4 = (e′3, s5)
...

...
...

...

Figure 4.2: Concurrent execution.

• some examples of e�ects (page 79) represented using the breakable com-
putations;

• some operators to model concurrent executions (page 81).

4.3 De�nitions

In this section, we define the breakable computations and some basic op-
erators.

4.3.1 Breakable computations

De�nition 9 (Breakable computations). A breakable computation with a state
type S, an error type E and a return type A is an element of the type CS,E A,
inductively de�ned by:

Inductive CS,E A : Type :=
| Value : A→ CS,E A
| Error : E → CS,E A
| Break : (S → CS,E A)→ (S → S)→ CS,E A.

A breakable computation is either a pure value of type A, an error of type E
or a break. A break contains two functions depending on the current state, one
to compute the next computation to execute and one to compute the next state.
We pause the evaluation of a computation by stopping its evaluation at a break.

De�nition 10 (Monadic operators). We de�ne the two monadic operators ret
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and bind as:

ret : A→ CS,E A
bind : CS,E A→ (A→ CS,E B)→ CS,E B
ret v = Value v

bindx f = match x with

| Value v ⇒ f v
| Error e⇒ Error e
| Breakx′ s′ ⇒ Break (λs. bind (x′ s) f) s′

We de�ne the return operator as expected. We de�ne the bind operator by
induction over x. If x is the pure value v, we apply the function f to v. If x is an
error, we directly return this error. If x is a break, we return a break with the
binding to f recursively applied on x′. The Coq checker accepts the recursive
de�nition of bind as a terminating function since x′ s is a smaller term than x.

De�nition 11 (Equality). We de�ne the structural equality ∼ on the compu-
tations with the following rules:

Value
Value v ∼ Value v

Error
Error v ∼ Error v

Break
∀ s, x1 s ∼ x2 s ∀ s, s1 s = s2 s

Breakx1 s ∼ Breakx2 s

We verify that the structural equality ∼ is indeed a relation. Assuming
the functional extensionality axiom2, this relation is equivalent to the equality
of Coq.

Theorem 2. The breakable computations form a monad according to the struc-
tural equality ∼. They verify the following statements: bind (retx) f ∼ f x

bindx ret ∼ x
bind (bindx f) g) ∼ bindx (λx. bind (f x) g)

4.3.2 Sequential evaluation

The sequential evaluation is the simplest form of evaluation of the breakable
computations. We evaluate a computation to a sequential monad, as de�ned
page 61:

MS,E A = S → (A+ E)× S

2The functional extensionality axiom is of type:

∀AB, ∀ (f g : A→ B),
(∀x, f x = g x)→ f = g.
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with the following operations: retM : A→MS,E A
bindM :MS,E A→ (A→MS,E B)→MS,E B
e1 ∼M e2 ⇐⇒ ∀ s, e1 s = e2 s

De�nition 12 (Sequential evaluation). We de�ne the sequential evaluation of
a computation by induction as follows:

1 Fixpoint eval {S E A} (x : C.t S E A) : M.t S E A :=

2 fun s =>

3 match x with

4 | C.Value v => (inl v, s)

5 | C.Error e => (inr e, s)

6 | C.Break xs ss => eval (xs s) (ss s)

7 end.

We recursively apply the function eval while the computation x is a break,
using the updated state of the break as a new state.

Theorem 3. The sequential evaluation respects the following statements: eval (ret v) ∼M retM v
eval (bindx f) ∼M bindM (evalx) (λv. eval (f v))
x1 ∼ x2 → evalx1 ∼M evalx2

4.3.3 Composition

De�nition 13 (Composition). We de�ne the composition of two sorts of com-
putations by:

CS1,E1
] CS2,E2

= CS1×S2,E1+E2

To compose two sorts of computations, we compose the state types and the
error types. The composition of two states is the product of the states, the
composition of two errors is the sum of errors. We introduce some operators to
inject a computation into a larger type of computations.

De�nition 14 (Lift). We de�ne by induction the injections of computations
with respect to the state type or with respect to the error type:{

lift_state : ∀ (S1 S2E A), CS1,E A→ CS1×S2,E A
lift_error : ∀ (S E1E2A), CS,E1

A→ CS,E1+E2
A

We omit to precise the de�nitions of the lifts since they are very straight-
forward. We check some basic properties to make sure that the lifts are well-
de�ned.
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Theorem 4. The lifts operations commute with the monadic operators:{
lift_state (ret v) ∼ ret v
lift_state (bindx f) ∼ bind (lift_statex) (λv. lift_state (f v)){
lift_error (ret v) ∼ ret v
lift_error (bindx f) ∼ bind (lift_errorx) (λv. lift_error (f v))

Theorem 5. The lifts operations commute together:

lift_error (lift_statex) ∼ lift_state (lift_errorx)

We can simplify or reshape a state or an error type by applying an iso-
morphism. The following de�nitions will hold for the state type, but the same
de�nitions would apply to the error type.

De�nition 15 (Isomorphism). We de�ne by induction the application of an
isomorphism to the state of a computation:

Fixpoint map_state (f : S1 → S2) (g : S2 → S1)
(x : CS1,E A) : CS2,E A :=
match x with

| Value v ⇒ Value v
| Error e⇒ Error e
| Breakx s⇒ Break (λs2.map_state f g (x (g s2))) (λs2. f (s (g s2)))
end.

The map_state operator veri�es some basic properties.

Theorem 6. The map_state function commutes with the monadic operators.
Supposing two functions:

f1→2 : S1 → S2 ; f2→1 : S2 → S1

we have: map_state f1→2 f2→1 (ret v) ∼ ret v
map_state f1→2 f2→1 (bindx f) ∼

bind (map_state f1→2 f2→1 x) (λv.map_state f1→2 f2→1 (f v))

Theorem 7. The map_state function commutes with the functional operators.
Supposing four functions:{

f1→2 : S1 → S2 ; f2→1 : S2 → S1

f2→3 : S2 → S3 ; f3→2 : S3 → S2

we have:  map_state (λs. s) (λs. s)x ∼ x
map_state f2→3 f3→2 (map_state f1→2 f2→1 x) ∼

map_state (f2→3 ◦ f1→2) (f2→1 ◦ f3→2)x
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1 Definition raise {S E A} (e : E) : C.t S E A :=

2 C.Error e.

3

4 Fixpoint handle {S E1 E2 A} (x : C.t S (E1 + E2) A)

5 : C.t S E2 (A + E1) :=

6 match x with

7 | C.Value v => C.Value (inl v)

8 | C.Error (inl e1) => C.Value (inr e1)

9 | C.Error (inr e2) => C.Error e2

10 | C.Break xs ss => C.Break (fun s => handle (xs s)) ss

11 end.

Figure 4.3: Primitives for the error e�ect.

1 Definition read {S E : Type} : C.t S E S :=

2 C.Break (fun s => C.Value s) (fun s => s).

3

4 Definition write {S E : Type} (s : S) : C.t S E unit :=

5 C.Break (fun _ => C.Value tt) (fun _ => s).

Figure 4.4: Primitives for the state e�ect.

4.4 Examples

We present some examples of e�ects which can be encoded with the break-
able computations.

4.4.1 Error

We implement the error e�ect using a non-empty error type. We de�ne two
functions, to raise and to handle the errors (Figure 4.3). These functions are
parametrized by any state type S to be used in any context, but they do not
access to the state value.

4.4.2 State

We implement the state e�ect with a non-void state type S and de�ne two
functions read and write to access the state (Figure 4.4). These functions need
to use the constructor Break in order to control the state value, thus they will
be sensible to the scheduling in a concurrent program.
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4.4.3 Non-termination

As in CoqOfOCaml (page 53), we implement the non-termination e�ect using the
technique of the fuel, combining an error and a state e�ect. The state represents
the fuel, that is to say a integer decreasing at each iteration. If the fuel level
reaches zero, then we return "None", else we return "Some r" with r the result.

1 Fixpoint f (x : A) (fuel : nat) : C.t S E B :=

2 match fuel with

3 | O => ret None

4 | S fuel' => ... (f x' fuel') ...

5 end.

We can abstract the usage of the fuel into a breakable computation with:

1 Definition use_fuel {S E A B : Type}

2 (f : A -> nat -> C.t S E (option B))

3 (x : A) : C.t (S * nat) (E + unit) B :=

4 let! s_fuel : S * nat := State.read in

5 let (s, fuel) := s_fuel in

6 let! result := lift_error (lift_state (f x fuel)) in

7 match result with

8 | None => C.Error (inr tt)

9 | Some y => ret y

10 end.

We use the notation:
let! x := e1 in e2

to represent the monadic bind:

bind e1 (λx. e2)

4.4.4 Inputs�outputs

Given a type of inputs I, we implement a program with inputs as an input
handler of type:

I → CS,E unit

To model the behavior of the program, we suppose that the list of inputs received
by the program is known a priori. The function loop_seq:

loop_seq : (I → CS,E unit)→ CS×list I,E unit

sequentially iterates the input handler over each input. We add the list of inputs
to the state of the computation.

1 (* Sequentially apply a function f to each element of a list l. *)

2 Fixpoint iter_seq {S E A}

3 (f : A -> C.t S E unit) (l : list A) : C.t S E unit :=
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4 match l with

5 | [] => ret tt

6 | x :: l =>

7 let! _ := f x in

8 iter_seq f l

9 end.

10

11 (* Sequentially apply a handler to a list of events in the state.

12 Return a state with an empty list of events.

13 *)

14 Definition loop_seq {S E A}

15 (handler : A -> C.t S E unit) : C.t (S * list A) E unit :=

16 let! s_events : S * list A := State.read in

17 let (s, events) := s_events in

18 do! lift_state (List.iter_seq handler events) in

19 let! s_events : S * list A := State.read in

20 let (s, _) := s_events in

21 State.write (s, []).

For a type of outputs O, we represent the outputs made by the program by
the ordered list of output events. The primitive log:

Definition log {EO} (x : O) : ClistO,E unit :=
Break (λ_.Value tt)(λs. x :: s).

emits one output event and adds it to the current trace of outputs.

4.5 Concurrency

We model the concurrency with the concurrent operator par. The par

operator (Figure 4.5) takes two computations and returns the couple of their
results, evaluated concurrently according to a scheduling of type H3:

par : CS×H,E A→ CS×H,E B → CS×H,E (A×B)

A scheduling is an in�nite list of booleans. We de�ne the par operator by
mutual induction on both of its arguments x and y. For each occurrence of a
break in x and y, the choose function consumes a boolean to decide to execute
either one step of x or one step of y. If one of the arguments if already a value,
the par operator evaluates the other argument and returns the couple of results.
If exactly one of the arguments is an error, this error is immediately returned.
If both arguments are errors, the error to return is decided by consuming one
boolean of the scheduling.

The result of a par being in the same kind of computations CS×H,E as its
arguments, we can stack multiple applications of the par operator. In particular,
we de�ne the parallel iteration over a list by:

3We use the symbol H for the scheduling to represent a source of information, or entropy.
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1 Definition choose {S E} : C.t (S * Entropy.t) E bool :=

2 let! state := State.read in

3 match state with

4 | (s, Streams.Cons b bs) =>

5 do! State.write (s, bs) in

6 ret b

7 end.

8

9 Fixpoint par {S E A B}

10 (x : C.t (S * Entropy.t) E A) (y : C.t (S * Entropy.t) E B)

11 : C.t (S * Entropy.t) E (A * B) :=

12 let fix par_aux y := ... in

13 match x with

14 | C.Value v_x => let! v_y := y in ret (v_x, v_y)

15 | C.Error e_x =>

16 match y with

17 | C.Value _ | C.Break _ _ => C.Error e_x

18 | C.Error e_y =>

19 let! b := choose in

20 if b then

21 C.Error e_x

22 else

23 C.Error e_y

24 end

25 | C.Break xs sxs =>

26 match y with

27 | C.Value v_y => let! v_x := x in ret (v_x, v_y)

28 | C.Error e_y => C.Error e_y

29 | C.Break ys sys =>

30 let! b := choose in

31 if b then

32 C.Break (fun s => par (xs s) y) sxs

33 else

34 C.Break (fun s => par_aux (ys s)) sys

35 end

36 end.

Figure 4.5: The par operator.
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1 Fixpoint iter_par {S E A} (f : A -> C.t (S * Entropy.t) E unit)

2 (l : list A) : C.t (S * Entropy.t) E unit :=

3 match l with

4 | [] => ret tt

5 | x :: l =>

6 let! _ := par (f x) (iter_par f l) in

7 ret tt

8 end.

We de�ne the iter_par function like the sequential iteration, except that we
concurrently call f and iter_par with a par (line 6). We derive the func-
tion loop_par to concurrently run an input handler on an unordered list of
input events:

loop_par : (I → CS×H,E unit)→ C(S×list I)×H,E unit

We make a computation atomic by collapsing all its breaks into a single
break:

1 Definition atomic {S E A} (x : C.t S E A) : C.t S E A :=

2 match x with

3 | C.Value _ | C.Error _ => x

4 | C.Break _ _ =>

5 C.Break

6 (fun s =>

7 match fst (eval x s) with

8 | inl v => C.Value v

9 | inr e => C.Error e

10 end)

11 (fun s => snd (eval x s))

12 end.

Unless if the argument x is already a pure value or an error, we evaluate x
sequentially with the eval function (page 76). Thus, observationally, the com-
putation must be executed in one step. The parallel evaluation of two atomic
operations only depends on the choice of the �rst to execute.

4.6 Related work

The idea of representing concurrent programs with e�ects in a purely func-
tional language is not new.

In the functional languages Haskell [50] and Idris [7], concurrent programs are
represented by a monad with axiomatized concurrent operators. A concurrent
monad with no axioms [15] has also been proposed for Haskell. Unlike the
breakable computations, this monad is expressed in a continuation passing style,
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which may be harder to program with. In Coq, the project Ynot proposes
an e�ectful monad to represent and reason about concurrent programs with a
transactional heap [46].

4.7 Conclusion

We have presented the concept of breakable monads, which are programs
with e�ects and explicit intermediate steps encoded in the purely functional
language Coq. Thanks to these explicit steps, we de�ned an operator par to
evaluate two computations in parallel. We have shown that various e�ect can
be represented using the breakable computations, including the state, error,
non-termination and inputs�outputs e�ects. These e�ects share the same pre-
sentation so that we can compose them naturally.

In the future, we would like to study variants of the computations or new
proof techniques with the aim to formally specify and verify e�ectful programs
encoded in Coq.



Chapter 5

Asynchronous Computations

The content of this chapter was presented on Hacker News1.

5.1 Abstract

To communicate with the system and the users, programs must do inputs�
outputs. But, for consistency reasons, we cannot directly express inputs�outputs
in the purely functional languages used for theorem proving.

We introduce the notion of asynchronous computations, which represent ef-
fectful programs with asynchronous inputs�outputs in a dependently typed lan-
guage. The computations are de�ned and speci�ed without introducing new
axioms. As an application we present Pluto, which we believe to be the �rst
concurrent web server implemented in the Coq programming language.

5.2 Introduction

The use of a theorem prover as a programming platform is a promising
technique, as it presents a uni�ed platform to program, specify and formally
verify an application. This is made possible thanks to the Curry-Howard cor-
respondence [33] which states that, given the right presentation, a proof and a
program are essentially the same thing. This presentation is the λ-calculus [14]
and the Type Theory. The Coq system2 provides one of the most mature imple-
mentation of Type Theory. However, for consistency reasons, purely functional
languages such Coq are e�ects-free, whereas most realistic applications make
e�ects such as inputs�outputs operations.

1The post is on https://news.ycombinator.com/item?id=8704804.
2The Coq system is available under LGPL license on coq.inria.fr.
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In this chapter, we will introduce the framework CoqConcurrency3, which
extends in a consistent way the language of Coq to enable the programming
of e�ectful and concurrent applications with inputs�outputs, using Coq as a
programming language. We will present:

• the language of the asynchronous computations, a safe extension of the Coq
language introducing uninterpreted constructors, to write concurrent ap-
plications with inputs�outputs, states and non-termination (page 87). The
asynchronous inputs�outputs are modeled with an event system;

• a compilation chain and a runtime to execute the computations. The com-
putations are compiled down to the e�ectful programming language OCaml
and communicate with the operating system through a sanitized pipe. We
formally specify the behavior of the computations (page 91);

• the web server Pluto4, which is to our knowledge the �rst concurrent web
server written in the programming language of Coq, implemented using
our CoqConcurrency framework.

We can formalize and formally verify properties on the purely functional part
of the computations, using the standard Coq techniques [59] for the formal
certi�cation of programs. However, the veri�cation of the interactive parts of
the computations outreaches the scope of this chapter.

5.3 General idea

We aim to implement a concurrent web server Pluto using Coq as a program-
ming language. Coq being a purely functional language, our main challenge is
to represent impure e�ects in the Coq system. We want to �nd a high-level
presentation of e�ects which:

• preserves the consistency of the logic of Coq;

• can be executed with realistic e�ciency;

• is convenient to program with.

In contrast with the previous chapter, we guide the design of the e�ect system
by a runnable example, a web server, which we want to implement and be able
to execute.

The main e�ect which we encode is the inputs�outputs e�ect. A realistic web
server handling several clients simultaneously, we also encode the concurrency
e�ect. Finally, we encode the non-termination e�ect since a web server should
run inde�nitely. In our implementation, we do not use the state and the error

3The CoqConcurrency framework is available under MIT license on github.com/coq-
concurrency.

4Pluto is available under MIT license on github.com/coq-concurrency/pluto.

https://github.com/coq-concurrency
https://github.com/coq-concurrency
https://github.com/coq-concurrency/pluto
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Figure 5.1: Runtime architecture.

e�ects. We do not need a state e�ect because we do not have a shared state
between the client handlers nor mutable data structures. We use sum types
instead of exceptions to represent errors. We choose to represent the concur-
rent inputs�outputs using an event system. Events can be emitted or received
concurrently. Each request to the environment creates a fresh communication
channel. A handler listen to the answers of the environment on each channel,
and may close its channel if needed.

In Coq, we introduce the e�ectful primitives as constructors of a language
of e�ectful asynchronous computations. Thus, we do not need any new axioms.
This language of e�ectful computations is composable and includes the set of
purely functional Coq programs.

We run these e�ectful primitives in two steps. First, we program in Coq
a run function to evaluate the e�ectful computations of the Pluto web server,
using some basic sequential OCaml primitives. Second, we program in OCaml
an untrusted proxy, interfacing our inputs�outputs API with a Unix system. We
connect both programs through a pipe transmitting events between the twos.
This architecture is summarized on the Figure 5.1.

5.4 The language

To represent programs with concurrent and event-based inputs�outputs,
we introduce the language of asynchronous computations. We de�ne the com-
putations in Coq by introducing new abstract combinators. The computational
model is based on a soup of event handlers with a static shared memory.
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5.4.1 Events

A program communicates with the outer world by creating some requests and
by waiting for events answering to these requests. A request creates a communi-
cation channel with a fresh identi�er, a kind of command and a request payload.
The environment can answer to a request by zero, one or many events.

De�nition 16 (Kind of commands). A kind of commands is an element of
a type Command.t with a decidable equality and dependent types of request and
answer payloads: eq_dec : ∀ (c1 c2 : Command.t), option (c1 = c2)

request : Command.t→ Type
answer : Command.t→ Type

We will use the decidable equality over the commands to implement the
event dispatch.

Example For a program interacting with the terminal, we can de�ne two
kinds of commands:

InductiveCommand.t :=
| Write
| Read.

with the following request and answer payloads:

Definition request c :=
match c with
| Write⇒ string
| Read⇒ unit
end.

Definition answer c :=
match c with
| Write⇒ unit
| Read⇒ string
end.

We can write or read a string to the terminal. To both commands the system
is supposed to answer exactly once, but we do not provide a way to specify the
number of answers.

5.4.2 Memory

The memory is a typed list of cells shared by all the event handlers. This
memory can be updated by atomic read and write operations. We could add
other kinds of operations, such as locking or transactions.

De�nition 17 (Signature). A signature σ is a list of types.

De�nition 18 (Memory). A memory of signature σ is an element of the
typeMσ, inductively de�ned by:

InductiveM :=
| Nil :M [ ]
| Cons : ∀Aσ, A→Mσ →M (A :: σ).
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Each cell of the memory is typed by an element of its signature. To manip-
ulate this memory conveniently, we introduce a class of references.

De�nition 19 (Reference). A reference of type A in a memory of signature σ
is an instance of the class RAσ, de�ned by:

Class RAσ : Type := New {
read :Mσ → A;
write :Mσ → A→Mσ;

}.

We provide instances of the reference class so that, for a memory of signa-
ture σ and a type of cell A appearing just once in σ, Coq automatically infers
the unique instance of RAσ.

Example We can access a memory of signature σ = [N; bool] with two ref-
erences, which are the unique instances of the classes RσN and Rσ bool. A
possible memory state is the couple of the two following cells:

{12; true}

5.4.3 Computations

The computations represent Coq programs interacting with the environment.
The computations are composed of non-interactive parts written in the purely
functional language of Coq and of interactive parts using special abstract oper-
ators.

De�nition 20 (Asynchronous computation). An asynchronous computation
of signature σ and return type A is an element of the type C σ A, inductively
de�ned by:

Inductive C σ : Type→ Type :=
| Ret : ∀A, A→ C σ A
| Bind : ∀AB, C σ A→ (A→ C σ B)→ C σ B
| Read : ∀A, {̀RAσ} → C σ A
| Write : ∀A, {̀RAσ} → A→ C σ unit
| Send : ∀A (c : Command.t), Command.request c→
A→ (A→ Command.answer c→ C σ (optionA))→ C σ unit

| Exit : ∀A, C σ A.

An asynchronous computation can be either:

• Ret e, the purely functional Coq expression e;

• Bind e1 e2, the sequencing of the computation e1 with the computation e2
applied to the result of e1;

• Read r, the reading of the reference r;
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• Write r v, the writing of the reference r with the value v;

• Send c r s h, the sending of a new request of kind c with a payload r.
To handle the answers of the environment, we start a handler h with an
initial state s. The handler h takes two arguments, the current state of the
handler and an answer from the environment. The handler returns a new
state to continue to listen for the answers, or the special value None to stop
listening. The Send operator is asynchronous and returns immediately
while the handler is listening for the answers;

• Exit, a special instruction which halts the program and stops all the event
handlers.

The handler state is local to each handler. It is important for an event handler
to stop once all the expected event have been received, in order to free the
table of active handlers. We will use the following notations to sequence two
computations:{

let! x := e1 in e2 := Bind e1 (fun x⇒ e2)
do! e1 in e2 := Bind e1 (fun _⇒ e2)

Example Using the commands de�ned page 88, here is a "Hello world" pro-
gram:

Definition hello_world : C [ ] unit :=
Send Command.Write "Hello world!" tt

(fun __⇒ Exit).

We do not need a shared memory, thus we use an empty signature [ ]. We emit
the request Command.Write to the environment with the payload "Hello world!".
Since we run the handler just once, we do not need a handler state and choose
the state tt (the unit value). The payload of the answer to a write is also
of type unit, so both arguments of the handler can be replaced by an under-
score. In the body of the handler, we run the Exit instruction to terminate the
program.

This program is quite involving for a "Hello world". We can replace it with
a simpler:

Definition hello_world : C [ ] unit :=
write "Hello world!"Exit.

assuming a function write parametrized by a continuation k:

Definition write (s : string) (k : C [ ] unit) : C [ ] unit :=
Send Command.Write s tt (fun __⇒ k).

Due to the type of the operator Send, most of the computations we write are
written in a continuation passing style. We could relate the use of continuations
for web programming to the work of Christian Queinnec [52].
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seq : ∀A, (unit→ unit)→
(unit→ A)→ A

launch : string→ pipe
print_line : string→ pipe→ unit
fold_lines : ∀A, pipe→ A→

(A→ string→ optionA)→ unit

Figure 5.2: The main impure Coq primitives.

5.5 Implementation

We implement the runtime of the language of the computations into two
distinct parts. The �rst part aims to compile the computations down to OCaml
and is mostly written in Coq with basic sequential OCaml primitives. The second
part is a proxy which aims to communicate with the operating system and is
fully written in OCaml. The two parts are connected through a Unix pipe in
such a way that we only need to trust the compilation part.

5.5.1 Compilation

To compile a Coq computation, we execute its e�ects by applying the evaluation
function run of type:

run : ∀σ,Mσ → (list string→ C σ unit)→ unit

and compile the resulting program down to OCaml using the extraction mech-
anism of Coq [40]. The function run takes as arguments a signature σ, an
initial memory of signature σ, a computation parametrized by a list of strings
(the command line arguments) and returns the pure value unit. Since we
cannot directly execute the e�ects of a computation in Coq, the function run

calls some axiomatized Coq primitives which are extracted to their equivalent
in OCaml. Among these primitives are the axioms given on the Figure 5.2. The
primitive seq sequences the evaluation of two (impure) expressions. The primi-
tive launch launches a process and returns a pipe to communicate with it. The
primitive print_line sends a message in a pipe. The primitive fold_lines

listens to a pipe by recursively applying a function f with a state of type A on
each message. If the function f returns a new state, the function f is applied
again on the next message with the new state. If the function f returns None,
the function fold_lines terminates.

A pseudo-code of a simpli�ed function run is given on the Figure 5.3. For
brevity, we do not present the full function run whose de�nition also accounts
for the manipulation of the shared memory, the exit instruction and the errors
cases. The complete implementation is given in the coq:concurrency:system5

5The coq:concurrency:system package is available under MIT license on github.com/coq-
concurrency/system.

https://github.com/coq-concurrency/system
https://github.com/coq-concurrency/system
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run e :=
pipe := launch "proxy";
heap := new_heap ();
eval e;
for each (id, answer) do

(handler, s) := heap[id];
s′ := eval (handler s answer);
if s′ = ∅ then
heap[id] := ∅;

else

heap[id] := (handler, s′);
end

Figure 5.3: Pseudo-code of a simpli�ed function run.

package.

The run function is single-threaded and interleaves the executions of the
handlers as the answers arrive. First, we launch the proxy communicating with
the operating system using the primitive launch. Second, we initialize a heap of
handlers. A heap of handlers is a set of handlers associated to a unique commu-
nication channel identi�er and a local state. Third, we execute the computation.
Whenever an instruction Send is encountered, we create a new channel identi-
�er, allocates a new handler and send the request to the proxy. Finally, we listen
to the messages of the proxy using the primitive fold_lines. Each message is
a couple of a channel identi�er and an answer payload. We evaluate the handler
associated to the channel identi�er and get its new local state s′. If the new
state is empty, we disable the handler. Otherwise, we update the local state of
the handler.

5.5.2 Proxy

The proxy listens to the requests of the handlers, executes them and sends
back the answers of the system. The commands implemented by the proxy are
listed on the Figure 5.4. We implement the proxy in OCaml using the light-
weight threads library Lwt [62]. We use this library as a communication layer
with the system, but not as an implementation of our scheduler de�ned by the
function run (Figure 5.3). The command Log prints a message on the terminal,
the command FileRead gets the content of a �le and the command Time gets the
current time in seconds since the Unix epoch. The remaining commands are used
to manipulate a TCP socket from the server side. The commands ServerBind
and ClientRead may answer several times as the clients get connected or send
messages.
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Log : string→ bool
FileRead : string→ option string
Time : unit→ N
ServerBind : N→ option id
ClientRead : id→ option string
ClientWrite : id× string→ bool
ClientClose : id→ bool

Figure 5.4: Commands implemented by the proxy.

5.5.3 Protocol

The compiled computations and the proxy exchange serialized messages through
a pipe. A request from a computation is a text line of the form:

command id payload

with id a fresh channel identi�er (an integer) and payload the request payload.
We encode the string payloads in base64 using an OCaml library6. Likewise, the
answers from the proxy are of the form:

command id payload

5.5.4 Speci�cation

We do not specify the proxy or the operating system, because we think it would
be unrealistic to expect the system not to have bugs. Instead, we isolate the
computations from the system using the pipe mechanism. By doing so, we
reduce the interactions of the computations with the system to the reading or
the printing of text lines in a pipe.

We specify the compilation of the computations by de�ning in Coq a pure
version of the run function with no axioms:

pure_run : ∀σ,Mσ → C σ unit→ list input→ list output

This function de�nes what are the expected output messages sent to the proxy,
for the execution of a computation with a list of input messages sent by the
proxy. More precisely, we expect that, for each signature σ, each initial mem-
ory m, each computation e, each list of command line arguments a and each list
of input messages l, if the execution of the OCaml extraction of:

runσme

with the command line arguments a got the inputs l from the proxy, then
the OCaml extraction sent the list of messages:

run_pureσm (e a) l

6We use the base64 package available on the OPAM repository for OCaml.
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to the proxy. The formal veri�cation of this speci�cation would outreach the
scope of this chapter7.

5.6 The Pluto web server

As a challenge, we used the computations to implement the Pluto8, which
is (to our knowledge) the �rst concurrent web server implemented in the Coq
programming language. Pluto serves static websites using the HTTP protocol
version 1.1. In our experience, Pluto is e�cient enough to serve personal web-
sites.

5.6.1 Overview of the code

The Pluto web server �rst binds a TCP server socket to wait for the clients. We
loop on the incoming clients:

1 ServerSocket.bind port_number (fun client =>

2 match client with

3 | None => Log.write "Server socket failed." (fun _ => C.Exit)

4 | Some client => handle_client website_dir client

5 end)))

and run the handle_client function on each new client. Here is a slightly
simpli�ed version of the handle_client function:

1 Definition handle_client (website_dir : LString.t)

2 (client : ClientSocketId.t) : C.t [] unit :=

3 ClientSocket.read client "" (fun read request =>

4 match request with

5 | None => ... (* We close the socket. *)

6 | Some line =>

7 let read := read ^ line in

8 match Request.parse read with

9 | inr err => C.Ret (Some read) (* We wait for more data. *)

10 | inl (Request.New (Get, url, protocol) headers) =>

11 do!

12 let url := website_dir ^ url in

13 match Url.parse url with

14 | inr err => ... (* Wrong url. *)

15 | inl (Url.New file_name _) =>

16 Time.get (fun time =>

17 let time := Moment.of_epoch time in

7In particular, this would require to formally verify the extraction mechanism of Coq.
8Pluto is available under MIT license on github.com/coq-concurrency/pluto web server.

Pluto is also a dwarf planet of the solar system. At the time of the design of this web server,
the space probe New Horizons was on its way to give us the �rst close-by pictures of Pluto.

https://github.com/coq-concurrency/pluto
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18 File.read file_name (fun result =>

19 let answer := ... in

20 answer_client client url answer))

21 end in

22 (* We continue to listen, clearing the data. *)

23 C.Ret @@ Some []

24 end

25 end).

We loop on the client messages (line 3), with a local state concatenating all
the client messages (initially, the empty string ""), since an HTTP request may
contain several lines. If the message is valid (line 6), we parse the client request.
If the request is incomplete (line 9), we wait for more client messages. Otherwise
(line 10), we parse the URL. If the URL is valid (line 15), we get the current
time (line 16), read the requested �le (line 18) and generates an answer (lines 19
to 24). Depending on the result of the read operation, the answer may be the
content of the web page or a 404 error. Finally, we send the answer to the client
by calling the answer_client function (line 20). While the current �le is being
served, we concurrently listen for new requests (line 23).

5.6.2 Dependencies

While implementing the web server Pluto, we realized that some programming
libraries for Coq were missing. We created the library ListString9, which contains
many functions to handle strings of characters. These functions were useful for
the parsing and the pretty-printing of HTTP messages. We also created the
library Moment10 to manipulate dates and times. In particular, Moment can
convert dates expressed in seconds since the Unix epoch to dates expressed in
the Gregorian calendar and pretty-print them in the RFC 1123 format.

5.7 Related work

The use of purely functional programming languages to write programs
with inputs�outputs has already been extensively studied.

The project Ynot [47] introduces an axiomatized monad in Coq to write pro-
grams with imperative e�ects, like pointer manipulations. The programs can be
certi�ed and formally veri�ed using Hoare logic reasonings [32]. An extension
to the Ynot monad enables the representation of programs with inputs�outputs,
such as web applications [42]. However, contrary to our CoqConcurrency li-
brary, the Ynot monad cannot represent concurrent programs and asynchronous
inputs�outputs.

9The library ListString is available under MIT license on github.com/clarus/coq-list-string.
10The library Moment is available under MIT license on github.com/clarus/coq-moment.

https://github.com/clarus/coq-list-string
https://github.com/clarus/coq-moment
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The language Idris [7] is a purely functional programming language with
primitives to enable e�ectful programming. Idris provides a monad for syn-
chronous inputs�outputs [6] together with an e�ect system [8] based on the
algebraic e�ects. We can compile Idris programs to the C language or the Erlang
language, the concurrency aspects being handled by an actors and messages sys-
tem.

The Re�ex platform [54] introduces a domain speci�c language to represent
the orchestration part of reactive systems and automatically verify some formal
properties. In particular, the authors implemented a web server using the Re�ex
platform. In contrast to our CoqConcurrency library, Re�ex uses Coq as a proof
language but not as a programming language. Indeed, the Re�ex expressions
are represented in Coq through a deep embedding.

The Bedrock system provides the Bedrock IL, a low-level assembly language
deeply embedded in Coq, together with de�nitions and automation procedures to
formally specify and verify Bedrock programs. A multi-threaded web application
had been implemented and veri�ed using Bedrock [12]. Like the Relfex system,
the Bedrock system uses Coq as a proof language but not as a programming
language.

Finally, many mostly-purely functional languages such as Haskell (strictly
speaking, Haskell is not a purely functional language because programs may
not terminate and pattern-matchings may not be complete) implement inputs�
outputs and concurrency though impure monads [49]. However, the type system
of Haskell is not strict and expressive enough to permit theorem proving.

5.8 Conclusion

We introduced the language of the asynchronous computations to represent
concurrent programs with inputs�outputs in the purely functional language Coq.
We compile the computations down to the OCaml language and connect them to
the operating system through a sanitized pipe. As an example, we implemented
the �rst concurrent web server Pluto using Coq as a programming language.

In the future, we would like to simplify the language of computations to a
direct-style language, in order to avoid the use a continuation passing style. We
would also like to design speci�cation and veri�cation techniques to formally
certify the interactive parts of the programs written using the computations.
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Chapter 6

Interactive Computations

The work of this chapter was published at the FormaliSE 2015 workshop and
on Hacker News1.

6.1 Abstract

Interactive programs, like user interfaces, are hard to formally specify and
thus to prove correct. Some ideas coming from the functional programming
languages have been successful to improve the way we write safer programs, but
these ideas mostly apply to code fragments with no inputs�outputs.

Using the purely functional language Coq, we present a new technique to
represent interactive programs, or interactive computations, and formally verify
properties expressed as use cases. To this end we introduce the notion of runs,
well-typed schema of interactions between an environment and a program. We
design and certify a blog system as an illustration. Our approach generalizes
unit-testing techniques and outlines a new method for mechanically assisted
checking of e�ectful functional programs.

6.2 Introduction

Proving correct interactive programs is challenging. Indeed, interactive
programs are hard to reason about because they communicate with an outer
environment (the operating system, the network, the user, . . . ) which may
be under-speci�ed and non deterministic. In the previous chapter, we have
seen how to implement interactive programs with asynchronous inputs�outputs
in Coq. We will now investigate how to formally verify interactive programs.

1The post is on https://news.ycombinator.com/item?id=9037115

99

https://news.ycombinator.com/item?id=9037115
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To start with, we restrict ourselves to sequential interactive programs with syn-
chronous inputs�outputs.

In software development processes, we often employ use cases [34] to specify
and verify programs with inputs�outputs. A use case is basically a sequence
of interaction steps between a program and an environment, in order to denote
some functional properties. We can verify a use case by manually running the
program it speci�es and by looking at its trace, or by using automated unit-
testing. However, unit-testing methods are never complete as soon as there is
an in�nite set of possible values for the inputs of the program.

We developed a new method to write and certify interactive programs by a
formal use cases analysis in Coq. We illustrate our method by programming and
certifying the interactive blog system ChickBlog2. In this chapter, we introduce
and present:

• the notion of interactive computations (page 102) to express interactive
computations with synchronous inputs�outputs in the purely functional
language Coq;

• a semantic for the computations as the set of the well-typed runs. A run is
a program which describes both the trace, which can be built interactively,
and the result of a computation (page 103);

• a new technique to express and verify properties expressed as use cases
over interactive programs (page 108). Use cases are represented through
parametrized runs;

• a symbolic debugger for interactive programs (page 109), to assist the
design of use cases and to spot bugs. This debugger relies on the existing
tactic mode [21] of Coq, using this mode to explore the execution paths
of an interactive computation;

• the blog system ChickBlog (page 100), implemented and certi�ed using
our method. The user can login, add, edit or remove a post though a web
interface. This blog system is compiled to an executable version using as
an intermediate language the OCaml programming language.

6.3 A challenge

Our challenge is to both develop and certify the blog system ChickBlog
in Coq. This challenge is interesting because a blog is a realistic example of a
program with interactive user interactions.

Using this blog system, the user is able to login, add, edit or delete a post.
We save the posts on the �le system, with one �le per post. We consider a very

2The blog system ChickBlog is available underMIT license on github.com/clarus/coq-chick-
blog.

https://github.com/clarus/coq-chick-blog
https://github.com/clarus/coq-chick-blog
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simple login system (without passwords) to concentrate on the architecture.
The user interacts with the blog through HTTP requests.

We use an implementation3 of the HTTP protocol in the OCaml language,
a general purpose programming language. The blog itself is entirely written
in Coq. We formally express and prove some properties by reasoning by use
cases. To generate a runnable executable of the blog, we compile the Coq
code into an OCaml code and then use the OCaml compiler. Our trust base
is composed of the Coq system, the extraction process from Coq to OCaml,
the OCaml compiler and runtime, and the implementation of HTTP in OCaml.

6.4 Computations and runs

We will introduce the notion of interactive computations and the notion
of runs, in order to represent and give a semantics to interactive programs
in Coq. These interactive programs will communicate with the system by calling
some special commands.

6.4.1 Commands

A command is the value emitted during a call of a program to the system. Let
Command.t be the type of commands and:

answer : Command.t→ Type

the dependent type of the answers to these commands.

Example To read the content of a �le and to log messages on the user termi-
nal, we can use a type of commands with two constructors:{

ReadFile : string→ Command.t
Log : string→ Command.t

and the following types of answers:{
answer ReadFile = option string

answer Log = unit

Both kinds of commands are parametrized by a string, respectively a �lename
and a user message. To the ReadFile commands, the system may answer the
string representing the �le content, or None in case of error. The Log commands
always return the unit value.

3We use the cohttp library, available on the OPAM repository for OCaml.
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1 Definition print_readme : C.t unit :=

2 Call (ReadFile "README") (fun text =>

3 match text with

4 | None => Ret tt

5 | Some text =>

6 Call (Log text) (fun _ =>

7 Ret tt)

8 end).

Figure 6.1: The print_readme procedure.

6.4.2 Interactive computations

De�nition 21 (Interactive computation). The interactive computations re-
turning a value of type A are represented by the type C A, inductively de�ned
in Coq by4:

Inductive C (A : Type) : Type :=
| Ret : ∀ (x : A), C A
| Call : ∀ (c : Command.t), (answer c→ CA)→ CA.

An interactive computation can be either:

• a pure expression x of type A;

• a call to the environment with an argument c of type Command.t and
a handler waiting for an answer of type answer c, dependent on the value
of the command.

The role of a computation is to combine pure code fragments and to sequence
calls to the system, in order to form arbitrarily complex programs interacting
with the environment.

Example On the Figure 6.1 we present a computation printing the content of
a �le on the user terminal. We call an external procedure to read the �le README
on line 2. The variable text is set to the answer of the call, which is expected
to be the content of the README �le. If the content is None (in case of error), we
return the unit value on line 4. If the content is some text, we print it on the
standard output using the command Log on line 6. Once the printing function
has terminated, we return the unit value.

We only assumed there will be one answer of the right type for each call.
We will now see how to specify the values of these answers.

4We de�ne the computations in the source �le src/Computation.v which is available
on github.com/clarus/coq-chick-blog.

https://github.com/clarus/coq-chick-blog
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6.4.3 Runs

To reason about interactive programs we need to give a semantics to the com-
putations. The semantic of a computation is de�ned by the type of all its runs.
A run is a program executing a computation by providing an explicit answers
to each call.

De�nition 22 (Run). The type of the runs R is a type parametrized by a type A
and a computation c of type C A, de�ned inductively by5:

Inductive R (A : Type) : C A→ Type :=
| RunRet : ∀ (x : A), RA (Retx)
| RunCall : ∀ (c : Command.t) (a : answer c),
∀ {handler : answer c→ CA}, (RA (handler a))→
RA (Call c handler).

A run can be either:

• a run of a Ret that carries the pure value x returned by a computation;

• a run of a Call of a command c that received an answer a of the corre-
sponding type and a run of a handler applied to the answer a.

We do not explicitly write the handler terms since they are already in the
de�nition of the computation and thus can be automatically inferred by Coq (the
implicit parameters are declared into braces). A run describes both an execution
trace of a computation and the result of its evaluation with this trace. Thus,
we can extract the result of a run with the function eval:

Fixpoint eval {A : Type} {c : C A} (r : RAc) : A :=
match r with
| RunRet x⇒ x
| RunCall c a h r ⇒ eval r
end.

We de�ne eval by induction over a run. We recurse until we �nd the inner Ret
and return its value. The eval function returns a value of type A as expected.
Similarly, we extract the trace of a run:

Fixpoint trace {A : Type} {c : C A} (r : RAc)
: list {c′ : Command.t & answer c′} :=
match r with
| RunRet x⇒ [ ]
| RunCall c′ a h r ⇒ (c′, a) :: trace r
end.

A trace is a list6 of dependent couples of commands and answers of the cor-
responding type. We recurse over a run, accumulating the command and the
answer of each call in a list.

5We de�ne the runs in the �le src/Spec.v available on github.com/clarus/coq-chick-blog.
6Since Coq is a normalizing language, by construction, the trace is always a �nite list and

the evaluation of a run always terminates.

https://github.com/clarus/coq-chick-blog
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1 Definition run_print_readme : R unit print_readme :=

2 RunCall (ReadFile "README") (Some "Blabla") (

3 RunCall (Log "Blabla") tt (

4 RunRet tt)).

Figure 6.2: Example of run of the print_readme program.

Example For the print_readme program on the Figure 6.1, we give an exam-
ple of run on the Figure 6.2. This run tells us that the program print_readme

will call the command ReadFile "README". If we answer Some "Blabla", then
it will call the command Log "Blabla", to which the only possible answer is tt.
Then the program terminates without any other calls. We can see this run as a
form of speci�cation by the example of the program print_readme, describing
its behavior only when we answer Some "Blabla" to the ReadFile operation.

We have given a formal de�nition and a formal semantic of the interactive
computations in Coq. We will now see how we used this notion of computations
to build a blog server.

6.5 Programming the blog

We will present the code of the blog system ChickBlog7, and explain how
we used the notion of computations to implement the inputs�outputs operations.

6.5.1 The server handler

The main function of the blog server is of type8:

server : Path.t→ Cookies.t→ C Response.t

This function handles one request from the client. A request is a path (an URL,
like /login) and the status of the client's cookies. A response is a MIME type,
a new set of cookies and a body (typically some HTML content). The server

function is an interactive computation since it does calls to the system. The
state of the blog is saved on the �le system and accessed through system calls.
In total, the blog system itself is made of 786 lines of Coq code. The server

function is pure, expect for the uninterpreted inputs�outputs operations. In
particular, the server function is deterministic, cannot return any exceptions
and always terminates. This property is given to us for free thanks to the strict
type system of Coq.

7The blog system ChickBlog is available underMIT license on github.com/clarus/coq-chick-
blog.

8We de�ne the server function in the source �le src/Main.v which is available on the
repository github.com/clarus/coq-chick-blog.

https://github.com/clarus/coq-chick-blog
https://github.com/clarus/coq-chick-blog
https://github.com/clarus/coq-chick-blog
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Constructor Argument Root path
NotFound

WrongArguments

Static list string /static

Index /

Login /login

Logout /logout

PostAdd /posts/add

PostDoAdd string× date /posts/do_add

PostEdit string /posts/edit

PostDoEdit string× string /posts/do_edit

PostDoDelete string /posts/do_delete

PostShow string /posts/show

Table 6.1: Constructors of the Path.t type.

The path of a request, initially a string URL, is parsed in Coq to the sum
type Path.t9. A sum type is a union of di�erent types, each introduced
by a constructor. The constructors of the Path.t type are given in the Ta-
ble 6.1. This explicit sum type also describes the web API of the blog ap-
plication. The NotFound and WrongArguments constructors are for ill-formed
requests. Static retrieves static content such as CSS �les. Index shows the main
page. We use Login and Logout to login and logout (there are no passwords or
user names). PostAdd shows the form to add a post, PostDoAdd e�ectively add
a post. So do PostEdit and PostDoEdit to edit a post. PostDoDelete removes
a post. Finally, PostShow shows the content of a post.

6.5.2 Edit a post

We present the implementation of the handler post_do_edit10 of PostDoEdit
requests (Figure 6.3). This handler generates a response for a request of the
form:

/posts/do_edit/url?content = content

We check if the user is logged (line 3). If so, we call the header function of the
module Helpers to get the meta-data of a post from the �le system (line 7). Its
type is:

∀A, string→ (option Post.Header.t→ CA)→ CA

This function Helpers.header waits for a continuation, a function returning
the next computation. The notation let! (line 7) is a syntactic sugar to call a

9We de�ne the type Path.t in the source �le src/Request.v which is available on the
repository github.com/clarus/coq-chick-blog.

10We de�ne the post_do_edit function in the source �le src/Main.v which is available on
the repository github.com/clarus/coq-chick-blog.

https://github.com/clarus/coq-chick-blog
https://github.com/clarus/coq-chick-blog
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1 Definition post_do_edit (is_logged : bool)
2 (url : string) (content : string) : C Response.t :=
3 if negb is_logged then

4 ret Response.Forbidden
5 else

6 let! is_success : bool := fun k ⇒
7 let! header := Helpers.header url in
8 match header with
9 | None⇒ k false

10 | Some header⇒
11 let file_name := posts_directory ++
12 Post.Header.file_name header in
13 call! is_success :=
14 UpdateFile file_name content in
15 k is_success
16 end in

17 ret (Response.PostDoEditurl is_success).

Figure 6.3: Code of the post_do_edit handler.

function with a continuation:

let! x := e1 in e2 ⇐⇒ e1 (λx. e2)

We program by continuations to compose computations. Since themonad struc-
ture can generalize the continuation passing style [45], we could have added the
monadic bind operator:

Bind : ∀AB, C A→ (A→ CB)→ CB

but we preferred to keep our number of primitives as small as possible, in the
hope to simplify the reasoning over the runs11.

If the header is not available, we return false for the success status to the
continuation k (line 9). Otherwise we call the command UpdateFile to update
the content of the post on the �le system (line 14). We give the list of calls
used by the blog12 on the Table 6.2. The notation call! (line 13) is a syntactic
sugar for a call to the environment:

call! x := c in e ⇐⇒ Call c (λx. e)

Finally, we return a page PostDoEdit with a link to the original post and
the success status of the update (line 17). The Response.t type is a sum type,

11See for example the de�nition of an invariant over the cases of a computation page 111.
12We de�ne the calls used by the blog in the source �le src/Computation.v available

on github.com/clarus/coq-chick-blog.

https://github.com/clarus/coq-chick-blog
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Command Argument Answer
ReadFile string option string

UpdateFile string × string bool
DeleteFile string bool
ListPosts string option (list header)

Log string unit

Table 6.2: Calls used by the blog.

with one constructor per kind of page. A purely functional pretty-printer13 then
renders the corresponding HTML content.

We have seen how to program a blog system in a type-safe manner in Coq
using the notion of interactive computations. In the next section, we will see
how to compile this blog system.

6.6 Compiling the blog

We will explain how we compile the interactive computation of the blog
system to an executable program, using an automatic translation to the OCaml
language14.

The Coq programming language is a purely functional language. We can rep-
resent the inputs�outputs operations but we cannot execute them. To do so, we
use the extraction mechanism [40], which compiles Coq programs to the impure
programming language OCaml. We introduce some uninterpreted constants and
extract them to speci�c impure expressions in OCaml. For example:

1 Parameter printl : String.t -> t unit.

2 Extract Constant printl => "Lwt_io.printl".

declares the Coq constant printl and associates it to the OCaml function:

Lwt_io.printl

which prints a line on the standard output. After extraction, this function will
e�ectively display a line on the screen. As mentioned earlier, this compilation
process is part of the trusted base. We link the extracted code to the OCaml
library CoHTTP to handle the HTTP protocol. CoHTTP creates the main pro-
gram loop, waiting for HTTP requests. The event-based concurrency model
is managed by the Lwt library [62], a cooperative lightweight threads library
for OCaml.

13We do not verify the pretty-printer.
14We de�ne the compilation of the computations in the �le src/Extraction.v available

on github.com/clarus/coq-chick-blog.

https://github.com/clarus/coq-chick-blog
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1. we add a new post as an authenticated user;

2. we edit this post with some text s;

3. we show this post and check that it contains the text s we edited.

Figure 6.4: Use case of the creation of a new blog post.

6.7 Specifying the blog

The type system of Coq already provides some safety properties for the
computations, like the termination. We will go further by formally verifying use
cases and invariants.

6.7.1 Use cases

A use case is a form of speci�cation of an interactive program, expressed as a
scenario of interaction between the program and its environment. We give an
example of an informal use case on the Figure 6.4. This use case describes the
creation of a new blog post. The user represents the environment of the blog
and successively creates, edits and displays a blog post. We will formalize the
notion of use cases in the setting of the computations.

De�nition 23 (Use case). A use case over a computation c of type C A is a
run r parametrized by some type P :{

P : Type
r : P → RAc

For the use case of the Figure 6.4, a parameter can be a couple of a post
title t and of a post content s. A run r (t, s) will answer to the calls of the blog
system in order to simulate the actions of the user described in the use case.
We say that a use case is valid if the use case is well-typed.

To be relevant, the expression of a use case should be as clear as possible.
Indeed, while we can formally verify that a use case is correct by typing, we
cannot verify that a use case corresponds to the original intent of a programmer
unless we provide a simple enough expression. The use cases being expressed as
parametrized runs, which are programs answering to the calls of a computation,
we hope that our speci�cations by use cases will provide a clear and familiar
formalism for the programmers.

In the followings, to keep the explanations short, we will study the simpler
use case of the index page service (Figure 6.5).
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1. we connect to the index page URL;

2. the blog calls the �le system to list the available posts;

• in case of error, a log message is printed on the server console;

3. the index page is displayed with the list of posts.

Figure 6.5: Use case for the index page.

1 Definition index_ok (cookies : Cookies.t)
2 (headers : list Header.t)
3 : Run.t (Main.server Path.Index cookies).
4 simpl.
7 apply (RunCall (ListPosts _) (Someheaders)).
8 apply (RunRet (Response.Index
9 (Cookies.is_logged cookies)

10 headers)).
11 Defined.

Figure 6.6: Formal use case for the index page.

6.7.2 Symbolic debugger

To write the runs of the use cases, we leverage the tactic mode of Coq. We
normally use the tactic mode to prove theorems reasoning step by step. By
using this mode to specify the computations, we get some form of interactive
debugger for computations: it is possible to evaluate a computation stepping
through each call, like we would iterate into the reasoning steps of a theorem.
At each call, we must provide an explicit answer to go to the next call. The
trace of the user interactions with the debugger is then a run of a computation.
Crucially, this debugger is symbolic: Coq being designed to manipulate symbolic
expressions, we do not need to instantiate variables with concrete values. So
the interactions with the debugger can easily describe a parametrized run, that
is to say a use case.

We give a formalization of the use case index_ok15 for the index page (Fig-
ure 6.5) on the Figure 6.6. This use case describes the execution of the server
handler by a run parametrized with a cookie and a list of post headers. We do
not need to execute these runs: because index_ok is well-typed, we know that
these runs are all correct16. These runs interpret one call of kind ListPosts

and display the list of posts.
To construct this use case using the debugger (the tactic mode), we enter

15We de�ne the index_ok use case in the �le src/Spec.v available on github.com/clarus/coq-
chick-blog.

16In contrast, to verify this use case by testing would require to execute the runs for each
parameter, what is impossible here since the set of parameters is in�nite.

https://github.com/clarus/coq-chick-blog
https://github.com/clarus/coq-chick-blog
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1 Definition index (is_logged : bool)

2 : C.t Response.t :=

3 call! posts := ListPosts posts_dir in

4 match posts with

5 | None =>

6 do_call! Log ("Cannot open the " ++

7 posts_dir ++ " directory.") in

8 ret (Response.Index is_logged [])

9 | Some posts =>

10 ret (Response.Index is_logged posts)

11 end.

Figure 6.7: Source code of the index function.

the type of index_ok (the three �rst lines). The Coq interpreter replies:

1 1 subgoals

2 cookies : Cookies.t

3 headers : list Header.t

4 ______________________________________(1/1)

5 Run.t (Main.server Path.Index cookies)

This means that we have two symbolic parameters, cookies and headers, and
aim to construct a run of the server handler applied to the index path and
the cookies. We enter the simpl command on line 4 to partially evaluate the
computation:

Main.server Path.Index cookies

The Coq engine uses the fact that Path.Index is a concrete value to simplify the
application of Main.server to the application of the Main.Controller.index
handler:

Main.Controller.index (Cookies.is_logged cookies)

We get:

1 1 subgoals

2 cookies : Cookies.t

3 headers : list Header.t

4 ______________________________________(1/1)

5 Run.t (Main.Controller.index

6 (Cookies.is_logged cookies))

We can guess what will be the next call of this computation by unfolding the
de�nition of Main.Controller.index with the command unfold or by directly
looking at its source code on line 3 on Figure 6.7. We guess that is a ListPosts
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command applied to some folder:

call! posts := ListPosts posts_dir in . . .

We answer to this command the list of post headers Some headers on line 7:

apply (RunCall (ListPosts _) (Some headers)).

The Coq system uni�es modulo evaluation the computation:

Main.Controller.index (Cookies.is_logged cookies)

with a computation of the form:

Call (ListPosts α) (fun a⇒ β)

It infers that α equals posts_dir and that β equals the lines 4 to 11 of the index
function, that is to say, once posts is replaced by the answer Some headers:

ret (Response.Index (Cookies.is_logged cookies) headers)

Thus, Coq answers:

1 1 subgoals

2 cookies : Cookies.t

3 headers : list Header.t

4 ______________________________________(1/1)

5 Run.t (C.Ret (Response.Index

6 (Cookies.is_logged cookies)

7 headers))

Since we are on a Ret expression, the evaluation is terminated and we can
conclude by the line 8 on the Figure 6.6, which explicitly states the expected
result. In particular, we require the response to be the index page and to include
the list of headers.

Likewise, we have de�ned a use case for the index page when there are errors
from the �le system, by answering the value None to the call ListPosts. We
have also veri�ed the add, edit and show use case of the Figure 6.4. In our
experience, de�ning a use case is similar to writing a unit-test. Indeed, a unit-
test for an interactive program is basically a trace of all the responses of the
environment to the program. This is exactly the same for a use case, with
the possibility to have symbolic answers, representing an in�nite set of possible
values.

6.7.3 Invariants

We now verify some invariants about the blog system. For example, we prove
than an unauthenticated user cannot make a request which generates calls mod-
ifying the �le system. To do so, we de�ne a predicate:

is_read : Command.t→ bool
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Inductive read_only :C A→ Prop :=
| RoRet : ∀ (x : A), read_only (Retx)
| RoCall :
∀ c (h : answer c→ CA),
is_read c = true→
(∀ (a :answer c), read_only (h a))→
read_only (Call c h).

Figure 6.8: A computation free of write operations.

to check that a command does not modify the �le system. The function is_read

answers false for the kinds of commands which may modify the �le system, such
as UpdateFile. By induction over the cases of a computation, we de�ne what
is a computation free of write operations (Figure 6.8). A computation is free
of write operations if, for any answers to any of its calls, the computation does
not make a call which does not respect the is_read predicate. We exploit the
fact that a computation is de�ned by only two cases to give a simple de�nition
of our is_read predicate.

To prove our claim, we reason by disjunction on the URL paths to we show
that the read_only predicate is valid for any computation handling a request
from an unauthenticated user.

Theorem 8 (Unharmful unauthenticated users). An unauthenticated user can-
not modify the content of the �le system of the server17:

∀ (p : Path.t), read_only (Main.server pCookies.LoggedOut)

6.8 Related work

Effectful functional programming have been intensively studied by the
community of the Haskell language, and large realistic programs have been writ-
ten using this functional language. One of the ideas popularized by Haskell
is the IO monad to express impure computations and to verify by typing the
isolation of pure and impure expressions. Simon Peyton Jones wrote a nice pa-
per [49] on the IO monad and related techniques. We wanted to build upon this
experience exploring new solutions, thanks to the more powerful type system
of Coq featuring dependent-types and propositional types.

The Ynot project [47] studied the use of a parametrized monad to represent
and reason about impure computations in Coq. This project focused more on
the imperative and low-level memory management, using Hoare-logic [32] with
pre- and post-conditions together with separation logic [53]. They explored

17We verify this property in the �le src/Spec.v available on github.com/clarus/coq-chick-
blog.

https://github.com/clarus/coq-chick-blog
https://github.com/clarus/coq-chick-blog
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extensions to reason about inputs�outputs and have written and mechanically
certi�ed a web application [42]. Unlike our work, their application is speci�ed
by an invariant over the execution trace of the program. They do not study the
veri�cation of properties expressed as use cases.

The algebraic e�ects and handlers [51], a generic framework to represent
e�ects in a compositional way in purely functional languages, led to a lot of
research about proven safe e�ectful programs. This framework is more pow-
erful than ours because it can represent many di�erent kinds of e�ects, like
non-determinism, exceptions, or states, and can combine them in a generic way.
This power has a cost: the algebraic e�ects are also more complex to de�ne and
understand. It could be interesting to see if our notion of interactive computa-
tions can be viewed as a particular case of algebraic e�ect.

The dependently typed programming language Idris [7] proposes an imple-
mentation of algebraic e�ects [8]. Edwin Brady and Simon Fowler show how
to specify the rules of a game or a web protocol and how to verify by typing
their implementations in Idris [9, 24]. These work mostly focus on expressing
invariants and building the right primitives to write correct-by-construction pro-
grams. By contrast, we focused on speci�cations by use cases and on a tool, the
symbolic debugger, to express these cases interactively.

Ur/Web [13] is a functional programming language and a platform for the
web development made by Adam Chlipala. We can cite the BazQux Reader18, a
commercial RSS feed reader, as a successful application of the Ur/Web platform.
The language Ur does not feature full dependent types, but can generate formally
valid and unexploitable web pages and SQL requests thanks to its rich type
system and its integrated platform. Combining our formalism of use cases with
the ideas of the Ur/Web platform could be an interesting subject.

6.9 Conclusion

We have presented the notions of interactive computations and runs to rep-
resent and to give a semantic to interactive programs in the purely functional
language Coq. We have shown how to verify invariants on a computation us-
ing predicates inductively de�ned on the combinators of the computations. We
have introduced a new technique to formalize and verify properties expressed as
use cases. The tactic mode of Coq provides a symbolic debugger to write and
verify these use cases interactively. To illustrate this approach, we developed
and certi�ed a blog system in Coq.

In the following chapters, we will extend our techniques to a wider class of
programs. In particular, we will study concurrent programs with asynchronous
calls, expressed in a monad with a join primitive to launch concurrent opera-
tions.

18https://bazqux.com/

https://bazqux.com/


114 CHAPTER 6. INTERACTIVE COMPUTATIONS



Chapter 7

Concurrent Computations

7.1 Abstract

The use cases are a speci�cation method used in software engineering to
specify interactive programs. Some argue that the use cases have the advantage
of being simple to understand, by describing scenarios of interactions between
a program and its environment. However, they are usually written in informal
languages and often veri�ed just by program testing.

We present a formalization of the use cases in the dependently typed pro-
gramming language Coq. We apply the use cases to formally verify programs
written in the same language Coq, extended with typed primitives for concur-
rency and inputs�outputs. To simplify the design of the use cases, we exploit
the proof mode of Coq as a symbolic debugger to interactively write correct-by-
construction use cases from a program de�nition. We present several composi-
tion methods in order to specify programs in the large.

7.2 Introduction

The specification by use cases is a method used to write program speci-
�cations. Basically, we de�ne a use case as a scenario of interactions between
a program and its environment (in a given context), and a scenario as a list of
inputs�outputs operations between the program and its environment.

To illustrate this technique, we consider the example of a distant shell with
authentication (Figure 7.1). The shell asks the login and the password of the
user (lines 2-3), and asks it again while the password is incorrect (lines 4-7).
Finally, the shell runs and prints the outputs of the commands typed by the user
(lines 8-11). We specify this shell with several use cases between the program
and three actors representing the environment: the user, the authentication
process and the system running the commands.

115
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1 shell() :=
2 login = get_login()
3 password = get_password()
4 until is_valid(login, password)
5 login = get_login()
6 password = get_password()
7 done

8 while c = ask_command()
9 output = run(c)

10 print(output)
11 done

Figure 7.1: Pseudo-code of a shell with authentication.

1. the user enters the login login;

2. the user enters the password password;

3. the program asks for the validity of the couple login and password to the
authentication server and gets the answer true;

4. the user requests a command execution.

Figure 7.2: Example of use case for the shell.

We give an example of use case with no password errors on the Figure 7.2.
We parametrize this use case by two strings login and password. On step 4,
we include another use case specifying how a user executes the commands. We
can also extend this use case by describing how to react to special events, like
for example to a terminal error when asking for the password.

As for any program speci�cations, we must ask two questions:

1. Does this speci�cation represent the true intents of the speci�er?

2. Does our implementation respect this speci�cation?

We cannot answer to the �rst question in a certain way, because the true
intents of a speci�er are an intuitive human idea. However, we should design
our speci�cation language so that it is clear and readable, with common require-
ments expressed in a simple way. We classify the program speci�cations into
two categories, according to the point of view taken by the speci�er:

• the internal speci�cations, where the speci�er explicits some invariants
which the program will ensure in all acceptable execution contexts. The
environment is just supposed to verify some pre-conditions useful to prove
the invariants and the attention of the speci�er is focused on the program
itself;
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• the external speci�cations, where the speci�er describes the behavior of
the program in the valid execution environments. The focus is drawn
on the de�nition of a set of acceptable execution environments, together
with the outputs which the program must respond to the inputs of the
environment.

The distinction between these two categories occurs especially in the case of
interactive programs with inputs�outputs. The internal speci�cations tend to
be useful to describe the algorithmic parts of a program, whereas the external
speci�cations tend to be useful to describe the interactive parts. These two
kinds of speci�cations are complementary. The use cases are a form of external
speci�cation and aim to be simple to understand by giving concrete execution
scenarios, even if it can be hard to convince ourself that the use cases cover all
the kinds of scenarios we wanted to specify.

To the second question of the correctness of the implementation according
to the speci�cation, we can answer with a high degree of certainty by using
formal methods. To this end, we continue the preliminary work of the chapter
on the interactive computations (page 99) to present a formal de�nition of the
use cases in type theory, together with a method to write and verify these use
cases. All our work is formalized in Coq and usable to write runnable and
veri�ed application1. In this chapter we will present:

• the notion of concurrent computations (page 119), which are potentially
non-terminating concurrent programs with inputs�outputs, written in the
dependently typed language Coq. We give a formal semantic of the con-
current computations (page 123);

• a formalization of the use case speci�cations in Coq (page 126). To our
knowledge, this is the �rst de�nition of the use cases speci�cations in type
theory;

• an alternative representation of the use cases, using a symbolic execution
of the computations in a debugger mode to guide both the de�nition and
the veri�cation of the use cases (page 128). In this representation, a use
case is de�ned as a dual and valid-by-construction programs modeling the
environment of a computation;

• a study of some composition and programming patterns in order to specify
programs in the large, by adapting UML use case diagrams relations and
by presenting new techniques (page 132 and page 137).

7.3 General idea

To verify that the use case of the Figure 7.2 is valid, we can start
by writing a test program instrumenting the shell in order to play the use

1Our developments are available on the project website coq.io.

http://coq.io/
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1 test_shell() :=
2 login = random_string()
3 password = random_string()
4 enter(login)
5 enter(password)
6 request = get_auth_request()
7 assert request is
8 "check(login, password)"
9 answer_auth(true)

10 test_commands()

Figure 7.3: Pseudo-code of a test for the use case.

1 test_shell_coq(login, password) :=
3 enter(login)
4 enter(password)
5 request = get_auth_request()
6 assert request is
7 "check(login, password)"
8 answer_auth(true)
9 test_commands_coq()

Figure 7.4: Pseudo-code of a test written in Coq.

case (Figure 7.3). This pseudo-code simulates a user entering a login and a
password (lines 2-5), veri�es that the shell asks for the authentication permis-
sion (lines 7-8), generates a fake authentication permission (line 9) and test the
commands loop by calling test_commands (line 10). Although very useful, this
test can only check the use case for a �nite set of login and password values.
Thus, we may miss some corner case errors (for example, what should happen
if the login is empty?), or miss some execution paths.

Tests as speci�cations To formally verify the use case, our �rst idea is to
write the exact same test in the Coq programming language, relying on the fact
that "well-typed programs do not go wrong" to make sure that this test will
succeed for each instance of login and password (Figure 7.4). When looking at
the pseudo-code, the only thing which changed is that the randomly generated
variables are now explicit parameters of the test. Thus, if this test "type checks",
we know that for each instance of login and password the test will succeed2.
This test provides both a formalization and a validation of our use case. Since
we represent use cases as tests, we hope this formalism to be simple to grasp
and easy to integrate in a standard programming work�ow.

2We assume that we are in a total language, that is to say that each well-typed term
reduces to a value. Exceptions and non-termination are forbidden.
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Formally verifying use cases by writing tests in Coq does not come for free.
Because Coq is a purely functional language, we need to introduce new opera-
tors to add inputs�outputs commands, non-termination or concurrency to the
language (page 119). We also need to add constructs to write test programs
which instrument other Coq programs (page 128). Despite the inference mecha-
nisms of the Coq system, the type-checking of the test programs cannot always
be automatic. It is in fact undecidable in general, because we could embed
arbitrarily complex assertions into a use case.

A prover as a debugger Our second idea is to use the prover mode of Coq as
a symbolic debugger to both write and verify the use cases (page 129). Indeed,
the Coq system being a theorem prover based on type theory, in which the notion
of evaluation is crucial, Coq is equipped with various symbolic evaluation and
uni�cation algorithms [65]. These algorithms proved to be useful to check our
use cases. As an example, the veri�cation of the use case for the shell is done
automatically by symbolically executing the test interacting with the shell (the
only non-automatic action is the unfolding of the login loop, due to technicalities
with the co-induction).

By using the Coq proof mode (a mode to construct a term piece by piece),
the symbolic execution of the test appears step by step, helping the speci�er
to understand more clearly the use case. For more complex use cases, where
automatic symbolic execution can fail, we manually apply lemma to simplify
the expressions which get stuck. For example, with the hypothesis y ≥ 0 the
expression:

if x2 + y ≥ 0 then A else B

could manually by reduced to A, by applying the right mathematical lemma.
The ability to use both automatic and manual reduction rules o�ers a lot of
control to write both simple and complex use cases.

7.4 Concurrent computations

To formalize concurrents programs with inputs�outputs in type theory,
we introduce the notion of concurrent computations. The concurrent compu-
tations are a combination of purely functional expressions with concurrency
operations and special requests to the environment.

7.4.1 E�ects

An e�ect is a set of commands. The commands represent calls to the environ-
ment, for example to do inputs�outputs operations, to raise exceptions or to
modify state variables.
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Inductive command : Type:=
| Print (s : string)
| ReadLine.

Definition answer (c : command)
: Type:=
match c with
| Print _⇒ unit
| ReadLine⇒ option string
end.

Definition terminal_effect : Effect :=
Effect.New command answer.

Figure 7.5: Declaration of an e�ect to interact with the terminal.

De�nition 24 (E�ect declaration). An e�ect declaration is an element of
type Effect, de�ned by3:

Record Effect := New {
command : Type;
answer : command→ Type }.

This record contains two types:

• the command type, the type of the parameter of a call;

• the answer type, dependent on the parameter of a call, the type of answers
for a call.

An e�ect declaration is purely abstract and does not specify the semantic of
the calls, only their types. We will see how to de�ne an e�ect later (page 137).
The separation of the de�nitions from the declarations permits to provide many
implementations for each e�ect declaration, either by simulation using purely
functional constructs or by compilation to more primitive e�ects.

The Figure 7.5 is an example of declaration of e�ect, with two operations
to display or read a message on the terminal. A command is either a Print

parametrized by a message string or a ReadLine with no parameters. The
environment's answer to a Print command is of type unit, the singleton type.
The environment's answer to a ReadLine command is of type option string:
the answer is either None in case of error or Some s (with s a string) in case of
success. In this example, the command is a sum type representing two di�erent
kinds of operations. We can generalize this construction to compose any two
declarations of e�ects together.

3We de�ne the e�ect declarations in the �le src/Effect.v available on github.com/coq-
io/io.

https://github.com/coq-io/io
https://github.com/coq-io/io
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De�nition 25 (E�ect composition). We de�ne the composition of two e�ect
declarations E1 and E2 by4:

Definition compose (E1E2 : Effect) : Effect :=
Effect.New

(Effect.command E1 + Effect.command E2)
(fun c⇒
match c with
| inl c1 ⇒ Effect.answer E1 c1
| inr c2 ⇒ Effect.answer E2 c2
end).

We de�ne the type of commands of a composition of two e�ects E1 and E2

as the sum type of the commands of E1 and E2. The type of answers is de�ned
accordingly.

7.4.2 Computations

The Coq programming language is purely functional, in the sense that each ex-
pression is terminating, deterministic and cannot raise exceptions. To represent
concurrent programs with e�ects, which we name the concurrent computations,
we introduce a set of unevaluated constructors. One advantage of writing the
computations directly in Coq is that we will not verify a model but the actual
implementation of our programs, modulo the trusted compilation process. We
can also exploit the usual guarantees given by the type checker or the usual
techniques [59] to verify the purely functional parts of the computations.

De�nition 26 (Concurrent computations). The concurrent computations re-
turning a value of type A using the e�ect declared by E are the values of the
type C E A, de�ned by co-induction as follows5:

CoInductive C (E : Effect) : Type→ Type :=
| Ret : ∀A, ∀ (e : A), C E A
| Call : ∀ c, C E (Effect.answerE c)
| Let : ∀AB, ∀ (e1 : C E A) (e2 : A→ C EB), C EB
| Join : ∀AB, ∀ (e1 : C E A) (e2 : C EB), C E (A×B).

A concurrent computation can be either:

• Ret e, the pure expression e of type A. This expression can be any
valid Coq expression of type A;

• Call c, the call of a command c. The return value of a call depends on
the value of c and is given by Effect.answerE c;

4We de�ne the e�ect composition in the �le src/Effect.v available on github.com/coq-
io/io.

5We de�ne the concurrent computations in the �le src/C.v available on github.com/coq-
io/io.

https://github.com/coq-io/io
https://github.com/coq-io/io
https://github.com/coq-io/io
https://github.com/coq-io/io
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• Let e1 e2, the application of the function e2 (returning a computation of
type C EB) to the computation e1 returning a value of type A. This
application is sequential: the value v1 of the computation e1 is computed
before the evaluation of e2 v1;

• Join e1 e2, the parallel evaluation of the computations e1 and e2. This
operator waits till the evaluation of both e1 and e2 is completed and re-
turns the couple of results of e1 and e2. The interleaving of the evaluation
of e1 and e2 is unspeci�ed.

Because the computations are co-inductively de�ned, they can describe ei-
ther terminating or non-terminating programs. The idea of computations is
inspired by the concept of monads [63], where impure expressions are isolated
from the pure world and sequenced by two operators Return and Bind. These
operators correspond to the Ret and Let primitives of the computations. How-
ever, we prefer not to call a computation a monad because the monadic equations
such as:

∀x f, Bind (Returnx) f = f x

are not veri�ed by the computations6.

7.4.3 Evaluation

The inputs�outputs operations of the computations cannot be run inside Coq.
To execute the e�ects of a computation, we compile the computations to the pro-
gramming language OCaml using a customized version of the extraction mech-
anism [40] of Coq. We implement the commands and the Join operator using
the OCaml library Lwt [62] (a library for asynchronous inputs�outputs). This
compilation chain is not proven correct yet and is part of our trust base. The
compilation infrastructure does not introduce new axioms to the Coq formaliza-
tion of the computations.

7.4.4 Illustation

We will use the notations: {
let! x := e1 in e2
do! e1 in e2

for, respectively: {
Let e1 (fun x⇒ e2)
Let e1 (fun _⇒ e2)

As an illustration, we de�ne the computation your_name on the Figure 7.6. The
type of your_name is "C terminal_effect unit". This means that this is a compu-
tation returning the value of the singleton type unit and doing some e�ects to
interact with the terminal. We print a welcome message on the terminal (line 2)

6At least using the default equality of Coq.
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1 Definition your_name : C terminal_effect unit :=
2 do! Call (Print "What is your name?") in
3 let! name := Call ReadLine in

4 match name with
5 | None⇒ Ret ()
6 | Somename⇒ Call (Print ("Hello " + name))
7 end.

Figure 7.6: The your_name computation.

and ask for the name of the user (line 3). In case of error of the ReadLine com-
mand, we return the unit value (line 5). In case of success (line 6), we print the
user name pre�xed by the "Hello" message.

7.5 Semantics of the computations

The definition of the computations introduces operators to call e�ectful
commands or to de�ne concurrent programs. These operators are declared but
not de�ned, in order to make the framework of the computations as generic as
possible. The semantics of the computations will keep the de�nition of these op-
erators abstract. We will de�ne two equivalent kinds of semantics7, the semantic
of the traces and the semantic of the runs.

7.5.1 Traces

We �rst de�ne the semantic of a computation as the set of its acceptable traces
of interactions with the environment.

De�nition 27 (Traces). For an e�ect declaration E, the type of traces T E is
the type co-inductively de�ned by8:

CoInductive T (E : Effect) : Type :=
| TRet : T E
| TCall : ∀ c (a : Effect.answerE c), T E
| TLet : T E → T E → T E
| TJoin : T E → T E → T E.

A trace is either:

• the empty trace TRet for a purely functional computation;

7We will consider as equal two expressions considered as equal by Coq. In particular, any
expression can be assimilated to its (unique) normal form according to the reductions rules
of Coq. We do not enforce any reduction strategies.

8We de�ne the traces in the �le src/Trace.v available on github.com/coq-io/io.

https://github.com/coq-io/io
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• the trace of a call TCall c a for a call of a command c with the answer a;

• the sequential composition TLet t1 t2 of two traces;

• the concurrent composition TJoin t1 t2 of two traces.

The traces are possibly in�nite trees of interaction events with two kinds of
nodes, TLet and TJoin, to represent sequentiality or concurrency. We associate
to each computation a set of acceptable traces.

De�nition 28 (Valid traces). For a computation e of type C E A, a trace t

of type T E and a value v of type A, the predicate e
t−−→ v asserts that the

computation e accepts the trace t and returns the value v, by using the answers
to the calls from the trace. This predicate is co-inductively de�ned by the rules9:

Ret v
TRet−−−→ v Call c

TCall c a−−−−−→ a

e1
t1−→ v1 e2 v1

t2−→ v2

Let e1 e2
TLet t1 t2−−−−−−→ v2

e1
t1−→ v1 e2

t2−→ v2

Join e1 e2
TJoin t1 t2−−−−−−−→ (v1, v2)

This predicate both asserts which traces are accepted by a program and
which value is returned by a computation given an accepted trace. By con-
struction, this predicate is con�uent10: for a computation e and an accepted
trace t, there is a unique value v such that e

t−−→ v. The environment can
answer any value of the right type to a call from a computation. If one has to
precise the semantic of the commands, this semantic can be given later in the
form of a speci�cation over the computations, for example. The scheduling of
the operations for the join of two computations cannot be speci�ed using the
traces semantic.

7.5.2 Runs

As an alternative, we de�ne the semantic of a computation as the type of all its
possible runs. A run contains three informations: a trace, the validity of this
trace and a return value.

De�nition 29 (Run). For a computation e of type C E A, the type of its runs

9We de�ne the valid traces in the �le src/Trace.v available on github.com/coq-io/io.
10Because of the absence of induction-recursion in Coq, we could not explicit this con�uence

by mutually de�ning the type of the accepted traces and an evaluation function from the
computations with valid traces to the values. However, this formalization may be possible in
alternative theorem provers like Agda.

https://github.com/coq-io/io
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giving a result v of type A is the type R e v, co-inductively de�ned by:

CoInductive R (E : Effect) : ∀A, C E A→ A→ Type :=
| RRet : ∀A (v : A), R (Ret v) v
| RCall : ∀ c (a : Effect.answerE c), R (Call c) a
| RLet : ∀AB (e1 : C E A) v1 (e2 : A→ C EB) v2,
R e1 v1 → R (e2 v1) v2 → R (Let e1 e2) v2

| RJoin : ∀AB (e1 : C E A) v1 (e2 : C EB) v2,
R e1 v1 → R e2 v2 → R (Join e1 e2) (v1, v2).

A run can be either:

• the run of a Ret of a pure value v;

• the run of a Call of a command c that received an answer a from the
environment, of type Effect.answerE c;

• the run of a Let of a computation e1 and a function e2 applied to the
result of e1, given by a run of e1 and a run of e2 v1;

• the run of a Join of two computations e1 and e2, given by a couple of runs
for e1 and e2. Nothing is said about the interleaving of e1 and e2, we only
observe the result of each computation.

Interestingly, a run can be viewed as the combination of two programs,
a computation and its environment, with, by construction, calls and answers
occurring at the same points and of compatible types. This idea will help us
to de�ne use cases, viewing the speci�cation of a computation as a compatible
program representing its environment.

7.5.3 Comparison

The semantic of the traces and the semantic of the runs are equivalent in the
sense that we can de�ne two bijections:

of_run : ∀E A (e : C E A) (v : A) (r : R e v),

{t : T E | x t−→ v}
to_run : ∀E A (e : C E A) (t : T E) (v : A),

e
t−→ v → R e v

which convert a run to an accepted trace or an accepted trace to a run.
From a theoretical point of view, the run semantic is less satisfactory be-

cause a run is both a trace (which is a data type) and a proof of validity of a
trace (which is a proposition, depending on both a trace and a computation).
However, as we will see, the runs are often more practical to use.
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7.6 Formal use cases

A use case is usually presented though some textual or graphical pre-
sentations using a human language and metaphors. Formally, we de�ne a use
case as a set of list of interactions between the program and its environment,
together with a set of program results for each possible list of interactions.

7.6.1 De�nitions

We de�ne a use case as a set of pairs of traces and results.

De�nition 30 (Use cases). For an e�ect declaration E and an output type A,
the type of the use cases U E A for the computations of type C E A is the type of
the propositions over the traces of type T E and the values of type A:

U E A := T E ×A→ Prop

In informal de�nitions of use cases, the program result is often left unspec-
i�ed. This is due to the fact that most programs veri�ed with the use case
technique live in C E unit, so the program result can only be the unique unit
value. The speci�cation of the program result is of particular importance when
we want to compose the veri�cation of sub-programs with a return type di�erent
from unit.

De�nition 31 (Valid use cases). A computation e of type C E A veri�es a use
case u when:

∀ (t : T E) (v : A), u (t, v)→ e
t−−→ v

This means that the computation e must accept all the traces and output
values described by the use case u. As an equivalent11 way to de�ne a use case,
we can give a couple of a parametrized trace and a parametrized output value.

De�nition 32 (Parametrized use cases). A parametrized use case for an e�ect
declaration E and a return type A is an element of the type:

U E A := {P : Type & ((P → A)× (P → T E))}

A parametrized use case is formed of three elements:

• a type of parameters P ;

11More generally, in Coq, a subset of a type A described by a parameter type P and a
function f : P → A can be viewed as the predicate:

ϕ : A → Prop
a 7→ ∃ (p : P ), f p

Reciprocally, a subset given by a predicate ϕ : A→ Prop can be described by the parameter
type:

P = {a : A |ϕa}
and the canonical projection from P to A.
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1. the program displays "What is your name?" on the terminal;

2. the program asks to read a new line;

3. the user answers by the string name;

4. the program displays a message containing the string name.

Figure 7.7: Informal use case of the computation your_name.

• a function from the parameters to the output values;

• a function from the parameters to the traces.

De�nition 33 (Valid parametrized use cases). We say that a computation e
veri�es a parametrized use case u = (P, v, t) if:

∀ (p : P ), e
t p−−−→ v p

We introduce an preorder relation in order to compare two use cases.

De�nition 34 (Use case generalization). A use case u1 = (P1, v1, t1) generalizes
a use case u2 = (P2, v2, t2) if:

∀ p2 : P2, ∃ p1 : P1,

{
v1 p1 = v2 p2
t1 p1 =CO t2 p2

We formalize here the relation generalize of the UML use case diagrams.
This relation is useful to specialize a use case on a more concrete and more un-
derstandable case. Due to some technicalities with the co-induction, we use the
extensional and co-inductive equality =CO instead of the standard Coq equality
for the traces.

7.6.2 Illustration

We will use the notation:

tlet! t1 in t2 := TLet t1 t2

We present on the Figure 7.7 an informal use case of the computation your_name
of the Figure 7.6 (page 123). We use the parametrized de�nition to formalize this
use case. The computation your_name returns a value of type unit, so the spec-
i�cation of the output value is trivial. Using a type of parameters string for the
variable name, we formalize the expected traces on the Figure 7.8. We state that
the trace of interactions between the program and the environment must start by
a call to the printing function with the argument "What is your name?" (line 2).
The environment answers the unit value () to this printing call. Then, once
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1 Definition your_name_uc (name : string) : T E :=
2 tlet! (TCall (Print "What is your name?") ()) in
3 tlet! (TCall ReadLine (Somename)) in
4 TCall (Print ("Hello " + name)) ().

Figure 7.8: A use case for the computation your_name.

this call is completed, the program must ask to read a new line on the termi-
nal (line 3). To this call the environment answers Somename, that is to say the
string name with no errors. Then, the program must terminate by printing the
message "Hello " + name (line 4).

To validate this use case, we must check that the your_name computation
respects the scenario described by the use case, that is to say that for each
parameter name, the trace:

your_name_uc name : T E

is an acceptable trace for the computation your_name. The proof is very
straightforward, using the de�nition of the accepted traces for a computation.
In Coq, we apply the constructors representing the rules of the accepted traces,
having just one choice at each step. This proof follows the same shape as the
use case itself.

We will now see how to merge the de�nition and the veri�cation of the use
cases, by de�ning the use cases over the runs and by using the shape of the
veri�ed computation as a guide.

7.7 Use cases over the runs

We will define a use case as a set of runs instead of a set of traces. The
main di�erence between a run and a trace is that the de�nition of a run includes
the validity of its trace, and thus depends on a computation.

7.7.1 De�nition

De�nition 35 (Use cases over runs). We de�ne type of the parametrized use
cases over the runs of a computation e of type C E A by12:

UR e := {P : Type & {f : P → A & ∀ p : P, R e (f p)}}

A use case is composed of three elements:

• a type of parameters P ;

12We de�ne the use cases over the runs in the source �le src/UseCase.v available
on github.com/coq-io/io.

https://github.com/coq-io/io
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• a purely functional function f of type P → A expressing the results of the
evaluation of e;

• a run of the computation e, parametrized by P , of result f p for each
parameter p.

The de�nition of UR depends on a computation e. This is not totally sat-
isfactory, because the expression of a speci�cation should not depend on the
veri�ed program (only its veri�cation should). However, in practice, we often
verify a single program for a single speci�cation, so this is less a problem to
have a speci�cation depending on a speci�c program. Moreover, we can con-
vert a use case in UR e to a use case over the traces of type U E by using the
bijection of_run (page 125), which transforms runs into accepted traces.

The potential advantages of de�ning a use case over the runs instead of the
traces are two folds:

• a use case in UR e is by construction veri�ed by the computation e, so we
do not need a separated validity proof;

• we can de�ne the runs of the use case following the shape of the com-
putation. To this end, we exploit the proof mode of Coq. We use this
mode like a debugger, to step through the computation e while de�ning
the runs.

7.7.2 Symbolic debugger

In order to simplify the de�nition of proof terms (which are raw λ-terms), Coq
provides a proof mode. In this mode, we use tactics to de�ne a term piece by
piece. The goals represent the types of the remaining holes to be �lled. The
hypothesis represent the variables of the current environment. Coincidentally,
this mode also simpli�es the de�nition of a use case as a parametrized run. The
pieces of the de�nition are the constructors of the run type. For a computation e,
the goals are of the form R e′ v where e′ is the current part of the computation
which we consider.

For example, for the procedure your_name of the Figure 7.6, we start the
de�nition of the use case by stating:

Definition your_name_uc (name : string) : R your_name ().

meaning that we will de�ne a run over the computation your_name, which is
parametrized by the string name. Coq answers us:

1 subgoal
name : string
______________________________________(1/1)
R your_name ()

which means that we have to give the de�nition of a run over the computa-
tion your_name given a parameter name. Because this computation starts with



130 CHAPTER 7. CONCURRENT COMPUTATIONS

a do! instruction (on line 2), which is syntactic sugar for a Let, we know that
the run must start by a RLet and be a sequence of two runs. We start with the
constructor RLet, without specifying its arguments:

eapply RLet.

Coq answers:

2 subgoals
name : string
______________________________________(1/2)
R (Call (Print "What is your name?")) ?70
______________________________________(2/2)
R (
let! name := Call ReadLine in

match name with
| Somename⇒ Call (Print ("Hello " + name))
| None⇒ Ret ()
end)
()

We now stepped into the do! instruction. We must �ll two runs, one for the
left-hand side of the do!, the other one for the right-hand side.

The �rst goal is the run of a call. We precisely wanted to enforce the printing
of a welcome message at the beginning of our use case. We �ll the �rst goal
with:

apply (RCall (Print "What is your name?") ()).

because we want the computation to print this message, to which the environ-
ment answers the unit value (). By typing, Coq con�rms that this is a valid run
for the current computation. We could also let the string "What is your name?"
implicit by using the uni�cation mechanism of Coq to infer it automatically:

apply (RCall (Print _) ()).

To �ll the second goal, we apply the same strategy by stepping into the let!
using eapply RLet. Coq replies:

2 subgoals
name : string
______________________________________(1/2)
R (Call ReadLine) ?99
______________________________________(2/2)
R (
match ?99 with

| Somename⇒ Call (Print ("Hello " + name))
| None⇒ Ret ()
end)
()
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1 Definition your_name_uc (name : string)
2 : R your_name ().
3 eapply RLet. apply (RCall (Print _) ()).
4 eapply RLet. apply (RCall ReadLine (Somename)).
5 apply (RCall (Print (_ + name)) ()).
6 Defined.

Figure 7.9: Use case for your_name as a parametrized run.

The special value ?99 is unknown at this point. We �ll the �rst goal by stating
that the computation must ask for a new line, to what the environment answers
the name string:

apply (RCall ReadLine (Somename)).

The Coq system both validates this run for the current computation and infers
that ?99 is the return value of the call, so Somename. The second goal becomes:

1 subgoal
name : string
______________________________________(1/1)
R (
match Somename with
| Somename⇒ Call (Print ("Hello " + name))
| None⇒ Ret ()
end)
()

which simpli�es to:

1 subgoal
name : string
______________________________________(1/1)
R (Call (Print ("Hello " + name)) ()

We conclude by requiring the printing of the name:

apply (RCall (Print (_ + name)) ()).

To terminate the de�nition we enter:

Defined.

We resume the full de�nition of this use case over the runs on the Figure 7.9.
This de�nition has the same shape as the use case de�ned over the traces on
Figure 7.8. However, we can replay this use case step by step to understand how
the computation your_name reacts to the environment's answers. Moreover, we
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de�ned this use case with the help of the computation your_name, to guide our
reasoning and infer the string "What is your name?". Thus, the proof mode
of Coq played the role of a symbolic debugger to explore the computation step
by step and helped to construct the use case.

By using the notations:{
rlet! r1 in r2 := RLet r1 r2
rdo! r1 in r2 := RLet (A := unit) r1 r2

we can also directly write the use case without using the proof mode:

1 Definition your_name_uc (name : string)
2 : R your_name () :=
3 rdo! (RCall (Print_) ()) in
4 rlet! (RCall ReadLine (Somename)) in
5 RCall (Print (_ + name)) ().

This form can be simpler to read, however it is not possible to play it step by
step.

7.8 Important patterns

We will present some important patterns we use to de�ne use cases.

7.8.1 Composition

Because use cases are de�ned in Coq, we can compose small use cases to form
larger speci�cations as we compose small programs to form larger ones. For
example, the your_name procedure of the Figure 7.6 could be split into two
computations:

1 Definition get_name : C E (option string) :=
2 do! Call (Print "What is your name?") in
3 Call ReadLine.
4

5 Definition your_name′ : C E unit :=
6 let! name := get_name in

7 match name with
8 | None⇒ Ret ()
9 | Somename⇒ Call (Print ("Hello " + name))

10 end.



7.8. IMPORTANT PATTERNS 133

with the computation get_name returning either Some name in case of success
or None in case of error. We de�ne one use case for each computation:

1 Definition get_name_uc (name : string)
2 : R get_name (Somename).
3 eapply Let. apply (RCall (Print _) ()).
4 apply (RCall ReadLine (Some name)).
5 Defined.
6

7 Definition your_name_uc′ (name : string)
8 : R your_name′ ().
9 eapply Let. apply (get_name_uc name).
10 apply (RCall (Print (_ + name)) ()).
11 Defined.

The use case get_name_uc returns a run of type:

R get_name (Somename)

saying that it applies the computation get_name which gives a result Somename.
In the de�nition of your_name_uc', we call this use case with the parame-
ter name on line 9 to follow the call of the computation get_name in the pro-
cedure your_name'. The speci�cation of the return value is crucial to be able
to compose these use cases.

In UML diagrams of use cases, speci�cations are composed using the include
and extend relationships. A use case u1 includes a use case u2 if the de�nition
of u1 calls the de�nition of u2. A use case u1 extends a use case u2 if, under
certain conditions, the de�nition of u2 calls the de�nition of u1. The notions
of include and extend can both be formalized in Coq using a call to another use
case. We use a if over some conditions in the de�nition of a use case to express
the condition of the extend relationship.

7.8.2 Recursion and higher-order

The use of recursive and higher-order procedures are two key elements of the
functional programming. The de�nitions of the computations and the use cases
can naturally use these two programming schemes.

As an example, we de�ne the e�ectful map_seq function which sequentially
applies a procedure to each element of a list (Figure 7.10). The map_seq function
is polymorphic in the e�ect declaration E and the types A and B. If the list l
is empty, we return the empty list (line 5). If the list is composed of a head x
and of a tail xs, we apply f to the head element and then iterate over the tail
to return a new list of type listB (line 9).

A generic use case for the procedure map_seq should depend on a use case
for the parameter f , with a type of the form:

R (f x) y
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1 Fixpoint map_seq E AB
2 (f : A→ C EB) (l : listA)
3 : C E (listB) :=
4 match l with
5 | [ ]⇒ Ret [ ]
6 | x :: xs⇒
7 let! y := f x in

8 let! ys := map_seq f xs in
9 Ret (y :: ys)
10 end.

Figure 7.10: The recursive map_seq procedure.

for some relations between x, the argument of f , and its result y. We decide
to relate the result and the argument of f by expressing both as functions of a
parameter z:

R (f (x z)) (y z)

A use case for map_seq repeats the use case for the function f each time this
function is applied to an element of the list. The full type for our generic use
case for map_seq is:

map_seq_uc : ∀E ABC (f : A→ C EB)
(l : listC) (x : C → A) (y : C → B)
(uf : ∀ z, R (f (x z)) (y z)),
R (map_seq f (mapx l)) (map y l)

This use case is polymorphic in the e�ect declaration E and the types A, B
and C. We use a list of parameters l to relate the list of arguments of map_seq
(mapx l, where map is the purely functional mapping of a function over a list)
to the list of its results, map y l. Note that this list l is not the list l of the
procedure map_seq. This use case is parametrized by a use case uf over the
function f .

We de�ne the use case map_seq_uc by recursion, following the structure
of map_seq. We reason by case on the list of parameters l:

destruct l as [|z zs].

If the list l is empty, the function map_seq returns the empty list with no e�ectful
operations. Thus, we have a use case with no interactions:

apply RRet.

If the list l is composed of a head z and a tail zs, the function map_seq calls in
sequence f on x z and map_seq on mapx zs. We apply in sequence the respective
use cases:

eapply RLet. apply (uf z).
eapply RLet. apply (map_seq_uc f zs x y uf ).
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1 Fixpoint map_seq_ucE ABC (f : A→ C EB)
2 (l : listC) (x : C → A) (y : C → B)
3 (uf : ∀ z, R (f (x z)) (y z)) {struct l}
4 : R (map_seq f (mapx l)) (map y l).
5 destruct l as [|z zs].
6 − apply RRet.
7 − eapply RLet. apply (uf z).
8 eapply RLet. apply (map_seq_uc f zs x y uf ).
9 apply RRet.
10 Defined.

Figure 7.11: Use case for the procedure map_sec.

and conclude by the use case for the purely functional expression on line 8
of map_seq:

apply RRet.

We resume the full de�nition of map_seq_uc in the Figure 7.11.

7.8.3 Concurrency

We can transform the sequential procedure map_seq into a concurrent one by
using the Join operator. Instead of applying the function f sequentially to each
element of the list, we apply it concurrently on all the elements:

1 Fixpoint map_par E AB (f : A→ C EB) (l : listA)
2 : C E (listB) :=
3 match l with
4 | [ ]⇒ Ret [ ]
5 | x :: xs⇒
6 let! (y, ys) := Join (f x) (map_par f xs) in
7 Ret (y :: ys)
8 end.

On the line 6, we concurrently evaluate f on the head element x and on the tail
elements xs of the list l.

We de�ne a use case for the function map_par by adapting the previous use
case of map_seq. Instead of playing sequentially a use case of f on each element
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1 CoFixpoint say_hi : C E unit :=
2 do! Call (Print "Say hi:") in
3 let! s := Call ReadLine in

4 match s with
5 | None⇒ Ret ()
6 | Some s⇒
7 if s == "hi" then

8 Ret ()
9 else

10 say_hi
11 end.

Figure 7.12: Computation asking for the word "hi".

of the list, we play a use case of f concurrently using the operator RJoin:

1 Fixpoint map_par_ucE ABC (f : A→ C EB)
2 (l : listC) (x : C → A) (y : C → B)
3 (uf : ∀ z, R (f (x z)) (y z)) {struct l}
4 : R (map_par f (mapx l)) (map y l).
5 destruct l as [|z zs].
6 − apply RRet.
7 − eapply RLet. apply (
7 RJoin (uf z) (map_par_uc f zs x y uf )).
9 apply RRet.
10 Defined.

We notice that, in this use case, the procedure map_par associates the argument:

mapx l

to the result:
map y l

as for the sequential version map_seq, even if the concurrent executions of the
function f are now interleaved. This is because we specify the function f with
the use case uf , which depends on the parameter z but not the interleaving
of f . This speci�cation of map_par is relevant only if the scheduling of the
applications of f does not matter.

7.8.4 Non-termination

We de�ne a potentially non-terminating computation asking for the word "hi"
until it gets it (Figure 7.12). This computation is de�ned co-inductively because
it may not terminate (hence the CoFixpoint keyword on the �rst line).

Given a stream (an in�nite list) of strings di�erent from "hi", we con-
struct the non-terminating use case consisting of answering each element of
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1 CoFixpoint say_hi_uc
2 (l : stream{s : string | s 6= "hi"}) : R say_hi ().
3 destruct l as [[sH] l].
4 eapply RLet. apply (RCall (Print _) ()).
5 eapply RLet. apply (RCall ReadLine (Some s)).
6 rewrite (string_not_eqH).
7 apply (say_hi_uc l).
8 Defined.

Figure 7.13: Non-terminating use case for the computation say_hi.

this stream (Figure 7.13). The de�nition is slightly simpli�ed. We de�ne the
function say_hi_uc by co-induction. We consume the stream parameter l on
line 3 as a triple (s,H, l), with s the �rst string of the stream, H a proof that s
is di�erent from the message "hi", and l the tail of the stream. On the lines 4
and 5, we run the print operation and answer the string s. We use the hypoth-
esis H on line 6 to reduce to the else branch of the if of the computation. We
conclude by recursing on the say_hi_uc use case.

7.9 De�nitions of e�ects

We declare an effect by giving its signature, described by the type Effect.
We will see di�erent forms of de�nitions of e�ects, in order to modelize a use
case environment or to implement a computation.

7.9.1 E�ect re�nement

The idea of the e�ect re�nement is to program the computations and the use
cases using some higher-level e�ect E1, on top of a system where the calls are
declared by some lower-level e�ect E2.

De�nition 36 (E�ect re�nement). An e�ect re�nement between the e�ects E1

and E2 is a (purely functional) function ϕ of type:

ϕ : ∀ (c : Effect.commandE1), C E2 (Effect.answerE1 c)

A re�nement is an interpretation of the commands of E1 using the commands
of E2. From a re�nement, we derive by co-induction a compilation function13

from the computations using E1 to the computations using E2 (Figure 7.14).
This compilation replaces each command call by the application of the re�ne-
ment ϕ (line 4).

13We de�ne the compilation of a computation with an e�ect re�nement in the source
�le src/Evaluate.v available on github.com/coq-io/evaluate.

https://github.com/coq-io/evaluate
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1 CoFixpoint compile {A} (e : C E1A) : C E2A :=
2 match e with
3 | Ret v ⇒ Ret v
4 | Call c⇒ ϕ c
5 | Let e1 e2 ⇒
6 let! v1 := compile e1 in

7 compile (e2 v1)
8 | Join e1 e2 ⇒ Join (compile e1) (compile e2)
9 end.

Figure 7.14: Compilation of a computation with an e�ect re�nement.

Under some conditions, a use case over a computation of e�ect E1 can be
transported to a use case over computations of e�ect E2.

De�nition 37 (Run of re�nement). A run of a re�nement ϕ between E1 and E2

is a function rϕ of type:

rϕ : ∀ c (a : Effect.answerE1 c), R (ϕ c) a

For any couple (c, a) of command and answer in E1, this function explicits
a run (in E2) of the re�nement of c yielding the answer a. Given a runnable
re�nement ϕ, we de�ne by co-induction over the runs a function14:

compile_run : ∀ (e : C E1A) (v : A), R e v → R (compileϕe) v

which transports any run r over a computation e with e�ect E1 and result v to
a run in E2 of the compilation of e according to ϕ and with the same result v.
Using this function compile_run, we can write use cases in E1 and compile
them to use cases in E2.

In practice the e�ect re�nement is useful to abstract a lower-level API, by
hiding technicalities like the parsing, the pretty-printing of data or the raising
of exceptions in the function ϕ. Instead of using the e�ect re�nement, we could
just replace in our computations each call of a command c by the expression ϕ c.
However, by doing so, we would lose the documentation provided by the explicit
declaration of the higher-level e�ect, we would not be able to write runs without
de�ning the function rϕ, and we would miss the ability to provide alternative
e�ect de�nitions. Indeed, as we will see, we can use alternative e�ect de�nitions
to model and specify the program environment.

7.9.2 Modelization of the environment

In UML use case diagrams, the environment of a program is split into di�er-
ent actors playing di�erent roles, in order to help the understanding. For ex-
ample, we can partition the environment of the shell example of the Figure 7.1

14We de�ne the compilation of a run with an e�ect re�nement in the �le src/Evaluate.v

available on github.com/coq-io/evaluate.

https://github.com/coq-io/evaluate
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into three actors: the user, the authentication process and the system running
the commands. We formalize this partition by declaring the e�ect E of the shell
environment as the e�ect composition (see de�nition 25) of the three e�ects:

E := Euser ] Eauth ] Ecommands

with one e�ect per actor.
We can model many actors as handlers with a state.

De�nition 38 (State model). For two e�ects E1 and E2 and a state type S,
we say that the handler ϕ and the state union ∪ form a state model of E1 in E2

if they are of types:{
ϕ : ∀ c, S → C E2 (Effect.answerE1 c× S)
∪ : S → S → S

The handler ϕ interprets the commands of E1 into commands of E2 by using
a state s of type S, and returns the answer of the command and the updated
state. We model a join operation by duplicating the initial state and merging it
at the end of the join using the state union operator ∪. For the actors which can
be modeled in that way, this simpli�es the reasoning about concurrent programs
because there is no state sharing.

By co-induction over the computations, we deduce from a state model (ϕ,∪)
a function compile15 (Figure 7.15) in order to model a computation of type:

C E1A

by a computation with a state of type:

S → C E2 (A× S)

Then, we can de�ne the use cases for a computation e over its compila-
tion compile e. As an illustration, for the shell, to model the commands ac-
tor Ecommands with the two following shell commands:

• AddUser (name : string) (description : string) : unit to add a user in the
users database,

• GetUser (name : string) : option string to get the description of a user (if
it exists),

we de�ne a state model from:

E1 := Euser ] Eauth ] Ecommands

to:
E2 := Euser ] Eauth

15We de�ne the compilation of a computation using a state model in the �le src/Evaluate.v
available on github.com/coq-io/evaluate.

https://github.com/coq-io/evaluate
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1 CoFixpoint compile {A} (e : C E1A) (s : S)
2 : C E2 (A× S) :=
3 match e with
4 | Ret v ⇒ Ret (v, s)
5 | Call c⇒ ϕ c s
6 | Let e1 e2 ⇒
7 let! (v1, s) := compile e1 s in
8 compile (e2 v1) s
9 | Join e1 e2 ⇒
10 let! ((v1, s1), (v2, s2)) :=
11 Join (compile e1 s) (compile e2 s) in
12 Ret ((v1, v2), s1 ∪ s2)
13 end.

Figure 7.15: Compilation of a computation using a state model.

1. start with any users database;

2. add the user name with the description description and get an empty
answer;

3. ask for the user name and get the description description;

4. continue the loop with another use case for commands.

Figure 7.16: Informal use case for the commands of the shell.

We use a state type S := list (string × string), the association lists of names to
descriptions, a state union:

l1 ∪ l2 := assoc_union l1 l2

the union of two association lists, and a handler ϕ de�ned by:{
ϕ (AddUsernd) s := Ret ((), assoc_add s n d)
ϕ (GetUsern) s := Ret (assoc_get s n, s)

and for the commands of Euser or Eauth:

ϕ c s := let! a := Call c in Ret (a, s)

The functions assoc_add and assoc_get respectively add a element into an
association list and get the value of an element. Then we can formalize and verify
use cases over the state model compilation of the commands loop of the shell.
We give an example of informal use case we can formalize on the Figure 7.16.
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7.9.3 Exceptions

Exceptions are a convenient programming concept to separate the treatment of
exceptional cases from the normal control �ow of a program. We will see how
to implement exceptions using the computations.

De�nition 39 (Error handler). For two e�ects E1 and E2, an error type E
and an error union ∪, we say that ϕ is an error handler from E1 to E2 if the
following typing judgments hold:{

ϕ : ∀ c, C E2 (Effect.answerE1 c+ E)
∪ : E → E → E

A command raising an exception is a command with an empty answer type
(like the type False). As an illustration, for some error type E , we declare the
e�ect E1 as the commands:

Raise (ε : E)

with empty answers. An error handler in the terminal e�ect (see Figure 7.5,
page 120) can be:

ϕ (Raise ε) :=
do! Call (Print "An error occurred.") in
Ret (inr ε)

where inr is the right injection:{
inl : α→ α+ β
inr : β → α+ β

For an error handler ϕ, we de�ne a compilation function16 over the computa-
tions by applying the error handler (Figure 7.17). We use the error union ∪ (on
line 17) to collect all the possible errors raised by two concurrent threads
launched by a join operator. Because we type the exceptions in the e�ects
of the computations, we are sure not to forget to catch errors, what provide a
safe framework to handle the exceptions. We remark that it is impossible to
write a use case for a computation e raising an exception before to compile e,
that is to say before de�ning how to handle the exception. Indeed, there are no
traces or runs for the call of a command with an empty answer type.

7.9.4 Algebraic handlers

One of the idea of the algebraic e�ects is to de�ne a generic shape of composable
e�ect handlers. We will see how this kind of handlers can be used over the
computations.

16We de�ne the compilation of a computation with an error handler in the source
�le src/Evaluate.v available on github.com/coq-io/evaluate.

https://github.com/coq-io/evaluate
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1 CoFixpoint compile {A} (e : C E1A)
2 : C E2 (A+ E) :=
3 match e with
4 | Ret v ⇒ Ret (inl v)
5 | Call c⇒ ϕ c
6 | Let e1 e2 ⇒
7 let! v1 := compile e1 in

8 match v1 with

9 | inl v1 ⇒ compile (e2 v1)
10 | inr ε1 ⇒ Ret (inr ε1)
11 end

12 | Join e1 e2 ⇒
13 let! v := Join (compile e1) (compile e2) in
14 match v with

15 | (inl v1, inl v2)⇒ Ret (inl (v1, v2))
16 | (inr ε, inl_) | (inl_ , inr ε)⇒ Ret (inr ε)
17 | (inr ε1, inr ε2)⇒ Ret (inr (ε1 ∪ ε2))
18 end

19 end.

Figure 7.17: Compilation of a computation using an error handler ϕ.

De�nition 40 (E�ect handler). For an e�ect E, a resource type S and an
implementation M : Type→ Type, we say that ϕ implements an e�ect handler
if it has the type17:

ϕ : ∀A (c : Effect.commandE),
S → (Effect.answerE c→ S →M A)→M A

We apply ϕ to a command, a state and a continuation k expecting the
answer to the command and an updated state. Unfortunately, we cannot directly
de�ne a compilation function using an algebraic e�ect handler as before, for two
reasons:

• the algebraic e�ect handlers evaluate the Let case by applying the current
continuation, what would yield to an incorrect co-inductive de�nition.
Indeed, co-inductive de�nitions must be productive;

• there are no direct equivalents of the Join operator in the (standard)
theory of algebraic e�ects.

Using a restricted de�nition of the computations, de�ned by induction and
without the Join operator, we de�ne a compilation function18 by applying an

17We de�ne the type of an e�ect handler in the source �le src/Evaluate.v available
on github.com/coq-io/evaluate.

18We de�ne the compilation of a computation with an algebraic e�ect handler in the
�le src/Evaluate.v available on github.com/coq-io/evaluate.

https://github.com/coq-io/evaluate
https://github.com/coq-io/evaluate
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1 Fixpoint compile {AB} (e : C E A) (s : S)
2 (k : A→ S →M B) : M B :=
3 match e with
4 | Ret v ⇒ k v s
5 | Call c⇒ ϕ c s k
6 | Let e1 e2 ⇒
7 compile e1 s (fun v1 s⇒
8 compile (e2 v1) s k)
9 end.

Figure 7.18: Compilation function for an algebraic handler.

algebraic handler ϕ (Figure 7.18). On line 5 we use the handler ϕ to evaluate the
commands with the current continuation k. On lines 7 and 8, we sequentially
compose the evaluation of e1 and e2 by representing the evaluation of e2 as
a continuation for e1. The implementation type M can be any function over
types, including a monad or a computation type C E′ for some e�ect E′.

7.10 Related work

The formalization of the specifications by use cases has already been
done in other formalisms. The UML use case diagrams or the sequence diagrams,
albeit informal, provide a �rst step toward the formalization of the use cases.
Various works formalized these diagrams in formally de�ned languages, like in
the language Z or the Petri nets [57]. However, as far as we know, we present
the �rst formalization of the use cases in type theory.

Symbolic execution of programs [37] has been intensively studied, with the
aim to extend the code coverage of program testing or with the aim to build
symbolic debuggers [31]. Our method of de�nition of use cases (as runs using the
proof mode of Coq) can be viewed as a form of interactive symbolic execution.
We use the symbolic execution facilities of Coq to debug and verify the use
cases.

The Ynot project studied the use of Coq both as a programming and speci�-
cation language, by using a monad to represent impure operations. This monad
allows to write and specify programs with pointers and mutable variables with
a Hoare-logic and separation-logic [53] reasoning. The monad was extended to
reason about sequential programs with inputs�outputs in order to certify a web
application [42]. This work considers the formalization of trace invariants but
not the formalization of use cases.

The algebraic e�ects and handlers [51] are a generic framework to write pro-
grams in a functional language, with explicit e�ects and in a compositional way.
Various kinds of e�ects can be expressed with the algebraic e�ect handlers. The
dependently-typed programming language Idris [7] implements these algebraic
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e�ects [8]. In our approach, we explicitly separate the declaration of e�ects
from their de�nitions, instead of parameterizing the computations with e�ect
implementations. We believe that this o�ers more �exibility for the de�nition
of e�ects: for example, we can use algebraic e�ect handlers but not only. To
the best of our knowledge, speci�cation by use cases over algebraic e�ects has
not been studied yet.

7.11 Conclusion

We have presented the notion of concurrent computations, which are
concurrent programs with inputs�outputs de�ned in the purely functional lan-
guage Coq. We have de�ned a semantic for these computations, expressed us-
ing traces or using runs. The runs can be viewed as concurrent programs with
inputs�outputs, with correct by construction interactions with a computation.
By using the runs, we formally de�ned the use case speci�cations for the compu-
tations, expressing them as well-typed parametrized tests. Thanks to the proof
mode of Coq and the formulation of the runs, the use cases can be written,
debugged and proven correct in an interactive manner.

In the future, we would like to extend the class of programs handled by
this framework. In particular, we would like to investigate the applicability
of this method to programs de�ned as a set of concurrent actors exchanging
messages. We would also like to investigate the question of the completeness
of a speci�cation by use cases. Given some constraints about the execution
environment, how should we prove that a set of use cases actually covers all the
possible execution scenarios?



Chapter 8

Blocking Computations

8.1 Abstract

Deadlocks are a common source of bugs in concurrent programs. They are
hard to �nd and to reproduce because they can happen in a non-deterministic
manner. Many methods have been proposed to automatically prevent deadlocks,
like better programming practices or model checkers.

We present an expressive and generic framework in type theory to write and
run concurrent and interactive higher-order programs with blocking operators.
On top of this framework, we de�ne a certi�ed checker to generate a formal proof
of deadlock-freedom for valid programs. The concurrent programs, the semantic
and the checker are de�ned in the dependently typed proof and programming
language Coq. This common platform is aimed to allow to combine the proofs
generated by the automatic checker with proofs from other formal certi�cation
techniques.

8.2 Introduction

The design of correct concurrent applications with inputs�outputs is chal-
lenging. Indeed, due to the non-deterministic nature of the scheduling of events,
concurrent programs are hard to test, verify or even reason about. However,
concurrent programming is useful to write reactive and non-blocking programs,
and to fully exploit the computing resources of modern multi-core architectures.

Many tools and techniques have been developed [43] to verify abstract models
of concurrent programs. We can cite process algebras, session types, or model
checking. Many of these tools are able to certify large programs of industrial
use, but they rarely verify the actual implementation of the code. Instead, these
tools usually verify a model of the program and the correctness of the modeling
is left to the programmer [48].

145
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Following the software-proof co-design approach, in which the code of a pro-
gram and its correctness proofs are not disconnected but expressed in the same
framework, we aim to design proof techniques applying directly to the imple-
mentation of concurrent programs. This requires a close connection between the
programs, their speci�cations and their proofs. This connection is made possi-
ble in the proof and programming language Coq, a dependently typed, purely
functional and higher-order language based on the CiC [18] (the Calculus of In-
ductive Constructions). Large software have been written and veri�ed in the Coq
system, like for example the language C's static analyzer Verasco [36]. However,
in most cases, only the purely algorithmic and sequential parts are expressed
and certi�ed in Coq.

The concept of monads has been popularized by the Haskell community [49]
as a convenient way to express concurrency and interactivity in a functional
language. The design of a generic framework for concurrent and interactive
monads is interesting because, in general, di�erent monads cannot be easily
combined. To verify programs written in this kind of frameworks, we believe
this is also important to come up with a simple semantic and simple techniques,
including decision procedures, taking advantage of the speci�cities of the Coq
language.

In this chapter we will present1:

• the generic language of blocking computations to write higher-order con-
current and interactive programs in type theory. We will use an em-
bedded domain-speci�c language in the dependently-typed programming
language Coq (page 146);

• an operational semantic parametrized by the model of a list of potentially
blocking commands (page 149), which we will use to express the property
of deadlock-freedom (page 158);

• a simpler and semantically equivalent concurrent and interactive language,
with the application to a proven-correct automatic checker validating the
absence of deadlocks in a concurrent program (pages 159 and 152);

• some example of blocking concurrent primitives which can be represented
by our framework (page 160).

8.3 Source language

We first introduce the notion of blocking computations, which are concur-
rent and interactive programs represented in type theory. These computations
will be used to de�ne the programs we want to run and verify.

1All the Coq formalizations of this chapter are available online on github.com/clarus/io-
checker.

https://github.com/clarus/io-checker
https://github.com/clarus/io-checker
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8.3.1 Commands

To interact with the system, an interactive program emits some commands.
To these commands, the system may reply with an answer after an unde�ned
amount of time. We introduce the type Command.t to represent these commands
and the function answer:

answer : Command.t→ Type

to represent these commands and answers.

De�nition 41 (Commands and answers). A command c is an element of the
type Command.t. An answer a of c is an element of the type answer c.

8.3.2 Computations

To represent interactive and concurrent programs in Coq, the computations,
we introduce a set of unevaluated operators. The aim of a computation is to
combine pure Coq code fragments and calls to the system into a more complex
concurrent and interactive program.

De�nition 42 (Blocking computation). The blocking computations returning
a value of type A are described by the type C A de�ned by induction:

Inductive C : Type→ Type :=
| Return : ∀A, ∀ (x : A), C A
| Let : ∀AB, ∀ (x : C A) (f : A→ CB), CB
| Call : ∀ (c : Command.t), C (answer c)
| Join : ∀AB, ∀ (x : C A) (y : CB), C (A×B)
| Choose : ∀A, ∀ (x1 : C A) (x2 : C A), C A.

A blocking computation can be either:

• Return e, the pure expression e of type A. This expression can be any
valid Coq expression, as long as it is of type A;

• Let ex ef , the application of the function ef (returning a computation of
type CB) to the computation ex returning a value of type A. This appli-
cation is sequential, which means that the value vx of the computation ex
has to be computed before the evaluation of ef vx;

• Call c, the call to the system with the command c. This call may be
blocking, depending on how long the system is to answer. The answer of
the system must be of type answer c;

• Join ex ey, the parallel evaluation of the computations ex and ey. This
operator waits till the evaluation of both ex and ey is completed and re-
turns the couple of results of ex and ey. The interleaving of the evaluation
of ex and ey is unspeci�ed;
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Coq expression Notation
Return e [e]
Let ex ef ex �= ef

Let ex (_ 7→ ey) ex; ey
Call c call c

Join ex ey ex ‖ ey
Choose e1 e2 e1 + e2

Table 8.1: Notations for the computations.

• Choose e1 e2, the non-deterministic evaluation of either the computa-
tion e1 or the computation e2, returning the result of either e1 or e2.
The choice of evaluation is done during the �rst call made by e1 or e2.
If both calls are non-blocking, e1 or e2 can be evaluated. If one of the
two expressions is blocking on the �rst call, the other is automatically
executed. If both are blocking, Choose e1 e2 is blocking too.

In the followings, we will use the notations given in the Table 8.1.

Examples The following computation concurrently runs two critical sections
using a shared lock:

(call lock; s1; call unlock) ‖ (call lock; s2; call unlock)

We manipulate to the shared lock through the two blocking commands lock

and unlock. Assuming that the critical sections s1 and s2 do not access the
lock, this computation is equivalent to the following:

(s1; s2) + (s2; s1)

and we execute either s1 before s2, or s2 before s1.
Despite the absence of recursion operators in the constructors of the com-

putations, we can build recursive computations by using the Fixpoint operator
of Coq. As an example we give the prints function:

Fixpoint prints (l : list string) : C unit :=
match l with
| �⇒ [()]
| s :: l⇒ call (Print s); prints l
end.

This function displays a list of strings using the call Print on each string of a
list l. We use the operator ";" to sequence the calls to the printing operations.
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s ::= [ ]
| s�= s
| s ‖ s
| s+
| +s

Figure 8.1: Induction scheme for the value schedulings.

8.4 Semantic

We give an operational semantic to the language of the computations,
and show how to interpret the calls to the commands. The rules to evaluate
a computation either lead to a �nal value or lead to another computation by
running a command. We guide the application of these rules using an explicit
scheduling.

8.4.1 Values

We can reduce some computations to a value without executing any commands.
For example, the computation:

12 ‖ (false + true)

can be reduced non-deterministically to the values (12, false) or (12, true), by
reducing false+ true either to false or to true. We will describe this choice
by a scheduling.

De�nition 43 (Value scheduling). We de�ne the schedulings s for the values
by the induction scheme on the Figure 8.1.

A value scheduling can be [ ] for a pure expression, s1 �= s2 for the binding
of two computations, s1 ‖ s2 for a parallel evaluation, s+ for the evaluation on
the left of a choice, or +s for the evaluation on the right of a choice.

De�nition 44 (Value reduction). We write s ` e ⇓ v to say that the compu-
tation e reduces to v using the value scheduling s. The reduction rules are the
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S ::= call
| S �=
| s�= S
| S ‖
| s ‖S
| ‖S
| S ‖ s
| S+
| +S

Figure 8.2: Induction scheme for the command schedulings.

followings2:

Ret
[ ] ` [e] ⇓ e

Let
sx ` ex ⇓ vx sf : ef vx ⇓ vy
sx �= sf ` ex �= ef ⇓ vy

Join
sx ` ex ⇓ vx sy ` ey ⇓ vy
sx ‖ sy ` ex ‖ ey ⇓ (vx, vy)

ChooseLeft
s1 ` e1 ⇓ v1

s1+ ` e1 + e2 ⇓ v1

ChooseRight
s2 ` e2 ⇓ v2

+s2 ` e1 + e2 ⇓ v2

8.4.2 Small-steps semantic for commands

Each step of the small-steps semantic corresponds to one execution of the call
of a command.

De�nition 45 (Command scheduling). The command schedulings S are induc-
tively de�ned by the induction scheme on the Figure 8.2.

A command scheduling can be call for the call of a command, S �= for
the evaluation of the left-hand side of a binding, s �= S for the evaluation of
the right-hand side of a binding once its left-hand side has been reduced to a
value using a value scheduling, S ‖ for the evaluation of a parallel composition
starting by the left-hand side, s ‖S for the evaluation of a parallel composition
once its left-hand side has been reduced to a value using a value scheduling
(and similarly for the right-hand side of a parallel composition), S+ for the
evaluation on the left of a choice and +S for the evaluation on the right of a
choice.

De�nition 46 (Command reduction). We write S ` e1
c→a−−−→ e2 to say that the

computation e1 reduces to the computation e2 using the command scheduling S

2We reason modulo the evaluation rules of Coq, assimilating each purely functional Coq
expression to its value.
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and executing the command c with an answer a. The reduction rules for the
steps are the followings:

Call

call ` call c
c→a−−−→ [a]

Let
Sx ` ex

c→a−−−→ e′x

Sx �= ` ex �= ef
c→a−−−→ e′x �= ef

LetDone
sx ` ex ⇓ vx Sf ` ef vx

c→a−−−→ ey

sx �= Sf ` ex �= ef
c→a−−−→ ey

JoinLeft
Sx ` ex

c→a−−−→ e′x

Sx ‖ ` ex ‖ ey
c→a−−−→ e′x ‖ ey

JoinLeftDone
sx ` ex ⇓ vx Sy ` ey

c→a−−−→ e′y

sx ‖Sy ` ex ‖ ey
c→a−−−→ e′y �= (vy 7→ [(vx, vy)])

JoinRight
Sy ` ey

c→a−−−→ e′y

‖Sy ` ex ‖ ey
c→a−−−→ ex ‖ e′y

JoinRightDone
Sx ` ex

c→a−−−→ e′x sy ` ey ⇓ vy
Sx ‖ sy ` ex ‖ ey

c→a−−−→ e′x �= (vx 7→ [(vx, vy)])

ChooseLeft
S1 ` e1

c→a−−−→ e′1

S1+ ` e1 + e2
c→a−−−→ e′1

ChooseRight
S2 ` e2

c→a−−−→ e′2

+S2 ` e1 + e2
c→a−−−→ e′2

These reductions rules are pretty standard for a concurrent programming
language, with maybe the exception of the rule for ex ‖ ey when ex reduces
to a value vx. In this case we state that ex ‖ ey reduces directly to e′y �
= (vy 7→ [(vx, vy)]). We introduce this rule because this corresponds to what
the implementation does and because it will simpli�es the veri�cation of our
automatic checker.

8.4.3 Interpretation of commands

For now the commands are purely abstract, because we just assumed couples of
well typed commands and answers to de�ne the reduction rules. We will relate
an answer a to its command c and explicit the blocking calls.

De�nition 47 (Model). A model is a coupleM = (S, ϕ) with S a type and ϕ
a function:

ϕ : ∀ (c : Command.t) (s : S), (answer c× S) ] {⊥}

An element s of type S represents a state of the environment of a computa-
tion. The function ϕ represents an evaluation function which, for a command c
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c s ϕ c s
lock false (OK, true)
lock true ⊥

unlock false ⊥
unlock true (OK, false)

Table 8.2: De�nition of the function ϕ.

and an environment s, returns an answer a and a new environment s′, or ⊥ if
the call is blocking. We de�ne the reduction of a computation in a modelM.

De�nition 48 (Model reduction). Given a model M, the reduction of a com-
putation e to a computation e′, using a command c in the state s and following
the scheduling S, is de�ned by the single inference rule:

Model
ϕ c s = (a, s′) S ` e c→a−−−→ e′

S `M (e, s)
c−→ (e′, s′)

Example To represent a single global lock we de�ne two commands:

Command.t ::= lock
| unlock

and a state S = bool representing the state of the lock (acquired or not). We
de�ne the function ϕ on the Table 8.2. The commands block trying to acquire
an acquired lock or trying to release a released lock.

8.5 A simpler and equivalent language

We will define a concurrent and interactive language choose, simpler than
the language of the computations. We will prove these two languages to be
equally expressive. This more primitive language will provide us the basis to
build and verify an automatic checker to verify deadlock-freedom.

8.5.1 De�nition

The choose syntax is speci�ed by the parametrized type H.

De�nition 49 (Choose language). The set of choose expressions returning a
value of type A is represented by the type HA, inductively de�ned by:

Inductive HA : Type :=
| Return : A→ HA
| Call : ∀ (c : Command.t), (answer c→ HA)→ HA
| Choose : HA→ HA→ HA.
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A choose expression can be either:

• Return e, the pure Coq expression e of type A;

• Call c h, the call of the command c with the handler h. The handler will
be called with the result of the command once it returns;

• Choose e1 e2, the non-deterministic evaluation of either e1 or e2.

This language shares similarities with the language of the computations, but
lacks the Let and the Join operators. Since we are in continuation-passing
style, the Call operator calls a handler instead of returning an answer to the
evaluation context. We will use the same notations [e], call c h and e1 + e2 to
represent the choose expressions.

8.5.2 Semantic

Like for the language of computations, we will de�ne an operational semantic
with two kinds of evaluations rules, for the terms returning a value and for the
terms calling a command.

De�nition 50 (Choose scheduling). The choose-scheduling to compute a value
are inductively de�ned by:

s ::= ·
| s+
| +s

There is just one kind of schedulings for the choose expressions. We will
de�ne the rules for the reductions to a value and for the reductions to another
choose expression.

De�nition 51 (Value reduction). We write s ` e ⇓ v to say that an expression e
reduces to the value v using the scheduling s. The reduction to a value is de�ned
by the following inference statements:

Ret
· ` [e] ⇓ e

ChooseLeft
s1 ` e1 ⇓ v1

s1+ ` e1 + e2 ⇓ v1

ChooseRight
s2 ` e2 ⇓ v2

+s2 ` e1 + e2 ⇓ v2

De�nition 52 (Command reduction). We write s ` e1
c→a−−−→ e2 to say that the

expression e1 reduces to the expression e2 using the scheduling s and executing
the command c with an answer a. We inductively de�ne this reduction relation
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bind [vx] ef = ef vx
bind (call c h) ef = call c (a 7→ bind (h a) ef )
bind (e1 + e2) ef = (bind e1 ef ) + (bind e2 ef )

[vx] �‖ ey = bind ey (vy 7→ [(vx, vy)])
call c h �‖ ey = call c (a 7→ h a ‖ ey)

(e1 + e2) �‖ ey = (e1 �‖ ey) + (e2 �‖ ey)

ex ‖� [vy] = bind ex (vx 7→ [(vx, vy)])
ex ‖� call c h = call c (a 7→ ex ‖h a)

ex ‖� (ey1 + ey2) = (ex ‖� ey1) + (ex ‖� ey2)

ex ‖ ey = (ex �‖ ey) + (ex ‖� ey)

Figure 8.3: Combinators over the choose expressions.

by the following rules:

Call

· ` call c h
c→a−−−→ h a

ChooseLeft
s1 ` e1

c→a−−−→ e′1

s1+ ` e1 + e2
c→a−−−→ e′1

ChooseRight
s2 ` e2

c→a−−−→ e′2

+s2 ` e1 + e2
c→a−−−→ e′2

8.5.3 Equivalence

We will prove that the choose language, albeit simpler than the computations
language, is semantically equivalent. This equivalence will be proven by �rst
de�ning a compilation of both the computation expressions and schedulings to
the choose expressions and schedulings. We also compile the schedulings to
obtain a more informative proof.

Compilation of computations We compile the computations to the choose
expressions. We do a transformation by continuation to eliminate the Let oper-
ator and we expand the parallel composition Join to a complete choice between
the di�erent possible interleavings of the threads using the Choose operator.
Due to this interleaving, the resulting choose expression may be exponentially
large compared to the original computation.

We de�ne by induction over the choose expressions the functions on the Fig-
ure 8.3. The bind operator sequentially composes two choose expressions. The
expression ex �‖ ey concurrently composes the choose expressions ex and ey
by starting to evaluate a command in ex if possible (for example, if ex is not
already some [vx]). Similarly we de�ne the expression ex ‖� ey so that the paral-
lel composition ‖ can be expressed as a choice between the parallel composition
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to the left and the parallel composition to the right. This de�nition has the
advantage of being symmetric3. The Coq interpreter accepts these de�nitions,
ensuring that these (recursive) functions are terminating.

We conclude by the de�nition of the compilation function φ:

φ : C A → HA
[vx] 7→ [vx]

ex �= ef 7→ bind (φ ex) (vx 7→ φ (ef vx))
call c 7→ call c (a 7→ [a])
ex ‖ ey 7→ φ ex ‖φ ey
e1 + e2 7→ φ e1 + φ e2

Compilation of schedulings We de�ne a compilation of the schedulings
which transports a valid scheduling of an expression e to a valid scheduling of
the compilation φ e (Figure 8.4). We �rst de�ne a s1; s2 operator which basi-
cally sequences two choose schedulings. The function φs compiles a computation
scheduling to values. The compilation of sx �= sf is the sequencing of the com-
pilations of sx and sf . The compilation of sx ‖ sy makes an arbitrary choice4 to
�rst run sx. This choice is not important because the computations reducing to
values do not make observable calls. The compilation of the call schedulings φS
is similar and does not make arbitrary choices. We compile a scheduling of a
parallel composition to the scheduling of a choose operator, with a choice to the
left or a choice to the right depending on the kind of parallel scheduling.

Similarly, we de�ne a reverse compilation (Figure 8.5) which, given a choose
scheduling and a computation e, returns a computation scheduling following
the structure of e. The reverse compilation returns either the scheduling to a
command, or a triple containing the scheduling to a value, the value itself and
a remaining choose scheduling. This more generic form is required to have a
recursive de�nition handling the ex �= ef case. Some cases are not supposed
to happen and thus will have no roles in the proof, like for example:{

φ−1 (ex ‖ ey) · = call
φ−1 (e1 + e2) · = call

The de�nition of the reverse compilation is more complex because the choose
schedulings are less informative than the computation schedulings. Thus, we
must use the structure of the original computation in order to recover the orig-
inal scheduling.

3We could also de�ne the parallel composition with:

e1‖e2 = e1 �‖ e2 +
bind (e2 �‖ e1)((v1, v2)) 7→ [(v2, v1)])

However, this de�nition is not symmetric and would make the proof of equivalence between
the computations and the choose expressions more complex.

4The other choice being:
+(φs sy ; φs sx)
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; : sH → sH → sH
· ; sf = sf

s1+ ; sf = (s1 ; sf )+
+s2 ; sf = +(s2 ; sf )

φs : sC → sH
[ ] 7→ ·

sx �= sf 7→ φs sx ; φs sf
sx ‖ sy 7→ (φs sx ; φs sy)+
s1+ 7→ (φs s1)+
+s2 7→ +(φs s2)

φS : SC → sH
call 7→ ·

Sx �= 7→ φS Sx

sx �= Sf 7→ φs sx ; φS Sf

Sx ‖ 7→ (φS Sx)+
sx ‖Sy 7→ (φs sx ; φS Sy)+
‖Sy 7→ +(φS Sy)
Sx ‖ sy 7→ +(φs sy ; φS Sx)
S1+ 7→ (φS S1)+
+S2 7→ +(φS S2)

Figure 8.4: Compilation from computation schedulings to choose schedulings.
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φ−1 : C A → sH → (sC ×A× sH) ] SC
[v] 7→ s 7→ (·, v, s)

call c 7→ s 7→ call
ex �= ef 7→ s 7→ match φ−1 ex s with

| (sx, vx, s) 7→
match φ−1 (ef vx) s with
| (sf , vy, s) 7→ (sx �= sf , vy, s)
| Sy 7→ sx �= Sy

| Sx 7→ Sx �=
ex ‖ ey 7→ s 7→ match s with

| · 7→ call
| s+ 7→
match φ−1 ex s with
| (sx, vx, s) 7→
match φ−1 ey s with
| (sy, vy, s) 7→ (sx ‖ sy, (vx, vy), s)
| Sy 7→ sx ‖Sy

| Sx 7→ Sx ‖
| + s 7→
match φ−1 ey s with
| (sy, vy, s) 7→
match φ−1 ex s with
| (sx, vx, s) 7→ (sx ‖ sy, (vx, vy), s)
| Sx 7→ Sx ‖ sy
| Sy 7→ ‖Sy

e1 + e2 7→ s 7→ match s with
| · 7→ call
| s+ 7→
match φ−1 e1 s with
| (s1, v1, s) 7→ (s1+, v1, s)
| S1 7→ S1+
| + s 7→
match φ−1 e2 s with
| (s2, v2, s) 7→ (+ s2, v2, s)
| S2 7→ +S2

Figure 8.5: Compilation from choose schedulings to computation schedulings,
following the structure of a computation.
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Equivalence We introduce a labeled transitions system over the union of the
computations and the choose expressions.

De�nition 53 (Label). A label l is either · or c→a for a command c and an
answer a of the corresponding type.

De�nition 54 (Labeled transition system). For a type A, we de�ne the labeled

transition system e
l−→ e′ over C A ]HA by the following rules:

C-Value
∃ (s : sC), s ` e ⇓ v

e
·−→ [v]

C-Command
∃ (S : SC), S ` e

c→a−−−→ e′

e
c→a−−−→ e′

H-Value
∃ (s : sH), s ` e ⇓ v

e
·−→ [v]

H-Command
∃ (s : sH), s ` e c→a−−−→ e′

e
c→a−−−→ e′

We are now ready to assert that the compilation function φ from the com-
putations to the choose expressions is correct, in the sense that the compiled
expressions are bisimilar to the original ones.

Theorem 9. For a type A, the relation R over C A ]HA de�ned by:

R e1 e2 := (e2 = φ e1)

is a bisimulation over the labeled transition system e
l−→ e′.

We prove this theorem using the explicit compilations of schedulings, by in-
ductions following the inductive de�nitions of the compilations of schedulings.
We verify this proof in the Coq proof system5. To avoid some technical di�-
culties with dependent types, we only verify the case in which the type of the
answers is not dependent on the value of the commands. Thus the proof is not
complete yet, but we think that adding dependent answers does not change the
validity the bisimulation.

8.6 Automatic checker for deadlock-freedom

We define and prove correct a simple automatic checker for deadlock-
freedom in the computations, by using the equivalent choose language.

8.6.1 Deadlock-freedom

We �rst de�ne the notion of deadlocks in our settings. The following de�nition
applies equally to the choose expressions.

5The Coq formalizations of this chapter are available online on github.com/clarus/io-
checker.

https://github.com/clarus/io-checker
https://github.com/clarus/io-checker
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(* Check that we can execute at least one step. *)
not_stuck s e :=
match e with
| [v] 7→ true
| call c h 7→ (ϕ c s 6= ⊥)
| e1 + e2 7→ not_stuck s e1 ∨ not_stuck s e2

(* Check that all non-blocked execution paths lead to a
deadlock free expression. *)

explore s e :=
match e with
| [v] 7→ true
| call c h 7→
match ϕ c s with
| (a, s′) 7→ deadlock_free s′ (h a)
(* Since this path is blocked we have nothing to check. *)
| ⊥ 7→ true
| e1 + e2 7→ explore s e1 ∧ explore s e2

deadlock_free s e :=
not_stuck s e ∧ explore s e

Figure 8.6: Algorithm to check the deadlock-freedom.

De�nition 55 (Deadlock-freedom). Given a model of commands M = (S, ϕ),
a computation x is said to be deadlock-free in the state s if the two following
points are true:

• x can reduce to a value or another computation by executing a non-blocking
command, and

• for each (non-blocking) reduction of the form:

S `M (x, s)
c−→ (x′, s′)

x′ is deadlock-free in the state s′.

8.6.2 Algorithm

We write a decision procedure to check if a choose expression is deadlock-
free (Figure 8.6). We proceed by exploring the reachable states of the expression
tree using the function ϕ of the model in order to evaluate each command. Along
this exploration, we verify that each sub-expression is not stuck. An expression
is not stuck if there exists a scheduling to a �nal value or to a non-blocking call.
To check the deadlock-freedom of a computation x, we compile x to a choose
expression and then run the decision procedure.
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The decision procedure is terminating because its recursive de�nition is val-
idated by the Coq proof system, which only accepts terminating functions. The
termination is not completely obvious because we recurse on the handler h a in
the case "call c h" of the function explore. Indeed, this handler may return a
choose expression syntactically larger than the initial expression.

We can remark that, since we explore all the possible execution paths, a
deadlock-free choose expression always terminates to a value in any scheduling.
By bisimulation, this result holds for the computations too. In particular, the
non-termination of an in�nite "while true" loop cannot be implicitly expressed as
a computation, and one should proceed with the set of the �nite loop unrollings.

8.6.3 Correctness

The deadlock_free procedure is correct.

Theorem 10. Given a model of commands M = (S, ϕ), a state s and a com-
putation e, if:

deadlock_free s e = true

then e is deadlock-free in the state s.

We show the correctness of our decision procedure on the choose expres-
sions. The correctness for the computations is then deduced by bisimulation.
We separately prove the correctness of the not_stuck procedure by induction
on x, showing that it decides if an expression can be reduced to a value or an-
other expression. We prove the correctness of the deadlock_free procedure by
induction on x, and then by a second nested induction on x for each possible
reduction of the form:

S `M (x, s)
c−→ (x′, s′)

The proof is validated by the Coq proof checker, and can be found at the end
of the �le src/Decide.v in the Coq development6.

8.7 Examples

We have presented the definition of locks (page 151). We will present the
formalization of more synchronization primitives and the veri�cation of some
code examples. More details about the examples can be found in the Coq
development.

6All the Coq formalizations of this chapter are available online on github.com/clarus/io-
checker.

https://github.com/clarus/io-checker
https://github.com/clarus/io-checker
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Definition shell (x : C A) : C A :=
incr;
x�= (y 7→
decr;
[y]).

Figure 8.7: Encapsulate a computation in a semaphore.

Fixpoint map_sem (f : A→ CB)
(l : listA) : C (listB) :=
match l with
| �⇒ [�]
| x :: l⇒

(shell (f x) ‖map_sem f l)�=
((y, l) 7→ [y :: l])

end.

Figure 8.8: Iterate over a list with at most n concurrent operations.

8.7.1 Semaphores

We model a semaphore of size n with the state Sn := 0, 1, . . . , n. We use two
operations incr and decr to atomically increment or decrement the state. We
de�ne the transition function ϕ as:

ϕ : Command.t → Sn → (· × Sn) ∪ ⊥
incr 7→ k 7→ (·, k + 1) if k 6= n, else ⊥
decr 7→ k 7→ (·, k − 1) if k 6= 0, else ⊥

The operations block if no more resources are available or if all resources were
already released. As an example, we implement a generic map_sem func-
tion (Figure 8.8) which concurrently applies a function f on the elements of a
list l with at most n parallel executions of the function f . We use the func-
tion shell (Figure 8.7) which encapsulates a computation in between an incr

and a decr operations, so that the computation can be executed at most n times
simultaneously.

8.7.2 Transactional memory

We implement a simple form of transactional memory to encode the problem
of the n-philosophers. The decision procedure was able to verify the deadlock-
freedom for up to 7 philosophers.
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8.7.3 Message passing

We represent a message box of type A with a state SA := A]⊥, a blocking send
when the box is full and a blocking receive when the box is empty:{

send(x) : s 7→ (·, x) if s = ⊥, else ⊥
receive : s 7→ (x,⊥) if s 6= ⊥, else ⊥

8.8 Related work

Safe concurrent programming have been studied a lot for functional but
non-dependently typed languages such as Haskell [50]. We try to build on this
experience exploiting the extended type system of Coq.

The algebraic e�ects system [51] is a generic framework to represent e�ects
as collections of handlers. The application of the algebraic e�ects to concur-
rency has been considered, for example to represent the operators of the CSP
calculus [61]. However, as far as our knowledge goes, the algebraic e�ects do
not permit a clean encoding of the concurrency operators yet.

The Idris language [7] is a dependently typed programming language imple-
menting the algebraic e�ects system. This language also provides concurrency
primitives, with the ability to compile down to the Erlang language for exam-
ple [22], but as far as we know no formal semantics is given to these primitives.
Edwin Brady and Kevin Hammond show how to give the de�nition of an embed-
ded language in Idris were programs are restricted so that they are deadlock-free
by construction [10], but this language is not as expressive as the language of
the computations.

Various forms of the Separation Logic have been encoded in Coq as a state
monad extended with pre/post-conditions and invariants. The Hoare Type The-
ory has been applied to the concurrent setting [46]. The FCSL framework [56]
extends these techniques by providing powerful reasoning rules to verify �ne-
grained concurrent programs. This work focuses on the treatment of low-level
(but higher-order) imperative algorithms acting on a shared heap; on the con-
trary, we avoid the programs manipulating memory pointers and try to work
on higher-level primitives and runnable examples. However, the two concurrent
languages seem to share many similarities, so building a formal relation between
the two could be very interesting.

Finally, many static analysis tools for concurrent programming languages
have been developed. We can cite for example the JavaPathFinder7 tool which
is a model checker for concurrent Java programs. In contrast with this model
checker, we aim to provide a certi�ed tool integrated into the general purposes
proving platform Coq.

7The JavaPathFinder tool is available on babel�sh.arc.nasa.gov/trac/jpf under Apache li-
cense.

http://babelfish.arc.nasa.gov/trac/jpf
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8.9 Conclusion

We have presented the idea of blocking computations, which are concurrent
and interactive programs written in the dependently typed language Coq. We
give an operational semantic to the language of the computations to model
various kinds of synchronization primitives. We have shown how to compile
computations to a simpler but semantically equivalent language, and how to
derive a veri�ed decision procedure for a deadlock-freedom analysis.

On the future, we would like to investigate more the interactions and the
composability of various proofs techniques usable for concurrent programs, in
the settings of the language of computations. We would also like to study the
ideas of the compilation to the choose language as a way to provide a certi�ed
runtime for the language of the computations8.

8As suggested by one the reviewers of this chapter.
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Chapter 9

Conclusion

9.1 What we have done

In this thesis we have studied various approaches aiming at using Coq as a
programming language, guiding our developments by examples.

9.1.1 Concurrent computations

Our main development is the language of concurrent computations (chapter 7)
to write programs with asynchronous inputs�outputs in Coq and verify them
following speci�cations by use cases. By writing programs in Coq, we gain the
use of a type-safe language, with e�ect-free and terminating functions. We can
precisely specify the behavior of our programs thanks to the dependent types
and the ability to prove arbitrary formal properties in the Coq language. The
language of concurrent computations is a form of free monad to describe compu-
tations with concurrency, inputs�outputs and optionally non-termination. Be-
cause this is a description and not an implementation of the e�ects, we do not
need to add new axioms to Coq. With the method of speci�cation by use cases,
we can describe what we expect a program to do as a scenario of interactions
between the environment (the user and the operating system) and the program
itself. A scenario is proven correct if it is well-typed. Using the proof mode
of Coq, we can write scenarios in a kind of interactive and symbolic debugger,
showing the current state of a program while executing a scenario.

We provide an implementation of the concurrent computations with the li-
brary Coq.io1. This library provides a set of pre-de�ned inputs�outputs to inter-
act with the system (�le, socket and console operations). We use the extraction
mechanism of Coq to compile computations to OCaml, using the Lwt library to
implement the concurrent primitives. We used the library Coq.io to write and

1The library Coq.io, to write and verify concurrent and interactive programs in Coq, is
available on coq.io.

165

https://coq.io/
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verify the program generating the webpages of coq.io/opam/, a website listing
all the Coq packages available with the OPAM package manager. This program
runs every hour to maintain the list of packages up to date.

9.1.2 Blocking computations

With the blocking computations (chapter 8), we study a step-by-step and trace
semantics of the concurrent computations. We show that the blocking compu-
tations are equivalent to a simpler choose language relying on the only opera-
tor Choose, which non-deterministically executes one of two computations. We
give a semantics to what is a blocking interaction. For example, with a lock
mechanism, we cannot call a lock immediately after an other lock and need to
wait for an unlock. We use these semantics to implement and prove correct a
checker of deadlock freedom.

9.1.3 Other forms of computations

We have studied other preliminary forms of computations. With the interactive
computations (chapter 6), we give a simpli�ed form of concurrent computations
in the special case of sequential inputs�outputs. This provides a �rst approach
to the method of speci�cation by use cases.

With the asynchronous computations (chapter 5), we focus on the implemen-
tation aspect of the asynchronous inputs�outputs. We interpret event handlers
using an event loop, and secure the communications between the program and
the operating system through a pipe and a proxy. We implement a small web
server which we used to host our website.

We present the breakable computations (chapter 4) as a monad combining
the state and exception e�ect, together with a pause primitive. Thanks to this
pause primitive, we can explicit the evaluation steps of a computation and write
a concurrent scheduler.

9.1.4 CoqOfOCaml

The compiler CoqOfOCaml (chapter 3) imports to Coq programs written in a
subset of OCaml. This subset includes polymorphic functions, records, sum-
types, pattern matching, and modules. This does not include functors. We
support global references, global exceptions, non-termination and basic inputs�
outputs. The compiler CoqOfOCaml runs an e�ect inference to automatically
annotate and propagate the use of e�ects (we do not support parametric e�ects).
We generate an equivalent Coq code where the e�ects are encoded into a monad.
We use an operator to combine the e�ects and make sure that functions only
declare the e�ects they may use.

Using CoqOfOCaml, we were able to import some existing OCaml modules
such as List, Set and Map. We proved some properties about the some imported
functions, and validated that the generated Coq code was still readable. Our
aim is to have a compiler supporting a large subset of OCaml to import existing

http://coq.io/opam/
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programs to the relatively less used Coq language. Unfortunately, we believe
that not supporting functors seriously restricts the usage of CoqOfOCaml for
now, since functors are present in most of the OCaml programs we have tested.

9.1.5 Cybele

The plugin Cybele (chapter 2) helps to write proofs by re�ection with e�ects
in Coq. Proofs by re�ection are proofs made with a decision procedure writ-
ten and proven correct in Coq. Since we prefer decision procedures to be ef-
�cient, this was natural to try to add side-e�ects to Coq programs. With the
idea of simulable monads, we can pre-run a decision procedure in OCaml to
quickly test if it is successful, pre-compute some complex results and generate
a prophecy which we import back to Coq to run the procedure with the Coq
interpreter. The prophecy helps to remove some e�ects such as non-termination
or non-determinism. With the exception e�ect, we can add runtime checks
to simplify the formal veri�cation of the decision procedures. We use a single
monad parametrized by the signature of the state to represent all the e�ects.
We implemented some computationally intensive decision procedure in Cybele
to show its applicability.

This was our �rst contact with the e�ectful programming in Coq and moti-
vated the rest of this thesis.

9.2 Future work

We present here future projects which we would �nd interesting.

9.2.1 CoqOfOCaml

We would like to extend CoqOfOCaml to support the construct of functors which
is present in most OCaml programs we wanted to import. This would require
some work to properly handle the naming of variables. We would then import
the OCaml functors to Coq functors to respect the style of the original program,
or to inlined modules for �exibility. To support a larger part of the OCaml lan-
guage, we could also plug CoqOfOCaml to lower-level forms of OCaml generated
by the OCaml compiler, like the byte-code OCaml. Importing low-level forms
of OCaml may be at the expense of the readability of the generated Coq code.

The inference of e�ects is a source of complexity as it requires dedicated work
to support each new OCaml construct, while being too restricted for now. For
example, we do not support functions with parametrized e�ects like List.iter.
We could either improve the e�ect inference taking inspiration from systems
such as Koka [38] or simply remove it. Without e�ect inference, we would
generate invalid Coq programs in case of e�ects, but at least do the syntactic
transformation from OCaml to Coq for the user.
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Finally, an other axis of improvement would be to support the import
of OCaml programs written using the Lwt library to the concurrent compu-
tations in Coq with the Coq.io library. This would allow the support of a whole
new class of OCaml programs.

9.2.2 Use cases

We de�ned and studied the notion of use cases on some small examples. It
could be interesting to study further the theory of use cases. For example, we
would like to de�ne some notion of completeness or inclusion between scenarios.
We also mostly concentrated on small programs. Larger programs could have
new challenges in term of composition of e�ects and speci�cations for example.
Finally, our use cases are always about one program interacting with its envi-
ronment, while some systems are composed of many programs communicating
together. We would like to extend the study of use cases to sets of programs
communicating together.

9.2.3 Blocking computations

We found the idea of having the Choose primitive as the only primitive to
represent concurrent programs interesting in term of semantics. We would like
to investigate further what we can do in this domain, and which kind of static
code analyser we can write and verify in Coq. We would also like to study the
use of the choose language as a backend to compile and implement concurrent
primitives, as a replacement of the handlers and event-loop implementations.

9.2.4 Certi�ed extraction

Finally, we did not address the validation of the extraction chain from Coq
to OCaml, including the custom extraction of the e�ectful primitives to equiva-
lent e�ectful constructs in OCaml. We can cite the ×uf2 project or the CertiCoq
project3 which both aim to provide a certi�ed extraction to Coq, using the cer-
ti�ed C compiler CompCert as a backend. This would be interesting to see how
to certify the extraction of e�ectful primitives using such certi�ed extraction
chains.

2The ×uf project is available online at oeuf.uwplse.org/.
3The CertiCoq project is available on www.cs.princeton.edu/ appel/certicoq/.

http://oeuf.uwplse.org/
https://www.cs.princeton.edu/~appel/certicoq/
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