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Abstract

This thesis studies mathematical models for describing the geometry of imaging pro-
cesses in computer vision. In a broad sense, our contributions are focused on developing
frameworks that are very general and at the same time require minimal assumptions.
Our approach is in fact rooted in the language of projective geometry, which provides
the most general setting for studying properties of lines and incidences that are at the
heart of geometric vision. We also apply some tools from algebraic geometry, since many
of the objects that we encounter are described by polynomial equations. For example,
the multi-view geometry of n pinhole cameras (as well as other cameras) can be encoded
in the “joint image”, that is an algebraic variety in (P2)" formed by all point correspon-
dences. The Grassmannian of lines Gr(1,P?) also plays a central role in our study. In
particular, surfaces in the Grassmannian (or “line congruences”) can be used to represent
abstract cameras, that are mappings from points to viewing lines. This description is
also convenient for studying in a unified manner the multi-view geometry of families of
general imaging systems. In addition to modeling cameras, we also investigate the rela-
tionship between 3D shapes and their images. For arbitrary sets projecting onto opaque
silhouettes, the image is determined by the set of viewing lines that meet the observed
object. This leads to the study of “projective visual hulls” and “multi-view consistency”.
For smooth surfaces, the “image contour” is determined by the set of viewing lines that
are tangent to the surface. From this perspective, the evolution of the contour from a
moving viewpoint, and the associated “visual events”, can be described by studying sets
of lines in Gr(1,P3) that have special incidence properties with the surface.
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Introduction

In order to develop algorithms for artificial visual systems, computer vision relies on
models for representing and manipulating empirical data. In this sense, a model is
an abstraction that enables one to study a certain class of physical processes using
formal tools. Multi-view reconstruction, for example, can be framed as an inference
task, where the set of admissible camera configurations is associated with points in some
parameter space, and observations (multi-view correspondences) are used to identify an
element within this parameterized set. Models are of course necessary for a theoretical
investigation of empirical systems: simplifying the physical reality is a prerequisite for
developing theories that can be applied in different contexts.

This thesis is devoted to models for the geometry of vision. The mathematical study
of the visual world dates back to ancient times, but the theoretical foundations of com-
putational algorithms in 3D vision were developed mainly in the 80s and 90s. The
theory, known as multi-view geometry [53, 78], has been essential in the development
of many remarkable applications, from 3D reconstruction software to today’s technolo-
gies for augmented and virtual reality. Our goal in this thesis is to take the classical
theory of multi-view geometry further, by developing more general models for cameras
and 3D shapes, and by studying these models using tools from projective and algebraic
geometry [73].

The importance of projective geometry as a framework for modeling visual phenomena
has been long known. Projective transformations and ambiguities arise naturally in re-
construction tasks, and the use of homogeneous coordinates simplifies many geometric
computations (in particular, it linearizes the pinhole camera model). For these reasons,
multi-view geometry is usually based on the perspective that affine and euclidean ge-
ometry are special cases of projective geometry. This idea dates back to Felix Klein’s
Erlangen program, and is convenient for dealing with a hierarchy of geometric models
in a unified setting. In this presentation, however, we will usually disregard affine and
euclidean structures, and focus for the most part on actual projective geometry. This is
because many basic concepts in vision only require simple contact properties (collinear-
ity, incidence or tangency); hence, a purely projective perspective is simpler and at the
same time more general. We will also point out how some models that have traditionally
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been studied in a euclidean setting (e.g., visual hulls [12] and visual events [101]), can
actually be defined more naturally using only projective geometry.

Our use of tools from algebraic geometry is due to the fact that many of our mod-
els will be based on polynomial representations. For example, it is well known that
multi-view point correspondences are characterized by algebraic constraints in image
coordinates [54], and it is actually convenient to view these conditions as the defining
equations of an an algebraic variety (known as the joint image [190], or the multi-view
variety [4]). An algebraic framework is also useful for modeling non-central imaging
systems [173]. We will in fact represent general cameras either geometrically as alge-
braic surfaces in line space (corresponding to families of viewing rays), or analytically
as rational (polynomial) mappings P? --» P2. Furthermore, we will study projections of
algebraic surfaces, describing the visual events that occur in the image contour curve as
the viewpoint changes.

As mentioned above, the topics addressed in this thesis are intended to broaden the scope
of the classical theory of geometric vision. For example, while traditional multi-view ge-
ometry is largely focused on systems of 2,3,4 cameras and the associated multifocal
tensors, we believe that it is important (and interesting) to study configurations involv-
ing any number of cameras, investigating concepts such as the “joint image” or “viewing
graphs”. Moreover, other topics, such as non-central imaging systems or the geometry of
shape reconstruction, have arguably not been studied much in a general and systematic
fashion, but deserve to be part of a mathematical theory of vision. We will also often in-
sist on the importance of line geometry [150] for describing visual processes. Essentially
all geometric aspects in vision are in fact determined by how lines (i.e., light rays) in-
tersect objects in space. Although the role of viewing lines is usually hidden in practical
structure-from-motion algorithms by the use of image coordinates [133], in many situa-
tions it can be convenient to make the geometry explicit. For the study of non-central
imaging systems, in particular, researchers have proposed a geometric representation of
cameras as mappings from points to viewing rays [145, 136]. This idea will be developed
further in the thesis, and we will investigate in detail the geometry of non-linear cameras
inside the Grassmannian of lines.

The mathematical models studied in this thesis are quite general, but are still meant
to be close to practical applications. Our presentation avoids unnecessary technicalities,
and only parts of our discussion will require some background in algebraic geometry. On
the other hand, we believe that a minimal amount of rigorous language can be useful,
since it allows us to use more powerful tools, and because it helps us identify more
clearly what is known and the problems that still need to be addressed. We also hope
that precise terminology can facilitate interactions between researchers across different
fields. There has been in fact a recent interest in geometric vision from mathematicians,
with several journal papers (including some of the works presented in this thesis) and a
few workshops on the topic of algebraic vision. We hope that this thesis can help bridge
the gap between theoretical and practical approaches to vision.
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Thesis summary

The following is a brief description of the main contributions of the thesis. The relevant
previous literature for each topic is discussed at the beginning of the corresponding
chapter.

Chapter 1 is devoted to the multi-view geometry of traditional pinhole cameras. We
study the relationship between the joint image and camera configurations, explaining
in particular the distinction between sets of multi-view constraints that can be used to
characterize point correspondences, and those that are sufficient for determining camera
geometry. Moreover, we investigate “solvable” viewing graphs, which describe subsets
of fundamental matrices that identify a unique global configuration of cameras.

Chapter 2 describes an abstract model for general imaging systems as two-dimensional
families of lines, or line congruences. We focus in particular on congruences of order
one, which can be used to define rational mappings from points and lines. We present a
complete classification of all such rational geometric cameras, based on a classical result
due to Kummer. We also characterize algebraically the set of n-tuples of lines that
meet at a point, and we apply this result to describe the multi-view geometry of general
systems of cameras.

Chapter 3 extends the geometric camera model introduced in Chapter 2 by describing
how lines in a congruence can be associated with image coordinates. After a general
discussion, we present an in-depth study of two-slit cameras, that we model analytically
as a bilinear map from P3 to P! x P!. We also introduce generalizations of several classical
features of pinhole cameras, including calibration matrices and multifocal tensors.

Chapter 4 investigates geometric relationships between sets in P? and their projections
in different images. In particular, we describe from different perspectives the “geometric
consistency” conditions that image sets must satisfy in order to be projections of a
single object in space. Conversely, the study of 3D objects that project onto a given
set of images leads to the traditional notion of “visual hull”. By understanding the
3D geometry of shapes from within the joint-image, we obtain a simple image-based
procedure for computing a boundary representation of the visual hull.

Chapter 5 discusses the visual events generated by smooth algebraic curves and surfaces
in P3. We spell out new geometric characterizations of these events, which are based on
the study of lines in Gr(1,P3) and planes in (P?)* that meet the given curve or surface
in exceptional ways. We also present some effective strategies for recovering the visual
events computationally.

The thesis also includes two short appendices that summarize some useful background
on projective and line geometry (Appendix A) and on projective algebraic varieties
(Appendix B).
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Chapter 1

Pinhole Cameras and their
Multi-View Geometry

This chapter is devoted to the classical pinhole camera model. Our goal is to provide a
clear overview of some selected topics in the theory of pinhole cameras, in the language
of projective geometry and elementary algebraic geometry. In particular, we hope to
give definitive answers to the problem of characterizing the joint image formed by im-
age correspondences, while also spelling out its relationship with the space of camera
configurations.

The material in this chapter is based on the following publications:

— Matthew Trager, Martial Hebert, and Jean Ponce. “The joint image handbook”.
In: Proceedings of the IEEE International Conference on Computer Vision. 2015,
pp- 909-917.

— Matthew Trager, Jean Ponce, and Martial Hebert. “Trinocular Geometry Revisited”.
In: International Journal of Computer Vision (2016), pp. 1-19.

— Brian Osserman and Matthew Trager. “Multigraded Cayley-Chow forms”. In: arXiw
preprint arXiv:1708.03335 (2017). Submitted to Advances in Mathematics.

— Matthew Trager, Brian Osserman, and Jean Ponce. “On the Solvability of Viewing
Graphs”. In: Furopean Conference on Computer Vision. 2018.

1.1 Introduction

Pinhole-based imaging systems have a very long history. The optical phenomenon of
the camera obscura was accurately described by the 11th-century Arab physicist Tbhn
al-Haytham (965-1039 CE) and was mentioned already in writings by Aristotle (384-
322 BCE) [49]. Throughout the Renaissance and until the 18th century, devices that
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formed images by gathering light through a small aperture were used as drawing aids
or for entertainment. The photographic camera, developed in the early 19th century, is
an adaptation of the box-type camera obscura that was popular at that time. Today’s
digital cameras use complicated optics to gather and focus light, but can still be roughly
modeled using pinhole geometry.

In mathematics, projective geometry emerged from the study of perspectivity, initiated
by architects Filippo Brunelleschi and Leon Battista Alberti around 1425. The theory
flourished in the 17th, 18th, and 19th centuries, with fundamental contributions from
Desargues, Poncelet, and Klein, among many others. Problems in projective reconstruc-
tion were already studied by these classical geometers. For example, epipolar geometry
was known to Hauck in 1883, and image-based 3D reconstruction was described by Fin-
sterwalder in 1889 [171]. These results were largely re-developed by computer vision
scientists in the eighties and nineties (even though they were known to photogramme-
ters [183]). Today, the part of computer vision that studies the theoretical foundations
3D reconstruction algorithms is known as multi-view geometry. General overviews on
this subject can be found in the textbooks by Faugeras, Luong and Papadopoulo [53],
and by Hartley and Zisserman [78], or in the older book by Maybank [124].

Despite this long history, many aspects of the theory of pinhole cameras are not fully
settled. The most well-known results in multi-view geometry are concerned with multi-
focal tensors for 2, 3, or 4 views [120, 164, 75, 74]. Point correspondences for arbitrary
numbers of views have also been characterized [54, 190, 84|, however results are often
scattered in the literature, and they sometimes actually contradict each other [54, 78,
188]. Moreover, basic theoretical facts are not always common knowledge among special-
ists. For example, many practitioners today would probably be hard pressed to answer
simple questions such as how many multilinear relations (and which ones) are necessary
to characterize correspondences, or to determine the corresponding camera parameters.
It is also not difficult to stumble upon open problems that have not been addressed
in the literature (see for example Section 1.4). Partly because of the supply of such
problems, there has been a recent interest in computer vision among mathematicians,
with the emerging field of algebraic vision [4, 3]. As explained in the introduction to the
thesis, our work often lies at the interface between vision and mathematics: our goal is
to investigate problems in vision using mathematical language, but without losing focus
of the underlying practical motivations.

One of our main objects of study is the joint image, introduced by Triggs [190] and stud-
ied independently by Heyden and Astrém [84], and by Aholt, Sturmfels and Thomas [4].
The joint image for n cameras is a subvariety in (P?)" defined as the closure of the
set of all n-tuples of point correspondences. Thus, algebraic characterizations of the
joint image are equivalent to the constraints that describe multi-view correspondences.
In addition, the joint image is a useful conceptual tool, since it can be seen as an (al-
most) exact replica of 3D-space “distributed” across multiple images. A joint image also
uniquely represents a configuration of cameras so, for example, we can interpret the task
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of 3D reconstruction as the problem of interpolating a joint image from image data (this
is similar to the use of multi-view tensors, but for any number of views). We present
in Section 1.3 a detailed description of the joint image, based on our paper [186]. In
particular, we give a series of results that explain which sets of multilinear constraints
can be used for characterizing point correspondences, or for recovering a camera config-
uration.

Among the results that we discuss in Section 1.3 is the (previously known) fact that
fundamental matrices are sufficient for recovering a camera configuration, assuming that
the pinholes of the cameras are not all aligned. On the other hand, it is not necessary to
use the fundamental matrices among all pairs of cameras, and this leads to the natural
question of describing how many fundamental matrices, and which ones, are actually
needed. To study this problem, we use the notion of a viewing graph, introduced by
Levi and Werman in [113]. This is a graph in which edges represent fundamental ma-
trices among pairs of cameras. We say that a graph is “solvable” when the associated
fundamental matrices are (generically) sufficient to determine a global camera configu-
ration. Despite its clear significance, the problem of characterizing which viewing graphs
are solvable has received very little attention (mainly in [113, 157]). In Section 1.4 we
present results from our paper [187], providing several new criteria that can be used to
verify whether a set of fundamental matrices determines a camera configuration.

At the end this chapter we take a closer look at the geometry of three views (Section 1.5).
For example, following our paper [188], we describe a special class of trilinearities (pre-
viously used by Ponce, Papadopoulo, Teillaud and Triggs in [144]) that have an inter-
pretation in terms of transversals of visual rays, and provide a more geometric approach
for characterizing point correspondences among three views. We then turn to trifocal
tensors, and show that their relationship with the joint image can be explained using a
theory of “multi-graded Chow forms” that we proposed in [131]. In brief, trifocal tensors
(and similarly quadrifocal tensors for four views) can be seen as an example of a general
strategy for encoding complicated algebraic varieties (in this case, the joint image) using
a single polynomial form. Finally, we present some experiments from [188], where we
used trilinear constraints to define a “trinocular-epipolar error” that can be minimized
to recover camera parameters for three views.

1.1.1 Previous Work

Multiple-view geometry has been studied in computer vision since the seminal work
of Longuet-Higgins, who proposed in 1981 the essential matrix for pairs of calibrated
cameras [119]. Its uncalibrated counterpart, the fundamental matrix, was introduced
by Luong and Faugeras [120]. The trilinear constraints associated with three views of
a straight line were discovered by Spetsakis and Aloimonos [169] and by Weng, Huang
and Ahuja [192]. The uncalibrated case was tackled by Shashua [164] and by Hart-
ley [75], who coined the term “trifocal tensor”. The quadrifocal tensor was introduced by
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Triggs [190], and Faugeras and Mourrain gave a simple characterization of all multilinear
constraints associated with multiple perspective images of a point [54]. A different for-
mulation for trilinear constraints based on line geometry was introduced in [144].

Closely related to our work is that of Heyden and Astrém in [84], who also study multi-
view constraints from the point of view of the joint image (which they refer to as the
“natural descriptor”). The authors also point out an interesting property of the epipolar
constraints for three cameras in general position: these conditions uniquely determine
a camera configuration however the trilinear conditions do not follow algebraically from
the bilinear ones and, in fact, bilinear constraints are not sufficient for characterizing
point correspondences in general. We discuss this somewhat paradoxical behavior in a
more general setting in Section 1.3 of this chapter.

Aholt, Sturmfels and Thomas describe many algebraic and combinatorial properties
of the joint image (in their terminology, the “multi-view variety”) [4]. They show for
example that traditional bilinear, trilinear and quadrilinear constraints are generators,
and form in fact a “universal Grobner basis”, for the polynomial ideal associated with
the joint image (see Theorem 1.3.10). They also prove other technical results, such as
the fact that the set of all joint images forms a distinguished component in the “Hilbert
scheme” parameterizing all varieties with assigned Hilbert function.

The first investigation of viewing graphs and their solvability can be found in [113].
In that work, Levi and Werman characterize all solvable viewing graphs with at most
six vertices, and discuss a few larger solvable examples. Although they provide some
useful necessary conditions (see our Proposition 1.4.6 and Example 1.4.13), they do
not address the problem of solvability in general. In [157], Rudi, Pizzoli and Pirri
also consider viewing graphs, studying mainly whether a configuration can be recovered
from a set of fundamental matrices using a linear system. They also present some
“composition rules” for merging solvable graphs into larger ones. In [186], we provided
a sufficient condition for solvability using 2n — 3 fundamental matrices, and pointed to a
possible connection with “Laman graphs” and graph rigidity theory. Indeed, Ozyesil and
Singer [132] show that if one uses essential matrices instead of fundamental ones then
solvability can be characterized in terms of so-called “parallel-rigidity” for graphs. Their
analysis however does not carry over to the more general setting of uncalibrated cameras.
Finally, the viewing graph has also been considered in more practical work, particularly
to enforce triple-wise consistency among fundamental matrices before estimating camera
parameters: this is done for example by Sinha and Pollefeys [166] and by Sweeney,
Sattler, Hollerer, Turk and Pollefeys [177].

1.1.2 Main contributions

Our main contributions can be summarized as follows.

e The joint image. We make the distinction between ideal-theoretic, set-theoretic,
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and “weak” characterizations (our terminology) of the joint image, and use it to
explain the difference between multi-view constraints that determine camera ge-
ometry, and those that directly describe point correspondences. In particular, we
clarify whether bilinear, trilinear or quadrilinear constraints are necessary or suffi-
cient for these tasks, under different assumptions on the configurations of pinholes
(Proposition 1.3.19). We also give a simple proof of the important result that a
joint image characterizes a configuration of cameras (Theorem 1.3.16).

e The viewing graph. We show that the minimum number of fundamental matri-
ces that can be used to recover a configuration of n cameras is always [(11n—15) /7]
(Theorem 1.4.9). We also present several new criteria for deciding whether or not
a viewing graph is solvable (Theorems 1.4.12 and 1.4.14), and we describe a simple
linear test that can be used to verify whether a viewing graph identifies a finite
number of camera configurations (Section 1.4.5).

e Three-View geometry and Multifocal Tensors. We apply our analysis on
the different types of characterizations of the joint image to the important case
of three views. For example, we show that the nine trilinearities encoded in a
trifocal tensor are not sufficient to completely ensure correspondence among three
views (Proposition 1.5.7), although they can be used to recover the corresponding
projection matrices. We also propose a new framework for understanding trifocal
and quadrifocal tensors, based on the joint image and the theory of multi-graded
Chow forms [131].

Before addressing our main topics, we present in Section 1.2 a general introduction to
the pinhole camera model, and to linear projections in general. We review for example
the action of “world” and “image” coordinate changes, orbits under euclidean and affine
motions, and projections and inverse projections of linear subspaces. These discussions
will be useful later in the thesis.

Conventions. Throughout the chapter, we write P* = P(R"*!) for the for the n-
dimensional projective space over R. It is worth noting that most of our definitions from
Section 1.2 can be given more generally for projective spaces P(K"*!) over an arbitrary
field K. In the next chapters, for example, we will sometimes work over the field of
complex numbers K = C. Since physical three-space is usually identified with R?, we
focus on real spaces here.

We use bold font for vectors and matrices, and normal font for projective objects. For
example, a point in P? will be written as p = [p] where p is a vector in R* and p is the
equivalence class associated with p. Similarly, a projective transformation represented
by a matrix M will be written as M = [M].
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1.2 Preliminaries

This section summarizes some basic aspects of the theory of pinhole cameras. The
material we discuss is well-known, and can be found in textbooks such as [53, 78],
although our approach is sometimes different.

The organization of the section is as follows. Section 1.2 is an overview of the pinhole
camera model; Section 1.2.2 introduces more formally linear projections in arbitrary
spaces; in Section 1.2.3 we describe the group actions of “world” and “image” coordinate
transformations; we classify orbits of cameras under euclidean and affine motions in
Section 1.2.4; finally, in Section 1.2.5, we use Pliicker coordinates to represent projections
and inverse projections of linear spaces in arbitrary dimensions.

1.2.1 The pinhole model

The pinhole camera model used in computer vision is a mathematization of the geometry
of the camera obscura. This is illustrated in Figure 1.1. The “imaging device” consists
of a pinhole c that collects light rays and a retinal plane H where the image is formed.
A scene point x is projected onto the image point y, obtained as the intersection of H
with unique line through through x and c.

Figure 1.1: The geometry of the camera obscura.

This map is easily described in the language of projective geometry. If we identify the
three-dimensional space with P3, and fix a point ¢ = P(K) for the pinhole and a plane
H = P(W) not containing c for the retinal plane (so that K, W are vector subspaces in
R* of dimensions 1 and 3), we consider the unique vector projection R* = W @& K — W
onto W with null space K. Then the induced map on projective spaces P3\ {c} — H is
a mathematical model for the camera obscura shown in Figure 1.1.

A more concrete description can be given in terms of projective coordinates. If we fix a
projective reference frame in three-space and a projective reference frame in the retinal
plane, we can describe the action of a pinhole camera using a 3 x 4 matrix of full rank,
uniquely determined up to scaling. This is usually known as a projection matriz. This
analytic representation is very convenient, and widely used in computer vision. However
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it is important to emphasize some differences between the projection matrix and the
geometric model described above.

e There is no unique projection matrix associated with a fixed “camera obscura”
with pinhole ¢ and retinal plane H, since the analytic description depends on the
choice of coordinates in the image and in space. In general, it is customary to
assume a fixed reference frame in three-space, despite the fact that there is no
distinguished coordinate system the physical 3D world. For the retinal plane, on
the other hand, there is often a natural choice of coordinates, defined by the pixel
grid in a digital camera.

e Conversely, given a projection matrix, it is not possible to recover the retinal plane
(while this is possible for the pinhole, which corresponds to the null-space of the
matrix). Indeed, the image P2 of the projection is now an abstract plane that does
not correspond to any particular embedded plane in space. Moreover, for any plane
in P2 not containing the pinhole, there exists a unique choice of coordinates so that
the corresponding projection is described by the original matrix. The equivalence
between all retinal planes follows from the “perspectivity” homography induced by
the pinhole.

In light of these ambiguities, it is tempting to exclude the role of retinal plane from the
whole imaging process, and to view a pinhole projection simply as a mapping from points
into the bundle of lines that pass through the pinhole. In this setting, the projection
matrix is equivalent to specifying the pinhole together with a reference frame on the
corresponding line bundle. This abstract representation of a camera as a mapping from
points to lines will be studied in Chapter 2. In the remaining part of this chapter, we
focus entirely on the more traditional and “concrete” coordinate-based model that uses
projection matrices.

1.2.2 Projections in projective spaces

We next define linear projections in general projective spaces. Although we are mainly
interested in projections from P3 to P?, it is actually natural to extend many properties
of systems of cameras to the case of projections in spaces of arbitrary dimensions. It is
not our purpose to develop such a general theory, and in the rest of the chapter we focus
mainly on pinhole projections. Nevertheless, it is useful to give definitions in a more
general setting, since projections in different dimensions will be sometimes used in later
chapters.

By linear projection we always mean the projectivization of a surjective linear map on
vector spaces. More precisely, if a linear map R*™1 — R™*! (n > m) is described

11
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by an (m + 1) X (n 4+ 1) matrix A of full rank, the corresponding linear projection is
given by
P\ P(KerA) — P™ 1
[v] — [Av]. (1.1)
The subspace K = P(KerA) inside P" is the center of the projection, and has projective
dimension n —m — 1. In the case of cameras (n = 3, m = 2), the center of projection is
simply the pinhole. It is clear that two matrices induce the same linear projection if and
only if they are related by a non-zero scalar factor. Just as pinhole cameras, any linear
projection can be realized geometrically by fixing a center K of dimension n —m — 1
and another subspace H in P™ of dimension m disjoint from K. These spaces determine
a mapping from P? to H defined by p — (K V p) A H that can be described analytically
by (1.1). See Figure 1.2.

Figure 1.2: Linear projections P? --» P! (left), P3 --» P! (center), and P? --» P2 (right).
Note that the “retinal space” is a line in the first two cases (shown in dark).

It will often be convenient to write a linear projection as a map P --» P™. Here the
dashed arrow indicates a “rational map”, i.e., an algebraic map defined on a dense open
set of P" (cf. Appendix B). This simplifies notation, since we are not required to exclude
the center of projection from the domain. We will also write P = [A], when the linear
projection P : P"® --» P™ is induced by the matrix A.

1.2.3 Changes of coordinates

We briefly describe of the action of “changing coordinates” on projection mappings. This
analysis will be useful for dealing with camera configurations. A similar study can be
carried out for projections in arbitrary projective spaces, but we only consider pinhole
cameras here. We write P for the family of all pinhole cameras, that we represent using
projection matrices:

P ={P=[A], A € R¥* of full rank} C P'..

12
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There are two natural group actions on P: the group GL(4,R) acts by multiplication
on the right (changes of “world” coordinates), while the group GL(3,R) acts by multi-
plication on the left (changes of “image” coordinates).!

Changes of world coordinates. Given pinhole camera P = [A] where A is a 3 x 4
matrix, we consider the action of multiplying A on the right by matrices in GL(4,R).
Clearly, this can be interpreted as a change of coordinates of P2, but also as applying a
projective “camera motion” to P.

We first observe that the action of GL(4,R) on P is transitive. This means that, given
any two cameras P; = [A1] and P, = [A3], there always exist a change of coordinates
(or a camera motion) that maps P, to P». Indeed, if ¢; = [cq] is the pinhole of P;, we
have that any invertible matrix of the form

va = OZA]:LLA2 + clvT,

where Al = AT(A;AT)! (a pseudo-inverse for A1), @ € R, and v € RY, is such
that [AlTaﬂ,] = [A2]

The action of GL(4,R) on P however is not free. In other words, for any camera P = [A],
there exist projective transformations of P? that do not affect P. These transformations
form the stabilizer group:

Stabgrur)(P) = {ods+ v’ | a € R\ {0},v € R} NGL(4,R), (1.2)

where ¢ = [c] is the pinhole of P, and I denotes the 4 x 4 identity matrix. Indeed, all
the solutions for T in AT = /A are described by (1.2). As projective transformations,
elements in Stabgy 4 k) (P) “shift” points along viewing lines through c. In fact, it is easy
to see that the stabilizer only depends on the pinhole ¢ and not on the actual projection
matrix.

We also mention that there is another natural group associated with a camera P with
center ¢ = [c], namely

Stabgrur)(c) = {T | Tc = ac} C GL(4,R).

This corresponds to projective transformations of P that fix the pinhole c. It is clear that
Stabgr(a,r)(P) is a subgroup of Stabgrr)(c). Moreover, elements in Stabgr,4r)(c)
can actually be viewed as changes of image coordinates, since they induce projective
transformations on the bundle of lines through ¢. We now address changes of image
coordinates directly.

'For concreteness, we consider the actions of GL(4,R) and GL(3,R) rather than of PGL(4,R) and
PGL(3,R). Clearly, matrices that are scalar factors of each other will act the same way.
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Changes of image coordinates. Given pinhole camera P = [A], we consider the
action of multiplying A on the left by matrices in GL(3,R). This action is not transitive:
if ¢ = [c] is the pinhole of P, the orbit of P under GL(3,R) (i.e., the set of cameras that
can be obtained from P by changes of image coordinates) is

Orbgrisr)(P) ={Q = [B] | Bc =0} C P.

This is simply saying that two cameras are related by a change of image coordinates if
and only if they have the same pinhole. On the other hand, the stabilizer group of this
action, only contains trivial projective transformations:

Stabarsm (P) = {ols, | a € R\ {0}} C GL(3,R).

In more concrete terms, non-trivial projective changes of coordinates in the image will
always affect a camera projection.

1.2.4 Geometries in projective space and orbits of cameras

This chapter (and this thesis) focuses mainly on projective camera models. In what
follows, however, we give an account of euclidean and affine cameras, viewed as orbits of
special subgroups of projective transformations. This serves mostly as reference for when
we will generalize these concepts for non-central imaging systems (in Chapter 3).

We first briefly recall the hierarchy of different geometries that can be studied within
the projective framework. This viewpoint was set forth by Felix Klein in his famous
Erlangen program (1872), and is of great practical importance in computer vision. In
this setting, a “geometry” can be seen as the study of some space and its “invariant
properties” under the action of a group of transformations. Projective geometry, in
particular, studies projective space P™ up to projective transformations, that we identify
with the group of (n+1) x (n+ 1) invertible matrices defined up to scale. Among these
transformations, we consider subgroups of matrices of the following form (defined up to
scale):

Tso(n) = {T - L?T ﬂ with R € 50(n, R)},

Sim(n) = {T = [lf)];{ ﬂ with £k € R, R € SO(n, R)} )

Aff(n) = {T - {OMT ﬂ with M € GL(n, R)},

so that
Iso(n) C Sim(n) C Aff(n) C GL(n + 1,R).
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Here SO(n,R) denotes the special orthogonal group (matrices with unit determinant).
The groups of transformations Iso(n), Sim(n) Aff(n) are respectively associated with
euclidean, similarity and affine geometries. Indeed, if we identify R™ with the chart
in P" of points of the form [z1,...,xy,, 1], then these groups coincide with the classical
definitions of euclidean, similarity, and affine transformations in R™ (with respect to the
standard euclidean metric). Each these geometries has its associated invariants, and
smaller transformation groups correspond to more properties that are preserved.

Example 1.2.1. An important invariant for computer vision is the absolute quadric.
This is a complex degenerate quadric in P* defined by Q = {z,11 = 22 + ... + 22 =
0}. This quadric is invariant under all similarity transformations. In fact, a projective
transformation is a similarity if and only if it preserves (not necessarily pointwise) the
absolute quadric. O

We now describe the action of these nested subgroups of transformations on projection
mappings. We consider only pinhole camera projections P? --» P2 although a similar
analysis could be carried out more generally.

We have already noted that the action of GL(4,R) on the space of cameras can be
interpreted either as applying “camera motions”, or as applying “change of coordinates”
in P3. In particular, the orbit of a camera P under the action of one of the projective
subgroups is the set of cameras that are equivalent to P for the corresponding geometry
(in fact, one might say that cameras in the same orbit are geometrically indistinguishable,
since a world reference frame is not physically defined). The equivalence of cameras for
different geometries leads to a natural “taxonomy” of cameras. Although a complete
classification would probably not be very difficult, we describe here only generic orbits
that correspond to camera models actually used in computer vision.

Projective geometry. We have seen in Section 1.2.3 that all pinhole cameras are
equivalent up to projective transformations, so they form a unique projective orbit. We
can thus choose any camera as a representative for the class, for example the camera P
associated with the 3 x 4 matrix

1000
0100 (1.3)
0010

We sometimes refer to this as the standard pinhole projection.

Affine geometry. Let P = [A] be camera with A = [Q |b] where N is a 3 x 3 matrix.
Applying to P an affine transformation described by a matrix of the form

M t
we obtain the camera [QM | Qt +b)]. This easily implies that cameras of the form [Q |b],
where Q is an invertible 3 x 3 matrix, are all equivalent under affine transformations,
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so they form a single affine orbit. This is the set of finite cameras, i.e., cameras whose
pinhole does not lie on the plane at infinity. Note that finite cameras are dense among
all pinhole cameras, since for a generic 3 x 4 matrix, the left 3 x 3 submatrix will be
invertible. The standard pinhole projection (1.3) can be taken as a representative for
the affine model of finite cameras.

Among non-finite cameras whose pinhole lies at infinity, a distinguished family is associ-
ated with 3 x 4 matrices whose last row can be scaled to [0, 0,0, 1]. These are known as
affine cameras, since they can be described as affine projections using non-homogeneous
coordinates. It is easy to see that affine cameras are all equivalent under affine transfor-
mations. We can choose as representative for this orbit the camera defined by

1
0
0

O = O
o O O

0
0f. (1.4)
1

There exist other affine orbits among non-finite cameras, but their use in computer vision
is very limited.

Similarity geometry. The orbit under similarities of the standard pinhole camera (1.3)
is the set of cameras associated with matrices of the form [R | t] where R is an orthogonal
matrix. These are sometimes called normalized or calibrated cameras. More generally,
it is easy to characterize similarity orbits among all finite cameras. If [M |b] is a finite
camera, then using QR-decomposition of matrices we can uniquely write

[M|b] = K[R [t], (1.5)

where R is an orthogonal matrix and K is upper triangular with positive diagonal el-
ements. The matrix K in this decomposition is invariant to similarity transformations
(up to scaling, but projection matrices are independent of scale). Moreover, any two
matrices whose decomposition yields the same matrix K up to scale are related by a
similarity transformation. In other words, the entries of K up to scale identify the sim-
ilarity orbit of a finite camera. The matrix K is known as the calibration matriz and
its six entries defined up to scale are the cameras intrinsic parameters. These have geo-
metric interpretations (z-scale, y-scale, skew factor, coordinates of the principal point)
that describe a projective transformation in P? that needs to be applied to standard
model (1.3) to recover the similarity orbit of the given camera.

A similar analysis can be carried out for orbits among affine cameras. Any projection
matrix of an affine camera can be uniquely decomposed as

ll\f)%,,x?’ 11’] = 0| [krd tof, (1.6)
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where ry, rp are orthonormal 3-vectors, and ¢, is positive. The entries o, s° are invariant
to similarity transformations (not up to scaling) and in fact they identify the similarity
orbit. When af =1 and s® = 0, the camera belongs to the similarity orbit of (1.4). This
type of camera is called a scaled orthographic projection (with factor k).

Euclidean geometry. The euclidean orbits among finite cameras coincide with simi-
larity orbits. Indeed, applying to a finite camera [M|b] a similarity transformation

T=1om 1

kR t]

yields a camera defined by [EMR |Mt + b]. This projection matrix can be rescaled
as [MR|[Mt' + b], where t' is such that Mt' + b = 1/k(Mt + b) (recall that M
has full rank). In particular, [M|b]T is equivalent to [M|b]T, where T is a euclidean

transformation:
- R t
T - [OT 1].

This is of course a way of explaining the well-known scale ambiguity in pictures taken
with perspective pinhole cameras: a scaling a 3D scene by T has the same effect of ap-
plying a rigid camera motion T. The fact that finite cameras are similarity-equivalent if
and only if they are euclidean-equivalent means that the calibration matrix K from (1.5)
also identifies euclidean orbits for finite cameras.

Interestingly, the situation is different for affine cameras: in particular, it is easy to see
that the affine and euclidean orbits of (1.4) are not the same. A slight variation of the
decomposition (1.6) yields

ar s 0] [rT #
[Nf)%ﬁ?’ ﬂ =10 «a 0] |r] t, (1.7)
0 0 1][o" 1
where ri,ry are orthonormal 3-vectors, and oy, o, are positive. The entries o, oy, s in
this decomposition are invariant under euclidean transformations (but not under sim-
ilarities). When o, = o, = 1 and s = 0, the camera belongs to the euclidean orbit
of (1.4), and is called an orthographic projection.

1.2.5 Projections and inverse projections of subspaces

Using pinhole cameras, the projection of a general line in P? is a line in P?. Moreover,
the pre-image of a line in P? is a plane in P3, and the pre-image of a point in P? is
a line in P3. This is a particular example of a general feature of linear projections in
arbitrary projective spaces, namely that projections and inverse projections of linear
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subspaces are again linear subspaces. All of these associations can be conveniently
described using Pliicker coordinates (see Appendix A). Although we are mostly interested

in cameras P3 --» P2, it is useful to introduce these mappings first for general projections
P -5 P™,

We consider a linear projection P : P™ --» P™ with center K. If L is a k-dimensional
linear subspace of P" disjoint from K (which implies & < m), then the projection M =
P(L) is a k-dimensional linear space in P™. In particular, writing Gr(k,P") for the
Grassmannian of k-linear subspaces in P", there is a map

Gr(k,P")\ Z(k, K) — Gr(k,P™)

L ~ P(L), (1.8)

where Z(k,K) is the set of k-spaces in P" which meet K. We can give a concrete
description of (1.8) using Pliicker coordinates. Assuming that P = [A], this description
is based on the compound matriz Ci11(A), whose elements are the (k+ 1) x (k+ 1)
minors of A ordered lexicographically (this assumes Pliicker coordinates are ordered
lexicographically).

Proposition 1.2.2. If the k-dimensional linear space L in P™ has Pliicker coordinates
n+1
[vL] in P(kﬂ)*l, then its image H = P(L) in P™ for the linear projection P = [A] has

m+1
Pliicker coordinates [wg] in pliy )71, where

W = Ck+1(A)VL.
(1) (Fi)
In particular, the map (1.8) can be seen as a linear projection Py : P\k+1) ——» PUk+1
where Py, = [Ciy1(A)], restricted to the Grassmannian varieties. The center of Py is the

n+1
linear space generated by Z(k, K) inside plii) -1,

Proof. Let V, be a matrix of size (n+1) x (k+ 1) whose columns are coordinate vectors
spanning L. Since H = P(L), we have that Wy = AV is an (m + 1) x (k + 1)
matrix whose column vectors span H. By definition, Pliicker vectors vy, wg for L
and H are given by Ciy1(Vy) and Ciy1(Wpg). The first claim now follows from the
multiplicativity property of compound matrices: if M, My are arbitrary matrices, then
Ci(M; My) = C;(M;)C;(Mz) holds [86]. To argue that Z(k, K) generates the center of
Py, we note that Z(k, K) is contained in the center, and moreover dim Span(Z(k, K)) =
(1) = (7)) — 1 inside PG) L, O
To describe pre-images of linear spaces, it is convenient introduce a “dual” version of a
linear projection, which we refer to as a linear embedding. This is a map J : P — P,
with m < n, that is the projectivization of an injective linear mapping R™ — R",
described by an (n+ 1) x (m + 1) matrix B of full rank (and we will write J = [B]). An
embedding may be viewed as an identification of (an abstract) P™ with an m-dimensional
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subspace NN inside P, which is the image of J. In other words, specifying an embedding
J is equivalent to fixing a linear space N in P together with a projective reference
frame on N.

The duality between projections and embeddings can be seen concretely by noting that a
linear projection P : P™ --» P™ with P = [A] has an associated embedding J : P™ — P
where J = [AT]. More geometrically, the map .J can be interpreted as a map on dual
projective spaces: the projection P induces in fact a mapping (P™)* — (P™)* associating
every hyperplane H in P™ with its pre-image P~!(H) inside P". It is immediate to
verify that using dual homogeneous coordinates this association is described by AT. In
terms of this dual representation, the image of .J corresponds to KV, i.e., the system of
all hyperplanes in P" containing the center K of the projection P. Note that since K
has dimension n —m — 1, the dimension of KV is indeed m (cf. Appendix A).

Embeddings are similar to projections in the way they act on linear subspaces. If M is
an r-dimensional linear subspace of P, its image J(M) under the embedding J is an
r-dimensional linear space in P". This defines a map

Gr(r,P™) — Gr(r,P")

M s J(M), (1.9)

whose image is Y (r, V), the set of of r-linear spaces in P" contained in N (the image
of J). If J = [B], the map (1.9) can be described in terms of Pliicker coordinates using
Cr41(B).

Proposition 1.2.3. If the r-dimensional linear space M in P™ has Pliicker coordinates

[War] in P(Trll)_l, then its image U = J(M) in P™ for the linear embedding J = [B] has
n+1
Pliicker coordinates [vy] in P(ril)_l, where

vy = Crp1(B)wnm.
(m+1) (n+1)
In particular, the map (1.9) can be thought of as a linear embedding J, : P\r+1/) — Pir+1

where J, = [Cr11(B)], restricted to the Grassmannian varieties. The image of J, is the

m—+1
linear space Y (r, N) inside IP’( r++1)_1_

Proof. This is completely analogous to Proposition 1.2.2. O

When an embedding J = [B] is viewed as the dual of a projection P = [A] (so B = AT),
the embedding in Proposition 1.2.3 describes inverse mappings of linear spaces. More
precisely, the projection P induces a map Gr(m—r—1,P™) — Gr(n—r—1,P") associating
an (m — r — 1)-dimensional space T in P with its (n — r — 1)-dimensional pre-image
P~Y(T) inside P™. Proposition 1.2.3 describes this map for dual Pliicker coordinates (in
both P™ and P"). The image of J is the set of of (n — r — 1)-linear spaces containing
the center K of the projection P.
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Since Cp41(A)T = Cj41(AT) holds, the analytical expressions of projections and inverse
projections of linear spaces are related. However, while Cj11(A) acts on linear spaces of
dimension & (in P7), its transpose Cy41(A7T) is applied to linear spaces of codimension
k (in P™), because of the use of dual coordinates. For example, a general k-dimensional
space L in P" can be projected using Cky1(A) to a k-dimensional space M in P™, but
the inverse image S = P~'(M) of M is obtained by applying C,,_r(AT) to the dual
representation of M. In fact, S = P~!(P(L)) has dimension n — m + k (codimension
m — k), and is spanned by L and the center of projection K.

The case of cameras. We now describe projections and inverse projections of linear
spaces more concretely for a camera P : P3 --» P? with P = [A]. The first interesting
case is the mapping from lines in P? to lines in P2. This is sometimes known as the line
projection map. According to Proposition 1.2.2, it is described by the 3 x 6 matrix

Angjig) Apgng Apgng Apzjes) Apzjza Apz)sg
Co(A) = [Apsnz Apsins) Apsyne Apsies Apsieg Apspse | (1.10)
Apsnz Apsns Apsine Apsies) Apsieyg Aps)sg

where Apjry) denotes the 2x 2 minor of A corresponding to the rows 7, j and columns £, [.
Thus, a line in P? with Pliicker coordinates [p] = [p12, p13, P14, P23, P24, P34] is projected
by P onto the line in P? with Pliicker coordinates [v] = [v12, v13, v23] where v = Ca(A)p.
Note however that the usual representation of lines in P? is in terms of dual (Pliicker)
coordinates: this means that rather than the vector v it is often more natural to use
v* = (ves, —v13, v12), since the line with Pliicker coordinates [v] is defined by the equation
v93x1 — V13%2 + v19x3 = 0. In particular, for this choice the line projection map becomes

associated with the matrix

Apginz Apsns Apsng Apsps Apsipg Apsp
—Apgng —Anpsps —Apsnag —Apsies —Apseag —Apsse | - (1.11)
Anogng Apgps Apang Apgps Apges Apzpg

We now turn to inverse projection mappings. In the notation of Proposition 1.2.3, the
only interesting cases are r = 0 and r = 1. The case r = 1 is simply the dual embedding
(P2)* — (P3)*, associating a line in P? with its pre-image in IP3, that is a plane containing
the pinhole. In normal dual coordinates, it is described by the 4 x 3 matrix A”. The
case r = 0 is a map P2 — Gr(1,P?) associating a point in P? with the corresponding
“viewing line” through the pinhole. According to Proposition 1.2.3, it is described by
the 6 x 3 matrix Cy(AT), which is the transpose of (1.10). This description is however
based on dual coordinates, in both P? = Gr(0,P?) and Gr(1,P3): this means that the
pre-image of a point [u] = [u1,u2,u3] in P? is a line with dual Pliicker coordinates
[a] = [g34, —q24, G23, q14, —q13, q12] given by q = Cz(A)Tu*7 where u* = (u3, —ug,u1). To
use standard (primal) coordinates in P? and Gr(1,P?) one needs to apply the following
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6 x 3 matrix, obtained from C3(A)” by appropriately fixing signs and permuting rows
and columns:
Apgisa) —Apsipa Ap2)sa]
—Apgeg Apsipg —Ap2)eg
Apgjes) —Apsjes) Apz)ies) (1.12)
Apgina) —Apsjpg Apzjpa | '
—Apgng Apsjns —Apgpg
L Apgny —Apsnz Apzpzd

1.3 The Joint Image Variety

In this section we study systems of multiple cameras using the joint image. We begin
by presenting some basic definitions and geometric properties of the joint image (Sec-
tions 1.3.1 and 1.3.2). We discuss in Section 1.3.3 the differences between families of
algebraic constraints that can be used to describe point correspondences, making the dis-
tinction between “ideal-theoretic”, “set-theoretic” and “weak” characterizations of the
joint image. In Section 1.3.4 we introduce the space of camera configurations, and prove
that a joint image uniquely characterizes a configuration (Theorem 1.3.16). Finally, in
Section 1.3.5 we clarify the role of bilinear and trilinear conditions for determining point
configurations and camera geometry (Theorem 1.3.19).

1.3.1 Basic definitions

In the following, we consider a family Pi,..., P, of n > 2 pinhole projective cameras
P3 -—s P2 with distinct pinholes ¢y, ..., c,.

Definition 1.3.1. An n-tuple of image points (u1, ..., uy) in (P?)" is a point correspon-
dence if there exists z in P3\ {c1,...,c,} such that Pj(z) = u; foralli=1,...,n.

Definition 1.3.2. The open joint image M°(Py, ..., P,), is the subset of (P?)" formed
by point correspondences.

Remark 1.3.3. The set of all point correspondences has been previously considered,
with various names. To our knowledge, it was first introduced by Triggs, who coined
the term “joint image” in [190]. Heyden and Astrom refer to it as “natural descriptor”
set, and study some of its properties in [84]. It was then reintroduced in mathematics
as the multi-view variety by Aholt, Sturmfels and Thomas [4]. We use Triggs’ original
term the “joint image”, which we find to be most descriptive.

It was noted by Heyden and Astrom [84] that the joint image is not an algebraic set,
in other words it cannot be described as the zero-set of a family of polynomial equa-
tions.
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Definition 1.3.4. The joint image (variety) M (Py, ..., P,) is the Zariski closure of the
joint image.

Notation: Although the joint image (resp. open joint image) depends on the cameras
Py, ..., P,, we will often denote it simply with M, (resp. MS) when no confusion
can arise.

In the Zariski topology, closed sets coincide with algebraic sets. This means that M,
is the smallest set containing M7 that can be described by polynomial equations. The
discrepancy between M,, and M, is a consequence of the fact that the 3D point x from
Definition 1.3.1 is not allowed to be one of the pinholes ¢y, ..., c,. This is a necessary
requirement because at the pinholes the camera mappings are not all defined. To describe
the difference between M,, and M’ more concretely, we recall the notion of an epipole,
that is well known in multi-view geometry. For two cameras P; and P; with distinct
pinholes ¢; and c; respectively, the epipoles e;;,ej; are image points (P2) defined by
eij = Pi(cj) and ej; = Pj(c¢;). Note that for n cameras Pp,..., P, we expect n — 1
epipoles in each image, however if any three pinholes (say ¢;, ¢;, ¢) are aligned, then the
corresponding epipoles in each image will coincide (e.g., e;; = e;;). In particular, if all
pinholes are aligned there is only one epipole per image.

Proposition 1.3.5. Given n > 3 cameras with non-collinear distinct pinholes, one has
M?S = My \ &,, where

En=J{en} x .. x Pl x o x {eni). (1.13)
=1

Here IP’Zi indicates P? at position i in the product, and ej; denotes the j-th epipole in the
i-th image. However, if n = 2, or more generally if the cameras have collinear pinholes,
then

En = Q{el} X P2 o fend \ ey en)), (1.14)

where e; now denotes the unique epipole in image i (so e; = P;(c;) for all j # 1).

A proof of this result is given at the end of the chapter. However, the intuition behind it is
quite clear: an n-tuple (u1,...,u,) in (P2)" belongs to M, if and only if the correspond-
ing viewing lines {1, ..., ¢, defined by ¢; = Pi_l(ui) all meet, and the set &, corresponds
to the n-tuples for which these lines meet (only) at one of the pinholes ¢;.

Example 1.3.6. For two cameras P;, P, any point correspondence (ug,us) in P? x P2
with uw; = [w], i = 1,2, satisfies an algebraic relation ul Fuy = 0, where F is the 3 x 3
fundamental matriz associated with P, and P, [78]. On the other hand, because the
two epipoles e, eo correspond to the left and right null-spaces of F, the same algebraic
relation is also satisfied by all pairs in P? x P2 of the form (e, uz) or (u1, e2), for arbitrary
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u1 and ug. Indeed, we have in this case that
My = {([w],[ug]) | ufFug =0} CP? xP?, ~ Mg§=M\&,
where E = ({e1} x P2) U (P? x {ea}) \ {(e1,e2)}.

This agrees with the result of Proposition (1.3.5). &

In practice, we do not lose any actual information by replacing My by its closure M,
since, as we will see shortly, the epipoles are always “distinguishable” in the joint im-
age. In the following, we will talk about equations that “characterize point correspon-
dences”, referring to polynomial constraints that actually describe the joint image vari-
ety M,.

1.3.2 First properties of the joint image

By definition, the joint image M, is the closure of the image of the “joint-projection”
map
P\ {c1,...,cn} — P?x ... xP?

(1.15)

x —  (Pi(x),..., Py(x)).
This map is usually injective, the only exception being when all of the pinholes are aligned
(in particular, for n = 2 cameras): in this case, all points lying on the “baseline” spanned
by the pinholes will have the same image. The inverse of (1.15), where it is well-defined,
is the triangulation map M, --» P3. This map returns a space point given corresponding
image points. Note that this is a rational map (i.e., it can be described using polynomial
expressions) because it amounts to computing the intersection of visual rays. This implies
that M, and P? are birationally equivalent (cf. Appendix B). Intuitively, this says that
M, is “almost” a copy of P3, embedded in P? x ... x P2. This immediately implies
that the joint image is irreducible (it is not the union of proper subvarieties) and has
dimension 3.

The following proposition deals with the singularities of M,,. The proof is technical, and
deferred to the end of the chapter.

Proposition 1.3.7 (Singularities of the joint image variety). When the camera pinholes
are not collinear, My, is smooth. When they are collinear (in particular for n = 2 views),
then M, has a unique singular point given by the n-tuple of epipoles (e1,...,€y).

This result shows how epipoles represent distinguished points in M,,. Indeed, for any
choice of k > 2 cameras, there exists a natural surjective projection map M, —
My(P;,, ..., P;), that selects subsets of the image points (note that this is also a bi-
rational equivalence). Hence, a pair of epipoles can be seen as the singular points of the
projection of M,, to the joint image defined by the corresponding pair of cameras.
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1.3.3 Algebraic characterizations of the joint image

The joint image variety is a projective variety in (P?)?. This means that it can be
characterized by a set of “multi-homogeneous” polynomials in R[x1,y1, 21, - . . , Zn, Yn, 2n),
where each triple of variables x;,y;,2; (i = 1,...,n) are coordinates associated with
an image. A complete description of the ideal of all polynomials that vanish on the
joint image is given by Aholt et al. in [4] (see Theorem 1.3.10). Their derivation of
the generators for this ideal is based on a general strategy for recovering multi-view
constraints that was discussed by Heyden and Astrom in [84, 83], and is also presented
in [78, Chapter 17]. We will now review this approach, emphasizing the important
differences between the following types of algebraic characterizations:

e An ideal-theoretic characterization of M, provides a set of polynomials that gen-
erate the ideal I(M,) in the ring R[z1,y1, 21, .-, Zn, Yn, 2n]. This means that all
polynomials that vanish on M,, can be obtained as algebraic combinations of the
given generators. A further requirement is that the polynomials form a Grobner
basis, which is not true for an arbitrary set of generators.

e A set-theoretic characterization of M, provides a set of polynomials p1, ..., p, such
that

M, = {(u1,...,u,) € (P*)"|pi(uy,...,u,) =0,i=1,....,n} C (PH)". (1.16)

In other words, the variety M, is cut out by the conditions {p; = 0} fori =1,...,n.
By definition, the polynomials py,...,p, will belong to the ideal I(M,), so a set-
theoretic characterization may require fewer conditions than those necessary to
generate the whole ideal. Over C, the relationship between set-theoretic and ideal-
theoretic descriptions is completely governed by Hilbert’s Nullstallensatz (for our
purposes, in its multi-homogeneous form). See Appendix B.

e An “indirect” or “weak” characterization of M, is for us a family of polynomials
p1, - -., Pk such that the set

M = {(uy,...,un) € (PH"|pi(u,...,u,) =0,i=1,...,k} ¢ (P)" (1.17)

contains M,,, possibly strictly, but that allows us nonetheless to recover M, in
some indirect way. In other words, there must be only “feasible” M,, inside the
larger set M), defined by (1.17). This type of description is in general the most
compact, since fewer conditions are usually necessary to characterize a larger set.

While from a purely algebraic standpoint the description at the level of ideals is most
useful, for applications it is natural to focus on set-theoretic characterizations, or even
more compact descriptions that encode same information in a more efficient (albeit
indirect) way. We will see that these characterizations can be used to recover camera
geometry from image data.
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We now begin our derivation of multi-view constraints. Let (ug,...,u,) in (P?)" be a
point correspondence for the cameras P, ..., P,. After fixing coordinate representatives
u; = [w;] and P; = [P;], we define the 3n x (n + 4) matrix

P1 up 0 . o 0

P2 0 uz ... 0
U(ay,...,uy) = : T (1.18)

P, 0 O ... u,
It is clear that a necessary condition for the n-tuple (u, ..., u,) to form a correspondence
is that U(uy,...,u,) be rank deficient. Indeed, if P;(z) = u; with = [x], then there
exists a non-zero vector [X;A1;...;A,] in the null space of the matrix. Moreover, the
maximal minors of U(uy,...,u,) provide a set-theoretic characterization of the joint

image:

M, = {(uy,...,u,) € (P)"| U(uy,. .., u,) is not full rank}. (1.19)
In the following it will be useful to say that a polynomial in R[z1,y1, 21, ..., Zn, Yn, 2n] IS

k-linear (for k < m) when it involves only k triples of variables z;,y;, z; and is linear in
each triple that appears. In particular, an n-linear polynomial will be simply referred to
as multilinear. For k = 2, 3,4 we will also use “bilinear”, “trilinear”, and “quadrilinear”,
respectively.

The maximal minors U(uy,...,u,) provide a characterization of the joint image based
on multilinear (n-linear) polynomials. On the other hand, conditions of lower degree
can be obtained from the maximal minors of a matrix as in (1.18) for subsets of the
original matrix. Indeed, if (u1,...,uy) is a correspondence for Pj,..., P, then any
subset (uq,,...,Uq,) Will be a correspondence for P, , ..., Py, .

Definition 1.3.8. We indicate with S; the set of k-linear polynomials given by the
maximal minors of

Py, u,, 0 ... O
T
P, 0 0 .. ou,
with a = {ag, ..., ar} ranging among all subsets of size k of {1,...,n}.

For k = 2, the matrix U, from Definition 1.3.8 is square (of size 6 x 6), so there is only
one bilinear constraint by, o, for every pair of cameras F,,, Py,. The polynomial bq,q, in
fact the well-known epipolar constraint, which is usually identified with the fundamental
matriz that encodes its coefficients [78].

For any k, the polynomials in Sy will vanish on M,,. However, it is easy to see that we
can restrict ourselves to sets with k£ < 4.
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Proposition 1.3.9. Fvery polynomial in S,, is of the form m-p where m is a monomial
factor and p belongs to Sy, with k < 4. From this we deduce that the bilinear, trilinear, and
quadrilinar polynomials in Sz, S3,S4 are sufficient to characterize M, set-theoretically.

Proof. The result follows from the fact that a non-vanishing maximal minor of i requires
choosing n+4 rows, with at least one row associated with each camera: this distinguishes
k cameras with 2 < k£ < 4 for which more than one row is chosen. The monomial
factors can be removed from the constraints since each k-linearity is multiplied by sets
of monomials that cannot vanish simultaneously. O

One of the main results in [4] shows that in fact the polynomials in So,S3,S; describe
the joint image in a very strong sense.

Theorem 1.3.10 (Aholt et al. [4]). The polynomials in Sa,Ss,Ss form a universal
Grobner basis for the ideal I(M,,) (this means that they constitute a Grobner basis of
I(M,,) under all possible monomial orderings).

We will see shortly that this characterization based on bilinear, trilinear and quadri-
linear constraints is actually very redundant. In fact, we will argue that the quadrilin-
ear constraints are always completely unnecessary (a well known fact [54]), and, more
importantly, much fewer bilinear and trilinear conditions can actually be used (Sec-
tion 1.4).

We conclude this discussion with a result that provides the dimension of the vector space
of all multilinear (n-linear) relations that vanish on M,,. The quantity can also also be
deduced from [4, Theorem 3.6] that gives the “multigraded Hilbert function” for the
ideal I(M,,).

Proposition 1.3.11. The multilinear polynomials that vanish on M, form a vector
space of dimension d, = 3" — ("%‘3) +n.

Proof sketch. It is sufficient to compute the dimension of the vector space generated by
the initial terms associated to the multilinear constraints. Since the maximal minors of
U(uy,...,uy) defined in (1.18) form a Grobner basis, the result follows from a counting
argument involving the associated initial monomials. O

For example, let us point out that do = 1 (the epipolar constraint is the only bilinear
relation for two views), d3 = 10 (for three views there are always 10 linearly indepen-
dent trilinearities), and d4 = 50; these facts can also be verified computationally using
Grobner bases.

Remark 1.3.12. Proposition 1.3.11 is useful to explain the geometry of M, under the
Segre embedding. We recall first that the Segre embedding is a map P2 x ... x P2 —
P3"~1 that identifies an n-tuple of projective points with an n-dimensional rank-one
tensor defined up to scale (see also Appendix B): for example, we can identify a pair
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uy, u2) = (|[uy], [ug|) with the rank-one 3 x 3 matrix uTug, and we can do the same for
1

more factors. The image of (P?)" under the Segre map is the Segre variety Seg, (P?).
This is a 2n-dimensional variety inside P3" !, and represents the set of rank-one tensors
defined up to scale. We can now view M, as a projective sub-variety of Seg,, (P?). Since
multilinear relations in (P?)" correspond to linear ones in P3"~1, we see from (1.19) that
M,, can be identified with Seg,, (P?) intersected with a linear space. The co-dimension of
this linear space is the number d,, provided by Proposition 1.3.11.

1.3.4 Camera configurations and the joint image

We interrupt for a moment our study of the joint image to introduce the fundamental
notion of camera configuration. In the following, we will say that two sets of n cameras
Py,....P, and Q1,...,Q, are projectively equivalent if there exists a single projective
transformation 7" such that P; = Q;T (so if T = [T] with T in GL(4,R), then P; =
;Q;T for non-zero constants «;).

Definition 1.3.13. The space of camera configurations C, is the set of n-tuples of
cameras up to projective equivalence.

In other words, if we write P as the space of all pinhole cameras (which we may view
as an open subset of P'!), then C, = P"/GL(4,R), where GL(4,R) acts on P" by
([P1],...,[Pu])T = ([P1T],...,[P,T]). It will also be useful to say that a camera
configuration of P, ..., P, is non-degenerate if the pinholes of Py, ..., P, are all distinct.
The following important lemma refers to the definitions from Section 1.2.3.

Lemma 1.3.14. Given two cameras Py, Py with distinct pinholes c1, co, we consider the
groups K., = Stabgrur) (1) and K., = Stabgr k) (%) inside GL(4,R) (recall that
these only depend on the pinholes c¢1,c2). Then we have that

Ko, N Koy = {kLy| k€ R\ {0}}.

In particular, projective transformations act transitively on non-degenerate camera con-
figurations (or, more generally, whenever at least two pinholes are distinct).

Proof. Without loss of generality we may assume that ¢; = [0,0,0, 1] and ¢ = [0,0,1,0].
Given (1.2), the groups K., and K., can be described as

a 0 00 a 00 O
0 a 00 0 a 0O
K. = 00 a 0l € GL(4,R)», K. = b e d el € GL(4,R)
b c d e 0 00 a
The fact that K., N K., = {kl4, k € R} can now be verified directly. O
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A consequence of this lemma is that the space of camera configurations C, can be
viewed as a a homogeneous space (a manifold) of dimension 11n — 15. We now discuss
the relationship between camera configurations and the joint image.

Proposition 1.3.15. If P;,..., P, and Q1,...,Q, are projectively equivalent, then they
define the same joint image M(Py,...,P,) = M(Q1,...,Qy) in (P*)". In particular,
we can define a map

J : Cp — {varieties in (P?)"}, (1.20)

associating a camera configuration with a joint image.

Proof. This is obvious because the joint image is independent of the choice of coordinates
in P3: if T is a projective transformation of P3, then Pi,..., P, and P,T,...,P,T have
the same set of point correspondences. O

The following important result can be viewed as the theoretical basis for multi-view
reconstruction: it states that point correspondences are sufficient for determining a
unique camera configuration. This fact may not seem surprising, since it is well known
that multifocal tensors can be estimated from point correspondences and they determine
a unique configuration. However, it is interesting that this result would not be true if we
had considered projections P? --» P! rather than cameras P3 --» P? (see Theorem 3.3.7
and [77]). We also also mention [90], that gives a proof of this fact in a more a general
setting using algebraic geometry.

Theorem 1.3.16. The map J from Proposition 1.3.15 is injective. In particular, two
families of pinhole cameras have the same joint image if and only if they are in the same
configuration.

In our proof of this result, we make use of the following lemma.

Lemma 1.3.17. Let x1,...,x6 and ui,...,us be siz points in P> and P?. Assuming
that all these points are in general position, then there exists at most one camera P such
that P(x;) = u; fori=1,...,6.

Proof of Lemma. This is the standard set-up for “camera resectioning”: every match
from 3D to 2D provides two new independent conditions on the camera parameters (the
open set P C P1). Indeed, writing P = [P], ; = [x;], u; = [u;], then we have that
P(z;) = wu; is equivalent to rank[Px;|u;] = 1, yielding two linear conditions on the
coefficients of P. O

Proof of Theorem. We first consider the case of non-degenerate configurations, which
is much more important in practice. We will then point out that the result holds for
degenerate configurations as well.

The statement of the theorem is well known for n = 2 cameras with distinct pinholes,
since a 3 x 3 fundamental matrix can be used to identify correspondences as well as a
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camera configuration [78]. Let us now consider two sets of n > 3 cameras P, ..., P, and
Q1,- .., Q, with distinct pinholes such that M (Py,...,P,) = M(Q1,...,Qy). Since this
clearly implies M (Py, Py) = M(Q1,Q2), we can use the statement for n = 2 to say that
Py, P, and Q1, Q)5 are projectively equivalent. Lemma 1.3.14 now guarantees that there
is only one projective transformation that maps the pair P;, P> to @1, Q9: thus, if we
assume that P; = @1 and P, = @2, we need to show that P; = Q; for all j = 3,...,n.
Since we can prove this by considering one pair P;, (); at the time, we will assume n = 3.

We now fix six points z1,...,2¢ in P? in general position, and write uiq,...,u1s and
u21, ..., use for points in P? such that P;(x;) = u;; for i = 1,2 and j = 1,...,6. Since
M(Py, Py) is birationally equivalent to M3 = M (P, P2, P3) = M(Py, P»,Q3), for each
for each i = 1,...,6, we expect to find only one triple (u1;,u2j,v;) in Ms. Now we

observe that necessarily P3(x;) = Q3(z;) = v; for j =1,...,6. Using Lemma 1.3.17, we
conclude that P3 = Q3.

The idea of the previous argument is that we can use two cameras Pi, P, to “repro-
ject” image points from M (Py, P») to M (P, Py, Ps, ..., P,), and this determines all the
cameras Ps, ..., P,. This strategy applies whenever there are at least two cameras with
distinct pinholes. On the other hand, the result also holds when all cameras P, ..., P,
have the same pinhole: in fact, in this case there is a unique set of projective transfor-
mations Ty, i = 3,...,n, of P? such that P, = T1;P; (see Section 1.2.3). It is easy to
see that these transformations uniquely determine the joint image as well as the camera
configuration. O

We conclude this section by noting that Theorem 1.3.16 implies that the triangulation
map T : M