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## Abstract

Social networks are an inseparable part of human lives, and play a major role in a wide range of activities in our day-to-day as well as long-term lives. The rapid growth of online social networks has enabled people to reach each other, while bridging the gaps of geographical locations, age groups, socioeconomic classes, etc. It is natural for government agencies, political parties, product companies, etc. to harness social networks for planning the well-being of society, launching effective campaigns, making profits for themselves, etc. Social networks can be effectively used to spread a certain information so as to increase the sales of a product using word-of-mouth marketing, to create awareness about something, to influence people about a viewpoint, etc. Social networks can also be used to know the viewpoints of a large population by knowing the viewpoints of only a few selected people; this could help in predicting outcomes of elections, obtaining suggestions for improving a product, etc. The study on social network formation helps us know how one forms social and political contacts, how terrorist networks are formed, and how one's position in a social network makes one an influential person or enables one to achieve a particular level of socioeconomic status.

This doctoral work focuses on three main problems related to social networks:

- Orchestrating Network Formation: We consider the problem of orchestrating formation of a social network having a certain given topology that may be desirable for the intended usecases. Assuming the social network nodes to be strategic in forming relationships, we derive conditions under which a given topology can be uniquely obtained. We also study the efficiency and robustness of the derived conditions.
- Multi-phase Influence Maximization: We propose that information diffusion be carried out in multiple phases rather than in a single instalment. With the objective of achieving better diffusion, we discover optimal ways of splitting the available budget among the phases, determining the time delay between consecutive phases, and also finding the individuals to be targeted for initiating the diffusion process.
- Scalable Preference Aggregation: It is extremely useful to determine a small number of
representatives of a social network such that the individual preferences of these nodes, when aggregated, reflect the aggregate preference of the entire network. Using real-world data collected from Facebook with human subjects, we discover a model that faithfully captures the spread of preferences in a social network. We hence propose fast and reliable ways of computing a truly representative aggregate preference of the entire network.

In particular, we develop models and methods for solving the above problems, which primarily deal with formation and analysis of social networks.
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## Acronyms and Notation

## Chapter 3

Formation of Stable Strategic Networks with Desired Topologies

| $g$ | A social graph or network |
| :--- | :--- |
| $N$ | Set of nodes present in a given social network |
| $n$ | Number of nodes present in a given social network |
| $e$ | Typical edge in a social network |
| $u_{j}(g)$ | The net utility of node $j$ in social network $g$ |
| $l(j, w)$ | The shortest path distance between nodes $j$ and $w$ |
| $b_{i}$ | The benefit obtained from a node at distance $i$ in absence of rents |
| $c$ | The cost for maintaining link with an immediate neighbor |
| $c_{0}$ | The network entry factor |
| $d_{j}$ | The degree of node $j$ |
| $E(x, y)$ | Set of essential nodes connecting nodes $x$ and $y$ |
| $e(x, y)$ | Number of essential nodes connecting nodes $x$ and $y$ |
| $\gamma$ | The fraction of indirect benefit paid to corresponding set of essential nodes |
| $\mathrm{T}(j)$ | The node to which node $j$ connects to enter the network |
| $\mathbf{I}_{\{j=\text { NE }\}}$ | 1 when $j$ is a newly entering node about to create its first link, else 0 |
| GED | Graph edit distance |
| $\Delta$ | highest degree in the graph |

## Chapter 4 <br> Information Diffusion in Social Networks in Multiple Phases

| $G$ | A social graph or network |
| :--- | :--- |
| $N$ | Set of nodes in a given social network |
| $n$ | Number of nodes in a given social network |


| $E$ | Set of weighted and directed edges in a given social network |
| :---: | :---: |
| $m$ | Number of weighted and directed edges in a given social network |
| $(u, v)$ | A typical directed edge |
| $\mathcal{P}$ | Set of probabilities associated with the edges |
| $p_{u v}$ | The weight of edge ( $u, v$ ) |
| IC | Independent Cascade |
| LT | Linear Threshold |
| WC | Weighted Cascade |
| TV | Trivalency |
| $k$ | The total budget |
| A | A typical influence maximizing algorithm |
| $k_{1}$ | Number of seed nodes to be selected for the first phase |
| $k_{2}$ | Number of seed nodes to be selected for the second phase |
| d | Delay between the first phase and the second phase |
| D | The length of the longest path in a graph |
| $X$ | A typical live graph |
| $p(X)$ | The probability of occurrence of a live graph $X$ |
| $S, T$ | Typical sets of nodes |
| $\sigma^{X}(S)$ | The number of nodes reachable from set $S$ in live graph $X$ |
| $\sigma(S)$ | The expected number of influenced nodes in single phase diffusion with $S$ as the seed set |
| Y | Partial observation of diffusion at beginning of the second phase |
| $\mathcal{A}^{Y}$ | Set of already activated nodes as per observation $Y$ |
| $\mathcal{R}^{Y}$ | Set of recently activated nodes as per observation $Y$ |
| $f(\cdot)$ | The two-phase objective function |
| ME | Monte-Carlo simulations |
| M | Number of Monte-Carlo simulations |
| $\Delta$ | The maximum degree in a graph |
| GDD | Generalized Degree Discount |
| SD | Single Discount |
| WD | Weighted Discount |
| PMIA | Prefix excluding Maximum Influence Arborescence |
| FACE | Fully Adaptive Cross Entropy |
| SPIN | ShaPley value based discovery of Influential Nodes |
| SPIC | ShaPley value based discovery of influential nodes in IC model |

$t$
$\sigma_{(t)}(S)$
$t_{j}^{X, S}$
$\Gamma(t)$
$\delta$
$\nu(\cdot)$
$b_{u, v}$
$\chi_{u}$

A typical time step
The expected number of newly activated nodes at time step $t$
The minimum number of time steps in which node $j$ can be reached from set $S$ in live graph $X$
$\Gamma(t) \quad$ The value obtained for influencing a node a time step $t$
$\delta \quad$ Decay factor
$\nu(\cdot) \quad$ The two-phase objective function with temporal constraints
$b_{u, v} \quad$ The degree of influence that node $v$ has on node $u$ (specific to LT model)
$\chi_{u}$ The influence threshold of node $u$ (specific to LT model)

## Chapter 5

Modeling Spread of Preferences in Social Networks for Scalable Preference Aggregation

| $G$ | A social graph or network |
| :---: | :---: |
| $N$ | Set of nodes in a given social network |
| $n$ | Number of nodes in a given social network |
| $E$ | Set of weighted and undirected edges in a given social network |
| $m$ | Number of weighted and undirected edges in a given social network |
| $r$ | Number of alternatives |
| $P$ | Preference profile of set $N$ |
| $f$ | Preference aggregation rule |
| M | Set of representatives who report their preferences |
| $k$ | $\|M\|$, cardinality of $M$ |
| D | Discretized Truncated Gaussian Distribution |
| $\mu_{i j}$ | $\mu$ parameter of the Gaussian distribution from which distribution $\mathcal{D}$ between preferences of nodes $i$ and $j$ is derived |
| $\sigma_{i j}$ | $\sigma$ parameter of the Gaussian distribution from which distribution $\mathcal{D}$ between preferences of nodes $i$ and $j$ is derived |
| $d(i, j)$ | Expected distance between preferences of nodes $i$ and $j$ |
| $c(i, j)$ | $1-d(i, j)$ |
| $\tilde{d}(x, y)$ | Distance between preferences $x$ and $y$ |
| T | Number of generated topics |
| $A_{j}$ | Set of assigned neighbors of node $j$ |
| $\operatorname{deg}(i)$ | Degree of node $i$ |


| RPM | Random Preferences Model |
| :--- | :--- |
| $\Phi(S, i)$ | Representative of node $i$ in set $S$ |
| $R$ | A generic preference profile of set $M$ |
| $Q$ | Profile containing unweighted preferences of $M$ |
| $Q^{\prime}$ | Profile containing weighted preferences of $M$ |
| $\Delta$ | Error operator between aggregate preferences |
| TU | Transferable Utility |
| $\nu(\cdot)$ | Characteristic function of a TU game |
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## Chapter 1

## Introduction

In this chapter, we provide the background and motivation for this thesis work. We bring out the context for this work and describe the main contributions of the thesis. Finally we provide an outline and organization of the rest of the thesis.

We encounter networks everywhere in our lives, some we can see, some we can perceive, while some remain hidden or even unknown to us. They appear in a wide variety of domains, both natural and artificial, ranging from biological networks which capture interactions among species in an ecosystem, to organizational networks which capture business and other relations among organizations, from transportation networks which capture the feasibilities of transportation between any two physical locations, to telecommunications networks which capture the feasibilities of communication between any two agents, from biological neural networks which capture a series of interconnections among neurons in a living being, to artificial neural networks which are used to estimate functions that can depend on a large number of inputs, from computer networks which capture the exchange of data among computing devices, to social networks which capture connections and interactions among us.

Social networks have been an integral part of human lives for thousands of years, hence the term 'social animal'. They are used by people for a variety of purposes, ranging from basic ones such as help in times of need, to extravagant one such as bonus points in online games. The development, the socioeconomic status, and the quality of life in general, of an individual heavily depends on the individual's social circle. So people think and act rationally while deciding who to have in their social circles and who not to have. An individual's social circle also determines his or her views and habits owing to the regular interactions involved. In addition, social networks act as a very effective means of spreading information since people readily listen to their friends and trust the information provided by them; this trust is either


Figure 1.1: An example of a social network constructed from Facebook data
limited or absent when it comes to other means such as mass media.
In recent times, online social networks (OSNs) and social media have become very common and popular. Online social networks can be viewed as a digital version of real-world social networks. With over 1.2 billion users on Facebook as of 2016, the resourcefulness and effects of OSNs are something which cannot be ignored. Figure 1.1 shows a network that was created from Facebook data that was collected by us using a Facebook app developed as part of this thesis work. The impact of OSNs on day-to-day routines of people is also growing day-by-day. Most people access their OSN accounts on a daily basis and it won't be an exaggeration to say that a large portion of them would become restless if they don't get to access them for a long time. Accessing their OSN accounts is one of the first activities after getting access to the Internet. One cannot definitively say if OSNs are a boon or a curse to human existence; this coin also has two sides like any other invention. But it is difficult to deny that one's presence on OSNs has started to become more of a necessity than a leisurely activity.
"We don't have a choice on whether we do social media, the question is how well we do it."

- Erik Qualman, author of Socialnomics
"Social media is like a snowball rolling down the hill. It's picking up speed. Five years from now, it's going to be the standard."
- Jeff Antaya (five years ago as of 2016), chief marketing officer at Plante Moran

There have been several endorsements of OSNs since they help reach people easier and quicker especially in times of emergencies, they enable people to come together and fight for a cause, they allow people to express their opinions immediately to a wide audience, etc.
"Right now, with social networks and other tools on the Internet, all of these 500 million people (at the time) have a way to say what they're thinking and have their voice be heard."

- Mark Zuckerberg, co-founder of Facebook
"The power of social media is that it forces necessary change."
- Erik Qualman, author of Socialnomics

On the other hand, there have been several criticisms since they allow people to spread information immediately without checking its validity or usefulness, they have increased the exposure of personal information, they have lured people into spending their social time and effort for a large number of Internet friendships rather than a few good real-world friendships, etc.
"Twitter provides us with a wonderful platform to discuss and confront societal problems. We trend Justin Bieber instead."

- Lauren Leto, co-founder of TFLN and Bnter

In the next section, we give a more elaborate introduction to social networks and their important properties.

### 1.1 Characteristics of Social Networks

Social networks exhibit a variety of properties, which have been consistently validated using empirical observations over a large number and variety of experiments since 1960s, across local and global networks, online and offline networks, friendship and collaboration networks, etc. To add further interest to these properties, these are not only followed by social networks, but several other networks such as network among Web pages, citation networks, etc. We now describe some of these properties in brief.

### 1.1. 1 Birds of a Feather Flock Together

There is a natural tendency of individuals to form friendships with others who are similar to them. The similarities could vary from belonging to the same race or geographical location, to sharing similar educational background or behavior. On the other hand, people also change their mutable characteristics to align themselves more closely with the characteristics of their friends. Examples of such mutable characteristics are behavior, health, attitude, etc. In addition to these factors, there is a high likelihood of dissolution of friendships between dissimilar individuals. So in a typical social network, there is a bias in friendships between individuals with similar characteristics. This phenomenon is termed homophily.

### 1.1.2 Friend of a Friend Becomes a Friend

It is typically observed that, "If two people in a social network have a friend in common, then there is an increased likelihood that they will become friends themselves at some point in the future". This phenomenon is termed triadic closure. One of the primary reasons for this effect is that, owing to having a common friend, the two people have a higher chance of meeting each other as well as a good basis for trusting each other. The common friend may also find it beneficial to bring the two friends together so as to avoid resources such as time and energy to be separately expended in the two friendships. If the closure is not formed, it is likely that one of the existing friendships would weaken or break, owing to resource sharing or stress between the two friendships.

### 1.1.3 Weak Ties are Strong

It has been deduced by interviewing people, with great regularity that, "their best job leads came from acquaintances rather than close friends". The reason is that people in a tightly-knit group (those connected to each other with strong ties) tend to have access to similar sources of information. On the other hand, weak ties or acquaintance connections enable people to reach into a different part of the network, and offer them access to useful information they otherwise may not have access to. Hence in scenarios such as finding good job opportunities, the strength of weak ties comes into play.

### 1.1.4 Managers Hold Powerful Positions

Empirical studies have correlated an individual's success within an organization to the individual's access to weak ties in the organizational network. Individuals with good access to weak ties typically hold managerial positions in organizations, allowing them to play the role of what are termed as structural holes in the network. They act as connections between two groups
that do not otherwise interact closely. The advantages of being in such a role are that, they have early access to information originating in non-interacting parts of the network, they have opportunities to develop novel ideas by combining these disparate sources of information in new ways, and they can regulate and control the information flow from one group to another, thus making their positions in the organization, powerful.

### 1.1.5 Rich Get Richer

The rich-get-richer phenomenon states that an individual's value grows at a rate proportional to its current value. The value could be in terms of popularity, number of friends, socioeconomic status, etc. Social network structures also follow this rule where degree of an individual grows at a rate proportional to its current degree, where degree is defined as the number of direct connections that an individual has. The reasoning behind this phenomenon is the natural tendency of people to connect to individuals who already have many connections, since it gives some indication of trust, usefulness, etc. Furthermore, the degree distribution is observed to have a long tail, that is, though most individuals have low degrees, there exist individuals having extremely high degrees.

### 1.1.6 It's a Small World

Existence of short paths has been empirically observed on a consistent basis in global social networks. This phenomenon is termed as the small-world phenomenon since it takes a small number of friendship hops to connect almost any two people in this world. It is also popularly referred to as the six degrees of separation owing to experimental observations that one can reach anyone in this world within a certain number of hops, the median being six. In fact, not only do short paths exist, but they are in abundance and people are observed to be effective at collectively finding these short paths.

### 1.1.7 There is Core and There is Periphery

Large social networks tend to have a core-periphery structure, where high-status people are linked in a densely-connected core, while the low-status people are atomized around the periphery of the network. A primary reason is that high-status people have the resources to travel widely and establish links in the network that span geographic and social boundaries, while low-status people tend to form links that are more local. So two low-status people who are geographically or socially far apart, are typically connected through some high-status people in the core. This property suggests that network structure is intertwined with status and the varied positions that different groups occupy in society.

### 1.1.8 And It Cascades

Cascading is common in social networks wherein, some effect or information tends to propagate from one part of the network to another. Whether or not a successful cascade takes place, depends on certain conditions which are observed to follow a threshold. It is often a result of individuals imitating others, even if it is inconsistent with their own information. For instance, one would prefer using a social networking site if most of his or her friends use it, despite knowing about an alternative site that offers better features. Financial crisis may result owing to the cascade of financial failures from one individual or organization to another. Information diffusion in another form of cascade (its effect can be judged based on the truthfulness and intensity of the information being propagated). Viral marketing is yet another form of cascade used by companies, wherein individuals recommend their friends to buy a product, who in turn recommend their friends to buy the product, and so on.

For detailed descriptions of the properties discussed above, the reader is referred to [30, 53].

### 1.2 Specific Topics in Social Networks Investigated in this Thesis

A typical social network goes through several events, the most important ones being the changes in its structure, the information diffusing over it, and the development of preferences of its individuals. These events are correlated, and in fact, one event often leads to the other. For instance, the structure of the network plays a leading role in determining how the information spreads among the individuals and how an individual's connections are likely to change his or her preferences over time. The information spreading over the network often changes the preferences of individuals and may determine how new links form and disappear over time leading to change in its structure. Similarly, the preferences of individuals may lead to formation and deletion of connections and also change their influencing strengths thus altering the way information diffuses. This thesis investigates novel problems in the aforementioned three broad topics, which we now introduce in brief.

### 1.2.1 Network Formation

It is a part of human psychology to naturally want to be a part of the society, by forming connections with other people. The number and strengths of connections may vary to a great extent across people depending on a variety of criteria. Apart from the basic human psychology, connecting with other people goes a long way in helping an individual to develop intellectually,


Figure 1.2: An illustration of links being formed and deleted in a social network
financially, emotionally, etc. In short, networking plays a key role for an individual to have a good quality of life.
"If you want to go fast, go alone. If you want to go far, go together."

- African proverb

Networking plays an even more vital role in the current age, where socioeconomic status is of utmost importance. It is not only the number of strengths of the connections that matter, but also with whom the connections are made. Given this fact, knowingly or unknowingly, people are constantly in search of making suitable connections and also involved in the process of weakening or breaking connections which they deem unsuitable.
"The richest people in the world look for and build networks, everyone else looks for work."

- Robert Kiyosaki, author of the Rich Dad Poor Dad series of books

Figure 1.2 presents an illustration of links being formed and deleted in a social network. A more technical introduction to this topic is provided in Chapter 3.

### 1.2.2 Information Diffusion

People who are linked in a social network discuss several things and share various pieces of information, be it serious or casual, be it voluntarily or involuntarily, be it with an intention


Figure 1.3: An illustration of information diffusing through social networks such as Facebook, Twitter, WhatsApp, offline interactions, etc. (the edge direction and thickness respectively represent the direction and strength of information propagation)
of diffusing it to a wider audience or keeping it private within a friend circle. In short, social networks play an important role in information diffusion and sharing. If one's objective is to diffuse certain information (or propagate an influence) so that it reaches a wider audience (or target) for whatever reasons, one cannot ignore the possibility of using social networks. Moreover, in the present age of Internet and the ever-increasing popularity of various social networking and social media sites, social networks have become an effective and efficient media for information diffusion.

Given this property of a social network, it is natural for companies to exploit it to maximize the sales of their products. A primary method used by companies is based on viral marketing where the existing customers market the product among their friends. Campaigning is another example where a particular idea or a series of ideas is presented to some audience and hence, the idea is spread through the audience.
"The goal of social media is to turn customers into a volunteer marketing army."

- Jae Baer, author of Youtility

Figure 1.3 presents an illustration of information diffusing (or influence propagating) through various social networks. A more technical introduction to this topic is provided in Chapter 4.


Figure 1.4: An illustration of the bias in friendships towards similar individuals (similarities lead to friendships and friendships lead to similarities)

### 1.2.3 Development and Spread of Preferences

Homophily in social networks arises because of two complementary factors: similar individuals becoming friends and friendships leading to individuals becoming similar. An individual's friendship network and social connections plays a vital role in determining how the individual develops, qualitatively as well as quantitatively, owing to the influences resulting out of regular interactions.
"Your social networks may matter more than your genetic networks. But if your friends have healthy habits, you are more likely to as well. So get healthy friends."

- Mark Hyman, founder of the UltraWellness Center

The social interactions also help develop the preferences of an individual for a variety of topics, ranging from personal ones such as favorite hangout place, to social ones such as favorite political party. Consider the example of political viewpoint itself. Though factors such as mass media (such as news, campaigns, posters, etc.) influence an individual's viewpoints, a significantly bigger factor is the discussions and information shared with people in the individual's social circle, whom he or she trusts and shares common goals and vision with.

[^0]

Figure 1.5: An illustration of orchestrating network formation

Figure 1.4 presents an illustration of the bias in friendships towards similar individuals. A more technical introduction to this topic is provided in Chapter 5.

### 1.3 Overview of the Thesis

This thesis revolves around social networks. In particular, it motivates three novel problems in the context of social networks and attempts to solve them to a great extent. Owing to the novel nature of the studied problems, there is a great scope for future work based on this thesis.

### 1.3.1 Orchestrating Network Formation

Consider a scenario where an organization wants certain tasks to be completed with respect to knowledge management, information extraction, information diffusion, etc. It is known that the structure of the underlying interaction or communication network among the employees plays an important role in determining the ease and speed with which such tasks can be accomplished. In particular, the organization may want the network to be of a certain density, that is, the density should not be so low that it restricts the level of interaction and also not so high that an unreasonable amount of resources are spent for interactions alone. Also, it may want a good degree distribution so that the load of interactions is either borne or not borne by a selected few. In general, there may be a variety of reasons for an organization to prefer a particular network structure over others.

The employees in the organization, among whom the network is to be formed, are strategic
and self-interested. While making connections with others, they consider how much they would benefit due to these connections and how much cost is involved in maintaining them. In an organizational setting, the benefits could be in the form of favors, information, discussions, etc., while the costs could be in the form of doing favors, sharing information, spending time and energy in discussion, etc. Employees would want to form connections with other employees such that they maximize the benefits while minimizing the costs at the same time. So if an organization desires to have a particular network structure among its employees, it needs to design its policies such that the employees find it best to direct the network structure towards the one desired by the organization.

Chapter 3 addresses the problem of deriving conditions under which autonomous link alteration decisions made by strategic agents lead to the formation of a desired network structure. Figure 1.5 presents an illustration of orchestrating network formation.

### 1.3.2 Multi-Phase Influence Maximization

Consider a scenario where a company wants to market its newly launched product. There are several means of advertisement which the company can resort to. Viral marketing or word-ofmouth marketing is one such means in which the company offers the product to a few selected individuals for free or at a discounted price. These individuals can then suggest their friends to buy the product if they are satisfied with it. These friends can then decide whether to buy the product based on their individual criteria, who would then suggest their friends to buy the product provided it meets their level of satisfaction. The number of individuals to whom free or discounted products can be offered is determined by a certain budget allocated by the company for viral marketing. The company identifies these individuals based on criteria such as their influence and effectiveness of their suggestions on others.

Viral marketing is known to be one of the most effective means of marketing owing to advertisement of the product by a trustworthy individual or a friend. However, there are several uncertainties involved in viral marketing owing to the uncertainties in the behaviors of individuals involved in viral marketing. So it cannot be definitively said that triggering the viral marketing process at a selected set of individuals would be better than triggering it at some other. A natural solution to counter the ill-effects of such a randomness is to trigger the process, not at all the selected individuals, but just a fraction of them; and then make partial observations in the midst of the viral marketing process so as to select the subsequent individuals accordingly. However, a disadvantage of this multi-phase approach is that the process slows down owing to the delay involved in selecting subsequent individuals. This may be undesirable in presence of a competing product or when the value of the product decreases with time.


Figure 1.6: An illustration of multi-phase influence maximization
Chapter 4 addresses the problem of effective viral marketing by determining how many and which individuals are to be selected in different phases, and what should be the delay between the phases. Figure 1.6 presents an illustration of multi-phase influence maximization.

### 1.3.3 Scalable Preference Aggregation

Consider a scenario where a company wants to launch a new product based on the past experiences of its existing customers regarding its current products. The company would like to have the opinions of all its customers by sending a feedback request through fast means such as e-mail. However, such requests are not taken seriously by the customers and so the company may end up receiving only a small number of replies. In order to increase the participation, the company may offer incentives in some form to its customers, such as discount coupons and gift vouchers. The incentives need to be good, otherwise not many customers maybe willing to respond to such feedback queries in a prompt and honest way, and devote the required effort to provide a useful feedback. However, the company would have a certain budget for such incentives and would ideally like to arrive at a good balance between the investment for incentives and the level of participation. Even if the company ensures a good enough participation, it is


Figure 1.7: An illustration of scalable preference aggregation
also not clear if the feedback received from the participating customers is a good representative of the opinions of the entire customer base. So the company would ideally like to offer good incentives to a small number of customers, whose opinions would closely reflect the collective opinion of the entire customer base.

In the current age of electronic media, it is a common practice for companies to advise its customers to register their products using a registration website. The customers are given an option to either use their e-mail address or one of their other accounts such as Facebook, Google+, etc. for registration. It is also now becoming a common practice for people to use their online social networking accounts for registrations on other websites. So a company can potentially obtain the social network underlying its customer base. If information on the underlying social network is available to the company, it could harness the homophily property, and also deduce which of its customers are good representatives of the population.

Chapter 5 addresses the problem of determining the best representatives using the underlying social network data, by modeling the spread of preferences among individuals in a social network. Figure 1.7 presents an illustration of scalable preference aggregation.

| Topic | Network Formation (Chapter 3) | Information Diffusion (Chapter 4) | Spread of Preferences (Chapter 5) |
| :---: | :---: | :---: | :---: |
| Literature | Given conditions on network parameters, which topologies are likely to emerge? | Given a social network, how to select the seed nodes so as to maximize diffusion? | How to select a best representative set for voting using attributes of nodes and alternatives? |
| This thesis | Inverse of this problem | Multi-phase version of this problem | Network view of this problem |
| Problem | Under what conditions would best response link alteration strategies of strategic agents lead to the formation of a stable network with a desired topology? | For two-phase influence maximization in a social network, what should be the budget split and the delay between the two phases, and how to select the seed nodes? | How to select a best representative set using information about the underlying social network? |
| Approach | - A new network formation model <br> - A very general utility model <br> - Derivations of these conditions for a range of topologies <br> - Efficiency of these conditions <br> - Robustness of these conditions | - Objective function formulation <br> - Properties and analysis <br> - Algorithms for seed selection <br> - Results on real-world datasets <br> - Combined optimization over budget split, delay, and seed set | - Facebook app for new dataset <br> - Models for spread of preferences in a social network <br> - Objective function formulation <br> - Algorithms with guarantees <br> - Experimental results |
| Conclusions | - Conditions on network entry impact degree distribution <br> - Conditions on link costs impact density <br> - Constraints on intermediary rents owing to contrasting densities of connections | - Strict temporal constraints: use single phase <br> - Moderate temporal constraints: most budget to first phase with a short delay between phases <br> - No constraints: $\frac{1}{3}: \frac{2}{3}$ budget split with a long delay between phases | - A sampling based method acts as a good model for spread of preferences <br> - People with high degree serve as good representatives <br> - Using social networks more effective, reliable than random polling |

Table 1.1: Summary of the thesis

### 1.4 Contributions and Outline of the Thesis

This thesis starts by introducing the basics of social networks and the preliminaries required to follow the technical content, followed by the technical contributions and directions for future work. Table 1.1 presents the summary. We now present the thesis outline.

## Chapter 1: Introduction

This chapter presents a brief introduction to social networks and descriptions of specific topics of our interest, followed by motivations to the problems addressed in this thesis with the help of real-world examples, and then contributions and outline of this thesis.

## Chapter 2: Preliminaries

This chapter provides an overview of the following topics which are the prerequisites for understanding later chapters of the thesis.

- Graph Theory: isomorphism, automorphism, graph edit distance
- Extensive Form Games: an example, subgame perfect equilibrium
- Network Formation: an example model, pairwise stability
- Models of Information Diffusion: independent cascade model, linear threshold model
- Preference Aggregation: dissimilarity measures, aggregation rules
- Properties of Set Functions: non-negativity, monotonicity, submodularity, supermodularity, subadditivity, superadditivity
- Modeling: KL divergence, RMS error, maximum likelihood estimation
- Optimization Tools: greedy hill-climbing, cross entropy method, golden section search
- Cooperative Game Theory: the core, Shapley value, nucleolus, Gately point, $\tau$-value


## Chapter 3: Formation of Stable Strategic Networks with Desired Topologies

In this chapter, we study the problem of determining sufficient conditions under which, the desired topology uniquely emerge when agents adopt their best response strategies. The chapter is organized as follows:

- Section 3.1 introduces social network formation, Section 3.2 motivates the problem of orchestrating social network formation, Section 3.3 presents some relevant work, and Section 3.4 enlists the contributions of this chapter.
- In Section 3.5, we propose a recursive model of network formation and a very general utility model that captures most key aspects relevant to strategic network formation. We then present our procedure for deriving sufficient conditions for the formation of a given topology as the unique one.
- In Section 3.6, using the proposed models, we study common and important network topologies, and derive sufficient conditions under which these topologies uniquely emerge. We also investigate the social welfare properties of these topologies.
- In Section 3.7, we study the effects of deviation from the derived sufficient conditions on the resulting network, using the notion of graph edit distance. In this process, we develop polynomial time algorithms for computing graph edit distance from certain topologies.
- Section 3.8 concludes the chapter.


## Chapter 4: Information Diffusion in Social Networks in Multiple Phases

In this chapter, we study the problem of influence maximization using multiple phases, in particular, determining an optimal budget split among the phases and their scheduling, and also determining an optimal set of seed nodes so that the resulting influence is maximized. The chapter is organized as follows:

- Section 4.1 introduces information diffusion in social networks, Section 4.2 presents some relevant work, Section 4.3 motivates the problem of multi-phase influence maximization, and Section 4.4 enlists the contributions of this chapter.
- In Section 4.5, focusing on two-phase diffusion process in social networks, we formulate an appropriate objective function that measures the expected number of influenced nodes, and investigate its properties. We then motivate and propose an alternative objective function for ease and efficiency of practical implementation.
- In Section 4.6, we investigate different candidate algorithms for two-phase diffusion including extensions of existing algorithms that are popular for single phase diffusion.
- In Section 4.7, using extensive simulations on real-world datasets, we study the performance of the proposed algorithms to get an idea how two-phase diffusion would perform, even when used most naïvely.
- In Section 4.8, we focus on two constituent problems, namely, how to split the total available budget between the two phases, and when to commence the second phase. We then present key insights from a detailed simulation study.
- Section 4.9 concludes with discussion and some notes.


## Chapter 5: Modeling Spread of Preferences in Social Networks for Scalable Preference Aggregation

In this chapter, we study the problem of determining a set of representative nodes of a given cardinality such that, the aggregate preference of the nodes in this set closely approximates the aggregate preference of the entire population. The chapter is organized as follows:

- Section 5.1 introduces preference aggregation, Section 5.2 motivates the problem of scalable preference aggregation, Section 5.3 presents some relevant work, and Section 5.4 enlists the contributions of this chapter.
- In Section 5.5, we describe the Facebook app that we developed for eliciting the preferences of individuals for a range of topics, while also obtaining the social network among them. We propose a number of simple yet faithful models with the aim of capturing how preferences are spread in a social network, with the help of the collected Facebook data.
- In Section 5.6, we formulate an appropriate objective function for the problem of determining an optimal set of representative nodes. We propose a property, expected weak insensitivity, which captures the robustness of an aggregation rule, and hence present two alternate objective functions for computational purposes.
- In Section 5.7, we propose algorithms for selecting the best representatives. We provide a guarantee on the performance of one of the algorithms, and study desirable properties of one other algorithm from the viewpoint of cooperative game theory. We compare the performance of our proposed algorithms with that of the popular method of random polling, and hence justify using social networks for scalable preference aggregation.
- Section 5.8 concludes with discussion and some notes.


## Chapter 6: Summary and Future Work

This chapter concludes the thesis with a brief summary of the work done, and presents some interesting future directions.

## Chapter 2

## Preliminaries

This chapter provides an overview of selected topics required to understand the technical content in this thesis. We cover these topics, up to the requirement of following this thesis, in the following order: Graph Theory, Extensive Form Games, Network Formation, Models of Information Diffusion, Preference Aggregation, Properties of Set Functions, Modeling, Optimization Tools, Cooperative Game Theory.

### 2.1 Graph Theory

Social networks can be naturally represented as graphs. Depending on the nature of a social network, it can be represented by a directed or undirected, weighted or unweighted graph. So graph theory is an inherent part of any social network study, including this thesis.

A graph $g$ consists of vertices (or nodes) and edges (or links). Let $V(g)$ be the set of its vertices and $E(g)$ be the set of its edges, $n=|V(g)|$ be the number of vertices and $m=|E(g)|$ be the number of edges. If $g$ is directed, edges $(u, v)$ and $(v, u)$ are distinct and existence of one does not imply existence of the other. Furthermore, if $g$ is weighted, there exists a weight function $w: E(g) \rightarrow \mathbb{R}$, which gives a weight to each edge. For certain graphs, weights are given to vertices also, that is, there exists a weight function $w^{\prime}: V(g) \rightarrow \mathbb{R}$.

A path can be defined as a sequence of distinct vertices $\left\langle w_{1}, \ldots, w_{k}\right\rangle$ such that there exists an edge between adjacent vertices. It can also be viewed as a sequence of edges which connect a sequence of distinct vertices. We say that nodes $u$ and $v$ are connected if there exists a path $\left\langle u, w_{1}, \ldots, w_{k}, v\right\rangle$, that is, if $u$ and $v$ are extreme nodes of a path. The length of a path can be defined as the number of distinct edges constituting the path, while the weight of a path can be defined as the total weight of the distinct edges constituting the path.

For an unweighted graph, a shortest path between two nodes is defined as a path having the
least length, and this length is termed as the shortest path distance. The diameter of such a graph is defined as the maximum shortest path distance over all pairs of nodes in the graph. These definitions for weighted graphs consider weights in place of lengths.

### 2.1.1 Graph Isomorphism and Automorphism

We need to understand the concepts of graph isomorphism and automorphism for simplifying the network formation analysis in Chapter 3 by classifying the nodes and connections (or links) into different types. The notion of types will let us perform analysis for all nodes (or connections) of the same type at once, instead of an individual analysis for each of them.

An isomorphism of graphs $g$ and $t, f: V(g) \rightarrow V(t)$, is a bijection between the vertex sets of $g$ and $t$ such that, any two vertices $u$ and $v$ are adjacent in $g$ if and only if $f(u)$ and $f(v)$ are adjacent in $t$. It is clear that graph isomorphism is an equivalence relation on graphs. Graph isomorphism determines whether the given graphs are structurally same, while ignoring their representations.

(a) Graph $g$

(b) Graph $t$

Figure 2.1: An example of graph isomorphism
Figure 2.1 shows an example of graph isomorphism, where $V(g)=\{A, B, C, D\}, V(t)=$ $\{P, Q, R, S\}$, and the two graphs $g$ and $t$ are isomorphic with an isomorphism $f(A)=P, f(B)=$ $Q, f(C)=S, f(D)=R$. Note that there may exist multiple isomorphisms for a given pair of graphs, for example, another isomorphism for the considered example is $f(A)=R, f(B)=$ $S, f(C)=Q, f(D)=P$.

An automorphism $f: V(g) \rightarrow V(g)$ is a bijection where the vertex set of $g$ is mapped onto itself. An automorphism for graph $g$ in the considered example is $f(A)=D, f(B)=C, f(C)=$ $B, f(D)=A$.

### 2.1.2 Graph Edit Distance

Graph edit distance (GED) is a standard measure to quantify the distance between two graphs. We will use this notion in Chapter 3 for studying the deviation of a network from the desired topology, owing to the deviations of network parameters. Graph edit distance has been defined in several different ways in literature [37]. We will use the following definition for our purpose.

Definition 2.1. Given two graphs $g$ and $h$ having same number of nodes, GED between them is the minimum number of link additions and deletions required to transform $h$ into a graph that is isomorphic to $g$.

(b) Graph $h$

(a) Graph $g$

Figure 2.2: An example for computing graph edit distance

Figure 2.2 shows an example for computing graph edit distance between graphs $g$ and $h$. With visual inspection, one may conclude that graph $h$ can be transformed into graph $g$ by adding links $(X, Z)$ and $(Y, W)$ and deleting link $(Y, Z)$, and so the graph edit distance between them is 3. However, we have seen in Figure 2.1 that graph $t$ is isomorphic to graph $g$, and graph $h$ can be transformed into graph $t$ by adding just link ( $X, Z$ ) alone. It can be easily seen that this is the minimum transformation required (since graphs $h$ and $t$ are not isomorphic). So the graph edit distance between graphs $g$ and $h$ is 1 .

The problem of computing GED between two graphs is NP-Hard, in general [105]. However, structural properties of certain graphs can be exploited to compute GED between them and other graphs, in polynomial time. We will discuss this point in detail in Chapter 3.

### 2.2 Extensive Form Games

In order to analyze the sequential play of a network formation game in Chapter 3, and hence direct the play to obtain a particular desired outcome (a desired network topology), we use the extensive form representation of a game. The extensive form representation captures [73]:

- The ordering in which players play their actions
- The actions available to each player
- The information available to players before playing at each stage
- The outcomes as a function of the actions of the players
- The payoff that each player obtains from each outcome


Figure 2.3: An extensive form game tree

### 2.2.1 An Example

Consider a two-player sequential game where player $A$ first gets to decide whether (a) to accept 40 units of money, or (b) to choose 100 units and let player $B$ decide whether to share it 50-50 or steal it completely. So, if player $A$ chooses to accept 40 units, the outcome is (40, 0), resulting in player $A$ getting the utility of 40 and player $B$ getting 0 . Note that $A$ can get a higher utility of 50 on choosing 100, if $B$ chooses to share leading to the outcome $(50,50)$. However, this action of $A$ may lead to 0 utility if $B$ decides to steal and keep the entire 100 units, leading to the outcome $(0,100)$. This game can be represented as an extensive form game as shown in Figure 2.3. It can be notationally represented as $\Gamma=\left\langle N,\left(\mathcal{A}_{i}\right), \mathcal{H}, \mathcal{P},\left(\mathbb{I}_{i}\right),\left(u_{i}\right)\right\rangle$ where,

- $N=\{A, B\}$ is the finite set of players
- $\mathcal{A}_{A}=\{100,40\}, \mathcal{A}_{B}=\{$ Steal, Share $\}$ are the sets of actions available to the individual players
- $\mathscr{H}=\{\langle 100$, Steal $\rangle,\langle 100$, Share $\rangle,\langle 40\rangle\}$ is the set of all terminal histories (a terminal history is a path of actions from the root to a terminal node such that it is not a proper subhistory of any other terminal history)
$\mathcal{S}_{\mathscr{H}}=\{\epsilon, 100\}$ is the set of all proper subhistories (including the empty history $\epsilon$ ) of all terminal histories
- $\mathcal{P}(\epsilon)=A, \mathcal{P}(100)=B$ is the player function that associates each proper subhistory to a certain player
- $\mathbb{I}_{A}=\{\{\epsilon\}\}, \mathbb{I}_{B}=\{\{100\}\}$ is the set of all information sets of the individual players (an information set of a player is a set of that player's decision nodes that are indistinguishable to it). For a game with perfect information, information sets of all the players are singletons.
- The utilities of the individual players corresponding to each terminal history are

$$
u_{A}(100, \text { Steal })=0, u_{A}(100, \text { Share })=50, u_{A}(40)=40,
$$

$$
u_{B}(100, \text { Steal })=100, u_{B}(100, \text { Share })=50, u_{B}(40)=0
$$

We now present an equilibrium notion for extensive form games, called subgame perfect equilibrium.

### 2.2.2 Subgame Perfect Equilibrium

Subgame perfect equilibrium ensures that each player's strategy is optimal given the strategies of other players, after every possible history.

Definition 2.2. Given an extensive form game $\Gamma=\left\langle N,\left(\mathcal{A}_{i}\right), \mathcal{H}, \mathcal{P},\left(\mathbb{I}_{i}\right),\left(u_{i}\right)\right\rangle$, a strategy profile $s^{*}=\left(s_{i}^{*}\right)_{i \in N}$ is a subgame perfect equilibrium if $\forall i \in N$,

$$
u_{i}\left(O_{h}\left(s_{i}^{*}, s_{-i}^{*}\right)\right) \geq u_{i}\left(O_{h}\left(s_{i}, s_{-i}^{*}\right)\right), \quad \forall h \in\left\{x \in \mathcal{S}_{\mathscr{H}}: \mathcal{P}(x)=i\right\}, \quad \forall s_{i} \in S_{i}
$$

where $O_{h}\left(s_{i}^{*}, s_{-i}^{*}\right)$ denotes the outcome corresponding to the history $h$ in the strategy profile $\left(s_{i}^{*}, s_{-i}^{*}\right)$.

When it is $B$ 's turn to take action, with the history that $A$ has played 100 , it is a best response for $B$ to play Steal getting a utility of 100 instead of 50 obtained by playing Share. Knowing this, $A$ knows that playing 100 will lead to a utility of 0 , and so it is $A$ 's best response to choose 40. Thus, in the subgame perfect equilibrium of this game, player $A$ decides to accept 40 units of money, denying player $B$ to make a decision.

Note: The extensive form game that we study in this thesis does not have any predetermined ordering in which players play their actions. We will explain how to analyze such a game in Chapter 3.

### 2.3 Network Formation

In this section, we present the basics of network formation required for Chapter 3. In particular, we present an example utility model and a well-studied equilibrium notion used in the context of social network formation.

### 2.3.1 An Example Model: Symmetric Connections Model

Several models have been proposed in literature based on the empirical structure of social networks [53], for instance, Erdos-Renyi random graph model, the small world model, preferential attachment model, etc. However, they do not capture the strategic nature of the nodes, who can choose their links based on their utilities. Several models have been proposed to capture the utilities of nodes in a network or graph [30]. We now describe one such model - the symmetric connections model [56].

Nodes benefit from their friends or direct links in the form of favors, information, company, etc., while maintaining a link involves some cost in the form of doing favors, giving information, spending time, etc. Nodes also benefit from indirect links like friends of friends, friends of friends of friends, and so on. However, such benefits are of a lesser value than those obtained from direct friends; the most distant the linkage, the lesser are the benefits. The symmetric connections model captures this idea using two parameters, $\delta \in(0,1)$ for benefits and $c$ for costs, which are common for the entire network.

Given an undirected and unweighted network $g$, let $u_{j}(g)$ be the utility of node $j, l_{i j}(g)$ be the length of the shortest path connecting nodes $i$ and $j$, and $d_{j}(g)$ be the degree of node $j$. According to this model, a node $j$ gets benefit of $\delta^{l_{i j}(g)}$ from a node $i$ which is at a distance $l_{i j}(g)$ from it, that is, it benefits $\delta$ from each of its friends, $\delta^{2}$ from each of its friends of friends, and so on. The value of $\delta$ being in the range $(0,1)$ ensures that closer friendships are more beneficial than distant ones. Also, a node incurs a cost of $c$ for maintaining a link with each of its direct friends, the number of such friends being $d_{j}(g)$. So the net utility of a node $j$ in a given graph $g$ is

$$
u_{j}(g)=\sum_{i \neq j} \delta^{l_{i j}(g)}-c d_{j}(g)
$$

Consider the graph in Figure 2.4(a). Node $A$ benefits $\delta$ from each of its 3 direct friends, namely, $B, C, D$, and incurs a cost $c$ for these links, giving it a net utility of $3 \delta-3 c$. Node $B$ benefits $\delta$ from its direct friend $A$ and $\delta^{2}$ from its 2 friends of friends, namely, $C$ and $D$. It also incurs a cost of $c$ for its link with $A$, giving it a net utility of $\delta+2 \delta^{2}-c$. On similar lines, the net utilities of nodes $C$ and $D$ are $\delta+2 \delta^{2}-c$ each.

### 2.3.2 Pairwise Stability

Pairwise stability is a well-studied notion of equilibrium in the context of social network formation. It accounts for bilateral deviations arising from mutual agreement of link creation between two nodes, that Nash equilibrium fails to capture [53]. Deletion is unilateral and a node can delete a link without consent from the other node.

(a) Graph $g$

(b) Graph $g \backslash\{(A, D)\}$

(c) Graph $g \cup\{(B, C)\}$

Figure 2.4: An example of pairwise stability

| Node | $g$ | $g \backslash\{(A, D)\}$ | $g \cup\{(B, C)\}$ |
| :---: | :---: | :---: | :---: |
| $A$ | $3(\delta-c)$ | $2(\delta-c)$ | $3(\delta-c)$ |
| $B$ | $\delta-c+2 \delta^{2}$ | $\delta-c+\delta^{2}$ | $2(\delta-c)+\delta^{2}$ |
| $C$ | $\delta-c+2 \delta^{2}$ | $\delta-c+\delta^{2}$ | $2(\delta-c)+\delta^{2}$ |
| $D$ | $\delta-c+2 \delta^{2}$ | 0 | $\delta-c+2 \delta^{2}$ |

Table 2.1: Utilities of nodes in the networks in Figure 2.4
Let $u_{j}(g)$ denote the utility of node $j$ when the network formed is $g$.
Definition 2.3. A network is said to be pairwise stable if it is a best response for a node not to delete any of its links and there is no incentive for any two unconnected nodes to create a link between them. So $g$ is pairwise stable if
(a) for each edge $e=(i, j) \in g, u_{i}(g \backslash\{e\}) \leq u_{i}(g)$ and $u_{j}(g \backslash\{e\}) \leq u_{j}(g)$, and
(b) for each edge $e^{\prime}=(i, j) \notin g$, if $u_{i}\left(g \cup\left\{e^{\prime}\right\}\right)>u_{i}(g)$, then $u_{j}\left(g \cup e^{\prime}\right)<u_{j}(g)$.

Consider the example in Figure 2.4. Let the utility function be defined based on the symmetric connections model; the utilities are presented in Table 2.1. Consider the values of the parameters $\delta$ and $c$ to be such that $\delta-\delta^{2} \leq c \leq \delta$ (with $\delta, c \geq 0$ ). It can be shown that graph $g$ is pairwise stable under these conditions. If either nodes $A$ or $D$ delete the link $(A, D)$, their utilities change from $3(\delta-c)$ to $2(\delta-c)$ and from $\delta-c+2 \delta^{2}$ to 0 , respectively. That is, either of their utilities do not increase. Owing to symmetry, this is true for links $(A, B)$ and $(A, C)$ as well, and hence condition (a) in Definition 2.3 is satisfied. Also, if nodes $B$ and $C$ create mutual link $(B, C)$, their utilities change from $\delta-c+2 \delta^{2}$ to $2(\delta-c)+\delta^{2}$. That is, either of their utilities do not increase. Owing to symmetry, this is true for links $(B, D)$ and $(C, D)$ as well, and hence condition (b) in Definition 2.3 is satisfied.

### 2.4 Models of Information Diffusion

The problem of influence maximization in social networks has been extensively studied in the literature, and several models of information diffusion have been proposed in this direction
[30, 46]. The independent cascade (IC) model and the linear threshold (LT) model are two of the most extensively studied models for information diffusion in social networks. In Chapter 4, we will be studying these models in the context of multi-phase diffusion.

### 2.4.1 Independent Cascade Model

Let $E$ be the set of weighted, directed edges in graph $G$ and denote $|E|=m$. In the IC model, for every directed edge $(u, v)$, there is an associated probability $p_{u v}$ that represents the probability with which the source node $u$ can influence the target node $v$. The diffusion starts synchronously at time step 0 with a set of initially activated or influenced seed nodes, following which the diffusion proceeds in discrete time steps, one at a time. In each time step, nodes which got influenced in the previous time step (recently activated nodes) try to influence their neighbors, and succeed in doing so with probabilities that are respectively associated with the corresponding edges. These neighbors, if successfully influenced, will now act as recently activated nodes for the next time step. Only recently activated nodes can contribute in diffusing information in any particular time step. After this time step, such nodes are no longer recently activated; instead we call them already activated nodes. Nodes, once activated, remain activated for the rest of the diffusion process. In short, when node $u$ gets activated at a time step, it gets a single chance to activate each of its inactive neighbors, $v$ (that too in the immediately following time step), with the given success probability $p_{u v}$. The diffusion process concludes when no further nodes can be activated.

We now explain the concept of live graph, which helps simplify the analysis for IC model. A live graph $X$ is an instance of graph $G$, obtained by sampling the edges: an edge $(u, v)$ is present in a live graph with probability $p_{u v}$ and absent with probability $1-p_{u v}$, independent of the presence of other edges in the live graph (so a live graph is a directed graph with no edge probabilities). Thus $p(X)$, the probability of occurrence of any live graph $X$, can be obtained as $\prod_{(u, v) \in X}\left(p_{u v}\right) \prod_{(u, v) \notin X}\left(1-p_{u v}\right)$. It can be seen that as long as a node $u$, when influenced, in turn influences node $v$ with probability $p_{u v}$ that is independent of time, sampling the edge $(u, v)$ in the beginning of the diffusion is equivalent to sampling it when $u$ is activated [59].

### 2.4.2 Linear Threshold Model

In Linear Threshold (LT) model, an influence degree $b_{u, v}$ is associated with every directed edge $(v, u)$, where $b_{u, v} \geq 0$ is the degree of influence that node $v$ has on node $u$, and an influence threshold $\chi_{u}$ with every node $u$. The weights $b_{u, v}$ are such that $\sum_{v} b_{u, v} \leq 1$. Also, owing to lack of knowledge about the thresholds, which are held privately by the nodes, it is assumed that the thresholds are chosen uniformly at random from $[0,1]$. The diffusion process starts
at time step 0 and proceeds in discrete time steps, one at a time. In each time step, a node is influenced or activated if and only if the sum of influence degrees of the edges incoming from activated neighbors (irrespective of the time of activation of the neighbors) crosses its own influence threshold, that is, when $\sum_{v} b_{u, v} \geq \chi_{u}$. Nodes, once activated, remain activated for the rest of the diffusion process. In any given time step, the recently activated nodes along with previously activated ones contribute to the diffusion process. The diffusion process stops when it is not possible to activate or influence any further nodes.

### 2.5 Preference Aggregation

Preference aggregation is a well-studied topic in social choice theory. In Chapter 5, we harness the underlying social network to make preference aggregation, more efficient and effective in practice.

Given a set of alternatives, individuals have certain preferences over them. These alternatives can be any entity, ranging from political candidates to food cuisines. We assume that an individual's preference can be represented as a complete ranked list of alternatives. We refer to a ranked list of alternatives as preference and the multiset consisting of the preferences of the individuals as preference profile. For example, if the set of alternatives is $\{X, Y, Z\}$ and individual $i$ prefers $Y$ the most and $X$ the least, then $i$ 's preference can be written as $(Y, Z, X)_{i}$. Suppose individual $j$ 's preference is $(X, Y, Z)_{j}$, then the preference profile of the population $\{i, j\}$ is $\{(Y, Z, X),(X, Y, Z)\}$.

### 2.5.1 Measures of Dissimilarity between Preferences

We now describe Kendall-Tau distance and Footrule distance, two of the most popular measures of dissimilarity between two preferences.

### 2.5.1.1 Kendall-Tau Distance

A widely used measure of dissimilarity between two preferences is Kendall-Tau distance. It counts the number of pairwise inversions with respect to the alternatives. For computing normalized Kendall-Tau distance, given that the number of alternatives is $r$, we normalize Kendall-Tau distance to be in $[0,1]$, by dividing actual distance by $\binom{r}{2}$, the maximum distance between any two preferences on $r$ alternatives. For example, the Kendall-Tau distance between preferences $(X, Y, Z)$ and $(Y, Z, X)$ is 2 , because two pairs $\{X, Y\}$ and $\{X, Z\}$ are inverted between them. The normalized Kendall-Tau distance is $2 /\binom{3}{2}=\frac{2}{3}$.

### 2.5.1.2 Footrule Distance

Another popular measure of dissimilarity between two preferences is Spearman's Footrule distance, which sums up the displacements for all the alternatives. In the above example, $X, Y, Z$ are displaced by $2,1,1$ positions, respectively, giving Spearman's Footrule distance of 4 . The normalized Spearman's Footrule distance can be obtained by dividing the absolute distance with the maximum possible distance, which can be shown to be $2\left\lceil\frac{r}{2}\right\rceil\left\lfloor\frac{r}{2}\right\rfloor$, where $r$ is the number of alternatives. So the normalized Spearman's Footrule distance in the above example is $\frac{4}{2\left\lceil\frac{3}{2} \backslash\left\lfloor\frac{3}{2}\right\rfloor\right.}=1$.

### 2.5.2 Aggregation Rules

An aggregation rule takes a preference profile as input and outputs the aggregate preference(s), which in some sense reflect(s) the collective opinion of all the individuals. We consider a wide range of voting rules for our study, namely, Bucklin, Smith set, Borda, Veto, Minmax (pairwise opposition), Dictatorship, Random Dictatorship, Schulze, Plurality, Kemeny, and Copeland. A survey of voting rules and related topics can be found in [12]. A more concise table of voting rules and their properties can be found in [98]. Of these rules, only Kemeny, Dictatorship, and Random Dictatorship output the entire aggregate preference; others either determine a winning alternative or give each alternative a score. For consistency, for all rules except Kemeny, Dictatorship, and Random Dictatorship, we employ the following well accepted approach for converting a series of winning alternatives into an aggregate preference: rank a winning alternative as first, then vote over the remaining alternatives and rank a winning alternative in this iteration as second, and repeat until all alternatives have been ranked [12]. As we are indifferent among alternatives, we do not assume any tie-breaking rule so as to avoid bias towards any particular alternative, while determining a winner. So an aggregation rule may not output a unique aggregate preference, that is, it is a correspondance.

### 2.6 Properties of Set Functions

A set function is a function whose domain is a collection of sets. In the context of this thesis, let $N$ be a finite set of elements and $2^{N}$ be its power set. Then a set function $f$ takes a subset of $N$ as input and outputs a real number. That is,

$$
f: 2^{N} \rightarrow \mathbb{R}
$$

We now present some properties concerned with set functions, that we will be looking at in Chapters 4 and 5.

### 2.6.1 Non-negativity

A set function $f$ is said to be non-negative if

$$
f(S) \geq 0, \quad \forall S \subseteq N
$$

This property states that the value of any set should be non-negative.

### 2.6.2 Monotonicity

A set function $f$ is said to be monotone increasing if

$$
f(S) \leq f(T), \quad \forall S \subset T \subseteq N
$$

This property means that addition of elements to any set should not decrease its value. This is often the case in most real-world applications.

Similarly, a set function $f$ is said to be monotone decreasing if

$$
f(S) \geq f(T), \quad \forall S \subset T \subseteq N
$$

### 2.6.3 Submodularity and Supermodularity

A set function $f$ is said to be submodular if

$$
f(S \cup\{i\})-f(S) \geq f(T \cup\{i\})-f(T), \quad \forall i \in N \backslash T, \quad \forall S \subset T \subset N
$$

That is, submodular functions have a diminishing returns property which means, the marginal value added by an element to a superset of a set is not more than the marginal value added by that element to that set. Informally, the marginal value added by an element to a set decreases as the set grows larger. For a finite $N$, the above definition is equivalent to

$$
f(S)+f(T) \geq f(S \cup T)+f(S \cap T), \quad \forall S, T \subseteq N
$$

Submodular functions occur in several real-world applications, since the diminishing returns property is a natural one is several domains.

On the other hand, a set function $f$ is said to be supermodular if

$$
f(S \cup\{i\})-f(S) \leq f(T \cup\{i\})-f(T), \quad \forall i \in N \backslash T, \quad \forall S \subset T \subset N
$$

Note that a function can be both submodular and supermodular, for example, $f(S)=$ $\sum_{i \in S} w_{i}$. Also, a function can be neither submodular nor supermodular, for example, $f(S)=1$ when $|S|$ is even and 0 when $|S|$ is odd.

### 2.6.4 Subadditivity and Superadditivity

A set function $f$ is said to be subadditive if

$$
f(S \cup T) \leq f(S)+f(T), \quad \forall S, T \subseteq N
$$

That is, the value of a union of any two sets is at most the sum of their individual values.
On the other hand, a set function $f$ is said to be superadditive if

$$
f(S \cup T) \geq f(S)+f(T), \quad \forall S, T \subseteq N
$$

It can be easily seen that a non-negative submodular function is subadditive, while a nonnegative superadditive function is supermodular.

### 2.7 Modeling

In this section, we present some basics required for modeling the spread of preferences in a social network in Chapter 5.

### 2.7.1 Kullback-Leibler (KL) Divergence

The Kullback-Leibler (KL) divergence is a measure of the difference between two probability distributions $D_{t}$ and $D_{m}$, where $D_{t}$ typically represents the true distribution of data, while $D_{m}$ typically represents a model or approximation of $D_{t}$. Informally, the KL divergence of $D_{m}$ from $D_{t}$ is the amount of information lost when $D_{m}$ is used to approximate $D_{t}$.

For the purpose of this thesis, we will be requiring KL divergence specifically for the case of discrete probability distributions. Here, the KL divergence of $D_{m}$ from $D_{t}$ is defined as

$$
\sum_{i} D_{t}(i) \log \frac{D_{t}(i)}{D_{m}(i)}
$$

where $D_{t}(i)$ is the probability mass function value of $D_{t}$ at $i$. Note that KL divergence is not symmetric in $D_{t}$ and $D_{m}$, and is defined only if $D_{m}(i)=0 \Longrightarrow D_{t}(i)=0, \forall i$. Also when $D_{t}(i)=0$, the contribution of the $i^{t h}$ term to the above summation is interpreted as zero.

### 2.7.2 Root Mean Square (RMS) Error

In the process of model-fitting or validating a model based on its performance, there is an error of the value given by the model against the true value for each test data point. There are different methods available for aggregating the errors over all test data points. For our study in this thesis, we use root mean square (RMS) error, which is given by $\sqrt{\operatorname{avg}_{x}[\operatorname{err}(x)]^{2}}$, where $\operatorname{err}(x)$ is the error of the value given by the model against the true value for the test data point $x$.

RMS error has the following desirable properties:

- Like any valid measure of average model-fitting error, it ensures that the positive and negative differences are not cancelled out.
- Like mean square error, which is well-accepted in most machine learning applications, it magnifies larger errors more than smaller errors.
- It holds an advantage over mean square error in that, it gives an idea about the order of magnitude of the errors for individual test data points.


### 2.7.3 Maximum Likelihood Estimation (MLE)

Given independent and identically distributed observations $x_{1}, \ldots, x_{n}$ known to have been drawn from an assumed probability density or mass function $f\left(x_{i} ; \theta_{1}, \ldots, \theta_{m}\right)$ with unknown parameters $\theta_{1}, \ldots, \theta_{m}$, we aim to find a good estimate of the parameters. A good estimate of the parameters would be a value that maximizes the likelihood of getting the observed data.

The likelihood function is defined as

$$
\mathcal{L}\left(\theta_{1}, \ldots, \theta_{m} ; x_{1}, \ldots, x_{n}\right)=f\left(x_{1}, \ldots, x_{n} \mid \theta_{1}, \ldots, \theta_{m}\right)=\prod_{i=1}^{n} f\left(x_{i} \mid \theta_{1}, \ldots, \theta_{m}\right)
$$

Let $\hat{\theta}_{1}, \ldots, \hat{\theta}_{m}$ be the respective parameter values that maximize the above function. Then $\hat{\theta}_{i}$ is called the maximum likelihood estimator of $\theta_{i}$.

It is often more convenient to work with the logarithm of the likelihood function, and logarithm being a monotone increasing function, the above is equivalent to maximizing the log-likelihood,

$$
\ln \mathcal{L}\left(\theta_{1}, \ldots, \theta_{m} ; x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} \ln f\left(x_{i} \mid \theta_{1}, \ldots, \theta_{m}\right)
$$

### 2.8 Optimization Tools

We will be addressing a variety of optimization problems in Chapters 4 and 5. This section describes some of the general solution approaches.

### 2.8.1 Greedy Hill-climbing

The greedy hill-climbing algorithm is one of the most basic algorithms, often taken as baseline, for solving combinatorial optimization problems. For maximizing an objective function $f$, it selects elements one at a time, each time choosing an element that provides the largest marginal increase in the value of $f$, until the budget (upper bound on the cardinality of the solution set) is exhausted. Starting with $\psi^{(0)}=\{ \}$, let $\psi^{(t)}$ be the solution set (under construction) after adding $t^{t h}$ element to the set. Then the $t^{t h}$ chosen element is (until the budget is exhausted) $\arg \max _{z \in N \backslash \psi^{(t-1)}} f\left(\psi^{(t-1)} \cup z\right)$.

Given $n$ candidate elements, budget $k$, and time $\mathcal{T}$ for computing $f$, the time complexity of the greedy hill-climbing algorithm is $O(k n \mathcal{T})$.

The following result shows the effectiveness of greedy hill-climbing algorithm for solving combinatorial optimization problems, especially those that are NP-hard.

Theorem 2.1. For a non-negative, monotone increasing, submodular function $f$, let $S^{G}$ be a set of size $k$ obtained using greedy hill-climbing. Let $S^{O}$ be a set that maximizes the value of $f$ over all sets of cardinality $k$. Then $f\left(S^{G}\right) \geq\left(1-\frac{1}{e}\right) f\left(S^{O}\right)$ [77]. Furthermore, for any $\epsilon>0$, there is a $\gamma>0$ such that by using $(1+\gamma)$-approximate values for $f$, we obtain a ( $1-\frac{1}{e}-\epsilon$ )-approximation [59].

### 2.8.2 Cross Entropy Method

The cross entropy (CE) method is a generic and practical tool for solving combinatorial optimization problems, including those that are NP-hard. The CE method involves an iterative procedure where each iteration can be broken down into two phases [23]:

1. Generate random data samples (trajectories, vectors, etc.) according to a specified mechanism.
2. Update the parameters of the random mechanism based on the data to produce better samples in the next iteration.

We now explain a simple version of the cross entropy method, with an example of determining a set $S \subseteq N$ that maximizes the value of function $f$. For ease of explanation, we will
represent a set $S_{i}$ as a Bernoulli vector $\boldsymbol{X}_{i}=\left(X_{i 1}, \ldots, X_{i n}\right)$ where its $j^{\text {th }}$ component $X_{i j}=1$ if $j \in S_{i}$ and $X_{i j}=0$ if $j \notin S_{i}$.

We initiate the method by setting the probability vector to $\hat{\boldsymbol{p}}_{0}=\left(\hat{p}_{0,1}, \ldots, \hat{p}_{0, n}\right)$, whose $j^{\text {th }}$ component $\hat{p}_{0, j}$ denotes the probability of $X_{i j}=1$. Let $\mathcal{N}$ be the number of samples to be drawn in each iteration, $\rho$ be a performance parameter telling the fraction of samples to be discarded owing to their relatively low function values, and $\alpha$ be a smoothing parameter telling how much weight is to be given to the current iteration (as against the previous iterations).

Following are the steps involved in a simple version of the CE method:
Starting with $t=1$, iterate through the following steps while incrementing $t$, until the stopping criterion is met:

1. Draw samples $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{\mathfrak{N}}$ of Bernoulli vectors with success probability vector $\hat{\boldsymbol{p}}_{t-1}$. Compute $f\left(\boldsymbol{X}_{i}\right)$ for all $i$, and order them in descending order of values, say $f_{(1)} \geq \ldots \geq f_{(\mathcal{N})}$. Let $\hat{\gamma}_{t}$ be $(1-\rho)$ sample quantile, that is, $\hat{\gamma}_{t}=f_{(\lceil(1-\rho) N \mathcal{N})}$.
2. Use the samples to compute $\hat{\boldsymbol{q}}_{t}=\left(\hat{q}_{t, 1}, \ldots, \hat{q}_{t, n}\right)$ where

$$
\hat{q}_{t, j}=\frac{\sum_{i=1}^{\mathcal{N}} \mathbb{I}_{\left\{f\left(\boldsymbol{X}_{i}\right) \geq \hat{\gamma}_{t}\right\}} \mathbb{I}_{\left\{X_{i j}=1\right\}} f\left(\boldsymbol{X}_{i}\right)}{\sum_{i=1}^{\mathcal{N}} \mathbb{I}_{\left\{f\left(\boldsymbol{X}_{i}\right) \geq \hat{\gamma}_{t}\right\}} f\left(\boldsymbol{X}_{i}\right)}
$$

Update the probability vector using

$$
\hat{\boldsymbol{p}}_{t}=(1-\alpha) \hat{\boldsymbol{p}}_{t-1}+\alpha \hat{\boldsymbol{q}}_{t}
$$

The stopping criterion could be the convergence of $\hat{\gamma}_{t}$, or an upper bound on the number of iterations $t$, or something similar. Once the stopping criterion is met, an optimal set can be chosen based on the probabilities (or appropriateness) of the elements to be included in the set and the application at hand.

For a more detailed and fully adaptive version of the CE method, the reader is referred to [23].

### 2.8.3 Golden Section Search

Golden section search is an efficient method for maximizing a unimodal function. Let the function be unimodal in $\left[X_{\min }, X_{\max }\right]$. Let $\left[x_{\min }, x_{\max }\right]$ be the search domain, which is updated after every iteration. These are initialized as $x_{\min }:=X_{\min }$ and $x_{\max }:=X_{\max }$. Following are the iterative steps of golden section search (refer to Figure 2.5):

1. Divide the interval $\left[x_{\min }, x_{\max }\right]$ into 3 sections using two internal points $x_{1}$ and $x_{2}$.


Figure 2.5: An iteration of the golden section search
2. If $f\left(x_{1}\right)>f\left(x_{2}\right)$, the maximum is in $\left[x_{\min }, x_{2}\right]$, so redefine $x_{\min }:=x_{\min }, x_{\max }:=x_{2}$.

If $f\left(x_{1}\right)<f\left(x_{2}\right)$, the maximum is in $\left[x_{1}, x_{\max }\right]$ so redefine $x_{\min }:=x_{1}, x_{\max }:=x_{\max }$.
The algorithm terminates, either after a fixed number of iterations, or when we obtain a solution $x^{\text {sol }}$ which cannot more than $\epsilon$ far away from the optimal solution $x^{\text {opt }}$, where $\epsilon$ is the desired error (that is, when $\left|x^{\text {sol }}-x^{\text {opt }}\right| \leq \epsilon$; note that this error is with respect to the solution and not with respect to the function value).

In each iteration, golden section search selects the internal points $x_{1}$ and $x_{2}$ such that it reuses one of the internal values of the previous iteration, so as to minimize computation. It can be shown that $x_{1}$ and $x_{2}$ should be selected such that

$$
\frac{x_{\max }-x_{1}}{x_{\max }-x_{\min }}=\frac{x_{2}-x_{\min }}{x_{\max }-x_{\min }}=\frac{\sqrt{5}-1}{2} \approx 0.618 \quad \text { (golden ratio) }
$$

### 2.9 Cooperative Game Theory

We will be encountering cooperative game theory in some form or the other, in Chapters 4 and 5. In this section, we provide a brief insight into the cooperative game theory concepts [92, 87, 20], namely, the Core, the Shapley value, the Nucleolus, the Gately point, and the $\tau$-value.

A cooperative game or coalitional game or characteristic function form game ( $N, \nu$ ) consists of two parameters $N$ and $\nu . N$ is the set of players and $\nu: 2^{N} \rightarrow \mathbb{R}$ is the characteristic function, which defines the value $\nu(S)$ of any coalition $S \subseteq N$.

The coalition $N$ consisting of all the players is called the grand coalition. Assuming that the grand coalition is formed, the question is how to distribute the total obtained payoff among the individual players. In what follows, let $x_{i}$ represent the payoff allocated to player $i$ and $n=|N|$. Cooperative game theory studies several payoff allocations $x=\left(x_{1}, \ldots, x_{n}\right)$, each satisfying a
number of certain desirable properties. We now briefly describe some of the payoff allocations, more popularly known as solution concepts.

### 2.9.1 The Core

The core consists of all payoff allocations $x=\left(x_{1}, \ldots, x_{n}\right)$ that satisfy the following properties:

1. Individual rationality: $x_{i} \geq \nu(\{i\}) \forall i \in N$
2. Collective rationality: $\sum_{i \in N} x_{i}=\nu(N)$.
3. Coalitional rationality: $\sum_{i \in S} x_{i} \geq \nu(N) \forall S \subseteq N$.

A payoff allocation satisfying individual rationality and collective rationality is called an imputation.

### 2.9.2 The Shapley Value

The Shapley value $\phi(\nu)=\left(\phi_{1}(\nu), \ldots, \phi_{n}(\nu)\right)$ is the unique imputation that satisfies the following three axioms which are based on the idea of fairness [92]:

1. The Shapley value should depend only on $\nu$, and should respect any symmetries in $\nu$. That is, if players $i$ and $j$ are symmetric, then $\phi_{j}(\nu)=\phi_{i}(\nu)$.
2. If $\nu(S)=\nu(S \backslash\{i\}) \forall S \subseteq N$, then $\phi_{i}(\nu)=0$. In other words, if player $i$ contributes nothing to any coalition, then the player can be considered as a dummy. Furthermore, adding a dummy should not affect the original game.
3. Consider two games defined on the same set of players, represented by $(N, \nu)$ and $(N, w)$. Define a sum game $(N,(\nu+w))$ where $(\nu+w)(S)=\nu(S)+w(S) \forall S \subseteq N$. Also, if $\phi(\nu)$ and $\phi(w)$ represent the Shapley values of the two games, then the Shapley value of the sum game should satisfy $\phi(\nu+w)=\phi(\nu)+\phi(w)$.

For any general coalitional game with transferable utility $(N, \nu)$, the Shapley value of player $i$ is given by

$$
\begin{aligned}
\phi_{i}(\nu) & =\frac{1}{n!} \sum_{i \in S}(|S|-1)!(n-|S|)![\nu(S)-\nu(S \backslash\{i\})] \\
& =\frac{1}{n!} \sum_{\pi \in \Pi} x_{i}^{\pi}
\end{aligned}
$$

$\Pi=$ set of all permutations on $N$
$x_{i}^{\pi}=$ contribution of player $i$ to permutation $\pi$

### 2.9.3 The Nucleolus

The basic motivation behind the nucleolus is that, instead of applying Shapley value (having general fairness axiomization), one can provide an allocation that minimizes the dissatisfaction of the players from the allocation they can receive in a game [87].

Let $x$ be any payoff vector (or allocation) and $q(x)$ be a vector whose components are the numbers $(\nu(S)-x(S))$ arranged in non-increasing order, where $S$ runs over all coalitions in $N$ except the grand coalition. Then, payoff vector $x$ is at least as acceptable as payoff vector $y$, if $q(x)$ is lexicographically less than $q(y)$; write it as $x \succeq y$. The nucleolus of a game is the set $\{x \in X: x \succeq y, \forall y \in X\}$, where $X$ is the set of all payoff vectors. It is shown that every game possesses a non-empty nucleolus and is unique [88]. In other words, nucleolus is an allocation that minimizes the dissatisfaction of the players from the allocation they can receive in a game [88].

For every imputation $x$, consider the excess defined by

$$
e_{S}(x)=\nu(S)-\sum_{i \in S} x_{i}
$$

$e_{S}(x)$ is a measure of unhappiness of $S$ with $x$. The goal of nucleolus is to minimize the most unhappy coalition (that is, the largest of the $e_{S}(x)$ ). The linear programming formulation is as follows:

$$
\min Z
$$

subject to

$$
\begin{gathered}
Z+\sum_{i \in S} x_{i} \geq \nu(S) \quad \forall S \subseteq N \\
\sum_{i \in N} x_{i}=\nu(N)
\end{gathered}
$$

The nucleolus $N u(\nu)=\left(N u_{1}(\nu), \ldots, N u_{n}(\nu)\right)$ of a game $(N, \nu)$ has the following properties [87]:

1. The nucleolus depends only on $\nu$, and respects any symmetries in $\nu$. That is, if players $i$ and $j$ are symmetric, then $N u_{j}(\nu)=N u_{i}(\nu)$.
2. If $\nu(S)=\nu(S \backslash\{i\}) \forall S \subseteq N$, then $N u_{i}(\nu)=0$. In other words, if player $i$ contributes nothing to any coalition, then the player can be considered as a dummy.
3. If players $i$ and $j$ are in the same coalition, then the highest excess that $i$ can make in a coalition without $j$ is equal to the highest excess that $j$ can make in a coalition without
i. This is derived from the fact that nucleolus lies in the Kernel of the game, which is the set of all allocations $x$ such that

$$
\max _{\substack{S \subseteq N \backslash j\} \\ i \in S}} e_{S}(x)=\max _{\substack{T \subseteq N \backslash\{i\} \\ j \in T}} e_{T}(x)
$$

Geometrically, nucleolus is the point in the core whose distance from the closest wall of the core is as large as possible. The reader is referred to [87] for the detailed properties of nucleolus.

### 2.9.4 The Gately Point

Player $i$ 's propensity to disrupt the grand coalition is defined to be the following ratio [92].

$$
d_{i}(x)=\frac{\sum_{j \neq i} x_{j}-\nu(N \backslash\{i\})}{x_{i}-\nu(\{i\})}
$$

If $d_{i}(x)$ is large, player $i$ may lose something by deserting the grand coalition, but others will lose a lot more. The Gately point $G v(\nu)=\left(G v_{1}(\nu), \ldots, G v_{n}(\nu)\right)$ of a game is the imputation which minimizes the maximum propensity to disrupt. The general way to minimize the largest propensity to disrupt is to make all of the propensities to disrupt, equal. When the game is normalized so that $\nu(\{i\})=0$ for all $i$, the way to set all the $d_{i}(x)$ 's equal is to choose $x_{i}$ in proportion to $\nu(N)-\nu(N \backslash\{i\})$. That is,

$$
G v_{i}(\nu)=\left(\frac{\nu(N)-\nu(N \backslash\{i\})}{\sum_{j \in N}(\nu(N)-\nu(N \backslash\{j\}))}\right) \nu(N)
$$

### 2.9.5 The $\tau$-value

For each $i \in N$, let $M_{i}(\nu)=\nu(N)-\nu(N \backslash\{i\})$ and $m_{i}(\nu)=\nu(\{i\})$, and let $M(\nu)=\left(M_{i}(\nu)\right)_{i \in N}$ and $m(\nu)=\left(m_{i}(\nu)\right)_{i \in N}$. The $\tau$-value $\tau(\nu)=\left(\tau_{1}(\nu), \ldots, \tau_{n}(\nu)\right)$ of a game is the unique solution concept which is efficient (or collectively rational) and has the following properties [94]:

1. The minimal right property, which implies that $\tau(\nu)=m(\nu)+\tau(\nu-m(\nu))$. So it does not matter for a player $i$, whether $i$ gets the $\tau$-value payoff allocation in the game $(N, \nu)$, or whether $i$ obtains first the minimal right payoff $m_{i}(\nu)$ in the game $(N, \nu)$ and then the $\tau$-value payoff allocation in the right reduced game $(N,(\nu-m(\nu)))$. This property is a weaker form of the additivity property: $(\nu+w)(S)=\nu(S)+w(S) \forall S \subseteq N$, which plays a role in the axiomatic characterization of the Shapley value.
2. The restricted proportionality property, which implies that $\tau(\nu)$ is a multiple of the vector
$M(\nu)$. So for games with minimal right payoff vector $m(\nu)$ as zero, the payoff allocation to the players is proportional to the marginal contribution of the players to the grand coalition.

The $\tau$-value selects the maximal feasible allocation on the line connecting $M(\nu)=\left(M_{i}(\nu)\right)_{i \in N}$ and $m(\nu)=\left(m_{i}(\nu)\right)_{i \in N}[20]$. For each convex game $(N, \nu)$,

$$
\tau(\nu)=\lambda M(\nu)+(1-\lambda) m(\nu)
$$

where $\lambda \in[0,1]$ is chosen so as to satisfy

$$
\sum_{i \in N}[\lambda(\nu(N)-\nu(N \backslash\{i\}))+(1-\lambda) \nu(\{i\})]=\nu(N)
$$

There exist a number of solution concepts in the literature on cooperative game theory; the ones explained above suffice for the purpose of this thesis.

With the required conceptual preliminaries and tools in hand, we now move on to the technical contributions of this thesis. The next chapter deals with the problem of orchestrating social network formation. The classical network problem focuses on predicting which network topologies are likely to emerge, given the conditions on the network parameters. So the problem studied in the next chapter is the inverse of the classical problem, since we aim to derive the conditions on the network parameters, given that we want the network to have a particular desired topology.

## Chapter 3

## Formation of Stable Strategic Networks with Desired Topologies

Many real-world networks such as social networks consist of strategic agents. The topology of these networks often plays a crucial role in determining the ease and speed with which certain information driven tasks can be accomplished. Consequently, growing a stable network having a certain desired topology is of interest. Motivated by this, we study the following important problem: given a certain desired topology, under what conditions would best response link alteration strategies adopted by strategic agents, uniquely lead to formation of a stable network having the given topology. This problem is the inverse of the classical network formation problem where we are concerned with determining stable topologies, given the conditions on the network parameters. We study this interesting inverse problem by proposing (1) a recursive model of network formation and (2) a utility model that captures key determinants of network formation. Building upon these models, we explore relevant topologies such as star graph, complete graph, bipartite Turán graph, and multiple stars with interconnected centers. We derive a set of sufficient conditions under which these topologies uniquely emerge, study their social welfare properties, and investigate the effects of deviating from the derived conditions.

[^1]
### 3.1 Introduction

A primary reason for networks such as social networks to be formed is that every person (or agent or node) gets certain benefits from the network. These benefits assume different forms in different types of networks. These benefits, however, do not come for free. Every node in the network has to incur a certain cost for maintaining links with its immediate neighbors or direct friends. This cost takes the form of time, money, or effort, depending on the type of network. Owing to the tension between benefits and costs, self-interested or rational nodes think strategically while choosing their immediate neighbors. A stable network that forms out of this process will have a topological structure that is dictated by the individual utilities and the resulting best response strategies of the nodes.

The underlying social network structure plays a key role in determining the dynamics of several processes such as, the spread of epidemics [36] and the diffusion of information [53]. This, in turn, affects the decision of which nodes should be selected to be vaccinated [1], or to trigger a campaign so as to either maximize the spread of certain information [59] or minimize the spread of an already spreading misinformation [13]. Often, stakeholders such as a social network owner or planner, who work with the networks so formed, would like the network to have a certain desirable topology to facilitate efficient handling of information driven tasks using the network. Typical examples of these tasks include spreading certain information to nodes (information diffusion), extracting certain critical information from nodes (information extraction), enabling optimal communication among nodes for maximum efficiency (knowledge management), etc. If a particular topology is an ideal one for the set of tasks to be handled, it would be useful to orchestrate network formation in a way that only the desired topology emerges as the unique stable topology.

A network in the current context can be naturally represented as a graph consisting of strategic agents called nodes and connections among them called links. Bloch and Jackson [9] examine a variety of stability and equilibrium notions that have been used to study strategic network formation. Our analysis in this chapter is based on the notion of pairwise stability which accounts for bilateral deviations arising from mutual agreement of link creation between two nodes, that Nash equilibrium fails to capture [53]. Deletion is unilateral and a node can delete a link without consent from the other node. Consistent with the definition of pairwise stability, we consider that all nodes are homogeneous and they have global knowledge of the network (this is a common, well accepted assumption in the literature on social network formation [53]).

Before we proceed further, we present two important definitions from the literature [53] for ease of discussion. Let $u_{j}(g)$ denote the utility of node $j$ when the network formed is $g$.

Definition 3.1. A network is said to be pairwise stable if it is a best response for a node not to delete any of its links and there is no incentive for any two unconnected nodes to create a link between them. So $g$ is pairwise stable if
(a) for each edge $e=(i, j) \in g, u_{i}(g \backslash\{e\}) \leq u_{i}(g)$ and $u_{j}(g \backslash\{e\}) \leq u_{j}(g)$, and
(b) for each edge $e^{\prime}=(i, j) \notin g$, if $u_{i}\left(g \cup\left\{e^{\prime}\right\}\right)>u_{i}(g)$, then $u_{j}\left(g \cup e^{\prime}\right)<u_{j}(g)$.

Definition 3.2. A network is said to be efficient if the sum of the utilities of the nodes in the network is maximal. So given a set of nodes $N, g$ is efficient if it maximizes $\sum_{j \in N} u_{j}(g)$, that is, for all networks $g^{\prime}$ on $N, \sum_{j \in N} u_{j}(g) \geq \sum_{j \in N} u_{j}\left(g^{\prime}\right)$.

Every network has certain parameters that influence its evolution process. We refer to the tuple of values of these parameters as conditions on the network. By conditions on a network, we mean a listing of the range of values taken by the various parameters that influence network formation, including the relations between these parameters. For example, let $b_{1}$ be the benefit that a node gets from each of its direct neighbors, $b_{2}$ be the benefit that it gets from each node that is at distance two from it, and $c$ be the cost it pays for maintaining link with each of its direct neighbors. In real-world networks, it is often the case that $0 \leq b_{2} \leq b_{1}$ and $c \geq 0$. The list of relations, say (1) $0<b_{2}<b_{1}$ and (2) $b_{1}-b_{2}<c<b_{1}$, are the conditions on the network. Based on these conditions, the utilities of the involved nodes are determined, which in turn affect their (link addition/deletion) strategies, hence influencing the process of formation of that network. Throughout this chapter, we ignore enlisting trivial conditions such as $0 \leq b_{2} \leq b_{1}$ and $c \geq 0$.

In general, the evolution of a real-world social network would depend on several other factors such as the information diffusing through the network [31, 107]. For simplicity, we make a well accepted assumption that the network evolves purely based on the conditions on it and does not depend on any other factor.

### 3.2 Motivation

One of the key problems addressed in the literature on social network formation is: given a set of self-interested nodes and a model of social network formation, which topologies are stable and which ones are efficient. The trade-off between stability and efficiency is a key topic of interest and concern in the literature on social network formation [52, 53].

This work focuses on the inverse problem, namely, given a certain desired topology, under what conditions would best response (link addition/deletion) strategies played by self-interested agents, uniquely lead to the formation of a stable (and perhaps efficient) network with that topology. The problem becomes important because networks, such as an organizational network
of a global company, play an important role in a variety of knowledge management, information extraction, and information diffusion tasks. The topology of these networks is one of the major factors that decides the ease and speed with which the above tasks can be accomplished. In short, a certain topology might serve the interests of the network owner better.

In social networks, in general, it is difficult to figure out what the desired topology is. Moreover, it is possible that the social network is being formed for more than one reason. It can, however, be argued that given a set of individuals, there may not exist a unique social network amongst them. For instance, there may exist several networks like friendship network, collaboration network, organizational network, etc. on the same set of nodes. Different networks have different cost and benefit parameters, for example, from a mutual connection, two nodes may gain more in collaboration network than in friendship network, and also pay more cost. Furthermore, in real-world networks, a link between two nodes in one network may influence the corresponding link in another network. The influence may be positive (friendship trust leads to business trust) or negative (time spent for maintaining link in one network may adversely affect the corresponding link in another network). For simplicity, we consider these various networks to be formed independently of each other. A way to look at the problem under consideration is that, we focus on one such network at a time and derive conditions so that it has the desired topology or structure.

In this chapter, for the sake of brevity, we consider only a representative set of commonly encountered topologies for investigation. However, our approach is general and can be used to study other topologies, albeit with more involved analysis. We motivate our investigation further with the help of several relevant topologies shown in Figure 3.1.

Consider a network where there is a need to rapidly spread certain critical information, requiring redundant ways of communication to account for any link failures. The information may be received by any of the nodes and it is important that all other nodes also get the information at the earliest. In such cases, a complete network (Figure 3.1(b)) would be ideal. In general, if the information received by any node is required to be propagated throughout the network within a certain number of steps $d$, the network's diameter should be bounded by the number $d$.

Consider a different scenario where the time required to spread the information is critical, but there is also a need for moderation to verify the authenticity of the information before spreading it to the other nodes in the network (for example, it could be a rumor). Here a star network (Figure 3.1(a)) would be desirable since the center would act as a moderator and any information that originates in any part of the network has to flow through the moderator before it reaches other nodes in the network. Virus inoculation is a related example where a
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Figure 3.1: Relevant topologies investigated in this work
star network would be desirable since vaccinating the center may be sufficient to prevent spread of the virus to other parts of the network, thus reducing the cost of vaccination.

Our next example concerns two sections of a society where some or all members of a section receive certain information simultaneously. The objective here is to forward the information to the other section. Moreover, it is desirable to not have intra-section links to save on resources. In this case, it would be desirable to have a bipartite network. Moreover, if the information is critical and urgent, requiring redundancy, a complete bipartite network would be desirable. A bipartite Turán network (Figure 3.1(c)) is a practical special case where both sections are required to be nearly of equal sizes.

Consider a generalization of the star network where there are $k$ centers and the leaf nodes are evenly distributed among them, that is, the difference between the number of leaf nodes connected to any two centers, is at most one. Such a network would be desirable when the number of nodes is expected to be very large and there is a need for decentralization for efficiently controlling information in the network. We call such a network, $k$-star network (Figures 3.1(d-e)).

For similar reasons, if fast information extraction is the main criterion, certain topologies may be better than others. Information extraction in social networks can be thought of as
the reverse of information diffusion. Also, an information extraction or search algorithm would work better on some topologies than others.

The problem under study also assumes importance in knowledge management. McInerney [67] defines knowledge management as an effort to increase useful knowledge within an organization, and highlights that the ways to do this include encouraging communication, offering opportunities to learn, and promoting the sharing of appropriate knowledge artifacts. An organization may want to develop a particular network within, so as to make the most of knowledge management. A complete network would be desirable if the nodes are trustworthy with no possibility of manipulation. For practical reasons, an organization may want nodes of different sections to communicate with each other and not within sections so that each node can aggregate knowledge received from nodes belonging to the other section, in its own way. A bipartite Turán network would be desirable in such a case. Such a network may also be more desirable than the complete network in order to prevent inessential investment of time for communication within a section.

Similarly, for a variety of reasons, there may be a need to form networks having certain other structural properties. So depending on the tasks for which the network would be used, a certain topology might be more desirable than others. This provides the motivation for our work.

### 3.3 Relevant Work

Models of network formation in literature can be broadly classified as either simultaneous move models or sequential move models. Jackson and Wolinsky [56] propose a simultaneous move game model where nodes simultaneously propose the set of nodes with whom they want to create a link, and a link is created between any two nodes if they mutually propose a link to each other. Aumann and Myerson [5] provide a sequential move game model where nodes are farsighted, whereas Watts [97] considers a sequential move game model where nodes are myopic. In both of these approaches and in any sequential network formation model in general, the resulting network is based on the ordering in which links are altered and owing to the assumed random ordering, it is not clear which networks would emerge.

The modeling of strategic formation in a general network setting was first studied by Jackson and Wolinsky [56] by proposing a utility model called symmetric connections model. This widely cited model, however, does not capture many key determinants involved in strategic network formation. Since then, several utility models have been proposed in literature in the effort of capturing these determinants. Jackson [50] reviews several such models in the literature and highlights that pairwise stable networks may not exist in some settings. Hellmann and Staudigl
[47] provide a survey of random graph models and game theoretic models for analyzing network evolution.

Given a network, Myerson value [72] gives an allocation to each of the involved nodes based on certain desirable properties. Jackson [51] proposes a family of allocation rules that consider alternative network structures when allocating the value generated by the network to the individual nodes. Narayanam and Narahari [76] investigate the topologies of networks formed with a generic model based on value functions and analyze resulting networks using Myerson value. There have also been studies on stability and efficiency of specific networks such as R\&D networks [63]. Atalay [4] studies sources of variation in social networks by extending the model in [54] by allowing agents to have varying abilities to attract contacts.

Goyal and Joshi [43] explore two specific models of network formation and arrive at circumstances under which networks exhibit an unequal distribution of connections across agents. Goyal and Vega-Redondo [45] propose a non-cooperative game model capturing bridging benefits wherein they introduce the concept of essential nodes, which is a part of our proposed utility model. Their model, however, does not capture the decaying of benefits obtained from remote nodes. Kleinberg et al. [61] propose a localized model that considers benefits that a node gets by bridging any pair of its neighbors separated by a path of length 2 . Their model does not capture indirect benefits and bridging benefits that nodes can gain by being intermediaries between non-neighbors which are separated by a path of length greater than 2. Under another localized model where a node's bridging benefits depend on its clustering coefficient, Vallam et al. [95] study stable and efficient topologies.

Hummon [49] uses agent-based simulation approaches to explore the dynamics of network evolution based on the symmetric connections model. Doreian [29], given some conditions on a network, analytically arrives at specific networks that are pairwise stable using the same model. However, the complexity of analysis increases exponentially with the number of nodes and the analysis in the paper is limited to a network with only five nodes. Some gaps in this analysis are addressed by Xie and Cui $[102,103]$.

Most existing models of social network formation assume that all nodes are present throughout the evolution of a network, thus allowing nodes to form links that may be inconsistent with the desired network. For instance, if the desired topology is a star, it is desirable to have conditions that ensure a link between two nodes, of which one would play the role of the center. But with the same conditions, links between other pairs would be created with high probability, leading to inconsistencies with the star topology. Also, with all nodes present in an unorganized network, a random ordering over them in sequential network formation models adds to the complexity of analysis. However, in most social networks, not all nodes are present from
beginning itself. A network starts building up from a few nodes and gradually grows to its full form. Our model captures such a type of network formation.

There have been a few approaches earlier to design incentives for nodes so that the resulting network is efficient. Woodard and Parkes [100] use mechanism design to ensure that the outcome is an efficient network. Mutuswami and Winter [70] design a mechanism that ensures efficiency, budget balance, and equity. Though it is often assumed that the welfare of a network is based only on its efficiency, there are many situations where this may not be true. A network may not be efficient in itself, but it may be desirable for reasons external to the network, as explained in Section 3.2.

### 3.4 Contributions of this Chapter

In this chapter, we study the inverse of the classical network formation problem, that is, under what conditions would the desired topology uniquely emerge when agents adopt their best response strategies. Our specific contributions are summarized below.

- We propose a recursive model of network formation, with which we can guarantee that a network being formed retains a designated topology in each of its stable states. Our model ensures that, for common network topologies, the analysis can be carried out independent of the current number of nodes in the network and also independent of the upper bound on the number of nodes in the network. The utility model we propose captures most key aspects relevant to strategic network formation: (a) benefits from immediate neighbors, (b) costs of maintaining links with immediate neighbors, (c) benefits from indirect neighbors, (d) bridging benefits, (e) intermediation rents, and (f) an entry fee for entering the network. We then present our procedure for deriving sufficient conditions for the formation of a given topology as the unique one. (Section 3.5)
- Using the proposed models, we study common and important networks, namely, star network, complete network, bipartite Turán network, and $k$-star network, and derive sufficient conditions under which these topologies uniquely emerge. We also investigate the efficiency (or social welfare) properties of the above network topologies. (Section 3.6)
- We introduce the concept of dynamic conditions on a network and study the effects of deviation from the derived sufficient conditions on the resulting network, using the notion of graph edit distance. In this process, we develop a polynomial time algorithm for computing graph edit distance between a given graph and a corresponding $k$-star graph. (Section 3.7)


Figure 3.2: Proposed recursive model of network formation

To the best of our knowledge, this is the first detailed effort in investigating the problem of obtaining a desired topology uniquely in social network formation.

### 3.5 The Model

We consider the process of formation of a network consisting of strategic nodes, where each node aims at maximizing its utility it gets from the network.

### 3.5.1 A Recursive Model of Network Formation

The network consists of $n$ nodes at any given time, where $n$ could vary over time. The process starts with one node, whose only strategy is to remain in its current state. The strategy of the second node is to either (a) not enter the network or (b) propose a link with the first node. We make a natural assumption that in order to be a part of the network, the second node has to propose a link with the first node and not vice versa. Based on the model under study, the first node may or may not get to decide whether to accept this link. If this link is created, the second node successfully enters the network. Following this, the network evolves to reach a stable state after which, the third node considers entering the network. The third node can enter the network by successfully creating $\operatorname{link}(\mathrm{s})$ with one or both of the first two nodes. In this chapter, we consider that at most one link is altered at a time, and so the third node can enter the network by successfully creating a link with exactly one of the already present nodes in the network. If it does, the network of these three nodes evolves. Once the network reaches a stable state, the fourth node considers entering the network, and this process continues. Note that in the above process, no node in the network of $n-1$ nodes can create a link with the newly entering $n^{\text {th }}$ node until the latter proposes and successfully creates a link in order to enter
the network. After the new node enters the network successfully, the network evolves until it reaches a stable state consisting of $n$ nodes. Following this, a new $(n+1)^{t h}$ node considers entering the network and the process goes on recursively. The assumption that a node considers entering the network only when it is stable may seem unnatural in general networks, but can be justified in networks where entry of nodes can be controlled by a network administrator. This recursive model is depicted in Figure 3.2. Note that the model is not based on any utility model, network evolution model, or equilibrium notion.

It can be observed at first glance that, if at some point of time, a new node fails to enter the network by failing to create a link with some existing node, the network will cease to grow. In such cases, it may seem that Figure 3.2 goes into infinite loop for no reason, while it may have just pointed to an exit. The argument holds for the current social network models where the cost and benefit parameters, and hence the conditions on the network, are assumed to remain unchanged throughout the network formation process. But in real-world networks, this is often not the case and the conditions may vary over time or evolve owing to some internal or external factors. For instance, if the individual workload on the employees increases, the cost of maintaining link with each other also increases. On the other hand, if the workload is of collaborative nature, then the benefit parameters attain an increased value. It is possible that no node successfully enters the network for some time, but with changes in the conditions, nodes may resume entering and the network may start to grow again. We explore this concept of dynamic conditions on a network in Section 3.7.

### 3.5.2 Dynamics of Network Evolution

The model of network evolution considered in this chapter is based on a sequential move game [97]. During the evolution phase, nodes which get to make a move are chosen at random at all time. Each node has a set of strategies at any given time and when it gets a chance to make a move, it chooses its myopic best response strategy which maximizes its immediate utility. A strategy can be of one of the three types, namely (a) creating a link with a node that is not its immediate neighbor, (b) deleting a link with an immediate neighbor, or (c) maintaining status quo. Note that a node will compute whether a link it proposes, decreases utility of the other node, because if it does, it is not its myopic best response as the link will not be accepted by the latter. Moreover, consistent with the notion of pairwise stability, if a node gets to make a move and altering a link does not strictly increase its utility, then it prefers not to alter it. The aforementioned sequential move evolution process can be represented as an extensive form game tree.

### 3.5.2.1 Game Tree

The entry of each node in the network results in one game tree, and so the network formation process results in a series of game trees, each tree corresponding to a sequential move game (see Figure 3.4). Each branch represents a possible transition from a network state, owing to decision made by a node. So, the root of a game tree represents the network state in which a new node considers entering the network.

A way to find an equilibrium in an extensive form game consisting of farsighted players, is to use backward induction [81]. However, in our game, the players have bounded rationality, that is, their best response strategies are myopic. So instead of the regular backward induction approach or the bottom-up approach, we take a top-down approach for ease of understanding. We now recall the definition of an improving path [55].

Definition 3.3. An improving path is a sequence of networks, where each transition is obtained by either any two nodes choosing to add a mutual link or any node choosing to delete any of its links.

Thus, a pairwise stable network is one from which there is no improving path leaving it. The notion of improving paths is based on the assumption of myopic agents, who make their decisions without considering how their actions affect the decisions of other nodes and hence the evolution of the network.

### 3.5.2.2 Notion of Types

As the order in which nodes take decisions is random, in a general game, the number of branches arising from each state in the game tree depends on the number of nodes, $n$, as well as the number of possible direct connections each node can be involved in (or number of possible direct connections with respect to each node), $n-1$. The complexity of analysis can, however, be significantly reduced by the notion of types using which, several nodes and links can be analyzed at once. This is a widely used technique in analyzing pairwise stability of a network. We now explain the notion of types in detail.

Definition 3.4. Two nodes $A$ and $C$ of $a$ graph $g$ are of the same type if there exists an automorphism $f: V(g) \rightarrow V(g)$ such that $f(A)=C$, where $V(g)$ is the vertex set of $g$.

The implication of nodes being of the same type is that, for any automorphism $f$, if a best response strategy of node $A$ is to alter its link with node $D$, then a best response strategy of $f(A)$ is to alter its link with $f(D)$. So at any point of time, it is sufficient to consider the best response strategies of one node of each type.

Definition 3.5. Two connections with respect to a node $B$, connections $B A$ and $B C$, are of the same type if there exists an automorphism $f$ such that $f(A)=C$ and $f(B)=B$.

The implication of connections being of the same type with respect to a node is that, the node is indifferent between the connections, irrespective of the underlying utility model. Different types of connections with respect to a node form different branches in the game tree.

For example, in Figure 3.3, nodes $G$ and $H$ are


Figure 3.3: A 4-star graph of the same type. Also, the two possible connections $M G$ and $M H$ with respect to node $M$, are of the same type. But the possible connections $E G$ and $E H$ with respect to node $E$, are not of the same type. So, these two strategies of node $E$, namely, connecting with node $G$ and connecting with node $H$, form different branches in the game tree, implying that the utilities arising from these two types of connections are not necessarily equal.

### 3.5.2.3 Directing Network Evolution

Our procedure for deriving sufficient conditions for the formation of a given topology as the unique topology, is modeled on the lines of mathematical induction. Consider a base case network with very few nodes (two in our analysis). We derive conditions so that the network formed with these few nodes has the desired topology. Then using induction, we assume that a network with $n-1$ nodes has the desired topology, and derive conditions so that, the network with $n$ nodes, also has that topology. Without loss of generality, we explain this procedure with the example of star topology, referring to the game tree in Figure 3.4. Assuming that the network formed with $n-1$ nodes is a star, our objective is to derive conditions so that the network of $n$ nodes is also a star.

In Figure 3.4, at the root of the game tree, node $A$ is the newly entering $n^{\text {th }}$ node and the network is in state 0 , where a star with $n-1$ nodes is already formed. Recall that the complexity of analyzing a network depends on the number of different types of nodes as well as the number of different types of possible connections with respect to a node in that network. Note that in state 0 , with respect to node $A$, there are two types of possible connections: (a) with the center and (b) with a leaf node. In states $1,3,4$ and 5 , there are two types of nodes, and two types of possible connections with respect to a leaf node and one with respect to the center. It will be seen that, the network is directed to not enter state 2 , so even though there are four types of nodes in that state, it is not a matter of concern.




Figure 3.4: Directing the network evolution for the formation of star topology uniquely

Let $u_{j}(s)$ be the utility of node $j$ when the network is in state $s$. In state 0 , as the newly entering node $A$ gets to make the first move, we want it to connect to the center by choosing the improving path that transits from state 0 to state 1 . So utility of node $A$ in state 1 should be greater than that in state 0 , that is, $u_{A}(1)>u_{A}(0)$. Similarly, for node $B$ to accept the link from node $A, B$ 's utility should not decrease, that is $u_{B}(1) \geq u_{B}(0)$. We do not want node $A$ to connect to any of the leaf nodes, that is, we do not want the network to enter state 2. Note that as we are interested in sufficient conditions, we are not concerned if there exists an improving path from state 2 that eventually results in a star (we discard state 2 in order to shorten the analysis). One way to ensure that the network does not enter state 2 , irrespective of whether it lies on an improving path, is by making it less favorable for node $A$ than the desired state 1 , that is, $u_{A}(2)<u_{A}(1)$. Another way to ensure the same is by a condition for a leaf node such that, accepting a link from node $A$ decreases its utility, and so the leaf node does not accept the link, thus forcing node $A$ to connect to the center. That is, $u_{j}(2)<u_{j}(0)$ for any leaf node $j$. Thus the network enters state 1 , which is our desired state.

To ensure pairwise stability of our desired state, no improving paths should lead out of it, for which we need to consider two cases. First, when node $B$ gets to make its move, it should not break any of its links (state 5 ), that is $u_{B}(1) \geq u_{B}(5)$. Second, when any of the leaf nodes is chosen at random, it should neither create a link with some other leaf node (state 3), nor delete its link with the center (state 4 ). The corresponding conditions are $u_{j}(1) \geq u_{j}(3)$ and $u_{j}(1) \geq u_{j}(4)$ for any leaf node $j$.

Thus we direct the network evolution along a desired improving path by imposing a set of conditions, ensuring that the resulting network is in the desired state or has the desired topology uniquely. In the evolution process of a network consisting of homogeneous nodes, the number of branches from a state of the game tree depends on the number of different types of nodes and the number of different types of possible connections with respect to a node, at that particular instant. As we are primarily interested in the formation of special topologies in a recursive manner (nodes are already organized according to the topology and the objective is to extend the topology to that with one more node, so the existing nodes play the same role as before, and most or all of the existing links do not change), the number of different types of nodes as well as the number of different types of possible connections with respect to a node, are small constants at any instant, thus simplifying the analysis.

### 3.5.3 The Utility Model

Keeping in view the necessity of solving the problem in a setting that reflects real-world networks in a reasonably general way, we propose a utility model that captures several key determinants of social network formation. In particular, our model is a considerable generalization of the extensively explored symmetric connections model [56] and also builds upon other well known models in literature [45, 61]. Furthermore, as nodes have global knowledge of existing nodes in the network while making their decisions (for instance, proposing a link with a faraway node), we propose a utility model that captures the global view of indirect and bridging benefits.
Definition 3.6. [45] A node $j$ is said to be essential for nodes $y$ and $z$ if $j$ lies on every path joining $y$ and $z$.

Whenever nodes $y$ and $z$ are directly connected, they get the entire benefits arising from the direct link. On the other hand, when they are indirectly connected with the help of other nodes, of which at least one is essential, $y$ and $z$ lose some fraction of the benefits arising from their communication, in the form of intermediation rents paid to the essential nodes without whom the communication is infeasible.

Let $E(x, y)$ be the set of essential nodes connecting nodes $y$ and $z$. The model proposed by Goyal and Vega-Redondo [45] suggests that the benefits produced by $y$ and $z$ be divided
in a way that $x, y$, and the nodes in $E(x, y)$ get fraction $\frac{1}{|E(x, y)|+2}$ each. However, in practice, if nodes $y$ and $z$ can communicate owing to the essential nodes connecting them, that pair would want to enjoy at least some fraction of the benefits obtained from each other, since that pair is the real producer of these benefits (and possess human characteristics such as ego and prestige). That is, the pair would not agree to give away more than some fraction, say $\gamma$, to the corresponding set of essential nodes. As this fact is known to all nodes, in particular, to the set of essential nodes, they as a whole will charge the pair exactly $\gamma$ fraction as intermediation rents. As each essential node in the set is equally important for making the communication feasible, it is reasonable to assume that the intermediation rents are equally divided among them.

It can be noted that nodes which lie on every shortest path connecting $y$ and $z$, but are not essential for connecting them, also have bargaining power, since without them, the indirect benefits obtained from the communication would be less. And so, they should get some fraction proportional to their differential contribution, that is, the indirect benefits produced through the shortest path minus the indirect benefits produced through the second shortest path. But, for simplicity of analysis, we ignore this differential contribution and assume that nodes that lie on path(s) connecting $y$ and $z$, but are not essential, do not get any share of the intermediation rents. So, when $y$ and $z$ are indirectly connected with the help of other nodes of which none is essential, they get the entire indirect benefits arising from their communication.

We now describe the determinants of network formation that our model captures, and thus obtain expression for the utility function. Let $N$ be the set of nodes present in the given network, $d_{j}$ be the degree of node $j, l(j, w)$ be the shortest path distance between nodes $j$ and $w, b_{i}$ be the benefit obtained from a node at distance $i$ in absence of rents (assume $b_{\infty}=0$ ), and $c$ be the cost for maintaining link with an immediate neighbor.
(1) Network Entry Fee: Since nodes enter a network one by one, we introduce the notion of network entry fee. This fee corresponds to some cost a node has to bear in order to be a part of the network. It is clear that, if a newly entering node wants its first connection to be with an existing node which is of high importance or degree, then it has to spend more time or effort. So we assume the entry fee that the former pays to be an increasing function of the latter's degree, say $d_{\mathrm{T}}$. For simplicity of analysis, we assume the fee to be directly proportional to $d_{\mathrm{T}}$ and call the proportionality constant, network entry factor $c_{0}$.
(2) Direct Benefits: These benefits are obtained from immediate neighbors in a network. For a node $j$, these benefits equal $b_{1}$ times $d_{j}$.
(3) Link Costs: These costs are the amount of resources like time, money, and effort a node has to spend in order to maintain links with its immediate neighbors. For a node $j$, these
costs equal $c$ times $d_{j}$.
(4) Indirect Benefits: These benefits are obtained from indirect neighbors, and these decay with distance $\left(b_{i+1}<b_{i}\right)$. In the absence of rents, the total indirect benefits that a node $j$ gets is $\sum_{w \in N, l(j, w)>1} b_{l(j, w)}$.
(5) Intermediation Rents: Nodes pay a fraction $\gamma(0 \leq \gamma<1)$ of the indirect benefits, in the form of additional favors or monetary transfers to the corresponding set of essential nodes, if any. The loss incurred by a node $j$ due to these rents is $\sum_{w \in N, E(j, w) \neq \phi} \gamma b_{l(j, w)}$.
(6) Bridging Benefits: Consider a node $j \in E(y, z)$. Both $y$ and $z$ benefit $b_{l(y, z)}$ each and so this indirect connection produces a total benefit of $2 b_{l(y, z)}$. As described earlier, each node from the set $E(y, z)$ gets a fraction $\frac{\gamma}{|E(y, z)|}$, the absolute benefits being $\left(\frac{\gamma}{|E(y, z)|}\right) 2 b_{l(y, z)}$. So the bridging benefits obtained by a node $j$ from the entire network is $\sum_{j \in E(y, z),\{y, z\} \subseteq N}\left(\frac{\gamma}{|E(y, z)| \mid}\right) 2 b_{l(y, z)}$.

Utility Function: The utility of a node $j$ is a function of the network, that is, $u_{j}: g \rightarrow$ $\mathbb{R}$. We drop the notation $g$ from the following equation for readability. Summing up all the aforementioned determinants of network formation that our model captures, we get

$$
\begin{align*}
u_{j}= & -c_{0} d_{\mathrm{T}(j)} \mathbf{I}_{\{j=\mathrm{NE}\}}+d_{j}\left(b_{1}-c\right)+\sum_{\substack{w \in N \\
l(j, w)>1}} b_{l(j, w)} \\
& -\sum_{\substack{w \in N \\
E(j, w) \neq \phi}} \gamma b_{l(j, w)}+\sum_{\substack{j \in E(y, z) \\
\{y, z\} \subseteq N}}\left(\frac{\gamma}{|E(y, z)|}\right) 2 b_{l(y, z)} \tag{3.1}
\end{align*}
$$

where $\mathrm{T}(j)$ is the node to which node $j$ connects to enter the network, and $\mathbf{I}_{\{j=\mathrm{NE}\}}$ is 1 when $j$ is a newly entering node about to create its first link, else it is 0 .

### 3.6 Analysis of Relevant Topologies

Using the proposed model of recursive and sequential network formation and the proposed utility model, we provide sufficient conditions under which several relevant network topologies, namely star, complete graph, bipartite Turán graph, 2 -star, and $k$-star, uniquely emerge as pairwise stable networks. Note that as the conditions derived for any particular topology are sufficient, there may exist alternative conditions that result in the same topology uniquely.

### 3.6.1 Sufficient Conditions for the Formation of Relevant Topologies Uniquely

We use Equation (3.1) for mathematically deriving the conditions.

Proposition 3.1. For a network, if $b_{1}-b_{2}+\gamma b_{2} \leq c<b_{1}$ and $c_{0}<(1-\gamma)\left(b_{2}-b_{3}\right)$, the unique resulting topology is star.

Proof. Refer to Figure 3.4 throughout the proof. For the base case of $n=2$, the requirement for the second node to propose a link to the first is that its utility should become strictly positive. Also as the first node has degree 0 , there is no entry fee.

$$
\begin{equation*}
0<b_{1}-c \Longleftrightarrow c<b_{1} \tag{3.2}
\end{equation*}
$$

Now, consider a star consisting of $n-1$ nodes. Let the newly entering $n^{\text {th }}$ node get to make a decision of whether to enter the network. For $n \geq 3$, if the entering node connects to the center, it gets indirect benefits of $b_{2}$ each from $n-2$ nodes. But as the center is essential for enabling communication between newly entering node and other leaf nodes, the new node has to pay $\gamma$ fraction of these benefits to the center. Also, it has to pay an entry fee of $(n-2) c_{0}$ as the degree of center is $n-2$. So in Figure 3.4, $u_{A}(0)<u_{A}(1)$ gives

$$
\begin{aligned}
0 & <b_{1}-c+(n-2)(1-\gamma) b_{2}-(n-2) c_{0} \\
& \Longleftrightarrow c<b_{1}+(n-2)\left((1-\gamma) b_{2}-c_{0}\right)
\end{aligned}
$$

As it needs to be true for all $n \geq 3$, we set the condition to

$$
\begin{gather*}
c<\min _{n \geq 3}\left\{b_{1}+(n-2)\left((1-\gamma) b_{2}-c_{0}\right)\right\} \\
\Longleftarrow c<b_{1}+(1-\gamma) b_{2}-c_{0} \tag{3.3}
\end{gather*}
$$

The last step is obtained so that the condition for link cost is independent of the upper limit on the number of nodes, by enforcing

$$
\begin{equation*}
c_{0} \leq(1-\gamma) b_{2} \tag{3.4}
\end{equation*}
$$

which enables us to substitute $n=3$ and the condition holds for all $n \geq 3$.
For the center to accept a link from the newly entering node, we need to have $u_{B}(0) \leq u_{B}(1)$. For $n=2$, the requirement for the first node to accept link from the second node is $0 \leq b_{1}-c$ which is satisfied by Inequality (3.2). For $n=3$, as the center is essential for connecting the other two nodes separated by distance two, it gets $\gamma$ fraction of $b_{2}$ from both the nodes. So it
gets bridging benefits of $2 \gamma b_{2}$.

$$
\begin{gathered}
b_{1}-c \leq 2\left(b_{1}-c\right)+2 \gamma b_{2} \\
\Longleftrightarrow c \leq b_{1}+2 \gamma b_{2}
\end{gathered}
$$

This condition is satisfied by Inequality (3.2). For $n \geq 4$, prior to entry of the new node, the center alone bridged $\binom{n-2}{2}$ pairs of nodes at distance two from each other, while after connecting with the new node, the center is the sole essential node for $\binom{n-1}{2}$ such pairs. So the required condition:

$$
(n-2)\left(b_{1}-c\right)+\gamma\binom{n-2}{2} 2 b_{2} \leq(n-1)\left(b_{1}-c\right)+\gamma\binom{n-1}{2} 2 b_{2}
$$

This condition is satisfied by Inequality (3.2) for all $n \geq 4$.
For the newly entering node to prefer the center over a leaf node as its first connection (not applicable for $n=2$ and 3 ), we need $u_{A}(1)>u_{A}(2)$.

$$
\begin{gather*}
b_{1}-c+(n-2)(1-\gamma) b_{2}-(n-2) c_{0}>b_{1}-c+(1-\gamma) b_{2}-c_{0}+(n-3)(1-\gamma) b_{3} \\
\Longleftrightarrow c_{0}<(1-\gamma)\left(b_{2}-b_{3}\right) \tag{3.5}
\end{gather*}
$$

Alternatively, the newly entering node may want to connect to the leaf node, but the leaf node's utility decreases. In that case, the alternative condition can be $u_{j}(2)<u_{j}(0)$ for $j=C, D, E, F$. Note that this leaf node gets bridging benefits of $2 \gamma b_{2}$ for being essential for indirectly connecting the new node with the center. Also, as it is one of the two essential nodes for indirectly connecting the new node with the other $n-3$ leaf nodes (the other being the center), it gets bridging benefits of $(n-3)\left(\frac{\gamma}{2}\right) 2 b_{3}=(n-3) \gamma b_{3}$.

$$
b_{1}-c+(n-3)(1-\gamma) b_{2}>2\left(b_{1}-c\right)+(n-3)(1-\gamma) b_{2}+2 \gamma b_{2}+(n-3) \gamma b_{3}
$$

which gives $c>b_{1}+2 \gamma b_{2}+(n-3) \gamma b_{3}$. But this is inconsistent with the condition in Inequality (3.2). So in order to ensure that the newly entering node connects to the center and not to any of the leaf nodes, we use Inequality (3.5).

Now that a star of $n$ nodes is formed, we ensure its pairwise stability by deriving conditions
for the same. Firstly, we ensure that the center does not delete any of its links. So we need $u_{B}(1) \geq u_{B}(5)$. Note that from the center's point of view, state 5 is same as state 0 and as we have seen earlier that $u_{B}(0) \leq u_{B}(1)$, the required condition $u_{B}(5) \leq u_{B}(1)$ is already ensured. Next, no two leaf nodes should form a link between them. So we should ensure that, not creating a link between them is at least as good for them as creating, that is $u_{j}(1) \geq u_{j}(3)$ for any leaf node $j$. This condition is applicable for $n \geq 3$.

$$
\begin{gather*}
b_{1}-c+(n-2)(1-\gamma) b_{2} \geq 2\left(b_{1}-c\right)+(n-3)(1-\gamma) b_{2} \\
\Longleftrightarrow c \geq b_{1}-b_{2}+\gamma b_{2} \tag{3.6}
\end{gather*}
$$

For a leaf node to not delete its link with the center, we need $u_{j}(1) \geq u_{j}(4)$ for any leaf node $j$. For $n \geq 2$, we have

$$
\begin{aligned}
& b_{1}-c+(n-2)(1-\gamma) b_{2} \geq 0 \\
& \Longleftrightarrow c \leq b_{1}+(n-2)(1-\gamma) b_{2}
\end{aligned}
$$

which is a weaker condition than Inequality (3.2) for $n \geq 2$.
Note that Inequalities (3.2) and (3.5) put together are stronger than Inequalities (3.3) and (3.4) combined. We get the required result using Inequalities (3.2), (3.5) and (3.6).

We provide the proofs of the remaining results of this section in Appendices 3.A through 3.E.

Proposition 3.2. For a network, if $c<b_{1}-b_{d+1}$ and $c_{0} \leq(1-\gamma) b_{2}$, the resulting diameter is at most d.

The following corollary results when $d=1$.
Corollary 3.1. For a network, if $c<b_{1}-b_{2}$ and $c_{0} \leq(1-\gamma) b_{2}$, the unique resulting topology is complete graph.

Proposition 3.3. For a network with $\gamma<\frac{b_{2}-b_{3}}{3 b_{2}-b_{3}}$, if $b_{1}-b_{2}+\gamma\left(3 b_{2}-b_{3}\right)<c<b_{1}-b_{3}$ and $(1-\gamma)\left(b_{2}-b_{3}\right)<c_{0} \leq(1-\gamma) b_{2}$, the unique resulting topology is bipartite Turán graph.

Proposition 3.4. Let $\sigma$ be the upper bound on the number of nodes that can enter the network and $\lambda=\left\lceil\frac{\sigma}{2}-1\right\rceil\left(2 b_{2}-b_{3}\right)$. Then, if $(1-\gamma)\left(b_{2}-b_{3}\right)<c_{0}<(1-\gamma)\left(b_{2}-b_{4}\right)$ and either (i) $\gamma<\min \left\{\frac{b_{2}-b_{3}}{\lambda-b_{3}}, \frac{b_{3}}{b_{2}+b_{3}}\right\}$ and $b_{1}-b_{3}+\gamma\left(b_{2}+b_{3}\right) \leq c<b_{1}$, or
(ii) $\frac{b_{2}-b_{3}}{\lambda-b_{3}} \leq \gamma<\min \left\{\frac{b_{2}}{\lambda+b_{2}}, \frac{b_{3}}{b_{2}+b_{3}}\right\}$ and $b_{1}-b_{2}+\gamma b_{2}+\gamma \lambda \leq c<b_{1}$,
the unique resulting topology is 2-star.

The following corollary transforms the above conditions in (i) to be independent of the upper bound on the number of nodes that can enter the network.

Corollary 3.2. For a network with $\gamma=0$, if $b_{1}-b_{3} \leq c<b_{1}$ and $b_{2}-b_{3}<c_{0}<b_{2}-b_{4}$, the unique resulting topology is 2-star.

We define base graph of a network formation process as the graph from which the process starts. The conditions derived for the formation of the above networks are obtained starting from the graph consisting of a single node (corresponding to the base case of formation of a network with $n=2$ ). Now for certain topologies to be well-defined, it is required that the network has a certain minimum number of nodes. For instance, for a network to have a welldefined $k$-star topology, it should consist of at least $2 k$ nodes (complete network on $k$ centers with one leaf node connected to each center). So it is reasonable to consider this network of $2 k$ nodes as a base graph for forming a $k$-star network. Moreover, in case of some topologies (under a given utility model), the conditions required for its formation on discretely small number of nodes, may be inconsistent with that required on arbitrarily large number of nodes. We will now see that, under the proposed network formation and utility models, $k$-star $(k \geq 3)$ is one such topology; and a way to circumvent this problem is to start the network formation process from the aforementioned base graph.

Note that in a real-world network, the upper bound on the number of nodes is unknown to the network owner. So it is essential that, irrespective of the number of nodes, the desired topology is formed and is stable. That is, the conditions on the network must be set such that the entire family of networks having that topology, is stable.

Lemma 3.1. Under the proposed utility model, for the entire family of $k$-star networks (given some $k \geq 3$ ) to be pairwise stable, it is necessary that $\gamma=0$ and $c=b_{1}-b_{3}$.

It can be seen that the conditions necessary for the family of $k$-star networks to be pairwise stable (Lemma 3.1) are sufficient conditions for the formation of a 2-star network uniquely, when $b_{2}-b_{3}<c_{0}<b_{2}-b_{4}$ (Corollary 3.2). When $c_{0}<b_{2}-b_{3}$, these conditions $\gamma=0$ and $c=b_{1}-b_{3}$, are sufficient for the formation of a star topology uniquely (Proposition 3.1). When $b_{2}-b_{4}<c_{0}<b_{2}$, these necessary conditions form a cycle among the initially entered nodes, but fails to form a clique among $k$ nodes even as more nodes enter the network, thus making it inconsistent with the $k$-star topology. It can be similarly seen that for other values
of $c_{0}$ including the boundary cases $c_{0}=b_{2}-b_{3}$ and $c_{0}=b_{2}-b_{4}$, the network so formed is not consistent with $k$-star topology for any $k \geq 3$. So we have that, under the proposed network formation and utility models, with the requirement that the entire family be pairwise stable, no $k$-star network (given some $k \geq 3$ ) can be formed starting with a network consisting of a single node.

A reasonable solution to overcome this problem is to start the network formation process from some other base graph. Such a graph can be obtained by external methods such as providing additional incentives to its nodes. For initializing the formation of $k$-star, as mentioned earlier, the base graph can be taken to be the complete network on the $k$ centers, with the centers connected to one leaf node each. As the base graph consists of $2 k$ nodes, the induction starts with the base case for formation of $k$-star network with $n=2 k+1$.

Proposition 3.5. For a network starting with the base graph for $k$-star (given some $k \geq 3$ ), and $\gamma=0$, if $c=b_{1}-b_{3}$ and $b_{2}-b_{3}<c_{0}<b_{2}-b_{4}$, the unique resulting topology is $k$-star.

### 3.6.2 Intuition Behind the Sufficient Conditions

The network entry fee has an impact on the resulting topology as seen from the above propositions. For instance, in Propositions 3.1 and 3.3, the intervals spanned by the values of $c$ and $\gamma$ may intersect, but the values of network entry factor $c_{0}$ span mutually exclusive intervals separated at $(1-\gamma)\left(b_{2}-b_{3}\right)$. In case of star, $c_{0}$ is low and so a newly entering node can afford to connect to the center, which in general, has very high degree. In case of bipartite Turán graph, it is important to ensure that the sizes of the two partitions are as equal as possible. As $c_{0}$ is high, a newly entering node connects to a node with a lower degree (whenever applicable), that is, to a node that belongs to the partition with more number of nodes. Hence the newly entering node potentially becomes a part of the partition with fewer number of nodes, thus maintaining a balance between the sizes of the two partitions. In case of $k$-star, as the objective is to ensure that a newly entering node connects to a node with moderate degree, the network entry factor is not so high that a newly entering node prefers connecting to a leaf node and not so low that it prefers connecting to a center with the highest degree. This intuition is clearly reflected in Propositions 3.4 and 3.5 where $c_{0}$ takes intermediate values. In general, network entry factor $c_{0}$ plays an important role in dictating the degree distribution of the resulting network; a higher value of $c_{0}$ lays the foundation for formation of a more regular graph.

As $c$ increases, the desirability of a node to form links decreases. This is clear from Proposition 3.2 which says that, as $c$ decreases, nodes would create more links, hence effectively reducing the network diameter. In particular, a complete network is formed when the costs of
maintaining links is extremely low, as reflected in Corollary 3.1. The remaining topologies are formed in the intermediate ranges of $c$.

From Propositions 3.3, 3.4 and 3.5, it can be seen that the feasibility of a network being formed depends on the values of $\gamma$ as well, which arises owing to contrasting densities of connections in a network. For instance, in a bipartite Turán network, nodes belonging to different partitions are densely connected with each other, while that within the same partition are not connected at all. Similarly, in a $k$-star network, there is an extreme contrast in the densities of connections (dense amongst centers and sparse for leaf nodes).

### 3.6.3 Connection to Efficiency

We now analyze efficiency of the considered networks. As the derived conditions are sufficient, there may exist other sets of conditions that uniquely result in a given topology. We analyze the efficiency assuming that the networks are formed using the derived conditions.

From Equation (3.1), the intermediation rents are transferable among the nodes, and so do not affect the efficiency of a network. Furthermore, the network entry fee is paid by any node at most once, and so does not account for efficiency in the long run. So the expression for efficiency of a network is

$$
\sum_{j \in N}\left(d_{j}\left(b_{1}-c\right)+\sum_{\substack{w \in N \\ l(j, w)>1}} b_{l(j, w)}\right)
$$

The following result follows from the analysis by Narayanam and Narahari [76].
Lemma 3.2. Let $\mu$ be the number of nodes in network.
(a) If $c<b_{1}-b_{2}$, complete graph is uniquely efficient.
(b) If $b_{1}-b_{2}<c \leq b_{1}+\left(\frac{\mu-2}{2}\right) b_{2}$, star is the unique efficient topology.
(c) If $c>b_{1}+\left(\frac{\mu-2}{2}\right) b_{2}$, null graph is uniquely efficient.

The null network in the proposed model of recursive network formation corresponds to a single node to which no other node prefers to connect, and so the network does not grow.

Proposition 3.6. Based on the derived sufficient conditions, null network, star network, and complete network are efficient.

Proof. It is easy to see that irrespective of the value of $c_{0}$, if $c>b_{1}$, no node, external to the network, connects to the only node in the network and hence, does not enter the network. Such a network is trivially efficient as in the range $c>b_{1}$, it is a star of one node and also a null network. It is also clear that the star network and the complete network are efficient as the
conditions on $c$ from Proposition 3.1 and Corollary 3.1, respectively, form a subset of the range of $c$ in which these topologies are respectively efficient.

It can be seen that when the number of nodes in the network is small, the absolute difference between the efficiency of the resulting network and that of the efficient network is also small, and hence the network owner will not be too concerned about the efficiency of the network. So for the following propositions, we make a reasonable assumption that the number of nodes in the network is sufficiently large.

Proposition 3.7. Based on the derived sufficient conditions, for sufficiently large number of nodes, the efficiency of a bipartite Turán network is half of that of the efficient network in the worst case and the network is close to being efficient in the best case.

Proof. As $\mu$ is large, $\mu$ can be assumed to be even without loss of accuracy. The sum of utilities of nodes in a bipartite Turán network with even number of nodes is approximately

$$
\left(\frac{\mu}{2}\right)^{2} 2\left(b_{1}-c\right)+2\binom{\frac{\mu}{2}}{2} 2 b_{2}
$$

From Lemma 3.2, star network is efficient in the range of $c$ derived in Proposition 3.3. So, to get the efficiency of the bipartite Turán network relative to the star network, we divide the above expression by the sum of utilities of nodes in a star network, which is

$$
\begin{equation*}
2(\mu-1)\left(b_{1}-c\right)+\binom{\mu-1}{2} 2 b_{2} \tag{3.7}
\end{equation*}
$$

Using the assumption that $\mu$ is large and the fact from the derived sufficient conditions that $b_{2}$ is comparable to $b_{1}-c$, it can be shown that the efficiency relative to the star network, approximately is $\frac{1}{2}+\frac{b_{1}-c}{2 b_{2}}$. As the range of $c$ in Proposition 3.3 depends on the value of $\gamma$, the values of $c$ are bounded by $b_{1}-b_{2}$ and $b_{1}-b_{3}$. So the efficiency is bounded by 1 on the upper side and $\left(\frac{1}{2}+\frac{b_{3}}{2 b_{2}}\right)$ on the lower side, of that of the star network; $\left(\frac{1}{2}+\frac{b_{3}}{2 b_{2}}\right)$ can take a minimum value of $\frac{1}{2}$ when $b_{3} \ll b_{2}$.

Proposition 3.8. Based on the derived sufficient conditions, for sufficiently large number of nodes, the efficiency of a $k$-star network is $\frac{1}{k}$ of that of the efficient network in the worst case and the network is close to being efficient in the best case.

Proof. As $\mu$ is large, in particular, $\mu \gg k$ (not necessarily $\gg k^{2}$ ), $\mu$ can be assumed to be divisible by $k$ without loss of accuracy. The sum of utilities of nodes in such a $k$-star network
is approximately

$$
\left\{\binom{k}{2}+(\mu-k)\right\} 2\left(b_{1}-c\right)+\left\{k(k-1)\left(\frac{\mu-k}{k}\right)+k\binom{\frac{\mu-k}{k}}{2}\right\} 2 b_{2}+\binom{k}{2}\left(\frac{\mu-k}{k}\right)^{2} 2 b_{3}
$$

From Lemma 3.2, star network is efficient in the range of $c$ derived in Propositions 3.4 and 3.5. So, to get the efficiency of the $k$-star network relative to the star network, we divide the above expression by Expression (3.7). Using the assumption that $\mu$ is large and the fact from the derived sufficient conditions that $b_{2}$ and $b_{3}$ are comparable to $b_{1}-c$, it can be shown that the efficiency relative to the star network, approximately is $\frac{1}{k}+\left(1-\frac{1}{k}\right) \frac{b_{3}}{b_{2}}$. As $b_{3}$ is bounded by 0 and $b_{2}$, the efficiency of $k$-star is bounded by $\frac{1}{k}$ and 1 of that of the star network.

### 3.7 Deviation from the Derived Sufficient Conditions: A Simulation Study

We have derived sufficient conditions under which various network topologies uniquely emerge. In this section, we investigate the robustness of the derived sufficient conditions by studying the deviation in network topology when there is a slight deviation in these sufficient conditions. This problem is of practical interest since it may be difficult to maintain the conditions on a network throughout its formation process.

We use the notion of graph edit distance (GED) [37] to measure the deviation in network topology.

Definition 3.7. Given two graphs $g$ and $h$ having same number of nodes, the graph edit distance between them is the minimum number of link additions and deletions required to transform $g$ into a graph that is isomorphic to $h$.

### 3.7.1 Computation of Graph Edit Distance

The problem of computing GED between two graphs is NP-hard, in general [105]. However, we can exploit structural properties of certain graphs to compute GED between them and other graphs, in polynomial time; we state three such results.

Theorem 3.1. The graph edit distance between a graph $g$ and a star graph with same number of nodes as $g$, is $\mu+\xi-2 \Delta-1$, where $\mu$ and $\xi$ are the number of nodes and edges in $g$, respectively, and $\Delta$ is the highest degree in $g$.

Proof. While transforming $g$ into a corresponding star graph, we need to map one node of $g$ to the center while the others to the leaf nodes. Let $d$ be the degree of the node which is mapped
to the center. In order to transform $g$ into a star graph, the node mapped to the center must be connected to $\mu-1$ nodes. So the number of edges to be added is $(\mu-1)-d$. Also all edges connecting any two nodes, that are mapped to the leaf nodes, must be deleted, that is, all edges except the ones incident to the node mapped to the center, must be removed. These account for $\xi-d$ edges. Thus, total number of edges to be added and deleted is $\mu+\xi-2 d-1$. This is minimized when $d=\Delta$.

Theorem 3.2. The graph edit distance between a graph $g$ and a complete graph with same number of nodes as $g$, is $\frac{\mu(\mu-1)}{2}-\xi$, where $\mu$ and $\xi$ are the number of nodes and edges in $g$, respectively.

Proof. Graph $g$ can be transformed into the corresponding complete graph in minimum number of steps by adding the edges which are absent.

Theorem 3.3. There exists an $O\left(\mu^{k+2}\right)$ polynomial time algorithm to compute the graph edit distance between a graph $g$ and a $k$-star graph with same number of nodes as $g$, where $\mu$ is the number of nodes in $g$.

We provide the proof of Theorem 3.3 in Appendix 3.F.

### 3.7.2 Simulation Setup

In order to study the robustness of the derived sufficient conditions, we observed the effects of deviation from these conditions, on the resulting networks, using GED as the measure of topology deviation. We first observed the effect when the conditions were made to deviate throughout the network formation process. The results were, however, uninteresting since the deviation from the sufficient conditions for the formation of one topology, lead to the formation of a completely different topology. A primary reason for such observations is that, under the deviated conditions, some other networks are pairwise stable and these networks have a very different topology than the desired one. In some cases, these deviated conditions were sufficient conditions for other topologies, which were, however, not the desired ones.

In fact, it is unreasonable to assume that the conditions remain deviated throughout the entire network formation process. It is possible that the conditions deviate at some point of time, but the network owner will observe the resulting network under such deviations and take necessary actions to rectify this problem. This lets us introduce the concept of dynamic conditions on the network.

In simulations, we assume that the conditions deviate during the entry of a new node and remain deviated throughout the evolution of the network until it reaches pairwise stability.

Once stability is reached, the network owner observes the deviation of the network from the desired one, and takes actions to restore the original conditions. As it is undesirable for the network to remain stagnant, any node which wants to enter the deviated network next, is allowed to do so immediately, and the original conditions take effect during the entry of such a node and evolution thereafter.

We observe how the topology deviates when the conditions deviate, and if, how, and when the topology is restored, once the sufficient conditions are restored. We also observe the values within the sufficient conditions which are more robust than others, that is, when the conditions are restored to these values, the topology is restored at the earliest.

For simulations, we set the benefit parameters as per the symmetric connections model [56], that is, we set $b_{i}=\delta^{i}$, where $\delta \in(0,1)$; we set $\delta=0.8$ in our simulations. We consider three types of values within the sufficient conditions, namely, $\{\operatorname{low}(L), \operatorname{moderate}(M), \operatorname{high}(H)\}$ for each of the parameters $c, c_{0}$ and $\gamma$ (whenever applicable) and observe the combination of their values which are the most robust to deviations. In our simulation study, low values correspond to value around the lower $10 \%$ of the range in sufficient conditions, moderate to around $50 \%$ mark, and high to around higher $10 \%$. Also, for each combination, we run the network formation process several times in order to account for the effects of randomization in the order in which nodes take decisions.

Owing to sequential entry of nodes, there is an inherent ordering on nodes and they can be numbered from 1 to the current number of nodes in the network, in the order in which they enter. We call the node number at which the sufficient conditions deviate, as the deviation node. The sufficient conditions are restored during the entry of the node immediately following the deviation node. We say that the deviation from sufficient conditions on a parameter is negative if the deviated value of the parameter is less than its lower bound in the sufficient conditions, and positive if its deviated value is greater than its upper bound. In our simulation study, the amount of deviation for each parameter was $2 \%$ of the length of its range in sufficient conditions. The results observed for $5 \%$ and $10 \%$ deviations were almost same. For parameters whose range in sufficient conditions is a singleton, the results were studied for an absolute deviation of 0.01 on the scale where $b_{i}=0.8^{i}$.

### 3.7.3 Simulation Results

We observe the effects of deviation from the derived sufficient conditions for $c$ and $c_{0}$ on the resulting network. The observations can be primarily classified into the following four cases, in the decreasing order of desirability to network owner:
(A) The network does not deviate during the entry and also during the evolution after the


Figure 3.5: (a-b) Typical results of deviation from the derived sufficient conditions for deviation node 7 (Y-axis gives the deviation when the network consists of number of nodes given on Xaxis)
entry of deviation node.
(B) The network deviates after the entry of the deviation node, and perhaps remains deviated during the entry and evolution for the entry of nodes following the deviation node, but after a certain number of such node entries, the network regains its original topology.
(C) The network deviates after the entry of the deviation node and remains deviated during the entry and evolution for the entry of nodes following the deviation node; the network does not regain its original topology, but the deviation is constant and so a near-desired topology is obtained.
(D) The network deviates after the entry of the deviation node and the deviation increases monotonically during the entry and evolution for the entry of nodes following the deviation node.

Figures 3.5(a-b) give typical plots of the above four cases. The plots are split into two parts for clarity. Result (A) is the most desirable but can be obtained only for some particular deviation nodes depending on the topology for which the sufficient conditions are derived. Result (B) is very common and this is the result the network owner should be looking at. Result (C) is good from a practical viewpoint as the resulting network need not be exactly the desired one, but it may still serve the purpose almost entirely. Result (D) is the one that any network owner should avoid.

Recall that $c$ is the cost incurred by a node in order to maintain a link with each of its immediate neighbors. So as $c$ increases, the desirability of a node to form links decreases. Also as discussed earlier, a higher value of network entry factor $c_{0}$ lays the foundation for formation of a more regular graph. In general, it plays an important role in dictating the degree distribution of the resulting network. In what follows, we study the effects of all valid deviations from sufficient conditions on cost parameters $c$ and $c_{0}$, on the resulting network. In the tables that follow, if there were very few instances in which the network did not deviate, we ignore them since such cases are remote when nodes take decisions in some particular order. For observing deviations from $k$-star topology $(k \geq 3)$, the network is assumed to start with the corresponding base graph consisting of $2 k$ nodes as discussed earlier.

Enlisted are the major findings of the simulations:

- Certain values of parameters within the derived sufficient conditions may be more robust than others, that is, the value to which the conditions are restored during the entry of the node immediately following the entry of the deviation node, may directly affect the restoration of the topology.
- Network with certain number of nodes may be bottleneck for the range of sufficient conditions (can be seen from the derivations of these conditions). In such cases, the topology deviates only for discretely few deviation nodes, while it does not for others. So the network owner may relax the conditions for most of the network formation process.
- The sufficient conditions on $c$ are more sensitive than those on $c_{0}$, that is, the network deviates more from the desired topology when the value of $c$ deviates than when the value of $c_{0}$ deviates by similar margins.
- Results obtained owing to deviation from sufficient conditions during the entry of a deviation node may be very different from that obtained owing to deviation during the entry of some other deviation node.
- It may be possible to uniquely form some interesting topologies which may not be feasible using any static sufficient conditions.
- In most scenarios, the order in which nodes take decisions plays an important role in deciding the resulting topology. Deviations from sufficient conditions may cause large deviations from the desired topology due to some ordering, while no deviation at all due to some other.


Figure 3.6: (a) Results of negative deviation of $c$ from the sufficient conditions for star topology when the network consists of 20 nodes and (b) A near-star network

The reader should note the difference in labels on the X and Y axes of the different plots in this chapter.

### 3.7.4 Results for Deviation with Respect to $c$

## Negative deviation of $c$ from sufficient conditions for star network:

These results are shown qualitatively in Table 3.1 and quantitatively in Figure 3.6(a). Figure 3.6(a) plots the deviation from network as observed for a network with 20 nodes, if the conditions were deviated at a given deviation node. For deviation nodes 2 and 3, no deviation in network was observed. For other deviation nodes, Table 3.1 shows the type of result obtained owing to deviation from sufficient conditions on $c$ at a deviation node, following which, the values of $\gamma, c_{0}$ and $c$ are restored to one of $\{L, M, H\}$. The results are invariant with respect to the restored value of $c_{0}$. The table shows that $\gamma=L$ coupled with $c=H$, and $\gamma=M$ coupled with $c=M$ or $H$, give the best results, where the star topology is restored as per result (B). $\gamma=L$ coupled with $c=M$, and $\gamma=H$ coupled with $c=M$ or $H$, give decent results for practical purposes, where a near-star network (Figure 3.6(b)) is obtained as per result (C). $c=L$ is unacceptable and should be avoided by network owner desiring to form a star network, as these values are not robust to deviations from sufficient conditions. Typical observations are shown in Figures 3.5(a-b).


Figure 3.7: (a) Results of positive deviation of $c$ from the sufficient conditions for complete network and (b) Comparison between result (D) for star network and bipartite Turán network for deviation node 7 (Y-axis gives the deviation when the network consists of number of nodes given on X -axis)

|  | $\gamma=L$ | $\gamma=M$ | $\gamma=H$ |
| :---: | :---: | :---: | :---: |
| $c_{0}$ | $L M H$ | $L M H$ | $L M H$ |
| $L / M / H$ | D C B | D B B | D C C |

Table 3.1: Results of negative deviation of $c$ for star network

## Positive deviation of $c$ from sufficient conditions for star network:

No node enters the network at deviation node 2 , while for all other deviation nodes, the network does not deviate at all and so result (A) is obtained. The same is clear from the derivation of sufficient conditions for star network, that entry of node 2 is the bottleneck on the upper bound for $c\left(c<b_{1}\right)$. So node 2 stays out of the network until the sufficient conditions are restored so that they are favorable for it to enter the network, and hence the network builds up as desired. These results are desirable if the network owner is not too concerned about the delay of node 2's entry into the network.

## Positive deviation of $c$ from sufficient conditions for complete network:

No deviation in network was observed for deviation nodes 2 and 3. For other deviation nodes, deviations in network were observed only during the entry of the deviation node until the stabilization of the network henceforth (Figure 3.7(a)). Following this, the sufficient conditions
were restored and the network regained the desired topology, after the entry of the node following the deviation node and the stabilization henceforth (result (B)), since the condition $c<b_{1}-b_{2}$ ensures that the network so formed has diameter at most 1 (Proposition 3.2), and this is irrespective of the preceding network states.

## Negative deviation of $c$ from sufficient conditions for bipartite Turán network:

The desired network was obtained for all deviation nodes except 4, as clear from the derivation of sufficient conditions (the 4-node network is the bottleneck for the lower bound on $c$ ). For deviation node 4, GED between the resulting network of 4 nodes and the corresponding bipartite Turán network was 3 . The topology was restored from the entry of the following node onwards in most instances, while it took up to 9 node entries for some.

## Positive deviation of $c$ from sufficient conditions for bipartite Turán network:

No deviation in network was observed for deviation nodes 2 to 5 . However, deviation node 6 onwards, result (D) was observed regularly for all combinations of values $\{L, M, H\}$ assigned to $\gamma, c_{0}$ and $c$, apart from when nodes take decisions in a particular order (in which case, no deviation was observed). For each deviation node 6 onwards, the average GED when the network reached the size of 20 nodes was around 50 and was increasing rapidly as shown in Figure 3.7(b). This GED is expected to be more than that in the case of star network, owing to its relatively high edge density. Such deviations from the desired network were observed even for extremely minor deviations of $c$ from the derived sufficient conditions. So restoring the sufficient conditions is not a viable solution for this case. The network owner should ensure that the values of $c$ are on the lower side so as to stay away from the upper bound.

## Negative deviation of $\boldsymbol{c}$ from sufficient conditions for $k$-star network:

GED for all deviation nodes were strictly positive and monotonically increasing, qualitatively looking like result (D) in Figure 3.5(a).

## Positive deviation of $\boldsymbol{c}$ from sufficient conditions for $k$-star network:

Result (A) was observed for all deviation nodes except $2 k$ through $3 k-1$. The reason for the deviation in network for these deviation nodes is that, in the $k$-star network consisting of number of nodes between $2 k$ and $3 k-1$, both inclusive, there exists at least one center with only one leaf node linked to it. When there is a positive deviation of $c$ from the sufficient conditions for $k$-star network, it is beneficial for any other center to delete link with a center that is linked to only one leaf node, and this link deletion leads to other link alterations among other nodes, thus deviating the network from the desired topology. For deviation nodes $2 k$ through $3 k-1$, result (D) was observed consistently, which qualitatively looked like the one in Figure 3.5(a).


Figure 3.8: (a) Results of positive deviation of $c_{0}$ from the sufficient conditions for star network when the network consists of 20 nodes and (b) A (2, 8)-complete bipartite network

|  | $\gamma=L$ | $\gamma=M$ | $\gamma=H$ |
| :---: | :---: | :---: | :---: |
| $c_{0}$ | $L M H$ | $L M H$ | $L \quad M H$ |
| $L / M / H$ | D B B | D $\quad \mathrm{B} \quad \mathrm{B}$ | D C C |

Table 3.2: Results of positive deviation of $c_{0}$ for star network

### 3.7.5 Results for Deviation with Respect to $\boldsymbol{c}_{0}$

Positive deviation of $c_{0}$ from sufficient conditions for star network:
These results are shown qualitatively in Table 3.2 and quantitatively in Figure 3.8(a). The graph in Figure 3.8(a) plots the deviation from network as observed when the network reached the size of 20 nodes, if the conditions were deviated at a given deviation node. For deviation nodes 2 and 3 , no deviation in network was observed. For other deviation nodes, Table 3.2 shows the type of result obtained owing to deviation from sufficient conditions on $c_{0}$ at a deviation node, following which, the values of $\gamma, c_{0}$ and $c$ are restored to one of $\{L, M, H\}$. When the sufficient conditions are restored to low values of $c$ after deviating from the sufficient conditions, the resulting network is a $(2, n-2)$-complete bipartite network (result (D)) similar to that in Figure 3.8(b), where node $Y$ was the original center and the conditions were deviated during entry of node $X$.

(a)

(b)

Figure 3.9: Restorations of (a) bipartite Turán and (b) 3-star network topologies

## Positive deviation of $c_{0}$ from sufficient conditions for complete and bipartite Turán networks:

No deviation was observed for early deviation nodes, that is, if the conditions were deviated when the network consisted of less number of nodes. Let $d_{T}$ be the degree of the node to which a new node desires to connect in order to enter the network. For both complete and bipartite Turán networks, beyond a certain limit on the number of nodes, the minimum value of $d_{T}$ is very high. So during positive deviation of $c_{0}$, the term $d_{T}\left((1-\gamma) b_{2}-c_{0}\right)$ becomes extremely negative, overpowering other benefits, thus making it undesirable for a new node to enter the network. A new node enters once the sufficient conditions are restored. These results are desirable if the network owner is not concerned about the delay of node entry.

## Negative deviation of $c_{0}$ from sufficient conditions for bipartite Turán network:

The desired network was obtained for all odd numbered deviation nodes and deviation node 2 . For deviation node 4, GED between the resulting network of 4 nodes and the corresponding bipartite Turán network was 3. For most instances, the topology was restored from the entry of the following node onwards; but some instances took up to 9 node entries to settle back to a bipartite Turán network (very similar to the case of negative deviation of $c$ ). For every even-numbered deviation node $n \geq 4$, deviations in network were observed only during the entry of the deviation node until the stabilization of the network henceforth, with GED $=$ $n-1$. Following this, the sufficient conditions were restored and the network regained the desired topology, after the entry of the node following the deviation node and the stabilization henceforth. Figure 3.9(a) shows the result when node $X$ tries to enter the bipartite Turán
network consisting of nodes $A, B, C, D, E$, as the $6^{\text {th }}$ node, during negative deviation of $c_{0}$. It creates links with nodes $B, D$ instead of $A, C, E$, thus giving graph edit distance of 5 . Following this, the sufficient conditions are restored and the following node $X+1$ forms links with low degree nodes, forming a bipartite Turán network of 7 nodes, thus restoring the topology.

## Negative deviation of $\boldsymbol{c}_{0}$ from sufficient conditions for $k$-star network:

For deviation node $n$ such that $(n \bmod k)=1$, the network did not deviate and so result (A) was observed. For all other deviation nodes, result (B) was observed. In general, for deviation node $n$, GED was observed to be 2, and it took $[(k+1-z) \bmod k]$ node entries for the topology to be restored once the sufficient conditions were restored, where $z=(n \bmod k)$. Figure 3.9(b) shows the result when node $X$ tries to enter the 3 -star network consisting of nodes $A$ through $J$, as the $11^{\text {th }}$ node, during negative deviation of $c_{0}$. It creates a link with node $A$ instead of either $B$ or $C$, thus giving GED of 2 . Following this, the sufficient conditions are restored and so the following node $X+1$ forms links with a lowest degree center, say $C$; but GED remains 2. Then the next node $X+2$ tries to enter, which forms a link with the only lowest degree center $B$, forming a 3 -star network of 13 nodes, thus restoring the topology. In this example, $k=3$ and $n=11$ and so it takes 2 node entries for the topology to be restored.

## Positive deviation of $\boldsymbol{c}_{\mathbf{0}}$ from sufficient conditions for $k$-star network:

Let $C$ be a center with the lowest degree and $m_{j}$ be the number of leaf nodes already connected to center $j$. It can be shown that result (A) will be obtained if the positive deviation of $c_{0}$ is less that the threshold:

$$
\left(b_{3}-b_{4}\right)\left(\frac{\sum_{j \neq C} m_{j}+\mathbf{I}_{n \neq p k+1}}{k+m_{C}-2}-1\right)
$$

where $n$ is the deviation node, and $\mathbf{I}_{n \neq p k+1}$ is 1 if $n \neq p k+1$ for any integer $p$, else it is 0 . If the deviation crossed this threshold in simulations, result (D) was observed consistently, which qualitatively looked like the one in Figure 3.5(a). The result is owing to the fact that a high value of $c_{0}$ would force a new node to prefer connecting to a leaf node which is linked to a center with the highest degree, rather than any center directly; this leads to other link alterations among other nodes, thus deviating the network from the desired topology.

### 3.8 Conclusion

We proposed a model of recursive network formation where nodes enter a network sequentially, thus triggering evolution each time a new node enters. We considered a sequential move game model with myopic nodes under a very general utility model, and pairwise stability as the equilibrium notion; however the proposed model (Figure 3.2) is independent of the network
evolution model, the equilibrium notion, as well as the utility model. The recursive nature of our model enabled us to analyze the network formation process using an elegant induction-based technique. For each of the relevant topologies, by directing network evolution as desired, we derived sufficient conditions under which that topology uniquely emerges. The derived conditions suggest that conditions on network entry impact degree distribution, while conditions on link costs impact density; also there arise constraints on intermediary rents owing to contrasting densities of connections in the desired topology. We then analyzed the social welfare properties of the considered topologies, and studied the effects of deviating from the derived conditions.

This chapter dealt with the problem of forming a social network. Now assuming that a social network is already formed and available to us, and also there is some level of trust developed among connected individuals, the next chapter will focus on the problem of maximizing the diffusion of an information using the social network. In particular, we study the multi-phase version of the well-studied problem of influence maximization in social networks.

## Appendix for Chapter 3

## 3.A Proof of Proposition 3.2

Proposition 3.2. For a network, if $c<b_{1}-b_{d+1}(d \geq 1)$ and $c_{0} \leq(1-\gamma) b_{2}$, the resulting diameter is at most $d$.

Proof. The conditions $c<b_{1}$ and $c_{0} \leq(1-\gamma) b_{2}$ ensure that any new node successfully enters the network, that is, it gets a positive utility by doing so, and the node to which it connects to in order to enter the network, also gets a higher utility.

Now consider a network where $c<b_{1}-b_{d+1}$ and there exist two nodes, say $A$ and $B$, which are at a distance $x>d$ from each other. The indirect benefit they get from each other is $b_{x} \leq b_{d+1}$. In the case where there exist essential nodes connecting these nodes, each has to pay an additional rent of $\gamma b_{x}$. By establishing a connection between them, each node gets an additional direct benefit of $b_{1}$ and incurs an additional cost $c$. Also this connection may decrease the distances between either of these nodes and other nodes, for instance, direct neighbors of node $B$ which were at distance $b_{x-1}, b_{x}$ or $b_{x+1}$ from node $A$, are now at distance $\min \left\{b_{2}, b_{x-1}\right\}$, resulting in increase in indirect benefits for node $A$.

It can be easily seen that if either (or both) of these nodes acted as an essential node for some pair of nodes, it remains to do so even after the connection is established. Furthermore, it is possible that the established connection shortens the path between this pair, resulting in higher bridging benefits for the node under consideration.

Summing up, by establishing a mutual connection between nodes which are at distance $x>d$ from each other, the overall increase in utility for either node is at least $b_{1}-c$ and the overall decrease is at most $b_{d+1}$. So the condition sufficient for link creation is $b_{1}-c>b_{d+1}$. As this is true for any such pair, without loss of generality, the network will evolve until distance between any pair is at most $d$.

## 3.B Proof of Proposition 3.3

Proposition 3.3. For a network with $\gamma<\frac{b_{2}-b_{3}}{3 b_{2}-b_{3}}$, if $b_{1}-b_{2}+\gamma\left(3 b_{2}-b_{3}\right)<c<b_{1}-b_{3}$ and $(1-\gamma)\left(b_{2}-b_{3}\right)<c_{0} \leq(1-\gamma) b_{2}$, the unique resulting topology is a bipartite Turán graph.

Proof. We first derive conditions for ensuring pairwise stability of a bipartite Turán network, that is, assuming that such a network is formed, what conditions are required so that there are no incentives for any two unconnected nodes to create a link between them and for any node to delete any of its links. Note that these conditions can be integrated in the later part of the proof within different scenarios that we consider.
In what follows, $p_{1}$ is the size of the partition constituting the node taking its decision, $p_{2}$ is the size of the other partition and $n=p_{1}+p_{2}$ is the number of nodes in the network. We need to consider cases for some discretely small number of nodes owing to the nature of essential nodes, after which, the analysis holds for arbitrarily large number of nodes. For brevity, we present the analysis for the base case and a generic case in each scenario, omitting presentation of discrete cases.

No two nodes belonging to the same partition should create a link between them: Their utility should not increase by doing so. This is not applicable for $n=2$.
For $n=3$,

$$
\begin{gather*}
2\left(b_{1}-c\right) \leq b_{1}-c+(1-\gamma) b_{2} \\
\Longleftrightarrow c \geq b_{1}-b_{2}+\gamma b_{2} \tag{3.8}
\end{gather*}
$$

For $n \geq 4$,

$$
\begin{gathered}
\left(p_{2}+1\right)\left(b_{1}-c\right)+\left(p_{1}-2\right) b_{2} \leq p_{2}\left(b_{1}-c\right)+\left(p_{1}-1\right) b_{2} \\
\Longleftrightarrow c \geq b_{1}-b_{2}
\end{gathered}
$$

which is a weaker condition that Inequality (3.8).

No node should delete its link with any node belonging to the other partition: That is, their utility should not increase by doing so.
For $n=2$,

$$
\begin{align*}
& 0 \leq b_{1}-c \\
& \Longleftrightarrow c \leq b_{1} \tag{3.9}
\end{align*}
$$

For $n \geq 6$,

$$
\begin{gather*}
\left(p_{2}-1\right)\left(b_{1}-c\right)+\left(p_{1}-1\right) b_{2}+b_{3} \leq p_{2}\left(b_{1}-c\right)+\left(p_{1}-1\right) b_{2} \\
\Longleftrightarrow c \leq b_{1}-b_{3} \tag{3.10}
\end{gather*}
$$

It can be shown that conditions for the discrete cases $n=3,4,5$ are satisfied by Inequality (3.10).

In the process of formation of a bipartite Turán network, at most four different types of nodes exist at any point in time.

| I | newly entered node |
| :--- | :--- |
| II | nodes connected to the newly entered node |
| III | nodes in the same partition as Type II nodes, but not connected to newly entered node |
| IV | rest of the nodes |

The notation we use while deriving the sufficient conditions are as follows:

| $k$ | number of nodes of Type II |
| :--- | :--- |
| $n$ | number of nodes in network, including new node |
| $m_{1}$ | number of nodes of Types II and III put together |
| $m_{2}$ | number of nodes of Type IV |

For the newly entering node to enter the network: Its utility should be positive after doing so. Also, in case of even $n$, for the new node to be a part of the smaller partition, its first connection should be a node belonging to the larger partition. So for $k=0$, we have For $n \geq 2$,

$$
b_{1}-c+\left\lceil\frac{n}{2}-1\right\rceil\left((1-\gamma) b_{2}-c_{0}\right)+\left\lfloor\frac{n}{2}-1\right\rfloor(1-\gamma) b_{3}>0
$$

It can be seen that the condition is the strongest when $n=2$ whenever

$$
\begin{equation*}
c_{0} \leq(1-\gamma) b_{2} \tag{3.11}
\end{equation*}
$$

The condition thus becomes

$$
c<b_{1}
$$

which is satisfied by Inequality (3.10).

The utility of a node in the larger partition, whenever applicable, should not decrease after accepting link from the new node:
For $n=2$,

$$
\begin{aligned}
& b_{1}-c \geq 0 \\
& \Longleftrightarrow c \leq b_{1}
\end{aligned}
$$

For $n \geq 5$,

$$
\begin{aligned}
& \left\lceil\frac{n}{2}\right\rceil\left(b_{1}-c\right)+\left\lfloor\frac{n}{2}-1\right\rfloor b_{2}+\gamma\left\lceil\frac{n}{2}-1\right\rceil 2 b_{2}+\gamma\left\lfloor\frac{n}{2}-1\right\rfloor 2 b_{3} \\
& \geq\left\lceil\frac{n}{2}-1\right\rceil\left(b_{1}-c\right)+\left\lfloor\frac{n}{2}-1\right\rfloor b_{2} \\
& \quad \Longleftrightarrow c \leq b_{1}+2 \gamma\left\lceil\frac{n}{2}-1\right\rceil b_{2}+\left\lfloor\frac{n}{2}-1\right\rfloor b_{3}
\end{aligned}
$$

The conditions for these as well as the discrete cases $n=3,4$ are satisfied by Inequality (3.10).

The new node should connect to a node in the larger partition, whenever applicable: One way to see this is by ensuring that this strategy strictly dominates connecting to a node in the smaller partition. This scenario arises for even values of $n \geq 4$.

$$
\begin{gather*}
b_{1}-c+\left(\frac{n}{2}-1\right)\left((1-\gamma) b_{2}-c_{0}\right)+\left(\frac{n}{2}-1\right)(1-\gamma) b_{3} \\
>b_{1}-c+\left(\frac{n}{2}\right)\left((1-\gamma) b_{2}-c_{0}\right)+\left(\frac{n}{2}-2\right)(1-\gamma) b_{3} \\
\Longleftrightarrow c_{0}>(1-\gamma)\left(b_{2}-b_{3}\right) \tag{3.12}
\end{gather*}
$$

An alternative condition would be such that the utility of a node in the smaller partition decreases if it accepts the link from the new node, thus forcing the latter to connect to a node in the other partition. But it can be seen that this condition is inconsistent with Inequality (3.10) and so we use Inequality (3.12) to meet our purpose.

Type I node should prefer connecting to a Type III node, if any, than remaining in its current state: For $k \geq 2$, this scenario does not arise for $n<6$. For $n \geq 6$,

$$
(k+1)\left(b_{1}-c\right)+m_{2} b_{2}+\left(m_{1}-k-1\right) b_{3}>k\left(b_{1}-c\right)+m_{2} b_{2}+\left(m_{1}-k\right) b_{3}
$$

$$
\begin{equation*}
\Longleftrightarrow c<b_{1}-b_{3} \tag{3.13}
\end{equation*}
$$

Now for $k=1$, this scenario does not arise for $n=2,3$.
For $n \geq 4$,

$$
\begin{aligned}
2\left(b_{1}-c\right)+m_{2} b_{2} & +\left(m_{1}-2\right) b_{3}>b_{1}-c+(1-\gamma) m_{2} b_{2}+(1-\gamma)\left(m_{1}-1\right) b_{3} \\
& \Longleftrightarrow c<b_{1}-b_{3}+\gamma\left(m_{2} b_{2}+\left(m_{1}-1\right) b_{3}\right)
\end{aligned}
$$

Note that as $n \geq 4$, we have $m_{1} \geq 2$ and $m_{2} \geq 1$ and so the above condition is weaker that Inequality (3.13).
It is also necessary that utility of Type III node does not decrease on accepting link from Type I node. In fact, when the former gets a chance to move, we derive conditions so that it also volunteers to create a link with the later.

The utility of Type III node should increase if it successfully creates a link with Type I node: When $k=1$, the case does not arise for $n=2,3$.
For $n \geq 6$,

$$
\begin{gathered}
\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2}>m_{2}\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2}+(1-\gamma) b_{3} \\
\Longleftrightarrow c<b_{1}-b_{3}+\gamma b_{3}
\end{gathered}
$$

The conditions obtained from discrete cases $n=4,5$ are weaker than this one.
For $k \geq 2$, this case does not arise for $n<6$.
For $n \geq 6$,

$$
\begin{gathered}
\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2}>m_{2}\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2}+b_{3} \\
\Longleftrightarrow c<b_{1}-b_{3}
\end{gathered}
$$

The conditions for all cases are satisfied by Inequality (3.13).

Type III node should not delete its link with Type IV node: This can be assured if this strategy is dominated by its strategy of forming a link with Type I node. This scenario does not arise for $n=2,3$. The conditions for the discrete cases $n=4,5,6$ are weaker than that for $n \geq 7$.

For $n \geq 7$,

$$
\begin{aligned}
\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2} & >\left(m_{2}-1\right)\left(b_{1}-c\right)+b_{3}+\left(m_{1}-1\right) b_{2}+(1-\gamma) b_{3} \\
& \Longleftrightarrow c<b_{1}-b_{3}+\frac{\gamma}{2} b_{3}
\end{aligned}
$$

For $k \geq 2$, the cases applicable are $n \geq 6$. The condition for discrete case $n=6$ is weaker than the following condition.
For $n \geq 7$,

$$
\begin{aligned}
\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2} & >\left(m_{2}-1\right)\left(b_{1}-c\right)+b_{3}+b_{3}+\left(m_{1}-1\right) b_{2} \\
& \Longleftrightarrow c<b_{1}-b_{3}
\end{aligned}
$$

Hence, all conditions for this scenario are satisfied by Inequality (3.13).

Type III node should prefer connecting to Type I node than to another Type III node: This does not arise for $n<6$. When $k=1$,
For $n \geq 6$,

$$
\begin{aligned}
\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2} & >\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-2\right) b_{2}+(1-\gamma) b_{3} \\
& \Longleftrightarrow b_{2}>(1-\gamma) b_{3}
\end{aligned}
$$

which is always true. For $k \geq 2$,
For $n \geq 6$,

$$
\begin{gathered}
\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2}>\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-2\right) b_{2}+b_{3} \\
\Longleftrightarrow b_{2}>b_{3}
\end{gathered}
$$

which is always true.

Type IV node should not delete its link with Type III node: That is, its utility should not increase by doing so. This does not arise for $n<4$.

For $n \geq 7$,

$$
\begin{gathered}
\left(m_{1}-1\right)\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}+(1-\gamma) b_{2}+b_{3} \\
\leq m_{1}\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}+(1-\gamma) b_{2} \\
\Longleftrightarrow c \leq b_{1}-b_{3}
\end{gathered}
$$

The conditions for discrete cases $n=4,5,6$ are weaker than the above condition. For $k \geq 2$, the new cases are $n \geq 6$, where the discrete case $n=6$ result in conditions weaker than the following one.
For $n \geq 7$,

$$
\begin{gathered}
\left(m_{1}-1\right)\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}+b_{2}+b_{3} \leq m_{1}\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}+b_{2} \\
\Longleftrightarrow c \leq b_{1}-b_{3}
\end{gathered}
$$

It can be seen that all conditions of this scenario are satisfied by Inequality (3.13).

Type IV node should also not break its link with Type II node: That is, its utility should not increase by doing so. For $k=1$,
For $n \geq 6$,

$$
\begin{aligned}
& \left(m_{1}-1\right)\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}+(1-\gamma) b_{4}+(1-\gamma) b_{3} \\
& \leq m_{1}\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}+(1-\gamma) b_{2} \\
& \Longleftrightarrow c \leq b_{1}-b_{3}+(1-\gamma)\left(b_{2}-b_{4}\right)+\gamma b_{3}
\end{aligned}
$$

The discrete cases $n=3,4,5$ result in weaker conditions than this. For $k \geq 2$, For $n \geq 6$,

$$
\begin{gathered}
\left(m_{1}-1\right)\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}+b_{2}+b_{3} \leq m_{1}\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}+b_{2} \\
\Longleftrightarrow c \leq b_{1}-b_{3}
\end{gathered}
$$

The conditions are satisfied by Inequality (3.13).

Type I node should not propose a link to a Type IV node: One way is to ensure that
this strategy of Type I node is dominated by its strategy to propose a link to a Type III node. It can be seen that for $k \geq 2$ and $n \geq 6$, this translates to

$$
\begin{aligned}
& (k+1)\left(b_{1}-c\right)+m_{2} b_{2}+\left(m_{1}-k-1\right) b_{3} \\
& >(k+1)\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}+\left(m_{1}-k\right) b_{2} \\
& \quad \Longleftrightarrow b_{2}-b_{3}>\left(m_{1}-k\right)\left(b_{2}-b_{3}\right)
\end{aligned}
$$

which is not true for $m_{1}>k$.
So we look at the alternative condition that the utility of Type IV node decreases if it accepts the link from Type I node, and as Type I node computes this decrease in utility, it will not propose a link to Type IV node. First, we consider $k=1$. The discrete case $n=4$ gives the following condition.

$$
\begin{gather*}
3\left(b_{1}-c\right)+2 \gamma b_{2}+2 \gamma b_{2}<2\left(b_{1}-c\right)+(1-\gamma) b_{2}+2 \gamma b_{2}+\gamma b_{3} \\
\Longleftrightarrow c>b_{1}-b_{2}+\gamma\left(3 b_{2}-b_{3}\right) \tag{3.14}
\end{gather*}
$$

The other discrete cases $n=3,5$ result in weaker conditions than the above.
For $n \geq 6$,

$$
\begin{gathered}
\left(m_{1}+1\right)\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}<m_{1}\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}+(1-\gamma) b_{2} \\
\Longleftrightarrow c>b_{1}-b_{2}+\gamma b_{2}
\end{gathered}
$$

which is a weaker condition than Inequality (3.14). Now for $k \geq 2, n=4,5$ correspond to pairwise stability conditions and cases $n<4$ are not applicable.
For $n \geq 6$,

$$
\begin{gathered}
\left(m_{1}+1\right)\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}<m_{1}\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}+b_{2} \\
\Longleftrightarrow c>b_{1}-b_{2}
\end{gathered}
$$

which is satisfied by Inequality (3.14).

Type IV node should not propose a link to Type I node: This scenario is essentially equivalent to the previous one scenario of utility of Type IV node decreasing due to link with Type I node, with the equalities permitted. So these result in weaker and hence no additional conditions.

Type III node should not propose a link to Type II node: One way is to ensure that for Type III node, connecting to Type II node is strictly dominated by connecting to Type I node. It can be seen that for $k \geq 2$ and $n \geq 6$, this translates to

$$
\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-2\right) b_{2}+b_{2}<\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2}
$$

which gives $0>0$. So we need to use the alternative condition that the utility of Type II node decreases on accepting link from Type III node. For $k=1$,
For $n=4$,

$$
\begin{aligned}
3\left(b_{1}-c\right)+ & 4 \gamma b_{2}<2\left(b_{1}-c\right)+(1-\gamma) b_{2}+2 \gamma b_{2}+\gamma b_{3} \\
& \Longleftrightarrow c>b_{1}-b_{2}+\gamma\left(3 b_{2}-b_{3}\right)
\end{aligned}
$$

which is same as Inequality (3.14).
For $n \geq 5$,

$$
\begin{gathered}
\left(m_{2}+2\right)\left(b_{1}-c\right)+\left(m_{1}-2\right) b_{2}+2 \gamma\left(m_{2}+1\right) b_{2}+2 \gamma\left(m_{1}-2\right) b_{3} \\
<\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2}+2 \gamma m_{2} b_{2}+2 \gamma\left(m_{1}-1\right) b_{3} \\
\Longleftrightarrow c>b_{1}-b_{2}+2 \gamma\left(b_{2}-b_{3}\right)
\end{gathered}
$$

which is a weaker condition than Inequality (3.14). Now for $k \geq 2$, the only new case is the following.
For $n \geq 6$,

$$
\begin{gathered}
\left(m_{2}+2\right)\left(b_{1}-c\right)+\left(m_{1}-2\right) b_{2}<\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2} \\
\Longleftrightarrow c>b_{1}-b_{2}
\end{gathered}
$$

which is satisfied by Inequality (3.14).

Type II node should not propose a link with Type III node: This is essentially equivalent to the above scenario of utility of Type II node decreasing due to link with Type III node, with the equalities permitted. So these result in weaker and hence no additional conditions.

No Type II node should delete link with Type IV node: First, we consider $k=1$.

For $n \geq 7$,

$$
\begin{aligned}
& m_{2}\left(b_{1}-c\right)+\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2}+2 \gamma m_{2} b_{2}+2 \gamma\left(m_{1}-1\right) b_{3} \\
& \geq\left(m_{2}-1\right)\left(b_{1}-c\right)+\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2}+b_{3}+2 \gamma\left(m_{2}-1\right) b_{2}+2 \gamma\left(m_{1}-1\right) b_{3}+2 \gamma b_{4} \\
& \Longleftrightarrow c \leq b_{1}-b_{3}+2 \gamma\left(b_{2}-b_{4}\right)
\end{aligned}
$$

This as well as all discrete cases $n<7$ are satisfied by Inequality (3.13).
For $k \geq 2$, the cases of $n=4,5$ correspond to pairwise stability condition that we have already considered, while cases $n<4$ are not applicable.
For $n \geq 6$,

$$
\begin{gathered}
m_{2}\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2}+b_{3} \leq\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2} \\
\Longleftrightarrow c \leq b_{1}-b_{3}
\end{gathered}
$$

which is satisfied by Inequality (3.13).

Two Type IV nodes should not create a mutual link: That is their utilities should not increase by doing so. When $k=1$, it is not applicable for $n<5$. Also, the discrete case $n=5$ results in the same condition as below.
For $n \geq 6$,

$$
\begin{gathered}
\left(m_{1}+1\right)\left(b_{1}-c\right)+\left(m_{2}-2\right) b_{2}+(1-\gamma) b_{2} \\
\leq m_{1}\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}+(1-\gamma) b_{2} \\
\Longleftrightarrow c \geq b_{1}-b_{2}
\end{gathered}
$$

For $k \geq 2, n=5$ corresponds to pairwise stability condition.
For $n \geq 6$,

$$
\begin{gathered}
\left(m_{1}+1\right)\left(b_{1}-c\right)+\left(m_{2}-2\right) b_{2}+b_{2} \leq m_{1}\left(b_{1}-c\right)+\left(m_{2}-1\right) b_{2}+b_{2} \\
\Longleftrightarrow c \geq b_{1}-b_{2}
\end{gathered}
$$

These are weaker conditions than Inequality (3.14).

No two Type II nodes should create a link between themselves: This only applies to
$k \geq 2$. Also $n=4,5$ result in pairwise stability condition.
For $n \geq 6$,

$$
\begin{gathered}
\left(m_{2}+2\right)\left(b_{1}-c\right)+\left(m_{1}-2\right) b_{2} \leq\left(m_{2}+1\right)\left(b_{1}-c\right)+\left(m_{1}-1\right) b_{2} \\
\Longleftrightarrow c \geq b_{1}-b_{2}
\end{gathered}
$$

which is a weaker condition than Inequality (3.14).

Link between Type I node and Type II node should not be deleted: It is clear that it will not be deleted as such a link is just formed with no other changes in the network.

Inequalities (3.13) and (3.14) are stronger conditions than Inequalities (3.8), (3.9) and (3.10). Furthermore, for non-zero range of $c$, from Inequalities (3.13) and (3.14), we have

$$
\begin{equation*}
\gamma<\frac{b_{2}-b_{3}}{3 b_{2}-b_{3}} \tag{3.15}
\end{equation*}
$$

The required sufficient conditions are obtained by combining Inequalities (3.11), (3.12), (3.13), (3.14) and (3.15).

## 3.C Proof of Proposition 3.4

Proposition 3.4. Let $\sigma$ be the upper bound on the number of nodes that can enter the network and $\lambda=\left\lceil\frac{\sigma}{2}-1\right\rceil\left(2 b_{2}-b_{3}\right)$. Then, if $(1-\gamma)\left(b_{2}-b_{3}\right)<c_{0}<(1-\gamma)\left(b_{2}-b_{4}\right)$ and either
(i) $\gamma<\min \left\{\frac{b_{2}-b_{3}}{\lambda-b_{3}}, \frac{b_{3}}{b_{2}+b_{3}}\right\}$ and $b_{1}-b_{3}+\gamma\left(b_{2}+b_{3}\right) \leq c<b_{1}$, or
(ii) $\frac{b_{2}-b_{3}}{\lambda-b_{3}} \leq \gamma<\min \left\{\frac{b_{2}}{\lambda+b_{2}}, \frac{b_{3}}{b_{2}+b_{3}}\right\}$ and $b_{1}-b_{2}+\gamma b_{2}+\gamma \lambda \leq c<b_{1}$,
the unique resulting topology is a 2-star.
Proof. We derive sufficient conditions for the formation of a 2-star network by forming its skeleton of four nodes first, that is, a network with two interconnected centers, connected to one leaf node each. Once this is formed, we ensure that a newly entering node connects to the center with fewer number of leaf nodes, whenever applicable, so as to maintain the load balance between the two centers.

Forming the skeleton of the 2-star network: With one node in the network, the second node should successfully create a link with the former. The condition for ensuring this is

$$
\begin{equation*}
c<b_{1} \tag{3.16}
\end{equation*}
$$

For the third node to enter, it should propose a link to any of the two existing nodes in the network, that is, it should get a positive utility by doing so. This gives

$$
c<b_{1}+(1-\gamma) b_{2}-c_{0}
$$

This is ensured by Inequality (3.16) and

$$
\begin{equation*}
c_{0} \leq(1-\gamma) b_{2} \tag{3.17}
\end{equation*}
$$

Also the existing node to which the link is proposed, should accept it, that is, its utility should not decrease by doing so.

$$
\begin{gathered}
2\left(b_{1}-c\right)+2 \gamma b_{2} \geq b_{1}-c \\
\Longleftrightarrow c \leq b_{1}+2 \gamma b_{2}
\end{gathered}
$$

which is a weaker condition than Inequality (3.16). We have to also ensure that this V-shaped network of three nodes is pairwise stable. It is clear that no node will delete any of its links since such a link is just formed. However, we have to ensure that the two leaf nodes of this V-shaped network do not create a mutual link. This can be ensured by

$$
\begin{gather*}
2\left(b_{1}-c\right) \leq b_{1}-c+(1-\gamma) b_{2} \\
\Longleftrightarrow c \geq b_{1}-b_{2}+\gamma b_{2} \tag{3.18}
\end{gather*}
$$

Following this, the fourth node should propose a link to one of the two leaf node in the V-shaped network. For ensuring that its utility increases by doing so,

$$
c<b_{1}+(1-\gamma) b_{2}-c_{0}+(1-\gamma) b_{3}
$$

which is satisfied by Inequalities (3.16) and (3.17). Also, it should prefer connecting to a leaf node than the center of the V-shaped network, that is,

$$
\begin{gather*}
b_{1}-c+(1-\gamma) b_{2}-c_{0}+(1-\gamma) b_{3}>b_{1}-c+2(1-\gamma) b_{2}-2 c_{0} \\
\Longleftrightarrow c_{0}>(1-\gamma)\left(b_{2}-b_{3}\right) \tag{3.19}
\end{gather*}
$$

The leaf node to which the link is proposed, should accept the link.

$$
\begin{gathered}
2\left(b_{1}-c\right)+(1-\gamma) b_{2}+2 \gamma b_{2}+\gamma b_{3} \geq b_{1}-c+(1-\gamma) b_{2} \\
\Longleftrightarrow c \leq b_{1}+\gamma\left(2 b_{2}+b_{3}\right)
\end{gathered}
$$

which is satisfied by Inequality (3.16).
We have to also ensure that this network is pairwise stable. We derive sufficient conditions for pairwise stability of a general 2 -star network with number of nodes $n \geq 4$, which includes the sufficient conditions for pairwise stability of the skeleton thus formed.

Let the centers of the 2-star be labeled $C_{1}$ and $C_{2}$. Also, let the number of leaf nodes connected to $C_{1}$ be $m_{1}$ and that connected to $C_{2}$ be $m_{2}$.

## Leaf nodes that are connected to different centers, should not create a mutual link:

 This scenario is valid for $n \geq 4$. Without loss of generality, for a leaf node connected to $C_{1}$,$$
\begin{gather*}
2\left(b_{1}-c\right)+\left(m_{1}-1\right)(1-\gamma) b_{2}+b_{2}+\left(m_{2}-1\right)(1-\gamma) b_{3} \\
\leq b_{1}-c+m_{1}(1-\gamma) b_{2}+m_{2}(1-\gamma) b_{3} \\
\Longleftrightarrow c \geq b_{1}-b_{3}+\gamma\left(b_{2}+b_{3}\right) \tag{3.20}
\end{gather*}
$$

Link between one center and a leaf node of the other center should not be created: One option to ensure this is to see that the utility of center $C_{1}$ decreases owing to its link with a leaf node of $C_{2}$. This is valid for $n \geq 4$.

$$
\begin{gathered}
\left(m_{1}+2\right)\left(b_{1}-c\right)+\left(m_{2}-1\right)(1-\gamma) b_{2}+\gamma(2)\left(m_{1}\right) 2 b_{2}+\frac{\gamma}{2}\left(m_{1}\right)\left(m_{2}-1\right) 2 b_{3} \\
<\left(m_{1}+1\right)\left(b_{1}-c\right)+m_{2}(1-\gamma) b_{2}+\gamma(1)\left(m_{1}\right) 2 b_{2}+\frac{\gamma}{2}\left(m_{1}\right)\left(m_{2}\right) 2 b_{3} \\
\Longleftrightarrow c>b_{1}-b_{2}+\gamma b_{2}+\gamma m_{1}\left(2 b_{2}-b_{3}\right)
\end{gathered}
$$

As it needs to be true for all $n \geq 4$, we set the condition to

$$
c>\max _{n \geq 4}\left\{b_{1}-b_{2}+\gamma b_{2}+\gamma m_{1}\left(2 b_{2}-b_{3}\right)\right\}
$$

Since $\max \left\{m_{1}\right\}=\left\lceil\frac{\sigma}{2}-1\right\rceil$, where $\sigma$ is the upper bound on the number of nodes that can enter
the network,

$$
\begin{equation*}
c>b_{1}-b_{2}+\gamma b_{2}+\gamma\left\lceil\frac{\sigma}{2}-1\right\rceil\left(2 b_{2}-b_{3}\right) \tag{3.21}
\end{equation*}
$$

An alternative option to the above condition is to ensure that the utility of leaf node connected to $C_{2}$ decreases when it establishes a link with $C_{1}$.

$$
\begin{aligned}
& 2\left(b_{1}-c\right)+\left(m_{2}-1\right)(1-\gamma) b_{2}+m_{1}(1-\gamma) b_{2} \\
& <b_{1}-c+m_{2}(1-\gamma) b_{2}+m_{1}(1-\gamma) b_{3} \\
& \Longleftrightarrow c>b_{1}-(1-\gamma) b_{2}+m_{1}(1-\gamma)\left(b_{2}-b_{3}\right)
\end{aligned}
$$

As it needs to be true for all $n \geq 4$ and $\max \left\{m_{1}\right\}=\left\lceil\frac{\sigma}{2}-1\right\rceil$, we set the condition to

$$
\begin{equation*}
c>b_{1}-(1-\gamma) b_{2}+(1-\gamma)\left\lceil\frac{\sigma}{2}-1\right\rceil\left(b_{2}-b_{3}\right) \tag{3.22}
\end{equation*}
$$

No link is broken in the 2-star network: It is easy to check that, as 2-star is a tree graph, the condition $c<b_{1}$ in Inequality (3.16) is sufficient to ensure this.

Two leaf nodes of a center should not create a mutual link: This case arises for $n \geq 5$. It can be easily checked that the condition $c \geq b_{1}-b_{2}+\gamma b_{2}$ in Inequality (3.18) is sufficient to ensure this.

This completes the sufficient conditions for pairwise stability of a 2 -star network. In what follows, we ensure that any new node successfully enters an existing 2 -star network such that the topology is maintained.

A newly entering node should prefer connecting to the center with less number of leaf nodes, whenever applicable: This case arises when $n$ is even and $n \geq 6$, that is, when a new node tries to enter a 2 -star network with odd number of nodes. Without loss of generality, let $m_{1}=m_{2}+1$. So the new node should prefer connecting to $C_{2}$ over $C_{1}$.

$$
\begin{gathered}
b_{1}-c+\left(m_{2}+1\right)\left((1-\gamma) b_{2}-c_{0}\right)+m_{1}(1-\gamma) b_{3} \\
>b_{1}-c+\left(m_{1}+1\right)\left((1-\gamma) b_{2}-c_{0}\right)+m_{2}(1-\gamma) b_{3} \\
\Longleftrightarrow c_{0}>(1-\gamma)\left(b_{2}-b_{3}\right)
\end{gathered}
$$

which is same as Inequality (3.19).

The new node should not stay out of the network: Its utility should be positive when it enters the network by connecting to the center with less number of leaf nodes, whenever applicable.

$$
b_{1}-c+\left(m_{2}+1\right)\left((1-\gamma) b_{2}-c_{0}\right)+m_{1}(1-\gamma) b_{3}>0
$$

It can be easily seen that, as $m_{1}, m_{2} \geq 1$, the above is always true when Inequalities (3.16) and (3.19) are satisfied.

The center with less number of leaf nodes, whenever applicable, should accept the link from the newly entering node: The condition $c<b_{1}$ in Inequality (3.16) is sufficient to ensure this.

The newly entering node should prefer connecting to the center with less number of leaf nodes, whenever applicable, over connecting to any leaf node: It is easy to see that, as $b_{3}>b_{4}$, whenever the number of leaf nodes connected to the centers are different, a newly entering node prefers connecting to a leaf node connected to $C_{1}$ over that connected to $C_{2}$ (assuming $m_{1}=m_{2}+1$ ). Hence we have to ensure that connecting to the center with less number of leaf nodes, whenever applicable, is more beneficial to a newly entering node than connecting to a leaf node that is connected to $C_{1}$. Without loss of generality, we want the new node to prefer connecting to $C_{2}$ (irrespective of whether $m_{1}=m_{2}$ or $m_{1}=m_{2}+1$ ).

$$
\begin{aligned}
& b_{1}-c+\left(m_{2}+1\right)\left((1-\gamma) b_{2}-c_{0}\right)+m_{1}(1-\gamma) b_{3} \\
& >b_{1}-c+(1-\gamma) b_{2}-c_{0}+m_{1}(1-\gamma) b_{3}+m_{2}(1-\gamma) b_{4} \\
& \quad \Longleftrightarrow m_{2}(1-\gamma) b_{2}-m_{2} c_{0}>m_{2}(1-\gamma) b_{4}
\end{aligned}
$$

As $m_{2} \geq 1$,

$$
\begin{equation*}
c_{0}<(1-\gamma)\left(b_{2}-b_{4}\right) \tag{3.23}
\end{equation*}
$$

The conditions on $c$ can be obtained from Inequalities (3.16), (3.18), (3.20), and either (3.21) or (3.22). Suppose we choose Inequality (3.22) over Inequality (3.21). So, for $c$ to have a non-empty range of values, from Inequalities (3.16) and (3.22), we must have

$$
b_{1}-(1-\gamma) b_{2}+(1-\gamma)\left\lceil\frac{\sigma}{2}-1\right\rceil\left(b_{2}-b_{3}\right)<b_{1}
$$

As $\gamma<1$, the above is equivalent to

$$
b_{2}>\left\lceil\frac{\sigma}{2}-1\right\rceil\left(b_{2}-b_{3}\right)
$$

which is not true for arbitrarily large values of $\sigma$. So we cannot use Inequality (3.22). Suppose we choose Inequality (3.21). So, for $c$ to have a non-empty range of values, from Inequalities (3.16) and (3.21), we must have

$$
b_{1}-b_{2}+\gamma b_{2}+\gamma\left\lceil\frac{\sigma}{2}-1\right\rceil\left(2 b_{2}-b_{3}\right)<b_{1}
$$

Let $\lambda=\left\lceil\frac{\sigma}{2}-1\right\rceil\left(2 b_{2}-b_{3}\right)$. So the above is equivalent to

$$
\begin{equation*}
\gamma<\frac{b_{2}}{\lambda+b_{2}} \tag{3.24}
\end{equation*}
$$

which is a valid range of $\gamma$ as $\gamma \in[0,1)$. So we use Inequality (3.21) instead of Inequality (3.22). Also, Inequality (3.18) is weaker than Inequality (3.21). For $c$ to have a non-empty range of values, it is also necessary, from Inequalities (3.16) and (3.20), that

$$
\begin{gather*}
b_{1}-b_{3}+\gamma\left(b_{2}+b_{3}\right)<b_{1} \\
\Longleftrightarrow \gamma<\frac{b_{3}}{b_{2}+b_{3}} \tag{3.25}
\end{gather*}
$$

Both Inequalities (3.20) and (3.21) lower bound $c$. So we need to determine the stronger condition of the two. It can be seen that Inequality (3.20) is at least as strong as Inequality (3.21) if and only if

$$
\begin{gather*}
b_{1}-b_{3}+\gamma\left(b_{2}+b_{3}\right) \geq b_{1}-b_{2}+\gamma b_{2}+\gamma \lambda \\
\Longleftrightarrow \gamma \leq \frac{b_{2}-b_{3}}{\lambda-b_{3}} \tag{3.26}
\end{gather*}
$$

We consider the cases when either is a stronger condition.
Case (i) If Inequality (3.26) is true:
Inequalities (3.16) and (3.20) are the strongest conditions. So the sufficient condition on $c$ is

$$
\begin{equation*}
b_{1}-b_{3}+\gamma\left(b_{2}+b_{3}\right) \leq c<b_{1} \tag{3.27}
\end{equation*}
$$

and Inequalities (3.24), (3.25) and (3.26) give

$$
\gamma<\min \left\{\frac{b_{2}-b_{3}}{\lambda-b_{3}}, \frac{b_{2}}{\lambda+b_{2}}, \frac{b_{3}}{b_{2}+b_{3}}\right\}
$$

It can also be shown that for $\lambda b_{3} \geq b_{2}^{2}, \min \left\{\frac{b_{2}-b_{3}}{\lambda-b_{3}}, \frac{b_{2}}{\lambda+b_{2}}, \frac{b_{3}}{b_{2}+b_{3}}\right\}=\frac{b_{2}-b_{3}}{\lambda-b_{3}}$ and for $\lambda b_{3} \leq b_{2}^{2}, \min \left\{\frac{b_{2}-b_{3}}{\lambda-b_{3}}, \frac{b_{2}}{\lambda+b_{2}}, \frac{b_{3}}{b_{2}+b_{3}}\right\}=\frac{b_{3}}{b_{2}+b_{3}}$. So the above reduces to

$$
\begin{equation*}
\gamma<\min \left\{\frac{b_{2}-b_{3}}{\lambda-b_{3}}, \frac{b_{3}}{b_{2}+b_{3}}\right\} \tag{3.28}
\end{equation*}
$$

Case (ii) If Inequality (3.26) is not true:
Inequalities (3.16) and (3.21) are the strongest conditions. So the sufficient condition on $c$ is

$$
\begin{equation*}
b_{1}-b_{2}+\gamma b_{2}+\gamma \lambda \leq c<b_{1} \tag{3.29}
\end{equation*}
$$

and Inequalities (3.24), (3.25) and the reverse of (3.26) give

$$
\begin{equation*}
\frac{b_{2}-b_{3}}{\lambda-b_{3}} \leq \gamma<\min \left\{\frac{b_{2}}{\lambda+b_{2}}, \frac{b_{3}}{b_{2}+b_{3}}\right\} \tag{3.30}
\end{equation*}
$$

Furthermore, Inequalities (3.17), (3.19) and (3.23) give the sufficient conditions on $c_{0}$.

$$
\begin{equation*}
(1-\gamma)\left(b_{2}-b_{3}\right)<c_{0}<(1-\gamma)\left(b_{2}-b_{4}\right) \tag{3.31}
\end{equation*}
$$

Inequalities (3.27), (3.28) and (3.31) give the sufficient conditions $(i)$ in the proposition, while Inequalities (3.29), (3.30) and (3.31) give the sufficient conditions (ii).

## 3.D Proof of Lemma 3.1

Lemma 3.1. Under the proposed utility model, for the entire family of $k$-star networks (given some $k \geq 3$ ) to be pairwise stable, it is necessary that $\gamma=0$ and $c=b_{1}-b_{3}$.

Proof. We consider two scenarios sufficient to prove this.
I) No center should delete its link with any other center: Here, only one case is enough to be considered, that is, when each center has just one leaf node, since in all other cases, the benefits obtained by each center from the connection with other centers is at least as much.

For $k=3$,

$$
\begin{align*}
& 3\left(b_{1}-c\right)+2(1-\gamma) b_{2}+\gamma(1)(2) 2 b_{2}+\frac{\gamma}{2}(1)(2) b_{3} \\
& \geq 2\left(b_{1}-c\right)+2(1-\gamma) b_{2}+(1-\gamma) b_{3}+\gamma(1)(1) 2 b_{2}+2\left(\frac{\gamma}{2}(1)(1) 2 b_{3}\right)+\frac{\gamma}{3}(1)(1) 2 b_{4} \\
& \Longleftrightarrow c \leq b_{1}-b_{3}+\gamma\left(2 b_{2}+b_{3}\right)-\frac{2 \gamma}{3} b_{4} \tag{3.32}
\end{align*}
$$

For $k \geq 4$,

$$
\begin{gather*}
(k-1+1)\left(b_{1}-c\right)+(k-1)(1-\gamma) b_{2}+\gamma(1)(k-1) 2 b_{2}+\frac{\gamma}{2}(1)(k-1) 2 b_{3} \\
\geq(k-2+1)\left(b_{1}-c\right)+(k-2)(1-\gamma) b_{2}+b_{2}+(1-\gamma) b_{3} \\
+\gamma(1)(k-2) 2 b_{2}+\frac{\gamma}{2}(1)(k-2) 2 b_{3}+\gamma(1)(1) 2 b_{3}+\frac{\gamma}{2}(1)(1) 2 b_{4} \\
\Longleftrightarrow c \leq b_{1}-b_{3}+\gamma\left(b_{2}-b_{4}\right) \tag{3.33}
\end{gather*}
$$

II) Leaf nodes of different centers should not form a link with each other: Consider a leaf node. Let $m_{i}$ be the number of leaf nodes connected to the center to which the leaf node under consideration, is connected. For $k \geq 3$,

$$
\begin{align*}
& 2\left(b_{1}-c\right)+\left(m_{i}-1\right)(1-\gamma) b_{2}+(1-\gamma) b_{3}\left(\sum_{j \neq i} m_{i}-1\right)+(k-1) b_{2} \\
& \leq b_{1}-c+\left(m_{i}-1\right)(1-\gamma) b_{2}+(1-\gamma) b_{3} \sum_{j \neq i} m_{i}+(k-1)(1-\gamma) b_{2} \\
& \Longleftrightarrow c \geq b_{1}-b_{3}+\gamma\left((k-1) b_{2}+b_{3}\right) \tag{3.34}
\end{align*}
$$

The only way to satisfy Inequalities (3.32), (3.33) and (3.34) simultaneously is by setting

$$
\begin{equation*}
\gamma=0 \tag{3.35}
\end{equation*}
$$

and

$$
\begin{equation*}
c=b_{1}-b_{3} \tag{3.36}
\end{equation*}
$$

thus proving the lemma.

## 3.E Proof of Proposition 3.5

Proposition 3.5. For a network starting with the base graph for $k$-star (given some $k \geq 3$ ), and $\gamma=0$, if $c=b_{1}-b_{3}$ and $b_{2}-b_{3}<c_{0}<b_{2}-b_{4}$, the unique resulting topology is a $k$-star.

Proof. It is clear from Lemma 3.1 that under the proposed utility model, for the family of $k$-star networks $(k \geq 3)$ to be pairwise stable, it is necessary that $\gamma=0$ and $c=b_{1}-b_{3}$ in order to stabilize all possible $k$-star networks for a given $k$, and hence forms the necessary part of sufficient conditions for the formation of a $k$-star network. Hence, for the rest of this proof, we will assume that

$$
\begin{equation*}
\gamma=0 \tag{3.37}
\end{equation*}
$$

and

$$
\begin{equation*}
c=b_{1}-b_{3} \tag{3.38}
\end{equation*}
$$

Without loss of generality, assume some indexing over the $k$ centers from 1 to $k$. Let $C_{i}$ be the center with index $i$ and $m_{i}$ be the number of leaf nodes it is linked to. Also we start with a base graph in which every center is linked to one leaf node and the number of leaf nodes linked to each center increases as the process goes on. So we have, $m_{i} \geq 1$ for $1 \leq i \leq k$.

For the newly entering node to propose entering the network: Our objective is to ensure that the newly entering node connects to a center with the least number of leaf nodes, in order to maintain balance over the number of leaf nodes linked to the centers. Without loss of generality, assume that we want the newly entering node to connect to $C_{1}$. The utility of the newly entering node should be positive after doing so.

$$
b_{1}-c+\left(m_{1}+k-1\right)\left(b_{2}-c_{0}\right)+b_{3} \sum_{i=2}^{k} m_{i}>0
$$

Since the minimum value of $m_{i}$ is 1 for any $i$, the above condition is true if

$$
c<b_{1}+k\left(b_{2}-c_{0}\right)+(k-1) b_{3}
$$

This is satisfied by Equation (3.38) and

$$
\begin{equation*}
c_{0}<b_{2}+b_{3} \tag{3.39}
\end{equation*}
$$

The newly entering node should connect to a center with the least number of
leaf nodes, whenever applicable: This case does not arise when all centers have the same number of leaf nodes. Moreover, the way we direct the evolution of the network, the number of leaf nodes connected to any two centers differs by at most one. Without loss of generality, assume that we want the newly entering node to connect to $C_{1}$. Consider a center $C_{p}$ such that $m_{p}=m_{1}+1$. So the newly entering node should prefer connecting to $C_{1}$ over connecting to $C_{p}$.

$$
\begin{aligned}
& b_{1}-c+\left(m_{1}+k-1\right)\left(b_{2}-c_{0}\right)+b_{3} \sum_{i=2}^{k} m_{i} \\
& >b_{1}-c+\left(m_{p}+k-1\right)\left(b_{2}-c_{0}\right)+b_{3} \sum_{\substack{1 \leq i \leq k \\
i \neq p}} m_{i}
\end{aligned}
$$

As $m_{p}=m_{1}+1$, we have

$$
\begin{equation*}
c_{0}>b_{2}-b_{3} \tag{3.40}
\end{equation*}
$$

For a center with the least number of leaf nodes to accept the link from the newly entering node: It can be easily seen that this is ensured by Equation (3.38).

The newly entering node should not connect to any leaf node: It can be easily seen that owing to benefits degrading with distance, for the newly entering node, connecting to any leaf node which is connected to a center with the most number of leaf nodes, strictly dominates connecting to any other leaf node, whenever applicable. So it is sufficient to ensure that the newly entering node does not connect to any leaf node which is connected to a center with the most number of leaf nodes. This can be done by ensuring that for the newly entering node, connecting to a center with the least number of leaf nodes strictly dominates connecting to any leaf node which is connected to a center with the most number of leaf nodes. Say we want the newly entering node to prefer connecting to center $C_{1}$ over a leaf node that is linked to center $C_{p}$.

$$
\begin{aligned}
& b_{1}-c+\left(m_{1}+k-1\right)\left(b_{2}-c_{0}\right)+b_{3} \sum_{i=2}^{k} m_{i} \\
& >b_{1}-c+b_{2}-c_{0}+\left(m_{p}+k-2\right) b_{3}+b_{4} \sum_{\substack{1 \leq i \leq k \\
i \neq p}} m_{i}
\end{aligned}
$$

We need to consider two cases (i) $m_{p}=m_{1}+1$ and (ii) $m_{p}=m_{1}$

Case (i) $m_{p}=m_{1}+1$ : Substituting this value of $m_{p}$ gives

$$
\begin{array}{r}
\left(m_{1}+k-1\right)\left(b_{2}-c_{0}\right)+\left(b_{3}-b_{4}\right) \sum_{\substack{2 \leq i \leq k \\
i \neq p}} m_{i}+m_{1}\left(b_{3}-b_{4}\right) \\
+b_{3}>b_{2}-c_{0}+\left(m_{1}+k-1\right) b_{3}
\end{array}
$$

As the minimum value of $\sum_{2 \leq i \leq k, i \neq p} m_{i}$ is $k-2$, the above remains true if we replace $\sum_{2 \leq i \leq k, i \neq p} m_{i}$ with $k-2$. Further simplification gives

$$
\left(m_{1}+k-2\right)\left(b_{2}-b_{4}-c_{0}\right)>0
$$

Since $m_{1}+k-2>0$ is positive (as $m_{1} \geq 1$ and $k \geq 3$ ), we must have

$$
\begin{equation*}
c_{0}<b_{2}-b_{4} \tag{3.41}
\end{equation*}
$$

Case (ii) $m_{k}=m_{1}$ : It can be similarly shown that Equation (3.41) is the sufficient condition.

Now that the newly entering node enters in a way such that $k$-star network is formed, we have to ensure that no further modifications of links occur so that the network thus formed, is pairwise stable.

For centers and the corresponding leaf nodes to not delete the link between them: It can be easily seen that $c<b_{1}$, a weaker condition than Equation (3.38), is a sufficient condition to ensure this.

No center should delete its link with any other center: This is ensured by the inequalities in the proof of Lemma 3.1, which are weaker than Equations (3.37) and (3.38).

Leaf nodes of a center should not form a link with each other: The net benefit that a leaf node would get by forming such a link should be non-positive.

$$
\begin{aligned}
& b_{1}-c-b_{2} \leq 0 \\
& \Longleftrightarrow c \geq b_{1}-b_{2}
\end{aligned}
$$

which is satisfied by Equation (3.38).

Leaf nodes of different centers should not form a link with each other: This is ensured by the inequality in the proof of Lemma 3.1, which is weaker than Equations (3.37) and (3.38).

## Link between a center and a leaf node of any other center should not be created:

 Let $C_{i}$ be the center under consideration and the leaf node under consideration be linked to $C_{j}$ $(j \neq i)$. There are two ways to ensure this. First is to ensure that a center neither proposes nor accepts a link with a leaf node of any other center. This mathematically is$$
\begin{gathered}
\left(k-1+m_{i}+1\right)\left(b_{1}-c\right)+b_{2}\left(\sum_{\substack{1 \leq q \leq k \\
q \neq i}} m_{q}-1\right) \\
<\left(k-1+m_{i}\right)\left(b_{1}-c\right)+b_{2} \sum_{\substack{1 \leq q \leq k \\
q \neq i}} m_{q} \\
\Longleftrightarrow c>b_{1}-b_{2}
\end{gathered}
$$

An alternative to this condition is to ensure that a leaf node neither proposes nor accepts a link with a center to which it is not connected, but since this condition is already satisfied by Equation (3.38), this alternative need not be considered.

Equations (3.37), (3.38), (3.39), (3.40) and (3.41) give the required sufficient conditions for the $k$-star network topology.

## 3.F Proof of Theorem 3.3

Theorem 3.3. There exists an $O\left(\mu^{k+2}\right)$ polynomial time algorithm to compute the graph edit distance between a graph $g$ and a $k$-star graph with same number of nodes as $g$, where $\mu$ is the number of nodes in $g$.

Proof. Assume that the mapping of the $k$ centers of the $k$-star network to the nodes in $g$, is known. Let us call these nodes of $g$ as pseudo-centers. The graph edit distance can be computed by taking the minimum number of edge edit operations over all possible mappings. In a $k$-star graph, each node, other than centers, is allotted to exactly one center. Hence, our objective is to allot nodes, other than pseudo-centers, (call them pseudo-leaves) in $g$ to pseudo-centers such that the graph edit distance is minimized. Let $\mu$ and $\xi$ be the number of nodes and edges in $g$, respectively. Let vacancy of a pseudo-center at any point of time be defined as the maximum number of nodes that can be allotted to it, given the current allotment. Note that if $\mu$ is not a
multiple of $k$, the vacancy of a pseudo-center depends not only on the number of pseudo-leaves allotted to it, but also on the number of pseudo-leaves allotted to other pseudo-centers.

It is clear that if the mapping of the $k$ centers is known, for transforming $g$ to a corresponding $k$-star, it is necessary that all missing links between any two pseudo-centers be added (let $\beta_{1}$ be the number of such links) and all existing links between any two pseudo-leaves be deleted (let $\beta_{2}$ be the number of such links). The only other links that need to be computed for additions or deletions, in order to minimize graph edit distance, are those interlinking pseudo-leaves with pseudo-centers. The number of links that already interlink pseudo-leaves with pseudo-centers in $g$ is $\beta_{3}=\left(\xi-\beta_{2}-\left(\binom{k}{2}-\beta_{1}\right)\right)$. Say the number of these edges that are retained during the transformation to $k$-star, is $f$, that is, exactly $f$ pseudo-leaves are allotted a pseudo-center and $(\mu-k-f)$ are not. So the number of edges interlinking pseudo-leaves with pseudo-centers, that are deleted during the transformation, is $\left(\beta_{3}-f\right)$. Also, the number of edges to be added in order to allot the pseudo-leaves, that are not allotted to any pseudo-center, to some pseudocenter having a positive vacancy, is $(\mu-k-f)$. So the number of edge edit operations is $\left(\beta_{1}+\beta_{2}+\beta_{3}+\mu-k-2 f\right)=\left(\mu+\xi+2 \beta_{1}-\frac{k}{2}(k+1)-2 f\right)$. Given a mapping of the $k$ centers, the only variable in this expression is $f$. So in order to minimize its value, we need to maximize the number of edges interlinking pseudo-leaves and pseudo-centers, that remain intact after the transformation to $k$-star. We now address this problem of maximizing $f$.

Let the number of nodes in $g$ be $\mu=p k+q$ where $p$ and $q$ are integers such that $p \geq 0$ and $1 \leq q<k$. In a $k$-star graph with $\mu$ nodes, $q$ centers are linked to $p$ leaf nodes and the remaining $k-q$ are linked to $p-1$ leaf nodes. So for transforming $g$ to a corresponding $k$-star graph, $q$ pseudo-centers should be allotted $p$ pseudo-leaves and the remaining $k-q$ should be allotted $p-1$. So, at most $q$ pseudo-centers should be allotted $p$ nodes, that is, the vacancy of at most $q$ pseudo-centers should be $p$, while that of the remaining $k-q$ should be $p-1$. In other words, to start with, the sum of vacancies of any $q+1$ pseudo-centers should be at most $(q+1) p-1$.

The above problem can be formulated as an application of max-flow in a directed network. Figure 3.10 shows the formulation for a graph $g$ with 10 nodes and a 3 -star graph, where $p=3$ and $q=1$. The edges directing from the source node $s$ to the left $k$ nodes in Box 1 (here $k=3$ ) and those in Boxes 1, 2 and 3, formulate the vacancy of each of these pseudo-centers to be $p$. Boxes 1,2 and 3 formulate the constraint that the sum of vacancies of any $q+1$ pseudo-centers should be at most $(q+1) p-1$. The rightmost Box 4 is obtained by considering edges only interlinking any pseudo-centers (left nodes) and pseudo-leaves (right nodes).

As all the edges have integer capacities, the Ford-Fulkerson algorithm constructs an integer maximum flow. The number of constraints concerning the sum of vacancies of pseudo-centers


Figure 3.10: Formulation of graph edit distance between graph $g(\mu=10)$ and a 3-star graph with same number of nodes as $g$, as a max-flow problem
is $\binom{k}{q+1}$ and number of edges added per such constraint is $2(q+1)+2$.
So the maximum number of edges, say $\chi$, in the max-flow formulation, is $k$ (from source node to left $k$ nodes in Box 1$)+(2(q+1)+2)\binom{k}{q+1}$ (from the above calculation) $+k(\mu-k)$ (upper limit on the number of edges in Box 4 , interlinking pseudo-centers and pseudo-leaves) $+(\mu-k)$ (number of edges directing towards target node). Since $1 \leq q<k$, we have $\chi=O\left(k^{\frac{k}{2}+1}+\mu k\right)$. As the value of the maximum flow is upper bounded by $\mu-k$, the Ford-Fulkerson algorithm runs in $O(\chi \mu)=O\left(\mu k^{\frac{k}{2}+1}+\mu^{2} k\right)$ time. Furthermore, as $k$ is a constant, the asymptotic worst-case time complexity is $O\left(\mu^{2}\right)$.

So given a mapping of the $k$ centers, the number of edge edit operations, $\left(\mu+\xi+2 \beta_{1}-\frac{k}{2}(k+\right.$ $1)-2 f$ ), is minimized since $f$ is maximized. The time complexity of the above algorithm is dominated by the max-flow algorithm. The above analysis was assuming that the mapping of the $k$ centers of the $k$-star network to the nodes in $G$, is known. The graph edit distance can, hence, be computed by taking the minimum edit distance over all $\binom{\mu}{k}=O\left(\mu^{k}\right)$ possible mappings. So the asymptotic worst-case time complexity of the algorithm is $O\left(\mu^{k+2}\right)=O\left(\mu^{O(1)}\right)$, since $k$ is a constant.

## Chapter 4

## Information Diffusion in Social Networks in Multiple Phases

The problem of maximizing information diffusion, given a certain budget constraint expressed in terms of the number of seed nodes, is an important topic in social networks research. Existing literature focuses on single phase diffusion where (a) all seed nodes are selected at the beginning of diffusion and (b) all the selected nodes are activated simultaneously. This chapter undertakes a detailed investigation of the effect of selecting and activating seed nodes in multiple phases. Specifically, we study diffusion in two phases assuming the well-studied independent cascade model. First, we formulate an objective function for two-phase diffusion, investigate its properties, and propose efficient algorithms for finding the seed nodes in the two phases. Next, we study two associated problems: (1) budget splitting which seeks to optimally split the total budget between the two phases and (2) scheduling which seeks to determine an optimal delay after which to commence the second phase. Our main conclusions include: (a) under strict temporal constraints, use single phase diffusion, (b) under moderate temporal constraints, use two-phase diffusion with a short delay allocating more of the budget to the first phase, and (c) when there are no temporal constraints, use two-phase diffusion with a long delay allocating roughly one-third of the budget to the first phase.

[^2]
### 4.1 Introduction

Social networks play a fundamental role in the spread of information on a large scale. In particular, online social networks have become very popular in recent times, and so is the trend of using them for information diffusion. An information can be of various types, namely, opinions, ideas, behaviors, innovations, diseases, rumors, etc. The objective of whether to maximize or restrict the spread of information would depend on the type of information, and thus the objective function is defined accordingly. One of the central questions in information diffusion is the following: given a certain budget $k$ expressed in terms of the number of seed nodes, which $k$ nodes in the social network should be selected to trigger the diffusion so as to maximize a suitably defined objective function?

For example, if a company wishes to do a viral marketing of a particular product via, for instance, word-of-mouth, the objective is to spread the information through the network such that number of nodes influenced at the end of the diffusion process, is maximized. So the company would try to select the seed nodes (nodes to whom free samples, discounts, or other such incentives are provided) such that the number of nodes influenced by viral marketing, and hence the sales of that product, would be maximized. On the other hand, if an organization wishes to contain the spread of certain rumor that is already spreading in the network, it would want to trigger a competing positive campaign at selected seed nodes with the objective of minimizing the effects of rumor.

In this chapter, we focus on influence maximization in which, given a budget $k$, our objective is to select at most $k$ seed nodes where the diffusion should be triggered, so as to maximize the spread of influence at the end of the diffusion. Throughout this chapter, we call $k$, the number of seed nodes, as the budget.

### 4.1.1 Model for Information Diffusion

We represent a social network as a graph $G$, having $N$ as its set of $n$ nodes and $E$ as its set of $m$ weighted and directed edges. For studying diffusion in such a network, several models have been proposed in the literature [30]. The Independent Cascade (IC) model and the Linear Threshold (LT) model are two of the most well-studied models. In this chapter, our focus will be on the IC model for most part; we later provide a note on the LT model.

### 4.1.1.1 The Independent Cascade (IC) model

In the IC model, for each directed edge $(u, v) \in E$, there is an associated influence probability $p_{u v}$ that specifies the probability with which the source node $u$ influences the target node $v$. The diffusion starts at time step 0 with simultaneous triggering of a set of initially activated
or influenced seed nodes, following which, the diffusion proceeds in discrete time steps. In each time step, nodes which got influenced in the previous time step (call them recently activated nodes) attempt to influence their neighbors, and succeed in doing so with the influence probabilities that are associated with the corresponding edges. These neighbors, if successfully influenced, will now become the recently activated nodes for the next time step. In any given time step, only recently activated nodes contribute to diffusing information. After this time step, such nodes are no longer recently activated and we call them already activated nodes. Nodes, once activated, remain activated for the rest of the diffusion process. In short, when node $u$ gets activated at a certain time step, it gets exactly one chance to activate each of its inactive neighbors (that too in the immediately following time step), with the given influence probability $p_{u v}$ for each neighbor $v$. The diffusion process terminates when no further nodes can be activated.

### 4.1.1.2 Notion of Live Graph

The notion of live graph is crucial to the analysis of the IC model. A live graph $X$ of a graph $G$ is an instance of graph $G$, obtained by sampling the edges; an edge $(u, v)$ is present in the live graph with probability $p_{u v}$ and absent with probability $1-p_{u v}$, independent of the presence of other edges in the live graph (so a live graph is a directed graph with no edge probabilities). The probability $p(X)$ of occurrence of any live graph $X$, can be obtained as $\prod_{(u, v) \in X}\left(p_{u v}\right) \prod_{(u, v) \notin X}\left(1-p_{u v}\right)$. It can be seen that as long as a node $u$, when influenced, in turn influences node $v$ with probability $p_{u v}$ that is independent of time, sampling the edge ( $u, v$ ) in the beginning of the diffusion is equivalent to sampling it when $u$ is activated [59].

### 4.1.1.3 Special Cases of the IC model

In this chapter, when there is a need for transforming an undirected, unweighted network (dataset) into a directed and weighted network for studying the diffusion process, we consider two popular, well-accepted special cases of the IC model, namely, the weighted cascade (WC) model and the trivalency (TV) model. The weighted cascade model does the transformation by making all edges bidirectional and assigning a weight to every directed edge $(u, v)$ equal to the reciprocal of $v$ 's degree in the undirected network [59]. The trivalency model makes all edges bidirectional and assigns a weight to every directed edge by uniformly sampling from the set of values $\{0.001,0.01,0.1\}$.

### 4.2 Relevant Work

The problem of influence maximization in social networks has been extensively studied in the literature [30, 46]. The impact of recommendations and word-of-mouth marketing on product
sales revenue is also well-studied in marketing; see for example, [40, 96, 2, 3, 85].
It has been shown that obtaining the exact value of the objective function for a seed set (that is, the expected number of influenced nodes at the end of the diffusion process that was triggered at the nodes of that set), is \#P-hard under the IC model [17] as well as the LT model [18]. However, the value be obtained with high accuracy using a sufficiently large number of Monte-Carlo simulations. Kempe, Kleinberg, and Tardos [59] show that maximizing the objective function under the IC model is NP-hard, and present a $\left(1-\frac{1}{e}-\epsilon\right)$-approximate algorithm, where $\epsilon$ is small for sufficiently large number of Monte-Carlo simulations. Chen, Wang, and Yang [16] propose fast heuristics for influence maximization under the IC model as the greedy algorithm is computationally intensive. Another line of work attempts to relax the assumption that the influence probabilities are known, for example, [42].

There exist fundamental generalizations of these basic models, for instance, general threshold model [59] and decreasing cascade model [60]. Borodin, Filmus, and Oren [11] provide several natural extensions to the LT model and show that for a broad family of competitive influence models, it is NP-hard to achieve an approximation that is better than a square root of the optimal solution. Jiang et al. [57] propose a multiagent model where each agent evolves its trust network consisting of other agents whom it trusts (or who can influence it). Gabbriellini and Torroni [35] simulate the propagation and evolution of opinions by proposing a model where agents belonging to a social network reason and interact argumentatively and decide whether and how to revise their own beliefs. Subbian et al. [93] suggest finding the influencers in a social network based on their model which considers the individual social values generated by collaborations in the network. Yu et al. [104] suggest that based on the inherent voting rule adopted by the agents to aggregate the opinions of their neighbors, they are more influenced by the opinion adopted either by most of their neighbors or by a person who has a higher reputation.

Narayanam and Narahari [75, 74] provide a Shapley value based algorithm that gives satisfactory performance irrespective of whether or not the objective function is submodular. Franks et al. [34] use influencer agents effectively to manipulate the emergence of conventions and increase convention adoption and quality. Shakarian et al. [89] introduce a logical framework designed to describe cascades in complex networks. Franks et al. [33] propose a general methodology for learning the network value of a node in terms of influence. Ghanem et al. [39] study the different patterns of interaction behavior in online social networks wherein, they identify four primary classes of social agents and analyze the influence of agents from each class in the viral spread of ideas under various conditions. Mohite and Narahari [69] use a mechanism design approach to elicit influence values truthfully from the agents since these values are usually not
known to the social planner and the strategic agents may not reveal them truthfully. Bakshy et al. [6] discuss the importance of weak ties in information diffusion.

Another well-studied problem in the topic of information diffusion in social networks is the problem of influence limitation [13, 84], where the objective is to minimize the spread of a negative campaign by triggering a positive campaign. Bharathi, Kempe, and Salek [8] study the problem of competitive influence maximization wherein multiple companies market competing products using viral marketing; they provide an approximation algorithm for computing the best response to the strategy of competitors. Pathak, Banerjee, and Srivastava [82] provide a generalized version of the LT model for multiple cascades on a network while allowing nodes to switch between them wherein, the steady state distribution of a Markov chain is used to estimate highly likely states of the cascades' spread in the network. Myers and Leskovec [71] develop a more realistic and practical model where contagions not only propagate at the same time but they also interact, that is, compete or cooperate with each other as they spread over the network. Goyal and Kearns [44] develop a game-theoretic framework for competitive diffusion in a social network and hence analyze the game in detail.

Time related constraints in the context of diffusion have also been studied in the literature. Chen, Lu , and Zhang [19] consider the problem where the goal is to maximize influence spread within a given deadline. Nguyen et al. [79] aim to find the smallest set of influential nodes whose decontamination with good information would help contain the viral spread of misinformation, to a desired ratio in a given number of time steps, given the seed nodes of the misinformation.

The above papers address only single phase diffusion. The idea of using multiple phases for maximizing an objective function has been presented in [41]; the study is a preliminary one. To the best of our knowledge, ours is the first detailed effort to study multi-phase information diffusion in social networks. In the next section, we bring out the motivation for this work, present a motivating example, and describe the agenda of this work.

### 4.3 Motivation

Most of the existing literature on information diffusion works with the assumption that the diffusion is triggered at all the selected $k$ seed nodes in one go, that is, in the beginning of the process; in other words, the budget $k$ is exhausted in one single instalment. We consider triggering the diffusion in multiple phases by splitting the total budget $k$ in an appropriate way across the multiple phases. A tempting advantage of multi-phase diffusion is that the seed nodes in second and subsequent phases could be chosen based on the spread observed so far, thus reducing uncertainty while selecting the seed nodes. However, the disadvantage could be that the diffusion may slow down owing to instalment-based triggering of seed nodes.

In the IC model, where influence probabilities are crucial to the diffusion, the diffusion process is a random process and the general problem addressed in the literature is to maximize influence spread in expectation; it is possible the spread in certain instances may be much less than the expected one. This is a vital practical issue because a company or organization investing in triggering seed nodes for diffusion cannot afford awkward instances where the spread is disappointingly lower than the expected one. Multi-phase diffusion seems an attractive and natural approach wherein, the company can modulate its decisions at intermediate times during the diffusion process, in order to avoid such instances. This happens because the company would be more certain about the diffusion process and hence would hopefully select better seed nodes in the second and subsequent phases. However, as already noted, there is a delay in activating the second and subsequent seed sets and the overall diffusion process may be delayed, leading to compromise of time. This may be undesirable when the value of the product or information decreases with time, or when there is a competing diffusion and people get influenced by the product or information which reaches them first.

There is thus a natural trade-off between (a) using better knowledge of influence spread to increase the number of influenced nodes at the end of the diffusion and (b) the accompanying delay in the activation of seed sets from the second phase onwards.

For multi-phase diffusion to be implemented effectively, it is necessary that the company is able to observe the status of nodes in the social network (inactive, recently activated, or already activated), that is, the company needs to link its customers to the corresponding nodes in the social network. To make such an observation, it would be useful to get the online social networking identity (say Facebook ID) of a customer as soon as the customer buys the product. This could be done using a product registration website (say for activating warranty) where a customer, on buying the product, needs to login using a popular social networking website (say Facebook), or needs to provide an email address that can be linked to a Facebook ID. Thus the time step when the node buys the product, is obtained, and hence the node can be classified as already activated or recently activated.

In this chapter, to obtain a firm grounding on multi-phase diffusion, we focus our attention on two-phase diffusion. We believe that many of the findings of this work carry over to multiphase diffusion. It is to be noted that the start of the second phase does not kill the diffusion that commenced in the first phase. When the second phase commences, the recently activated nodes (activated due to diffusion in the first phase) effectively become additional seed nodes for second phase (in addition to the seed nodes that are separately selected for second phase).


Figure 4.1: Multi-phase diffusion: a motivating example

### 4.3.1 A Motivating Example

We now illustrate the usage of two-phase diffusion with a simple stylized example. Consider the graph in Figure 4.1(a) where the influence probabilities are as shown. Activation of node $A$ or $B$ or $C$ results in activation of 100 additional nodes each, in the following time step, with probability 1. Consider a total budget of $k=2$. Assume that the live graph in Figure 4.1(b) is destined to occur (we do not have this information at time step 0 when we are required to select the seed nodes for triggering the diffusion). Consider an influence maximization algorithm $\mathbb{A}$.

Let us study single-phase diffusion on this graph. Let $A$ and $B$ be the two seed nodes selected by algorithm $\mathbb{A}$ in time step 0 . In time step 1 as per the IC model, 200 additional nodes get influenced owing to recently activated nodes $A$ and $B$. Since the realized live graph is as shown in Figure 4.1(b), the diffusion does not proceed any further as there is no outgoing edge from the recently activated nodes to any inactive node. So the diffusion stops at time step 1, with 202 influenced nodes.

For two-phase diffusion, let the total budget $k=2$ be split as 1 each for the two phases, and let the second phase be scheduled to start in time step 3 (the seed nodes for second phase are to be selected in time step 3 ). Now let us say that at time step 0 , algorithm $\mathbb{A}$ selects node $A$ as the only seed node for triggering diffusion in the first phase. In time step 1 , it influences its set of 100 nodes and also node $B$. In the following time step (step 2), $B$ 's set of 100 nodes get influenced. But more importantly, we know that $C$ is not influenced, thus deducing the absence of edge $B C$ in the live graph. So we are more certain about which live graph is likely to occur than we were in the beginning of the diffusion, as we have eliminated the possibilities
of occurrence of live graphs containing edge $B C$. Now based on this observation, algorithm $\mathbb{A}$ would select $C$ as the seed node for second phase (in time step 3 ), which in turn, would influence its set of 100 nodes in the following time step. Thus the process stops at time step 4 with 303 influenced nodes. Note that during its first phase, the two-phase diffusion is expected to be slower than the single phase one, because of using only a part of the budget.

If algorithm $\mathbb{A}$ had selected $B$ as the seed node for the first phase, the diffusion observed after 2 time steps would have guided the algorithm to select $C$ as the seed node for the second phase, since it would influence $A$ with probability 0.5 (also, given that $B$ is already influenced, selection of $A$ as the seed node would not influence $C$ ), thus leading to all 303 nodes getting influenced. In another case, if $C$ gets selected as the seed node for the first phase, it would influence all the nodes without having to utilize the entire budget of $k=2$. So multi-phase diffusion can also help achieve a desired spread with a reduced budget.

In short, the idea behind using the two-phase diffusion is that, for influence maximization algorithms (especially those predicting expected spread over live graphs), reducing the space of possible live graphs results in a better estimate of expected spread, leading to selection of a better seed set. In fact, two-phase diffusion would facilitate an improvement while using a general influence maximization algorithm, owing to knowledge of already and recently activated nodes, and hence a refined search space for seed nodes to be selected for second phase. We discuss this point throughout this chapter.

### 4.4 Contributions of this Chapter

With the objective of multi-phase influence maximization in social networks, this work makes the following specific contributions.

- Focusing on two-phase diffusion process in social networks under the IC model, we formulate an appropriate objective function that measures the expected number of influenced nodes, and investigate its properties. We then motivate and propose an alternative objective function for ease and efficiency of practical implementation. (Section 4.5)
- We investigate different candidate algorithms for two-phase diffusion including extensions of existing algorithms that are popular for single phase diffusion. In particular, we propose the use of the cross entropy method and a Shapley value based method as promising algorithms for influence maximization in social networks. Selecting seed nodes for the two phases using an influence maximization algorithm could be done in two natural ways: (a) myopic or (b) farsighted. (Section 4.6)
- Using extensive simulations on real-world datasets, we study the performance of the proposed algorithms to get an idea how two-phase diffusion would perform, even when used most naïvely. (Section 4.7)
- To achieve the best performance out of two-phase diffusion, we focus on two constituent problems, namely, (a) budget splitting: how to split the total available budget between the two phases and (b) scheduling: when to commence the second phase. Through a deep investigation of the nature of our observations, we propose efficient algorithms for the combined optimization problem of budget splitting, scheduling, and seed sets selection. We then present key insights from a detailed simulation study. (Section 4.8)
- We conclude the chapter with (a) a note on how the value of diffusion would decay with time, (b) a note on subadditivity of the objective function, and (c) an overview of how two-phase diffusion could be used under the linear threshold model. (Section 4.9)


### 4.5 Two Phase Diffusion: A Model and Analysis

As mentioned earlier, we concentrate on two-phase diffusion in this chapter. Let $k$ be the total budget, that is, the sum of the number of seed nodes that can be selected in the two phases put together. At the beginning of the process (time step 0), suppose $k_{1}$ seed nodes are selected for the first phase and at time step, say $d, k_{2}$ (where $k_{2}=k-k_{1}$ ) seed nodes are selected for the second phase. Our objective is to maximize the expected number of influenced nodes at the end of the two-phase diffusion process. In what follows, we assume $k_{1}, k_{2}, d$ to be given. We study the problem of optimizing over these parameters in Section 4.8.

### 4.5.1 Objective Function

Let $X$ be a live graph obtained by sampling edges for a given graph $G$. Let $\sigma^{X}(S)$ be the number of nodes reachable from seed set $S$ in $X$, that is, the number of nodes influenced at the end of the diffusion process that starts at $S$, if the resulting live graph is $X$. Let $p(X)$ be the probability of occurrence of $X$. So the number of influenced nodes at the end of the process, in expectation, is $\sigma(S)=\sum_{X} p(X) \sigma^{X}(S)$. It has been shown that $\sigma^{X}(S)$, and hence $\sigma(S)$, are non-negative, monotone increasing, and submodular [59].

We now formulate an appropriate objective function that measures the expected number of influenced nodes at the end of two-phase diffusion. Let $S_{1}$ be the seed set for the first phase and $X$ be the live graph that is destined to occur ( $X$ is not known at the beginning of diffusion, but we know $p(X)$ from edge probabilities in $G$ ). Let $Y$ be the partial observation at time step $d$, owing to the observed diffusion. As we will be able to classify activated nodes as already
activated and recently activated at time step $d$, we assume that $Y$ conveys this information. That is, from $Y$, the set of already activated nodes $\mathcal{A}^{Y}$ and the set of recently activated nodes $\mathcal{R}^{Y}$ at time step $d$, can be determined. Given $Y$, we can now update the probability of occurrence of a live graph $X$ by $p(X \mid Y)$.

Now at time step $d$, we should select a seed set that maximizes the final influence spread, considering that nodes in $\mathcal{R}^{Y}$ will also be effectively acting like seed nodes for second phase. Let $S_{2}^{O\left(Y, k_{2}\right)}$ be an optimal set of $k_{2}$ nodes to be selected as seed set, given the occurrence of partial observation $Y$ (which implicitly gives $\mathcal{A}^{Y}, \mathcal{R}^{Y}$ ). We can also write the above optimal set as $S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}$, as $Y$ can be uniquely obtained for a given $d$ and particular $X$ and $S_{1}$. So for all $S_{2}^{\prime} \subseteq N \backslash S_{1}$ such that $\left|S_{2}^{\prime}\right| \leq k_{2}$ (note that it is optimal to have $\left|S_{2}^{\prime}\right|=k_{2}$ owing to monotone increasing property of $\sigma(\cdot)$ ),

$$
\sum_{X} p(X \mid Y) \sigma^{X \backslash \mathcal{A}^{Y}}\left(\mathcal{R}^{Y} \cup S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}\right) \geq \sum_{X} p(X \mid Y) \sigma^{X \backslash \mathcal{A}^{Y}}\left(\mathcal{R}^{Y} \cup S_{2}^{\prime \prime}\right)
$$

where $X \backslash \mathcal{A}^{Y}$ is the graph derived from $X$ by removing nodes belonging to $\mathcal{A}^{Y}$. Now, adding $\sum_{X} p(X \mid Y)\left|\mathcal{A}^{Y}\right|$ on both sides to account for the already activated nodes in the first phase, we get

$$
\sum_{X} p(X \mid Y) \sigma^{X}\left(S_{1} \cup S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}\right) \geq \sum_{X} p(X \mid Y) \sigma^{X}\left(S_{1} \cup S_{2}^{\prime}\right)
$$

We call this inequality, the optimality of $S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}$ throughout this chapter. So assuming that, given a $Y$, we will select an optimal seed set for the second phase, our objective is to select an optimal $S_{1}$ (seed set for first phase). Now, as $Y$ is unknown at the beginning of the first phase, the objective function, say $\mathbb{F}\left(S_{1}, d, k_{2}\right)$, is an expected value with respect to all such $Y$ 's. Until Section 4.8, we assume $k_{2}$ and $d$ to be given, and so we write $\mathbb{F}\left(S_{1}, d, k_{2}\right)$ as $f\left(S_{1}\right)$. So,

$$
\begin{align*}
& f\left(S_{1}\right)= \sum_{Y} p(Y)\left\{\left|\mathcal{A}^{Y}\right|+\sum_{X} p(X \mid Y) \sigma^{X \backslash \mathcal{A}^{Y}}\left(\mathcal{R}^{Y} \cup S_{2}^{O\left(Y, k_{2}\right)}\right)\right\} \\
&= \sum_{Y} p(Y)\left\{\left|\mathcal{A}^{Y}\right|+\sum_{X} p(X \mid Y) \sigma^{X \backslash \mathcal{A}^{Y}}\left(\mathcal{R}^{Y} \cup S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}\right)\right\} \\
&= \sum_{Y} p(Y) \sum_{X} p(X \mid Y)\left\{\left|\mathcal{A}^{Y}\right|+\sigma^{X \backslash \mathcal{A}^{Y}}\left(\mathcal{R}^{Y} \cup S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}\right)\right\} \\
&= \sum_{Y} p(Y) \sum_{X} p(X \mid Y) \sigma^{X}\left(S_{1} \cup S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}\right)  \tag{4.1}\\
&= \sum_{X} \sum_{Y} p(Y) p(X \mid Y) \sigma^{X}\left(S_{1} \cup S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}\right) \\
& \quad \therefore f\left(S_{1}\right)=\sum_{X} p(X) \sigma^{X}\left(S_{1} \cup S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}\right) \tag{4.2}
\end{align*}
$$

Note that at time step $d$, the choice of $S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}$ depends not only on $X$, but on partial observation $Y$, and hence on all live graphs that could result from $Y$ (just as in single phase, choice of the best seed set depends on all live graphs that could result from the given graph $G$ ). It is easy to prove on similar lines as [59] that, the problem of maximizing $f(\cdot)$ is NP-hard. We now show how to compute $f(\cdot)$ using an example.


Figure 4.2: An example network

Example 4.1. (Figure 4.2) Consider $S_{1}=\{A\}, k_{2}=1$, and $d=1$. Table 4.1 lists the two possibilities of $Y\left(\mathcal{A}^{Y}, \mathcal{R}^{Y}\right)$ at $d=1$. The set $S_{2}^{O\left(Y, k_{2}\right)}$ is easy to compute for both the cases. So $f(\{A\})=\mathbb{F}(\{A\}, 1,1)=\sum_{X} p(X) \sigma^{X}\left(\{A\} \cup S_{2}^{O(X,\{A\}, 1,1)}\right)=3.8$.

| $S_{1}=\{A\}, k_{2}=1, d=1$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| X | $p(X)$ | $Y$ |  | $S_{2}^{O\left(Y, k_{2}\right)}$ | $f\left(S_{1}\right)$ |
|  |  | $\mathcal{A}^{Y}$ | $\mathcal{R}^{Y}$ |  |  |
| $\{A B, B C, B D\}$ | 0.36 | $\{A\}$ | $\{B\}$ | $\{C\}$ | 4 |
| $\{A B, B C\}$ | 0.04 |  |  |  | 3 |
| $\{A B, B D\}$ | 0.09 |  |  |  | 4 |
| $\{A B\}$ | 0.01 |  |  |  | 3 |
| $\{B C, B D\}$ | 0.36 | $\{A\}$ | \{\} | $\{B\}$ | 4 |
| $\{B C\}$ | 0.04 |  |  |  | 3 |
| $\{B D\}$ | 0.09 |  |  |  | 3 |
| \{\} | 0.01 |  |  |  | 2 |

Table 4.1: Table to aid the computation of objective function for Example 4.1

### 4.5.2 Properties of the Objective Function

Property 4.1. $f(\cdot)$ is non-negative and monotone increasing.
Proof. $f(\cdot)$ is non-negative since $\sigma^{X}(\cdot)$ is non-negative. Consider $S_{1} \subset T_{1}$. Then,

$$
\begin{aligned}
f\left(T_{1}\right) & =\sum_{X} p(X) \sigma^{X}\left(T_{1} \cup T_{2}^{O\left(X, T_{1}, d, k_{2}\right)}\right) \\
& \geq \sum_{X} p(X) \sigma^{X}\left(T_{1} \cup S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}\right) \\
& \geq \sum_{X} p(X) \sigma^{X}\left(S_{1} \cup S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}\right)=f\left(S_{1}\right)
\end{aligned}
$$

The first inequality is from optimality of $T_{2}^{O\left(X, T_{1}, d, k_{2}\right)}$ and the second one from monotonicity of $\sigma^{X}(\cdot)$.

As $f(\cdot)$ is monotone increasing and $\left|S_{1}\right| \leq k_{1}$, given a fixed $k_{1}$, it is optimal to select $S_{1}$ such that $\left|S_{1}\right|=k_{1}$.

Property 4.2. $f(\cdot)$ is neither submodular nor supermodular.
Proof. We prove this using a simple counterexample network in Figure 4.2. Consider $d=3$ and $k_{2}=1$.

Considering $S_{1}=\{ \}, T_{1}=\{D\}, i=C$, we get $f\left(S_{1} \cup\{i\}\right)=2.95, f\left(S_{1}\right)=2.7, f\left(T_{1} \cup\{i\}\right)=$ 3.5, $f\left(T_{1}\right)=2.9$. So we have $f\left(S_{1} \cup\{i\}\right)-f\left(S_{1}\right)<f\left(T_{1} \cup\{i\}\right)-f\left(T_{1}\right)$ for some $T_{1}, S_{1} \subset T_{1}$, $i \notin T_{1}$, which proves non-submodularity of $f(\cdot)$.

Considering $S_{1}=\{ \}, T_{1}=\{B\}, i=A$, we get $f\left(S_{1} \cup\{i\}\right)=3.84, f\left(S_{1}\right)=2.7, f\left(T_{1} \cup\{i\}\right)=$ 3.98, $f\left(T_{1}\right)=3.7$. So we have $f\left(S_{1} \cup\{i\}\right)-f\left(S_{1}\right)>f\left(T_{1} \cup\{i\}\right)-f\left(T_{1}\right)$ for some $T_{1}, S_{1} \subset T_{1}$, $i \notin T_{1}$, which proves its non-supermodularity.

Remark 4.1. It was observed using simulations on the test graphs that the diminishing returns property is satisfied in most cases. That is, for most $S_{1}$ and $T_{1}$ such that $S_{1} \subset T_{1} \subset N$ and $i \in N \backslash T_{1}$, it was observed that $f\left(S_{1} \cup\{i\}\right)-f\left(S_{1}\right) \geq f\left(T_{1} \cup\{i\}\right)-f\left(T_{1}\right)$. Furthermore, it can be shown that $f(\cdot)$ is subadditive; we provide a note regarding this in Section 4.9.2.

Owing to NP-hardness of the single phase influence maximization problem, it is impractical to compute $S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}$ in Equation (4.2). We surmount this difficulty by maximizing an alternative function instead of $f(\cdot)$. To emphasize this point, note that this impractical computation is for finding the objective function value itself, which makes finding an optimal $S_{1}$, a computationally infeasible task. So the alternative function must be several orders of magnitude faster to compute than $f(\cdot)$. We now address this problem.

### 4.5.3 An Alternative Objective Function

### 4.5.3.1 Using Greedy Hill-climbing Algorithm

The greedy hill-climbing algorithm selects nodes one at a time, each time choosing a node that provides the largest marginal increase in the function value, until the budget is exhausted.

Now given the occurrence of the partial observation $Y$, let $S_{2}^{G\left(Y, k_{2}\right)}=S_{2}^{G\left(X, S_{1}, d, k_{2}\right)}$ be a set of size $k_{2}$ obtained using the greedy hill-climbing algorithm. Let

$$
g\left(S_{1}\right) \stackrel{\text { Me }}{=} \sum_{X} p(X) \sigma^{X}\left(S_{1} \cup S_{2}^{G\left(X, S_{1}, d, k_{2}\right)}\right)
$$

that is, $g(\cdot)$ is obtained using Monte-Carlo ( $\mathcal{M C}$ ) simulations.
Theorem 4.1. For a non-negative, monotone increasing, submodular function $\mathcal{F}$, let $S^{G}$ be a set of size $k$ obtained using greedy hill-climbing. Let $S^{O}$ be a set that maximizes the value of $\mathcal{F}$ over all sets of cardinality $k$. Then for any $\epsilon>0$, there is a $\gamma>0$ such that by using $(1+\gamma)$-approximate values for $\mathcal{F}$, we obtain a $\left(1-\frac{1}{e}-\epsilon\right)$-approximation [59].

The $(1+\gamma)$-approximate values for $\mathcal{F}$ with small $\gamma$ can be obtained using sufficiently large number of Monte-Carlo simulations for measuring influence spread in the IC model [59].

Lemma 4.1. $g(\cdot)$ gives a $\left(1-\frac{1}{e}-\epsilon\right)$ approximation to $f(\cdot)$.
Proof. Let $\Phi_{T}(S)=\sigma(T \cup S)$ and $\Phi_{T}^{X}(S)=\sigma^{X}(T \cup S)$. It can be easily shown that $\Phi_{T}^{X}(S)$, and hence $\Phi_{T}(S)$, are non-negative, monotone increasing, and submodular. So we have

$$
\begin{aligned}
g\left(S_{1}\right) & \stackrel{\text { Me }}{=} \sum_{X} p(X) \Phi_{S_{1}}^{X}\left(S_{2}^{G\left(X, S_{1}, d, k_{2}\right)}\right) \\
& \geq\left(1-\frac{1}{e}-\epsilon\right) \sum_{X} p(X) \Phi_{S_{1}}^{X}\left(S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}\right) \\
& =\left(1-\frac{1}{e}-\epsilon\right) f\left(S_{1}\right)
\end{aligned}
$$

where the first inequality results from Theorem 4.1.
So one can aim to maximize $g(\cdot)$ instead of $f(\cdot)$. However, greedy hill-climbing algorithm itself is expensive in terms of running time (even after diffusion specific optimizations such as in [16]), so we aim to maximize yet another function which would act as a proxy for $g(\cdot)$.

### 4.5.3.2 Using Generalized Degree Discount Heuristic

Consider the process of selecting seed nodes one at a time. At a given time in the midst of the process, let $X=$ set of in-neighbors of node $v$ already selected as seed nodes and $y=$ set of out-neighbors of $v$ not yet selected as seed nodes. We develop Generalized Degree Discount (GDD) Heuristic as an extension to the argument for Theorem 2 in [16]: if $v$ is not (directly) influenced by any of the already selected seeds, which occurs with probability $\prod_{x \in x}\left(1-p_{x v}\right)$, then the additional expected number of nodes that it influences directly (including itself) is $\left(1+\sum_{y \in y} p_{v y}\right)$. So until the budget is exhausted, GDD heuristic iteratively selects a node $v$ having the largest value of

$$
\begin{equation*}
w_{v}=\left(\prod_{x \in X}\left(1-p_{x v}\right)\right)\left(1+\sum_{y \in \mathcal{Y}} p_{v y}\right) \tag{4.3}
\end{equation*}
$$

Its time complexity is $O(k n \Delta)$, where $\Delta$ is the maximum degree in the graph.
Given the occurrence of the partial observation $Y$, let $S_{2}^{H\left(Y, k_{2}\right)}=S_{2}^{H\left(X, S_{1}, d, k_{2}\right)}$ be a set of size $k_{2}$ obtained using the GDD heuristic. Let

$$
\begin{equation*}
h\left(S_{1}\right) \stackrel{\text { Me }}{=} \sum_{X} p(X) \sigma^{X}\left(S_{1} \cup S_{2}^{H\left(X, S_{1}, d, k_{2}\right)}\right) \tag{4.4}
\end{equation*}
$$

We conducted simulations for checking how well $h(\cdot)$ acts as a proxy for $g(\cdot)$, using both weighted cascade and trivalency models. We observed the following.

Observation 4.1. For almost all $S, T$ pairs:
(a) If $g(T)>g(S)$, then $h(T)>h(S)$ (in particular, this is satisfied for almost all pairs of sets that give excellent objective function values), which ensures that the selected seed set remains unchanged in most cases when we have $h(\cdot)$ as our objective function instead of $g(\cdot)$.
(b) $\frac{h(S)}{h(T)} \approx \frac{g(S)}{g(T)}$, which ensures that the seed set selected by algorithms, which implicitly depend on the ratios of the objective function values given by any two sets, remains unchanged in most cases when we have $h(\cdot)$ as our objective function instead of $g(\cdot)$; two of the algorithms we consider, namely, FACE (Section 4.6.1.5) and SPIC (Section 4.6.1.6) belong to this category of algorithms.

Remark 4.2. One could question, why not use a function $\hat{h}\left(S_{1}\right) \stackrel{\text { Me }}{=} \sum_{X} p(X) \sigma^{X}\left(S_{1} \cup S_{2}^{\hat{H}\left(X, S_{1}, d, k_{2}\right)}\right)$ instead of $h\left(S_{1}\right)$, where $S_{2}^{\hat{H}\left(X, S_{1}, d, k_{2}\right)}$ is a set of size $k_{2}$ obtained using the PMIA algorithm (it
has been observed that PMIA performs very close to greedy algorithm on practically all relevant datasets, while running orders of magnitude faster [17]). However, it is to be noted that, though PMIA is an efficient algorithm for single phase influence maximization, it is highly undesirable to use it for computation of objective function value alone. On the other hand, GDD is orders of magnitude faster than PMIA. Though we use moderately sized datasets for making Observation 4.1, we could stretch the size of datasets by aiming to observe how well $h\left(S_{1}\right)$ acts as a proxy for $\hat{h}\left(S_{1}\right)$.

Owing to the above justifications, we aim to maximize $h(\cdot)$ instead of $f(\cdot)$, for two-phase influence maximization in the rest of this chapter.

### 4.6 Algorithms for Two-Phase Influence Maximization

In the previous section, we formulated the objective function for two-phase influence maximization $f(\cdot)$ and studied its properties. In addition to their theoretical relevance, these properties have implications for as to which algorithms are likely to perform well. We present them while describing the algorithms.

Let graph $G=(N, E, \mathcal{P})$ be the input directed graph where $N$ is the set of $n$ nodes, $E$ is the set of $m$ edges, and $\mathcal{P}$ is the set of probabilities associated with the edges. Let $k \leq n$ be the total budget (sum of the number of seed nodes for both the phases put together), $k_{1} \leq k$ be the budget for the first phase ( $k_{1}=k$ corresponds to single-phase diffusion), $d$ be the time step in which the second phase starts, and $k_{2}=k-k_{1}$ be the budget for the second phase. Let $\mathcal{T}$ be the time taken for computing the objective function value for a given set.

- For single phase objective function $\sigma(\cdot), \mathcal{T}=O(m \mathcal{N})$, where $\mathcal{M}$ is the number of MonteCarlo simulations.
- For two-phase objective function $h(\cdot), \mathcal{T}=O\left(k_{2} n \Delta m \mathcal{M}_{1} \mathcal{M}_{2}\right)$, where $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ are the numbers of Monte-Carlo simulations for first and second phases, respectively, and $\Delta$ is the maximum out-degree in the graph.


### 4.6.1 Candidate Algorithms for Seed Selection

Now we present the algorithms that we consider for seed selection for single phase influence maximization, which we later explain how to extend to the two-phase case.

### 4.6.1.1 Greedy Algorithm

As described earlier, the greedy (hill-climbing) algorithm for maximizing a function $\mathcal{F}$, selects nodes one at a time, each time choosing a node that provides the largest marginal increase in
the value of $\mathcal{F}$, until the budget is exhausted. Its time complexity is $O(k n \mathcal{T})$. As noted earlier, though our two-phase objective function is not submodular, we observed that the diminishing returns property was satisfied in most cases; so even though the condition in Theorem 4.1 is not satisfied, the greedy algorithm is likely to perform well. Further, unlike in the case of single phase influence maximization, we cannot use CELF optimization for the two-phase case owing to its objective function being non-submodular (though satisfiability of the diminishing returns property in most cases may make it a reasonable approach, we do not use it so as to preserve performance accuracy of the greedy algorithm for two-phase influence maximization).

### 4.6.1.2 Single/Weighted Discount Heuristics (SD/WD)

The single discount (SD) heuristic [16] for a graph $G$ can be described as follows: select the node having the largest number of outgoing edges in $G$, then remove that node and all of its incoming and outgoing edges to obtain a new graph $G^{\prime}$, again select the node having the largest number of outgoing edges in the new graph $G^{\prime}$, and continue until the budget is exhausted. Weighted discount (WD) heuristic is a variant of SD heuristic where, sum of outgoing edge probabilities is considered instead of number of outgoing edges. The time complexity of these heuristics is $O(k n \Delta)$. These heuristics run extremely fast and hence can be used for efficient seed selection for very large networks.

### 4.6.1.3 Generalized Degree Discount (GDD) Heuristic

The generalized degree discount (GDD) heuristic is as described in Section 4.5.3.2.

### 4.6.1.4 PMIA

This heuristic, based on the arborescence structure of influence spread, is shown to perform close to greedy algorithm and runs orders of magnitude faster [17].

### 4.6.1.5 Fully Adaptive Cross Entropy Method (FACE)

It has been shown that the cross entropy (CE) method provides a simple, efficient, and general method for solving combinatorial optimization problems [23]. In our context, the CE method involves an iterative procedure where each iteration consists of two steps, namely, (a) generating data samples (a vector consisting of a sampled candidate seed set) according to a specified distribution and (b) updating the distribution based on the sampled data to produce better samples in the next iteration. We use an adaptive version of the CE method called the fully adaptive cross entropy (FACE) algorithm [23]. Its time complexity is $O(n \mathcal{J J})$, where $\mathcal{J}$ is the number of iterations taken for the algorithm to terminate. However, the running time can be drastically reduced for single phase diffusion using preprocessing similar to that for greedy algorithm as in [16]. An added advantage of this algorithm is that it would not only find an
optimal seed set, but also implicitly determine how to split the total budget between the two phases and also the delay after which the second phase should be triggered (see Section 4.8).

### 4.6.1.6 Shapley Value based - IC Model (SPIC)

We consider a Shapley value based method because it is shown to perform well even when the objective function is non-submodular [75]. It has been observed that, in order to obtain the seed nodes after computing Shapley values of the nodes, some post-processing is required. We present a number of post-processing methods in Appendix 4.A. As the post-processing step under the IC model, we propose the following discounting scheme for SPIC:
(a) Since node $x$ would get directly activated because of node $y$ with probability $p_{y x}$, we discount the value of $x$ by multiplying it with $\left(1-p_{y x}\right)$ whenever any of its in-neighbors $y$ gets chosen in the seed set.
(b) As node $z$ influences node $y$ directly with probability $p_{z y}$, it gets a fractional share of $y$ 's value (since $z$ would be influencing other nodes indirectly, through $y$ ). So when $y$ is chosen in the seed set, we subtract $y$ 's share $\left(p_{z y} \phi_{y}\right.$ where $\phi_{y}$ is the value of $y$ during its selection) from the current value of $z$. If the value becomes negative because of oversubtraction, we assign zero value to it.
A node, not already in the seed set, with the highest value after discounting, is then added to the seed set in a given iteration. In our simulations, we observed that this discounting scheme outperforms the SPIN algorithm (choosing seed nodes one at a time while eliminating neighbors of already chosen nodes [75]). Assuming $O(n)$ permutations for approximate computation of Shapley value [75] (since exact computation is \#P-hard), the algorithm's time complexity is approximately $O(n \mathcal{T})$. It is to be noted, however, that the SPIN algorithm [75] is not scalable to very large networks even for single phase influence maximization [17], and so isn't SPIC.

### 4.6.1.7 Random Sampling and Maximizing (RMax)

Here, we sample $O(n)$ number of sets that satisfy the budget constraint, and then assign that set as the seed set which gives the maximum function value among the sampled sets. Note that this method is different from the random set selection method [59], where only one sample is drawn. Its time complexity is $O(n \mathcal{T})$. We consider this method as it is very generic and agnostic to the properties of the objective function, and can be used for optimizing functions with arbitrary or no structure. This method is likely to perform well when the number of samples is sufficiently large.

```
Algorithm 1: Two-phase general algorithm (IC model)
    Input: \(G=(N, E, \mathcal{P}), k_{1}, k_{2}, d\)
    Output: Seed nodes for the first and second phases at time steps 0 and \(d\), respectively
    First phase:
        Find set of size \(k_{1}\) using algorithm \(\mathbb{A}\) for maximizing \(\mathcal{F}_{1}(\cdot)\) on \(G\);
        Run the diffusion using IC model until time step \(d\);
```


## Second phase:

On observing $Y$ at time step $d$, construct $G^{d}$ from $G$ by deleting $\mathcal{A}^{Y}$;
With $\mathcal{R}^{Y}$ forming partial seed set, find set of size $k_{2}$ using $\mathbb{A}$ for maximizing $\mathcal{F}_{2}(\cdot)$ on $G^{d}$; Continue running the diffusion using IC model until no further nodes can be influenced;

### 4.6.2 Extension of Algorithms to Two-phase Influence Maximization

Now we present how the aforementioned single phase influence maximization algorithms can be extended for two-phase influence maximization. Let $\mathcal{F}_{1}(\cdot)$ and $\mathcal{F}_{2}(\cdot)$ be objective functions corresponding to seed selection in first and second phases, respectively. Consider an influence maximization algorithm $\mathbb{A}$.

We explore two special cases of Algorithm 1 (the notation can be recalled from Sections 4.5.1 and 4.5.3):

1. Farsighted: $\mathcal{F}_{1}\left(S_{1}\right)=h\left(S_{1}\right), \mathcal{F}_{2}\left(S_{2}\right)=\sigma\left(\mathcal{R}^{Y} \cup S_{2}\right)$
2. Myopic : $\mathcal{F}_{1}\left(S_{1}\right)=\sigma\left(S_{1}\right), \mathcal{F}_{2}\left(S_{2}\right)=\sigma\left(\mathcal{R}^{Y} \cup S_{2}\right)$

As explained earlier, the second phase objective function assumes that $\mathcal{R}^{Y}$ forms a partial seed set, hence the above form of $\mathcal{F}_{2}(\cdot)$. The farsighted objective function looks ahead and accounts for the fact that there is going to be a second phase and hence attempts to maximize $h(\cdot)$, while the myopic function does not. Note that heuristics such as PMIA, GDD, WD, SD do not consider the actual objective function for seed selection, and so the myopic and farsighted algorithms are the same for these heuristics.

We now formally prove the effectiveness of two-phase diffusion for influence maximization.
Theorem 4.2. For any given values of $k_{1}$ and $k_{2}$, the expected influence achieved using optimal two-phase algorithm is at least as much as that achieved using optimal single phase one.

Proof. Let $S^{*}$ be the optimal seed set of cardinality $k=k_{1}+k_{2}$ selected in single phase diffusion. Let sets $S_{1}^{*}$ and $S_{2}^{*}$ be such that $\left|S_{1}\right|=k_{1},\left|S_{2}\right|=k_{2}, S^{*}=S_{1}^{*} \cup S_{2}^{*}$, and $S_{1}^{*} \cap S_{2}^{*}=\emptyset$. Now assuming any $d$, it is clear from the optimality of $S_{2}^{O\left(X, S_{1}^{*}, d, k_{2}\right)}$ (see derivation of $f(\cdot)$ preceding

Equation (4.2)) that,

$$
\sum_{X} p(X) \sigma^{X}\left(S_{1}^{*} \cup S_{2}^{O\left(X, S_{1}^{*}, d, k_{2}\right)}\right) \geq \sum_{X} p(X) \sigma^{X}\left(S_{1}^{*} \cup S_{2}^{*}\right)
$$

Note that the left hand side is $f\left(S_{1}^{*}\right)$ (Equation (4.2)) and right hand side is $\sigma\left(S^{*}\right)$. So we have,

$$
\max _{S_{1}} f\left(S_{1}\right) \geq f\left(S_{1}^{*}\right) \geq \sigma\left(S^{*}\right)
$$

The leftmost and rightmost expressions are the expected spreads using two-phase and single phase optimal algorithms, respectively, hence the result. Note that this holds for any $d$.

### 4.7 A Study to Demonstrate Efficacy of Two-phase Diffusion

In this section, we study how much improvement one can expect by diffusing information in two phases over a social network, even with the simplest of approaches. To start with, we assume that $k_{1}, k_{2}, d$ are known and our objective is to find the seed sets for the two phases (we study the problem of optimizing over these parameters in Section 4.8). As a simple and naïve first approach, we consider an equal budget split between the two phases, that is, $k_{1}=k_{2}=\frac{k}{2}$. Furthermore, we consider $d=D$, where $D$ is the length of the longest path in the network, so that by time step $D$, the first phase would have completed its diffusion. In practice, $D$ could be the maximum delay that we are ready to incur in absence of any temporal constraints. Intuitively, it is clear that one should wait for as long as possible before selecting the seed nodes for second phase, as it would give a larger observation and a reduced search space. We now prove this formally.

Lemma 4.2. For any given values of $k_{1}$ and $k_{2}$, the number of nodes influenced using an optimal two-phase influence maximization algorithm is a non-decreasing function of $d$.

Proof. Starting from a given first phase seed set $S_{1}$, let $Y_{i}$ 's be the partial observations at time step $d$. Also, let $Y_{i j}$ 's be the partial observations at time step $d^{+}>d$ resulting from a given $Y_{i}$ at time step $d$. By enumerating the partial observations at time step $d$, the expected number
of nodes influenced at the end of diffusion, as given in Equation (4.1), can be written as

$$
\begin{aligned}
& \sum_{i} p\left(Y_{i}\right) \sum_{X} p\left(X \mid Y_{i}\right) \sigma^{X}\left(S_{1} \cup S_{2}^{O\left(Y_{i}, k_{2}\right)}\right) \\
& =\sum_{i} \sum_{j} p\left(Y_{i j}\right) \sum_{X} p\left(X \mid Y_{i j}\right) \sigma^{X}\left(S_{1} \cup S_{2}^{O\left(Y_{i}, k_{2}\right)}\right) \\
& \leq \sum_{i} \sum_{j} p\left(Y_{i j}\right) \sum_{X} p\left(X \mid Y_{i j}\right) \sigma^{X}\left(S_{1} \cup S_{2}^{O\left(Y_{i j}, k_{2}\right)}\right)
\end{aligned}
$$

which is the expected number of nodes influenced at the end of diffusion, if the second phase starts at time step $d^{+}>d$. The last inequality results from the optimality of $S_{2}^{O\left(Y_{i j}, k_{2}\right)}$ for partial observation $Y_{i j}$.

The following result now follows directly.
Theorem 4.3. For any given values of $k_{1}$ and $k_{2}$, the number of nodes influenced using an optimal two-phase influence maximization algorithm is maximized when $d=D$.

Remark 4.3. Determining $D$ exactly may be infeasible in practice. For instance, checking whether the first phase has completed its diffusion requires polling at every time step. Also, finding the length of the longest path in the network is known to be an NP-hard problem. However, for all practical purposes, $D$ can be approximated by a large enough value based on the network in consideration.

### 4.7.1 Simulation Setup

For computing the objective function value and evaluating performance using single phase diffusion, we ran $10^{4}$ Monte-Carlo iterations (standard in the literature). To set a balance between running time and variance, we ran $10^{3}$ Monte-Carlo iterations for each of the phases in two-phase diffusion (equivalent to $10^{6}$ live graphs); the observed variance was negligible.

As mentioned earlier, for transforming an undirected and unweighted network (dataset) into a directed and weighted network for studying the diffusion process, we consider two popular, well-accepted special cases of the IC model, namely, the weighted cascade (WC) model and the trivalency (TV) model. We first conduct simulations on the Les Miserables (LM) dataset [62] consisting of 77 nodes and 508 directed edges in order to study the performances of computationally intensive farsighted algorithms for two-phase influence maximization. For studying two-phase diffusion on a larger dataset, we consider an academic collaboration network obtained from co-authorships in the "High Energy Physics - Theory" papers published on the e-print arXiv from 1991 to 2003. It contains 15,233 nodes and 62,774 directed edges, and is
popularly denoted as NetHEPT. This network exhibits many structural features of large-scale social networks and is widely used for experimental justifications, for example, in [59, 16, 17]. We also conducted experiments on a smaller collaboration network Hep-Th having 7,610 nodes and 31,502 directed edges [78]. As the results obtained were very similar, we present the results for only the NetHEPT dataset. For two-phase diffusion, as a naïve first approach as mentioned earlier, we consider equal budget split, $k_{1}=k_{2}=\frac{k}{2}$, and $d=D$.

Remark 4.4. In the two-phase influence maximization problem, seed selection is not computationally intensive, but seed evaluation is. At the end of the first phase, only one $Y$ is possible in practice; however, for the purpose of evaluation as part of simulations, we need to consider $\mathcal{M}_{1}$ (Monte-Carlo iterations for first phase) number of $Y$ 's. This severely restricts the size of network under study. We believe the NetHEPT dataset suffices for our study owing to its social networks-like features and its wide usage for experimentation in the literature.

Remark 4.5. The simulations can also be run using a single level of Monte-Carlo iterations instead of two levels as described above. For instance, instead of deciding the diffusion over each edge dynamically as in the above approach, one can decide an entire live graph in advance so that there is no requirement of separate Monte-Carlo iterations for the two phases. However, the number of Monte-Carlo iterations (live graphs) required to compute the value with same variance as the above approach would be $\Theta\left(\mathcal{M}_{1} \mathcal{M}_{2}\right)$.

We now list the parameter values for the considered algorithms, specifically for the LM dataset. For the detailed FACE algorithm, the reader is referred to [23]. We initialize the method with distribution $\left(\frac{\gamma}{n}, \ldots, \frac{\gamma}{n}\right)$, that is, each node has a probability of $\frac{\gamma}{n}$ of getting selected in any sample set in the first iteration (where $\gamma$ is the budget which is $k, k_{1}, k_{2}$ for single phase diffusion, first phase, and second phase, respectively). In any iteration, the number of samples (satisfying budget constraint) is bounded by $\mathcal{N}_{\text {min }}=n$ and $\mathcal{N}_{\text {max }}=20 n$, the number of elite samples (samples that are deemed to have good enough function value) is $\mathcal{N}_{\text {elite }}=\left\lceil\frac{n}{4}\right\rceil$. We use a weighted update rule for the distribution where, in any given iteration, the weight of any elite sample is proportional to its function value. The smoothing factor (telling how much weight is to be given to the current iteration as against the previous iterations) that we consider is $\alpha=0.6$. In our simulations, we observed that in most cases, the FACE algorithm converged in 5 iterations (extending till 7 at times) by giving a reliable solution (reliable refers to the case wherein the method deduces that it has successfully solved the problem). Also, the total number of samples drawn in any iteration was $n$ in almost all cases (it did not exceed $2 n$ in any iteration). That is, the total number of samples over all iterations was approximately $5 n$. So

| Method | Expected spread |  |  | Running time for <br> seed selection (seconds) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Single <br> phase | Two- <br> phase | $\%$ <br> gain | Single <br> phase | Myopic <br> 2-phase | Farsighted <br> 2-phase |
|  | 46.2 | 50.7 | 9.7 | 15 | 29 | 1209 |
| SPIC | 45.9 | 50.4 | 9.8 | 16 | 31 | 1272 |
| Greedy | 46.2 | 49.7 | 7.6 | 10 | 11 | 390 |
| PMIA | 46.2 | 49.4 | 6.9 | 0.2 | 0.2 | 0.2 |
| GDD | 45.8 | 49.3 | 7.6 | 0.002 | 0.002 | 0.002 |
| WD | 45.7 | 48.7 | 6.6 | 0.002 | 0.002 | 0.002 |
| SD | 40.5 | 44.5 | 9.9 | 0.002 | 0.002 | 0.002 |
| RMax | 35.9 | 46.6 | 29.8 | 6 | 12 | 751 |

Table 4.2: Gain of two-phase diffusion over single phase one on LM dataset (WC model) with $k=6, k_{1}=k_{2}=3, d=D$
for direct comparison with SPIC and RMax, we consider $5 n$ permutations in order to compute the approximate Shapley values of all the nodes [75], and $5 n$ sampled sets for RMax.

### 4.7.2 Simulation Results

Throughout the rest of this chapter, we present results for a few representative settings. We have conducted simulations over a large number of settings and the results presented here are very general in nature.

Observation 4.2. FACE algorithm is very effective for single phase influence maximization, performing at par with greedy and PMIA or better for most values of $k$. SPIC also performs almost at par with them. To justify the effectiveness of two-phase diffusion process, it was necessary to consider these high performing single phase algorithms. Furthermore, GDD heuristic performs very closely to these algorithms, while taking orders of magnitude less time.

Table 4.2 shows the improvement of the naïve two-phase diffusion over single phase one for the considered algorithms on the LM dataset (WC model). The performances of myopic and their corresponding farsighted algorithms were observed to be almost same (the maximum difference in the expected spread was observed to be 0.2 on the scale of 77 nodes), so they share a common column for the expected spread. These results, in conjunction with other results for $k_{1} \neq k_{2}$ and $d<D$ (which are not presented here), show that the myopic algorithms perform

| Model | $k \rightarrow$ | 50 | 100 | 200 | 300 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| WC | \% Improvement $\left(k_{1}=k_{2}\right)$ | 3.5 | 1.8 | 3.5 | 4.4 |
|  | Opt. \% improvement | 4.5 | 2.0 | 4.0 | 4.5 |
|  | Optimizing $k_{1}$ | 15 | 35 | 70 | 105 |
| TV | \% improvement $\left(k_{1}=k_{2}\right)$ | 5.0 | 5.4 | 5.4 | 4.8 |
|  | Opt. \% improvement | 6.0 | 6.0 | 6.0 | 5.0 |
|  | Optimizing $k_{1}$ | 18 | 35 | 70 | 105 |

Table 4.3: \% Improvement of two-phase diffusion over single phase depending on $k$
at par with the farsighted ones, while running orders of magnitude faster. A possible reason for the excellent performance of myopic algorithms is that, the first set of $k_{1}$ nodes selected by most influence maximization algorithms, are generally the ones which would give a large enough observation and a well refined search space for the second phase seed set. Also, as mentioned earlier, there is no distinction between myopic and farsighted algorithms for heuristics such as PMIA, GDD, WD, SD, that do not consider the actual objective function for seed selection, so their running times also are the same. The results obtained using TV model were qualitatively similar with a very slight dip in the $\%$ gain with respect to the expected spread; the running times were significantly lower for most algorithms owing to lower edge probabilities in TV model as compared to WC model (in the case of LM dataset) and so the diffusion/simulation would terminate faster.

The results for NetHEPT are presented in Table 4.3. For the purpose of this section, we need to only look at the first rows ( $k_{1}=k_{2}$ ) of both WC and TV models.

Observation 4.3. Though it is clear that two-phase diffusion strictly performs better than single phase diffusion, the amount of improvement depends on the value of $k$ as well as the diffusion model under consideration (see Table 4.3).

Note that the amount of improvement is significant, especially when the company is concerned with monetary profits or a long-term customer base. We now attempt to further improve what we can get by using the two-phase diffusion.

### 4.8 Getting the Best out of Two-Phase Diffusion

Till now, we assumed $k_{1}=k_{2}$ and $d=D$, and we needed to determine the best seed sets (a) of size $k_{1}$ for first phase and (b) of size $k_{2}$ for second phase based on the observed diffusion after a delay of $d$ time steps. However, in practical situations, there is also a need to determine (c)
an appropriate split of the total budget $k$ into $k_{1}$ and $k_{2}$ as well as (d) an appropriate delay $d$ (we have proved that $d=D$ is optimal in absence of temporal constraints, but this may not be the case in their presence). In this section, we address these issues. Henceforth, we use only farsighted algorithms, as they take the values of $k_{2}$ and $d$ into account while computing the objective function value.

### 4.8.1 Budget Splitting

Here we address the problem of splitting the total budget $k$ between the two phases, that is, determining an optimal $k_{1}$ and hence $k_{2}$. Note that when $k_{2}$ is not fixed, the objective function $\mathbb{F}\left(S_{1}, d, k_{2}\right)$ is no longer monotone with respect to the first phase seed set $S_{1}$. For instance, $\mathbb{F}\left(\}, d, k-|\{ \}|)=\mathbb{F}(\{ \}, d, k)=\sigma\left(S^{O}\right)\right.$ where $S^{O}$ is the optimal seed set for single phase, while for any $\left|S^{\#}\right|=k, \mathbb{F}\left(S^{\#}, d, k-\left|S^{\#}\right|\right)=\mathbb{F}\left(S^{\#}, d, 0\right)=\sigma\left(S^{\#}\right)$. Unless $S^{\#}$ is an optimal seed set for single phase, we will have $\sigma\left(S^{O}\right)>\sigma\left(S^{\#}\right)$ and hence $\mathbb{F}\left(\}, d, k-|\{ \}|)>\mathbb{F}\left(S^{\#}, d, k-\left|S^{\#}\right|\right)\right.$, even though $\left\} \subset S^{\#}\right.$.

In FACE algorithm, there is an implicit way to optimize over $k_{1}$ and $S_{1}$ (such that $\left|S_{1}\right|=k_{1}$ ) simultaneously by allowing each data sample to consist of a value of $k_{1}$ sampled from $\{1, \ldots, k\}$, as well as a sampled set $S_{1}$ of size $k_{1}$.

Remark 4.6. For faster convergence, in the first iteration, instead of choosing each node $i$ in the set with probability $\frac{k_{1}}{n}$, we choose it with probability $q_{i}=\frac{k_{1} w_{i}}{\sum_{i} w_{i}}$, where $w_{i}$ is as in Equation (4.3). In cases wherein the value of $q_{i}$ exceeds 1 , we distribute the surplus to other nodes with values less than 1, in proportion of their current values. We repeat this until all nodes have values at most 1. This process of distributing the surplus value is to ensure that the expected size of the sampled set does not drop below $k_{1}$. The rest of the iterations follow as per the standard FACE algorithm.

In RMax method, for every sample, $k_{1}$ is chosen u.a.r. (uniformly at random) from $\{1, \ldots, k\}$ and hence a set $S_{1}$ of cardinality $k_{1}$ is sampled. The output set is one that maximizes the objective function among the sampled sets. As there is no implicit way to optimize over $k_{1}$ in rest of the algorithms, we do the following: as we add nodes one by one to construct the set $S_{1}$, we keep track of the maximum value attained so far, to determine a value maximizing set $S_{1}$ of size $k_{1} \leq k$.

Figure 4.3(a) presents the results of different budget splits for the considered algorithms on LM dataset (results are for WC model, results for TV model were qualitatively similar). We also studied various budget splits for NetHEPT dataset using both WC and TV models, the results of which are provided in Figures 4.3(c) and 4.4(c) (see $d=10$; we have limited $d$ to 10


Figure 4.3: (a) Performance of algorithms for different values of $k_{1}$ on LM dataset under WC model $(k=6, d=D)$, (b) Typical progression of diffusion with time for different $<k_{1}, d>$ pairs on NetHEPT under WC model $(k=200)$, (c) 3D plot considering a range of $<k_{1}, d>$ pairs for $\delta=1$ on NetHEPT under WC model $(k=200)$
for the purpose of clarity; the observations for $d>10$ were almost same as that for $d=10$ ) and also Figure $4.5(\delta=1.00)$. The results for different values of $k$ are provided in Table 4.3. These results show that our naïve first guess of splitting the budget equally was a good one, even though other splits give marginally higher values (considering $d=D$ ).

Observation 4.4. For the datasets considered, under all settings (different diffusion models and values of $k$ ), a split of $k_{1}: k_{2} \approx \frac{1}{3}: \frac{2}{3}$ is observed to be optimal.


Figure 4.4: 3D plots considering a range of $\left\langle k_{1}, d\right\rangle$ pairs for different values of $\delta$ on NetHEPT dataset under TV model $(k=200)$ (note the reversed delay axis in (c) as compared to (a-b))

A possible reason for $k_{1} \approx k_{2}$ being a good guess is a trade-off between (a) the size of the observed diffusion and (b) the exploitation based on the observed diffusion. If the value of $k_{1}$ is too low, not many nodes may be influenced and so we may not be able to observe the diffusion to a considerable extent, leaving us with little information on the basis of which we need to select the seed nodes for the second phase. On the other hand, if the value of $k_{2}$ is too low, we may not be able to select enough number of seed nodes for the second phase to exploit the information obtained from the observed diffusion.

The optimal split $k_{1}: k_{2} \approx \frac{1}{3}: \frac{2}{3}$ (a skew towards lower values of $k_{1}$ ) can perhaps be attributed to the fact that the first set of seed nodes selected by most algorithms, are very


Figure 4.5: Typical results of splitting budget $k=200$ with optimal delay ( $d \geq 1$ ) for different $\delta$ 's ( $d=D$ for $\delta=1.00, d=1$ for other $\delta$ 's) on NetHEPT (TV model) ( 2 D views of plots in Figure 4.4 corresponding to the optimal $\left\langle k_{1}, d\right\rangle$ pairs)
influential, and it is not necessary to allocate half of the budget to first phase in order to obtain a large enough observable diffusion.

### 4.8.2 Scheduling the Second Phase

It is clear that a two-phase diffusion would result in a higher influence spread than the singlephase one. This brings us to address the following questions: (a) why not use two-phase diffusion all the time? and (b) why not wait for the first phase to complete its diffusion process before starting the second phase? It is to be noted that the standard IC model fails to capture the effects of time taken for the diffusion process. A more realistic objective function would capture not only the influence spread, but also the rate of the diffusion process. One such objective function could be $\nu(S)=\sum_{t=0}^{\infty} \Gamma(t) \sigma_{(t)}(S)$, where $\Gamma(\cdot)$ is a non-increasing function such that $\Gamma(t) \leq 1$ for all values of $t$, and $\sigma_{(t)}(S)$ is the expected number of newly activated nodes at time step $t$.

Alternatively, let $t_{j}^{X, S}$ be the minimum number of time steps in which node $j$ can be reached from set $S$ in live graph $X$. Then $\Gamma\left(t_{j}^{X, S}\right)$ is the value obtained for influencing node $j$ in live graph $X$, and $\sum_{X} p(X) \Gamma\left(t_{j}^{X, S}\right)$ is the expected value obtained for influencing node $j$. So the expected influence value obtained starting from a seed set $S$ is $\nu(S)=\sum_{j} \sum_{X} p(X) \Gamma\left(t_{j}^{X, S}\right)$. Note that if $\Gamma(t)=1$ for all $t$, then $\nu(\cdot)$ reduces to $\sigma(\cdot)$. Thus we modify our two-phase objective function by incorporating $\Gamma(t)$.

Theorem 4.4. $\nu(\cdot)$ is non-negative, monotone increasing, and submodular, for any non-increasing function $\Gamma(\cdot)$ where $0 \leq \Gamma(t) \leq 1, \forall t$.

Proof. The non-negativity of $\nu(\cdot)$ is direct from the non-negativity of $\sigma_{(t)}(\cdot)$. Now, it is clear that $t_{j}^{X, S} \geq t_{j}^{X, T}$ for any $S \subset T$, and owing to $\Gamma(\cdot)$ being a non-increasing function, we have $\Gamma\left(t_{j}^{X, S}\right) \leq$ $\Gamma\left(t_{j}^{X, T}\right)$. Since this is true for any live graph $X$, we have $\sum_{X} p(X) \Gamma\left(t_{j}^{X, S}\right) \leq \sum_{X} p(X) \Gamma\left(t_{j}^{X, T}\right)$. Also, since this is true for any node $j$, we have $\sum_{j} \sum_{X} p(X) \Gamma\left(t_{j}^{X, S}\right) \leq \sum_{j} \sum_{X} p(X) \Gamma\left(t_{j}^{X, T}\right)$ or equivalently, $\nu(S) \leq \nu(T)$. This proves the monotone increasing property of $\nu(\cdot)$.

For the purpose of proving its submodularity, let us define another function $\psi_{j}^{X}(S)=\Gamma\left(t_{j}^{X, S}\right)$. So $\nu(S)=\sum_{j} \sum_{X} p(X) \psi_{j}^{X}(S)$, that is, $\nu(\cdot)$ is a non-negative linear combination of the functions $\psi_{j}^{X}(\cdot)$. Consider arbitrary sets $S$ and $T$ and an arbitrary node $i$ such that $S \subset T$ and $i \in N \backslash T$. We first prove the submodularity of $\psi_{j}^{X}(\cdot)$ for an arbitrary node $j$ and a live graph $X$ using two possible cases. In the first case, if addition of $i$ to the set $T$ does not reduce the number of time steps required to reach node $j$, then $\psi_{j}^{X}(T \cup\{i\})=\psi_{j}^{X}(T)$. In the second case, if addition of $i$ to the set $T$ reduces the number of time steps required to reach the node, then $\psi_{j}^{X}(T \cup\{i\})=$ $\psi_{j}^{X}(\{i\})=\psi_{j}^{X}(S \cup\{i\})$. In both the cases, $\psi_{j}^{X}(S \cup\{i\})-\psi_{j}^{X}(S) \geq \psi_{j}^{X}(T \cup\{i\})-\psi_{j}^{X}(T)$. This proves the submodularity of $\psi_{j}^{X}(\cdot)$ and hence of their non-negative linear combination $\nu(\cdot)$.

Thus following argument similar to that in Section 4.5.3, the two-phase objective function (taking time into consideration) can be well approximated using greedy algorithm for seed selection in the second phase; and GDD heuristic can be used as an effective proxy for greedy. Note that GDD heuristic is expected to perform very well for the temporal objective function $\nu(\cdot)$ because it maximizes the number of nodes influenced in the immediately following time step. In particular, GDD would be an excellent algorithm when $\Gamma(1)$ is significantly larger than $\Gamma(t)$ for $t \geq 2$. In our simulations, we consider $\Gamma(t)=\delta^{t}$ where $\delta \in[0,1]$ (this is generally the first guess for a decay function in several problems).

Now our objective is to not only find an optimal $k_{1}$, but also an optimal delay $d$. We have seen that FACE algorithm implicitly computes influential seed nodes while simultaneously optimizing over $k_{1}$. Now in addition to a sampled value of $k_{1}$ and a sampled set of cardinality $k_{1}$, we allow each data sample to also contain a value of $d$, sampled from $\{1, \ldots, D\}$. Table 4.4 shows that the differences between (a) the spread achieved using this implicit optimization method and (b) that achieved using exhaustive search over $k_{1}$ and $d$, for different $\delta$ 's on LM dataset, are low. The time taken for implicit optimization was observed to be approximately $\frac{1}{k D}$ of that taken for exhaustive search. This shows the effectiveness of FACE algorithm for getting the best out of two-phase diffusion by addressing the combined optimization problem.

As mentioned earlier, for NetHEPT dataset also, we observed that for $\delta=1$, it is optimal to allocate one-third of the budget to first phase and delay $d=D$. For $\delta \leq 0.85$, it is optimal to use single-phase diffusion. For intermediate values of $\delta$, it is optimal to allocate most of

| $\delta$ | Single <br> phase <br> value | Two-phase with optimal $\left\langle k_{1}, d\right\rangle$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Implicit opt. |  |  | Exhaustive |  |  |
|  |  | $k_{1}$ | $d$ | value | $k_{1}$ | $d$ | value |
| 0.75 | 33.2 | 6 | 0 | 33.2 | 6 | 0 | 33.2 |
| 0.80 | 36.0 | 6 | 0 | 36.0 | 5 | 1 | 36.7 |
| 0.85 | 38.0 | 5 | 2 | 39.1 | 5 | 1 | 39.7 |
| 0.90 | 40.6 | 5 | 2 | 41.8 | 4 | 1 | 42.4 |
| 0.95 | 42.9 | 4 | 1 | 46.1 | 4 | 2 | 46.5 |
| 1.00 | 46.2 | 2 | D | 51.4 | 2 | D | 51.4 |

Table 4.4: Performance of FACE with implicit optimization versus that with exhaustive search
the budget to the first phase with a delay of one time step; the necessity of allocating most of the budget to the first phase increases as $\delta$ decreases. Figures $4.4(\mathrm{a}-\mathrm{c})$ and 4.5 show this in an elaborate way.

Figure 4.3(b) shows how the expected spread progresses with time for different $<k_{1}, d>$ pairs on NetHEPT dataset under WC model, given $k=200 .<200,0>$ corresponds to single phase diffusion, $<10,1>$ corresponds to two-phase diffusions with a random $<k_{1}, d>$ pair, $<100,14>$ corresponds to equal budget split $k_{1}=k_{2}=\frac{k}{2}$ with $d=D$, and $<70,14>$ corresponds to the optimal $<k_{1}, d>$ pair. (We have $D=14$ in the plots as the first phase diffusion stagnated after 14 time steps for $k_{1}=70$ and 100.) These types of plots showing the progression of diffusion with time may help a company to decide the ideal values of $k_{1}$ and $d$ based on its desired progression.

### 4.8.3 An Efficient Method for the Combined Optimization Problem

We have seen that the performance of FACE algorithm is excellent in terms of influence maximization. However, it is computationally intensive and hence impractical for use on large networks. With this in view, we propose another algorithm that is based on empirical observations in Figures 4.3(c) and 4.4(a-c).

We note that the plots are unimodal in nature for the considered representative algorithms and datasets with respect to either $k_{1}$ (with a good enough interval between consecutive $k_{1}$ 's) or $d$ as variable. We could exploit this nature for maximizing the objective function by using the golden section search technique with $k_{1}$ as the variable, where the objective function itself is computed with an optimal $d$ for that particular $k_{1}$ (which can be found using golden section search). In the special case of the considered exponential decay function, since the optimal
values of $d$ would be very small for almost any $\delta<1$, we find an optimal $d$ for a particular $k_{1}$ using sequential search starting from $d=0$. It is to be noted that, as long as the function does not change its value drastically within small intervals (which would be true in general for the considered problem), the golden section search technique will give an optimal or near-optimal solution even when the function is not perfectly unimodal, but unimodal when the interval between consecutive $k_{1}$ 's is good enough.

We also explored whether the plots are unimodal with respect to $k_{1}$ and $d$ simultaneously, so that faster methods such as multidimensional direct search, can be used. However, though the plots are observed to be unimodal with respect to $k_{1}$ and $d$ individually, they are not unimodal with respect to them simultaneously.

### 4.9 Discussion

We proposed and motivated the two-phase diffusion process, formulated an appropriate objective function, proposed an alternative objective function, developed suitable algorithms for selecting seed nodes in both the phases, and observed their performances using simulations. We observed that myopic algorithms perform closely to the corresponding farsighted algorithms, while taking orders of magnitude less time.

In order to make the best out of two-phase diffusion, we also studied the problems of budget splitting and scheduling second phase. We proposed the usage of FACE algorithm for the combined optimization problem. Further, we studied the nature of the plots and owing to their unimodal nature with respect to either $k_{1}$ or $d$ as variable, we proposed the usage of golden section search technique to find an optimal $\left\langle k_{1}, d\right\rangle$ pair. We concluded that: (a) under strict temporal constraints, use single-phase diffusion, (b) under moderate temporal constraints, use two-phase diffusion with a short delay while allocating most of the budget to the first phase, and (c) when there are no temporal constraints, use two-phase diffusion with a long enough delay with a budget split of $\frac{1}{3}: \frac{2}{3}$ between the two phases (one-third budget for the first phase).

We presented results for a few representative settings; these results are very general in nature. We now provide notes on the decay function, satisfaction of the subadditivity property by the objective function, and how this work can be extended to the linear threshold model.

### 4.9.1 A Note on the Decay Function

We considered a very strict decay function with time (exponential), which resulted in humbling two-phase diffusion for most range of $\delta$. In practice, the decay function would be more lenient, where the value would remain high for first few time steps and then decay at a slow rate. Such a decay function would be more suitable for two-phase diffusion.

In practice, the value of a product follows a thresholding behavior. A company would value its initial sales to be high owing to factors like immediate profits, urgency to break even, higher selling prices, etc. But after some time period, it would value its sales to be considerably lower owing to concentration on newer products, more competing products, less number of potential customers for older products, etc. This behavior can be described by a reverse S-shaped curve, where the value is high for initial periods of time, and then starts decreasing until it reaches a stable lower limit. Note, however, that our choice of a simple exponential decay function allowed us to draw firm conclusions, which would not have been the case while working with a sophisticated function as described above.

One could also account for time by studying the problem in presence of competing diffusions, where a delay in diffusion may help competitors reach the potential customers first.

### 4.9.2 A Note on Subadditivity of Objective Function $f(\cdot)$

Though we have shown that the function $f(\cdot)$ given by Equation (4.2) is not submodular, it can be shown to be subadditive, that is, $f\left(S_{1} \cup T_{1}\right) \leq f\left(S_{1}\right)+f\left(T_{1}\right), \forall S_{1}, T_{1} \subseteq N$.

Property 4.3. $f(\cdot)$ is subadditive.
Proof. Let $W_{1}=S_{1} \cup T_{1}$ and $W_{2}^{O\left(X, W_{1}, d, k_{2}\right)}$ be an optimal set of $k_{2}$ nodes given the observation corresponding to $X, d$ starting with seed set $W_{1}$.

$$
\begin{aligned}
f\left(S_{1}\right)+f\left(T_{1}\right) & =\sum_{X} p(X) \sigma^{X}\left(S_{1} \cup S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}\right)+\sum_{X} p(X) \sigma^{X}\left(T_{1} \cup T_{2}^{O\left(X, T_{1}, d, k_{2}\right)}\right) \\
& \geq \sum_{X} p(X) \sigma^{X}\left(S_{1} \cup W_{2}^{O\left(X, W_{1}, d, k_{2}\right)}\right)+\sum_{X} p(X) \sigma^{X}\left(T_{1} \cup W_{2}^{O\left(X, W_{1}, d, k_{2}\right)}\right) \\
& \geq \sum_{X} p(X) \sigma^{X}\left(S_{1} \cup T_{1} \cup W_{2}^{O\left(X, W_{1}, d, k_{2}\right)}\right) \\
& =\sum_{X} p(X) \sigma^{X}\left(W_{1} \cup W_{2}^{O\left(X, W_{1}, d, k_{2}\right)}\right) \\
& =f\left(W_{1}\right)=f\left(S_{1} \cup T_{1}\right)
\end{aligned}
$$

The first inequality is from optimality of $S_{2}^{O\left(X, S_{1}, d, k_{2}\right)}$ and $T_{2}^{O\left(X, T_{1}, d, k_{2}\right)}$, and the second one from subadditivity of $\sigma^{X}(\cdot)$ (since submodularity and non-negativity implies subadditivity).

There exists an algorithm that provides an approximation guarantee of $\frac{1}{2}$ for maximizing a subadditive function [32]. However, owing to its relatively high running time, we leave it out of our study. It would be interesting though to develop more efficient algorithms for exploiting the subadditivity of $f(\cdot)$.

### 4.9.3 A Note on the Linear Threshold (LT) Model

Throughout this chapter, we discussed multi-phase diffusion using IC model, primarily because it is a natural setting for such a diffusion. One can as well study multi-phase diffusion using the other most popular model, the LT model. We now discuss this in brief.

In LT model, an influence degree $b_{u, v}$ is associated with every directed edge ( $v, u$ ), where $b_{u, v} \geq 0$ is the degree of influence that node $v$ has on node $u$, and an influence threshold $\chi_{u}$ is associated with every node $u$. The weights $b_{u, v}$ are such that $\sum_{v} b_{u, v} \leq 1$. Owing to lack of knowledge about the thresholds, which are held privately by the nodes, it is assumed that the thresholds are uniformly distributed in $[0,1]$. The diffusion starts at time step 0 and proceeds in discrete time steps, one at a time. In each time step, a node $u$ is influenced or activated if and only if the sum of influence degrees of the edges incoming from its activated neighbors (irrespective of the time of their activation) crosses its own influence threshold, that is, when $\sum_{v \in \mathcal{A}} b_{u, v} \geq \chi_{u}$, where $\mathcal{A}$ is the set of activated nodes. Nodes, once activated, remain activated for the rest of the diffusion process. In any given time step, all activated nodes (not just the recently activated ones) contribute to the diffusion. The diffusion stops when no further nodes can be activated.

At the beginning of the first phase, the thresholds of nodes are assumed to be uniformly distributed in $[0,1]$. When the second phase is scheduled to start, we have the information regarding the status of nodes thus far, that is, whether they are active or inactive. In addition, we also have the updated information regarding the thresholds of inactive nodes which are out-neighbors of active nodes. That is, such a node was not activated in the first phase even after receiving a total influence (sum of influence degrees of the edges incoming from activated neighbors) of $\sum_{v \in \mathcal{A}} b_{u, v}$. Thus we now have the information that this node has a threshold greater than $\sum_{v \in \mathcal{A}} b_{u, v}$, and so while determining the seed set for second phase, we can exploit this information by assuming its threshold to be uniformly distributed in $\left(\sum_{v \in \mathcal{A}} b_{u, v}, 1\right]$, instead of a wider (and hence more uncertain) range of $[0,1]$.

This chapter dealt with the problem of multi-phase information diffusion, while the preceding one dealt with the problem of network formation. Both network structure and the information flowing through it impact the opinions and preferences of individuals, depending on which other individuals they frequently interact with and what information they are more exposed to. The next chapter studies how the social network information can be harnessed to determine ideal representatives of the population, so as to aggregate the preferences of individuals in the population in an efficient and effective way in practice.

## Appendix for Chapter 4

## 4.A Post-processing Methods for Cooperative Game Theoretic Solution Concepts

The problem of finding the $k$ most critical nodes, referred to as the top- $k$ problem, is a very important one in several contexts such as influence maximization, influence limitation, virus inoculation, etc. It has been observed in the literature that the value allotted to a node by most of the popular cooperative game theoretic solution concepts, acts as a good measure of appropriateness of that node (or a data point) to be included in the top- $k$ set, by itself [75, 74]. However, in general, nodes having the highest $k$ values are not the desirable top- $k$ nodes, because the appropriateness of a node to be a part of the top-k set depends on other nodes in the set. As this is not explicitly captured by cooperative game theoretic solution concepts, it is necessary to post-process the obtained values in order to output the suitable top- $k$ nodes. Here, we propose a number of such post-processing methods and provide justification for each of them.

We now present a number of post-processing methods, primarily in the context of information diffusion; they can be extended to other contexts. However, some methods would be more suitable for a given application than others. One can derive variants of the proposed methods or use multiple methods in conjunction.

Given an input that is a graph (or that can be converted to a graph), let $\beta_{x y}$ denote the weight of edge $x y$. Starting from the null set, the top- $k$ set builds up as nodes get added to it, until it reaches cardinality $k$. The most direct and naïve method of obtaining the top- $k$ set is to sort nodes in descending order of their values, say ordered_list, and then choose the first $k$ nodes from the list. However, as explained earlier, nodes having the highest $k$ values are generally not the desirable top- $k$ nodes, and so there is a need to post-process the obtained values in order to build an effective top- $k$ set. We propose a number of post-processing methods that can be broadly classified into two types, namely, (a) eliminating neighbors of chosen nodes and (b) discounting values of neighbors of chosen nodes.

In the following methods, neighbors of a node account for both its in-neighbors and outneighbors; however, the accounting of neighbors can be altered based on the application. In the methods that follow, in order to obtain an ordering over multiple nodes that are allotted equal values, the ties are broken randomly.

## 4.A. 1 Eliminating Neighbors of Chosen Nodes

As choosing nodes naïvely may result in the top- $k$ nodes to be clustered in one part of the network, these methods try to choose the nodes such that they are appropriately spread in the network, so that they influence as many distinct nodes as possible. In all the methods of this type, if it is not possible to choose any more nodes using the elimination approach, the methods reiterate over ordered_list and naïvely choose the unselected nodes in order. It is to be noted that in the methods of this type, if a node $x$ is both in-neighbor and out-neighbor of a node $y$, we consider the mutual edge weight to be $\max \left\{\beta_{x y}, \beta_{y x}\right\}$ whenever applicable.

## 4.A.1.1 Eliminating Neighbors of Chosen Nodes Always

This method is the one used in [75] for influence maximization in a social network. It keeps on choosing the nodes in order from ordered_list and skips a node if any of its neighbors is already chosen in the top- $k$ set. This method is observed to perform well in the context of information diffusion since once a node is chosen, it would likely influence its out-neighbors either directly or indirectly (through several common neighbors owing to triadic closures in social networks); furthermore, if a node is chosen before its in-neighbors because of its high value, it is likely that its in-neighbors would have a high value only because they influence the former (a more influential node); so the method eliminates both in-neighbors and out-neighbors.

## 4.A.1.2 Eliminating Neighbors of Chosen Nodes Based on a Threshold

This method is similar to the one used in [38] in the context of clustering. The method that eliminates neighbors of chosen nodes always, suffers from the fact that multiple nodes that are highly influential maybe connected with low edge weights; in such cases, it is undesirable to eliminate the neighbors of such influential nodes. So instead of eliminating neighbors of chosen nodes always, this method keeps on choosing the nodes in order from ordered_list and skips a node if any of its neighbors which is already chosen in the top- $k$ set, is such that the corresponding edge weight exceeds a certain threshold. This method would work well in all the contexts, provided the threshold is chosen appropriately. One can come up with several variants of this method; for instance, the threshold could be a fixed one for the entire network or dataset [38], or it could be a function of the value of the chosen node itself.

## 4.A.1.3 Eliminating Neighbors of Chosen Nodes Based on their Local Networks

This method determines whether a node should be selected based on its local neighborhood. It keeps on choosing the nodes in order from ordered_list, and skips a node $x$ if there exists its neighbor $y$ which is already chosen in the top- $k$ set such that, when all the neighbors of $y$ are ordered in decreasing order of their edge weights with $y$, then $x$ lies in the first half. Note that this fraction half is just a natural first guess; as it acts like a threshold, it can also be a fixed one for the entire network or it can be a function of the value of the chosen node. Intuitively, this method does not eliminate a node when it is a good candidate in the local neighborhood of the already chosen nodes, that is, it is less likely to be influenced by or to influence the nodes in the top- $k$ set.

## 4.A. 2 Discounting Values of Neighbors of Chosen Nodes

The elimination methods are strict owing to their $0 / 1$ nature of eliminating a node. Moreover, it is highly likely that it would not be possible to choose any more nodes using these methods beyond a certain $k$, resulting in a naïve selection of the unchosen nodes. One way to overcome these problems is to discount the values of the neighbors of the chosen nodes based on certain criteria instead of eliminating them.

These methods run in $k$ steps where the value of each node gets updated in each step $t$. Let top- $k^{(t)}$ be the top- $k$ set in step $t$, and let $\phi_{x}^{(t)}$ be the value of node $x$ in step $t$. The initializing top- $k$ set can be given by top- $k^{(0)}=\{ \}$, and the initializing value of a node $\phi_{x}^{(0)}=\phi_{x}$ is the original value allotted to it. In the methods of this category, we do not update the values of the nodes which are already chosen in the top- $k$ set, that is,

$$
\phi_{z}^{(t)}=\phi_{z}^{(t-1)} \quad \forall z \in t o p-k^{(t-1)}
$$

It is important that the values of the chosen nodes do not change after they get added to the top- $k$ set, since the discounting of the values of unselected nodes critically depends on these values. In order to explain the methods of this category, let $y$ be the node chosen in step $t$, that is, top- $k^{(t)} \backslash$ top- $k^{(t-1)}=\{y\}$. Also let $\mathcal{N}_{w}$ be the set of neighbors of a node $w$.

## 4.A.2.1 Discounting Values of Neighbors of Chosen Nodes - I

$$
\begin{gathered}
\phi_{x}^{(t)}=\left(1-\beta_{y x}\right) \phi_{x}^{(t-1)} \quad \forall x \in \mathcal{N}_{y} \backslash \text { top }-k^{(t-1)} \\
\text { or } \quad \phi_{x}^{(t)}=\left(\prod_{w \in \mathcal{N}_{x} \cap t o p-k^{(t)}}\left(1-\beta_{w x}\right)\right) \phi_{x}^{(0)}
\end{gathered}
$$

This discounting is natural in the independent cascade model of information diffusion where $\beta_{y x}$ corresponds to the parameter $p_{y x}$ (in independent cascade model, when node $y$ first becomes active at time $\tau$, it is given a single chance to activate each of its currently inactive neighbors $x$ at time $\tau+1$ and it succeeds with probability $p_{y x}$ ). Since node $x$ would get activated because of node $y$ with probability $p_{y x}$, the value of node $x$ should be discounted by the factor of $p_{y x}$ whenever any of its neighbor $y$ gets chosen in the top- $k$ set. Equivalently, since node $x$ would not get directly activated by any of its neighbors that are chosen in the top- $k$ set, with probability $\prod_{w \in \mathcal{N}_{x} \cap t o p-k(t)}\left(1-p_{w x}\right)$, the value of node $x$ is updated using this factor. Note that we ignore the possibility that the influence of node $y$ can reach node $x$ in multiple hops.

## 4.A.2.2 Discounting Values of Neighbors of Chosen Nodes - II

$$
\begin{gathered}
\phi_{x}^{(t)}=\phi_{x}^{(t-1)}-\beta_{y x} \phi_{x}^{(0)} \quad \forall x \in \mathcal{N}_{y} \backslash \text { top- } k^{(t-1)} \\
\text { or } \phi_{x}^{(t)}=\left(1-\sum_{w \in \mathcal{N}_{x} \cap t o p-k^{(t)}} \beta_{w x}\right) \phi_{x}^{(0)}
\end{gathered}
$$

This discounting is natural in the linear threshold model of information diffusion where $\beta_{y x}$ corresponds to the parameter $b_{x, y}$ (in linear threshold model, $b_{x, y}$ is the influence weight of node $y$ on node $x$ such that the sum of the influence weights from all of its incoming neighbors is at most 1 ; node $x$ gets activated if the sum of the influence weights from its active incoming neighbors exceeds a certain threshold $\chi_{x}$ that is drawn from a uniform distribution in $[0,1]$ ). Analogous to the argument in the previous method, since node $x$ would not get directly activated by any of its neighbors that are chosen in the top- $k$ set, with probability $\left(1-\sum_{w \in \mathcal{N}_{x} \cap t o p-k^{(t)}} b_{w, x}\right)$, the value of node $x$ is updated using this factor. Note that in this method also, we ignore the possibility that the influence of node $y$ can reach node $x$ in multiple hops.

## 4.A.2.3 Discounting Values of Neighbors of Chosen Nodes - III

$$
\begin{aligned}
& \phi_{x}^{(t)}=\phi_{x}^{(t-1)}-\beta_{x y} \phi_{y}^{(t-1)} \quad \forall x \in \mathcal{N}_{y} \backslash \text { top-k } k^{(t-1)} \\
& \text { or } \quad \phi_{x}^{(t)}=\phi_{x}^{(0)}-\sum_{w \in \mathcal{N}_{x} \cap t o p-k^{(t)}}\left(\beta_{x w} \phi_{w}^{(t-1)}\right)
\end{aligned}
$$

This discounting is natural in both independent cascade and linear threshold models of information diffusion (note the swapping of $x$ and $y$ with respect to the previous methods). In the independent cascade model, as node $x$ influences node $y$ directly with probability $p_{x y}$, it gets a fractional share of the value of node $y$ (since $x$ would be influencing other nodes indi-
rectly, through $y$ ). Now given that node $y$ is chosen in the top- $k$ set, the share of $y$ 's value should be removed from the value of $x$. This method uses a simplified expression for this share, namely, $p_{x y} \phi_{y}^{(t-1)}$. Similar argument leads this share to be $b_{y, x} \phi_{y}^{(t-1)}$ in the linear threshold model. Note that we may be possibly removing more share than required since there may exist multiple neighbors of $x$, that are already chosen in the top- $k$ set, with shares of similar nature (for example, they may be likely to influence almost the same set of nodes). Owing to this, it is possible for the value of a node to become negative.

Furthermore, depending on the application, one may also update the values of the nodes using a suitable combination of the aforementioned discounting methods. The SPIC algorithm described in Section 4.6.1.6 uses post-processing that is a combination of the methods presented in Sections 4.A.2.1 and 4.A.2.3.

Note: For any practical problem, the natural valuation function would lead to intractable computation for most solution concepts. Though approximate algorithms exist for several solution concepts, an alternative would to formulate a valuation function that closely resembles the problem and at the same time, facilitates efficient computation of solution concepts.

## Chapter 5

## Modeling Spread of Preferences in Social Networks for Scalable Preference Aggregation

Given a large population, aggregating individual preferences over a set of alternatives could be extremely computationally intensive. Moreover, it may not even be feasible to gather preferences from all the individuals. If the individuals are nodes in a social network, we show that information available about this social network can be exploited to efficiently compute the aggregate preference, with knowledge of preferences of a small subset of representative nodes. To drive the research in this work, we have developed a Facebook app to create a dataset consisting of preferences of nodes for a range of topics as well as the underlying social network. We develop models that capture the spread of preferences among nodes in a typical social network. We next propose an appropriate objective function for the problem of selecting representative nodes, and subsequently propose two natural objective functions as effective alternatives for computational purposes. We then devise two algorithms for selecting the best representatives. For the first algorithm, we provide performance guarantees that require the preference aggregation rule to satisfy a property, expected weak insensitivity. For the second algorithm, we study desirable properties from a viewpoint of cooperative game theory. Also, we empirically find that the degree centrality heuristic performs quite well, demonstrating the ability of

[^3]high-degree nodes to serve as good representatives of the population. The key conclusion of this work is that harnessing social network information in a suitable way will achieve scalable preference aggregation of a large population and will certainly outperform random polling based methods.

### 5.1 Introduction

There are several scenarios such as elections, opinion polls, public project initiatives, funding decisions, etc., where a society faces a number of alternatives. In scenarios where the society's collective opinion is of importance, there is a need to get the society's collective preference over these alternatives. Ideally, one would want to obtain the preferences of all the individuals in the society and aggregate them so as to represent the society's preference. This process of computing an aggregate preference over a set of alternatives given individual preferences is termed preference aggregation and is a well-studied topic in the field of social choice theory. It is generally assumed that the preferences of all the individuals are known. However, more often than not, obtaining all the individual preferences is a difficult and an expensive process in itself owing to factors such as the individuals' lack of interest to provide a prompt, truthful, well-informed, and well-thought preference over the given set of alternatives. In an effort to circumvent this problem, we turn towards harnessing any additional information regarding the society of individuals, in particular, the underlying social network.

Social network information has been harnessed for a variety of purposes, ranging from viral marketing to controlling epidemic spread, from determining the most powerful personalities in a society to determining the behaviors of people. Social networks serve to explain several phenomena which cannot be explained otherwise, primarily because such phenomena are caused by the social interactions which are captured in the social network itself. Many of these phenomena can be explained with an important feature of social networks - homophily [30]. Homophily refers to a bias in friendships towards similar individuals - individuals with similar interests, behaviors, opinions, etc. The tendency of individuals to form friendships with others who are like them is termed selection. On the other hand, similarities may also be a result of friendships; people tend to change their behaviors to align themselves more closely with the behaviors of their friends; this process is termed social influence. Hence selection and social influence can be viewed as complements of each other. It is evident that social networks and homophily are inseparable.

We exploit this important feature of homophily in addressing the problem of preference aggregation. In particular, we study how the social network among the individuals of a society can be used to determine the best representatives among them, so that obtaining only the
representatives' preferences would suffice to effectively (and efficiently) deduce the aggregate preference of the society. In this chapter, we use the terms voters, individuals, agents, and nodes interchangeably, so also neighbors and friends.

### 5.1.1 Preliminaries

Given a set of alternatives, individuals have certain preferences over them. These alternatives could be any entity, ranging from political candidates to food cuisines. We assume that an individual's preference is represented as a complete ranked list of alternatives. Throughout this chapter, we refer to a ranked list of alternatives as a preference and the multiset consisting of the individual preferences as preference profile. For example, if the set of alternatives is $\{X, Y, Z\}$ and individual $i$ prefers $Y$ the most and $X$ the least, then $i$ 's preference is written as $(Y, Z, X)_{i}$. Suppose individual $j$ 's preference is $(X, Y, Z)_{j}$, then the preference profile of the population $\{i, j\}$ is $\{(Y, Z, X),(X, Y, Z)\}$. A widely used measure of dissimilarity between two preferences is Kendall-Tau distance which counts the number of pairwise inversions with respect to the alternatives. In this chapter, given that the number of alternatives is $r$, we normalize Kendall-Tau distance to be in $[0,1]$, by dividing the actual distance by $\binom{r}{2}$, the maximum distance between any two preferences on $r$ alternatives. For example, the Kendall-Tau distance between preferences $(X, Y, Z)$ and $(Y, Z, X)$ is 2 , since two pairs $\{X, Y\}$ and $\{X, Z\}$ are inverted between them. The normalized Kendall-Tau distance is $2 /\binom{3}{2}=\frac{2}{3}$.

Preference aggregation is a well-studied topic in social choice theory. An aggregation rule takes a preference profile as input and outputs the aggregate preference(s), which in some sense reflect(s) the collective opinion of all the individuals. We consider a wide range of aggregation rules for our study, which are extensions of voting rules such as Bucklin, Smith set, Borda, Veto, Minmax (pairwise opposition), Dictatorship, Random Dictatorship, Schulze, Plurality, Kemeny, and Copeland. A survey of voting rules and related topics can be found in [12]. A more concise table of voting rules and their properties can be found in [98]. Of these rules, only Kemeny, Dictatorship, and Random Dictatorship output the entire aggregate preference; others either determine a winning alternative or give each alternative a score. For the sake of consistency, for all rules except Kemeny, Dictatorship, and Random Dictatorship, we employ the following well accepted approach for converting a series of winning alternatives into an aggregate preference: rank a winning alternative as first, then vote over the remaining alternatives and rank a winning alternative in this iteration as second, and repeat until all alternatives have been ranked [12]. As we are indifferent among alternatives, we do not assume any tie-breaking rule in order to avoid any bias towards any particular alternative while determining a winner. So an aggregation rule may not output a unique aggregate preference, that is, it is a correspondance.

We now motivate the problem of determining best representatives for deducing the aggregate preference of a population or society in an effective and efficient way.

### 5.2 Motivation

In real-world scenarios, it may not be feasible to gather the individual preferences of all the voters owing to factors like time and interest of the voters. One such scenario is preference aggregation in a large online social network where gathering all the preferences is an expensive process in terms of time as well as cost. Another scenario is that of a company desiring to launch a future product based on the feedback received from its customers. However, very few customers might be willing to respond to such feedback queries in a prompt and honest way, and devote the needed effort to provide a useful feedback. In such cases, if information on the underlying social network is available, one could harness the homophily property, which states that most friendship relations imply similar preferences. In order to estimate the aggregate preference of the entire population, an attractive approach would be to select a subset of individuals based on such properties and incentivize those individuals to report their preferences. We refer to these individuals as representatives.

Another motivation for this work comes from the field of computational voting theory. Most aggregation rules are extremely computationally intensive. Hence, it is important to have efficient ways of estimating the aggregate preferences. In almost all aggregation rules (apart from those similar to dictatorship), as the number of voters decreases, computation of the aggregate preference becomes faster. The problem tackled in this chapter is potentially one such approach where we use a subset of preferences to arrive at an acceptable aggregate preference. As we will see, the manner in which we aggregate the preferences reduces the number of voters, and weighs their preferences appropriately. This helps speed up the computation of aggregate preference for most aggregation rules, since we do not have to parse the preferences of all the voters and also owing to the reduced number of distinct preferences.

### 5.3 Relevant Work

There have been studies in the literature that deal with the influence of social networks on voting in elections. The pioneering Columbia and Michigan political voting research is discussed in [90] with an emphasis on importance of the underlying social network. It has been observed that the social network has higher impact on one's political party choice than background attributes like class or ethnicity [14]. A similar study finds that social influence through ties plays a more important role than similarities in attributes such as religion, education, and social status [80]. It has also been observed that conversations with partisan discussants and
family members do act as a statistically significant influence on voting [83]. Ryan [86] suggests that social communication is a useful information shortcut for uninformed independents, but not uninformed partisans, while informed individuals incorporate biased social messages into their candidate evaluations. McClurg [65, 66] argues that interactions in social networks have a strong, though often overlooked, influence on voting, since interactions allow an individual to gather information beyond personal resource constraints. It has also been argued that, though it is obvious and well-known that social networks play a vital role in voting decisions, it has been overlooked by political scientists in their analysis [108].

Williams and Gulati [99] investigate the extent of Facebook profile use in the 2006 U.S. election, and analyze which candidates were more likely to use them, with what impact on their vote shares. Facebook users could register their support for specific candidates and also receive notifications when their Facebook friends registered support for a candidate. It was observed that the candidates' Facebook support had a significant effect on their final vote shares. The impact of social networks has also been compared with that of mass media communication with respect to voting choices, where it is observed that social discussions outweigh the media effect [7], and that both the effects should be studied together [15]. Boldi et al. [10] study the properties of a voting system suited for electronically mediated social networks, where an individual can either vote or appoint another individual who can vote on his/her behalf. On the other hand, it has also been argued via a maximum likelihood approach to political voting, that it is optimal to ignore the network structure [21].

There have been works on modeling homophily in social networks [68, 106, 64, 101]. Results of certain behavioral experiments suggest that agents compromise their individual preferences to achieve unanimity in a situation where agents gain some utility if and only if the entire population reaches a unanimous decision [58]. The scenario in a real group is similar, where, members who do not comply with group norms, either eventually compromise or leave the group to evade the tension between the preferences.

There have been efforts to detect the most critical nodes in social networks in other contexts [53, 30] such as influence maximization [59], limiting the spread of misinformation [13], virus inoculation [1], etc. There is extant literature on modeling individual preferences using general random utility models which consider the attributes of alternatives and agents. The most relevant work here considers the problem of node selection by exploiting these attributes [91]; however, the underlying network structure is not taken into consideration.

To the best of our knowledge, there do not exist any models that capture the way preferences are spread among nodes in a social network and furthermore, there do not exist any attempts to determine critical nodes that represent the aggregate preference of nodes in a social network.

### 5.4 Contributions of this Chapter

We are given a social graph with a set of individuals $N$ and an aggregation rule $f$. Our objective is to choose a subset of nodes of a given (small) cardinality such that the aggregate preference of the nodes in this subset closely approximates the aggregate preference of the entire set of nodes. To solve this problem, we proceed as follows in this chapter.

- To drive the research in this work, we first develop a Facebook app for eliciting the preferences of individuals for a range of topics, while also obtaining the social network among them. The Facebook app has helped us obtain a real-world dataset consisting of over 1000 nodes. We propose a number of simple yet faithful models with the aim of capturing how preferences are spread in a social network; some of these models provide an acceptable fit to the data collected above. (Section 5.5)
- We formulate an appropriate objective function for the problem of determining critical nodes that best represent a given social network in terms of preferences. We propose a property which we call expected weak insensitivity, which captures the robustness of an aggregation rule, and we show that several aggregation rules satisfy this property. We then establish a fundamental relation between (a) the closeness of the chosen representative set to the population in terms of expected distance and (b) the error incurred in the aggregate preference if that set is chosen as the representative set. Following this, we present two alternate objective functions that are appropriate and natural for this setting and show the existence of efficient approximation algorithms for optimization problems involving these two objective functions. (Section 5.6)
- We then propose algorithms for selecting the best representatives. Our algorithms include the popular greedy hill-climbing algorithm for optimal set selection. We also provide a guarantee on the performance of one of the algorithms (Greedy-min), subject to the aggregation rule satisfying the expected weak insensitivity property, and study desirable properties of one other algorithm (Greedy-sum) from the viewpoint of cooperative game theory. We also see that the degree centrality heuristic performs very well, thus demonstrating the ability of high-degree nodes to serve as good representatives of the population. We conclude that instead of using the common and popular method of random polling, it is better to harness social networks for scalable preference aggregation as a more effective and reliable approach. (Section 5.7)
- We provide insights on the effectiveness of our approach for aggregating preferences with
respect to personal and social topics, as well as a note on an alternate way of defining the distribution of preferences between nodes. (Section 5.8)

We believe the results in this chapter offer a rigorous model for capturing spread of preferences in a social network, leading to an efficient approach for scalable preference aggregation for large-scale social networks.

### 5.5 Modeling Spread of Preferences in a Social Network

In this section, we first introduce the idea of modeling the spread of preferences in a social network with the help of an analogy to modeling information diffusion. We then describe the dataset obtained through our Facebook app and hence develop a number of simple yet faithful models for deducing the spread of preferences in a social network.

### 5.5.1 An Analogy to Information Diffusion Models

Several models have been proposed for studying how a piece of information diffuses in a social network, the most popular and well-studied being the independent cascade (IC) model and the linear threshold (LT) model [59]. Given a weighted and directed network, and a set of seed nodes where the information starts propagating, these models provide ways of computing the individual probabilities of each node receiving the information (or getting influenced) given a particular seed set, and hence the expected spread achieved at the end of a diffusion process.

The goal of this section is to develop models on similar lines, which will deduce the preference of each node and how similar it would be to the nodes in a given representative set, and hence compute the expected error in the aggregate preference obtained by considering only the preferences of the given set of representative nodes. These models can also be seen as extending the modeling of similarities between connected nodes to that between unconnected nodes.

### 5.5.2 The Facebook App

In order to develop such models, there was a need of a dataset that consists of (a) preferences of nodes for a range of topics and (b) the underlying social network. Keeping this goal in mind, we developed a Facebook app titled The Perfect Representer, which asked the app users to give their preferences for 8 topics, over 5 alternatives per topic. The topics, which were broadly classified into personal and social types, and their alternatives are listed in Table 5.1; the ordering of alternatives from top to bottom is based on the aggregate preference of the population as per the Borda count aggregation rule. This enabled us to not only model the spread of preferences in a social network, but also validate our algorithms for selecting the best

| Personal |  |  |  | Social |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Hangout | Chatting | Facebook | Lifestyle | Website | Government | Serious | Leader |
| Place | App | Activity |  | visited | Investment | Crime |  |
| Friend's place | WhatsApp | Viewing Posts | Intellectual | Google | Education | Rape | N. Modi (India) |
| Adventure Park | Facebook chat | Chatting | Exercising | Facebook | Agriculture | Terrorism | B. Obama (USA) |
| Trekking | Hangouts | Posting | Social activist | Youtube | Infrastructure | Murder | D. Cameron (UK) |
| Mall | SMS | Games / Apps | Lavish | Wikipedia | Military | Corruption | V. Putin (Russia) |
| Historical Place | Skype | Marketing | Smoking | Amazon | Space exploration | Extortion | X. Jinping (China) |

Table 5.1: Topics and alternatives in the Facebook app


Figure 5.1: Network of the app users
set of representative nodes in the network. The app got over 1000 users and 500 likes. Figure 5.1 shows the network of app users. More details about the app are provided in Appendix 5.C.

The obtained data consisted of 1006 nodes and 7112 edges, however it was necessary to preprocess the data before using it for model-fitting. For instance, we eliminated nodes which had given response to fewer than 6 topics so as to consider only those nodes which have responded to sufficient number of topics. Furthermore, in order to observe the network effect, it was necessary that all the nodes belonged to the same component; so we considered only the giant component which consisted of 844 nodes and 6129 edges.

Our focus throughout this chapter will be on aggregating preferences across all topics or issues, without making any distinction among them with respect to their type or nature, for instance, personal or social. However, in practice, it maybe advantageous to consider different types separately, and choose representatives based on the type of topic or issue. We provide a brief note on this in Section 5.8.

### 5.5.3 Modeling Distance between Preferences of Pairs of Nodes

In order to study the distance between preferences of two nodes, we used the measure of normalized Kendall-Tau distance. The distribution of distance between preferences of most pairs of nodes (connected as well as unconnected), over the considered topics, was observed to follow a bell curve (most distances were clubbed together, with few of them spread apart). As a preliminary fit to the data, we considered Gaussian distribution since it is a natural and most commonly observed distribution in real-world applications. Since the range of values taken by the distance is between 0 and 1 , we considered Truncated Gaussian distribution. Furthermore, as the range of values is discrete, we considered a discrete version of truncated Gaussian distribution; denote it by $\mathcal{D}$. The discretization can be done in the following way. We know that when the number of alternatives is $r$, the distance between consecutive discrete values is $1 /\binom{r}{2}=\frac{2}{r(r-1)}$. Let $F$ be the cumulative distribution function of the continuous truncated Gaussian distribution. So the value of the probability mass function of $\mathcal{D}$ at $x$ can be shown to be

$$
F\left(\min \left\{x+\frac{1}{r(r-1)}, 1\right\}\right)-F\left(\max \left\{x-\frac{1}{r(r-1)}, 0\right\}\right) .
$$

So for any pair of nodes, the distance between their preferences was observed to follow distribution $\mathcal{D}$. Let the expected distance between nodes $i$ and $j$ with respect to their preferences, be denoted by $d(i, j)$. Let distance matrix be a matrix whose cell $(i, j)$ is $d(i, j)$ and similarity matrix be a matrix whose cell $(i, j)$ is $c(i, j)=1-d(i, j)$. Following are certain statistics about $d(i, j)$ 's over all pairs of nodes in the obtained Facebook app data. The mean $\left(=\operatorname{avg}_{\{i, j\}} d(i, j)\right)$ for overall, personal, social type of topics was respectively $0.35,0.40,0.30$, while the standard deviation was respectively $0.08,0.12,0.09$.

The parameters of the distribution ( $\mu_{i j}$ and $\sigma_{i j}$ of the original Gaussian distribution from which $\mathcal{D}$ is derived) for every pair $\{i, j\}$ were obtained using maximum likelihood estimation (MLE).

### 5.5.4 Modeling Spread of Preferences in a Social Network

Recollect that the primary objective of modeling the spread of preferences in a social network is to identify a best set of representative nodes for the entire social network. In order to do this, we need not only the distribution of distances between connected nodes, but also that between unconnected nodes. As an analogy to modeling information diffusion, in order to identify a best set of seed nodes for maximizing diffusion, we need the influence of a candidate set not only on its neighbors, but also on distant nodes.

Given the preferences of a set of nodes (call it initializing set), our models aim to deduce

```
Algorithm 2: A generic model for spread of preferences in a social network
    Input: Connected graph \(G\) with parameters \(\mu, \sigma\) on its edges, Number of generated (or
                    simulated) topics \(\mathbb{T}\)
    Output: Preference profiles for \(\mathbb{T}\) generated topics
    for \(t \leftarrow 1\) to \(\mathbb{T}\) do
        Randomly choose an initializing set of certain size \(s\);
        Assign preferences to nodes in this initializing set;
        for \(i \leftarrow 1\) to \(n-s\) do
            Choose an unassigned node \(u\) uniformly at random from the set of potentially
            next nodes;
            Assign a preference to \(u\) based on:
            (i) the model under consideration and
            (ii) either
                    (a) the preferences of its assigned neighbors or
                    (b) the preference of one of its assigned neighbors which is chosen based on a
                    certain criterion;
```

the possible preferences of all the nodes in the social network. If this model is run for several iterations, say $\mathbb{T}$, with a randomized initializing set in each iteration, we would have deduced the preferences of nodes for these $\mathbb{T}$ generated (or simulated) topics (and hence $\mathbb{T}$ preference profiles). This would then enable us to deduce the distribution of distances between unconnected nodes as well. Since the deduced preferences and hence the distances are randomized, in the remainder of this chapter, we will address each of our models as a Random Preferences Model (RPM).

In the models that we propose, we partition the nodes into two sets at all time steps, namely, (1) assigned nodes which are assigned a preference, and (2) unassigned nodes which are not assigned a preference as yet. Let potentially next nodes be the subset of unassigned nodes, which have at least one neighbor in the set of assigned nodes. Starting with the nodes in the initializing set as the only assigned nodes, a node is chosen uniformly at random from the set of potentially next nodes at each time step, and is assigned a preference based on the preferences of its assigned neighbors (neighbors belonging to the set of assigned nodes). Algorithm 2 presents a generic model on these lines. We now present a number of models as its special cases.

### 5.5.4.1 Independent Conditioning (RPM-IC)

Let $P_{j}$ be the random preference to be assigned to a node $j$ and $A_{j}$ be the set of assigned neighbors of node $j$. So given the preferences of its assigned neighbors, the probability of node
$j$ being assigned a preference $p_{j}$ is

$$
\begin{aligned}
& \mathbb{P}\left(P_{j}=p_{j} \mid\left(P_{i}=p_{i}\right)_{i \in A_{j}}\right) \\
& =\frac{\mathbb{P}\left(\left(P_{i}=p_{i}\right)_{i \in A_{j}} \mid P_{j}=p_{j}\right) \mathbb{P}\left(P_{j}=p_{j}\right)}{\sum_{p_{j}} \mathbb{P}\left(\left(P_{i}=p_{i}\right)_{i \in A_{j}} \mid P_{j}=p_{j}\right) \mathbb{P}\left(P_{j}=p_{j}\right)} \\
& \propto \mathbb{P}\left(\left(P_{i}=p_{i}\right)_{i \in A_{j}} \mid P_{j}=p_{j}\right)
\end{aligned}
$$

The proportionality results since the denominator is common, and $\mathbb{P}\left(P_{j}=p_{j}\right)=\frac{1}{r!}$ for all $p_{j}$ 's (assuming no prior bias).

Now we make a simplifying assumption of mutual independence among the preferences of assigned neighbors of node $j$, given its own preference. So the above proportionality results in

$$
\begin{equation*}
\mathbb{P}\left(P_{j}=p_{j} \mid\left(P_{i}=p_{i}\right)_{i \in A_{j}}\right) \propto \prod_{i \in A_{j}} \mathbb{P}\left(P_{i}=p_{i} \mid P_{j}=p_{j}\right) \tag{5.1}
\end{equation*}
$$

We now see how to compute $\mathbb{P}\left(P_{i}=p_{i} \mid P_{j}=p_{j}\right)$. Let $D_{i j}$ be the random variable corresponding to the distance between nodes $i$ and $j$ (as described earlier, we assume that $D_{i j}$ has distribution $\mathcal{D}$ with the values of $\mu$ and $\sigma$ depending on the pair $\{i, j\})$, and $\tilde{d}\left(p_{i}, p_{j}\right)$ be the distance between preferences $p_{i}$ and $p_{j}$. So,

$$
\begin{align*}
& \mathbb{P}\left(P_{i}=p_{i} \mid P_{j}=p_{j}\right) \\
& =\mathbb{P}\left(P_{i}=p_{i}, D_{i j}=\tilde{d}\left(p_{i}, p_{j}\right) \mid P_{j}=p_{j}\right) \\
& \quad\left(\because \text { given } P_{j}, \text { we have } P_{i} \cap D_{i j}=P_{i}\right) \\
& =\mathbb{P}\left(D_{i j}=\tilde{d}\left(p_{i}, p_{j}\right) \mid P_{j}=p_{j}\right) \mathbb{P}\left(P_{i}=p_{i} \mid D_{i j}=\tilde{d}\left(p_{i}, p_{j}\right), P_{j}=p_{j}\right) \\
& =\mathbb{P}\left(D_{i j}=\tilde{d}\left(p_{i}, p_{j}\right)\right) \mathbb{P}\left(P_{i}=p_{i} \mid D_{i j}=\tilde{d}\left(p_{i}, p_{j}\right), P_{j}=p_{j}\right) \tag{5.2}
\end{align*}
$$

$$
\left(\because D_{i j} \text { is independent of } P_{j}\right)
$$

Here, $\mathbb{P}\left(D_{i j}=\tilde{d}\left(p_{i}, p_{j}\right)\right)$ can be readily obtained. Moreover, as we assume that no preference has higher priority than any other, $\mathbb{P}\left(P_{i}=p_{i} \mid D_{i j}=\tilde{d}\left(p_{i}, p_{j}\right), P_{j}=p_{j}\right)$ is precisely the reciprocal of the number of preferences which are at distance $\tilde{d}\left(p_{i}, p_{j}\right)$ from a given preference. This value can be expressed in terms of distance $\tilde{d}\left(p_{i}, p_{j}\right)$ and the number of alternatives. As an example for the case of 5 alternatives, the number of preferences which are at a normalized Kendall-Tau distance of 0.1 (or Kendall-Tau distance of 1) from any given preference is 4; for example, if the given preference is $(A, B, C, D, E)$, the 4 preferences are $(B, A, C, D, E)$,
$(A, C, B, D, E),(A, B, D, C, E),(A, B, C, E, D)$. It is clear that this count is independent of the given preference.

The initializing set for this model is a singleton set chosen uniformly at random, and is assigned a preference chosen uniformly at random from the set of all preferences. For each unassigned node, this model computes probabilities for each of the $r$ ! possible preferences, by looking at the preferences of its assigned neighbors, and hence chooses exactly one preference based on the computed probabilities (multinomial sampling). So the time complexity of this model for assigning preferences for $\mathbb{T}$ topics is $O\left(r!\left(\sum_{i \in N} \operatorname{deg}(i)\right) \mathbb{T}\right)=O(r!m \mathbb{T})$, where $\operatorname{deg}(i)$ is the degree of node $i$.

### 5.5.4.2 Sampling (RPM-S)

In this model, an unassigned node $j$ is assigned a preference based on a distance sampled from the distribution with one of its assigned neighbors, say $i$, that is, from the distribution $\mathcal{D}$ having the parameters $\left(\mu_{i j}, \sigma_{i j}\right)$. This assigned neighbor could be selected in multiple ways; we enlist three simple ways which we have used in our experimentation:
a) Random: A node is selected uniformly at random from $A_{j}$. This is the most natural way and is immune to overfitting.
b) $\mu$-based: A node $i$ is selected randomly from $A_{j}$ with probability proportional to $1-\mu_{i j}$. This is consistent with the empirical belief that a node's preference should depend more on its similar friends.
c) $\sigma$-based: A node $i$ is selected randomly from $A_{j}$ with probability proportional to $1 / \sigma_{i j}$. This is statistically the best choice because, giving lower priority to distributions with low standard deviations may result in extremely large errors.

The initializing set for this model is a singleton set chosen uniformly at random, and is assigned a preference chosen uniformly at random from the set of all preferences. For each unassigned node, this model selects an assigned neighbor in one of the above ways, samples a distance value from the corresponding distribution, and chooses a preference uniformly at random from the set of preferences which are at that distance from the preference of selected assigned neighbor. So the time complexity of this model for assigning preferences for $\mathbb{T}$ topics is $O\left(r!\left(\sum_{i \in N} \operatorname{deg}(i)\right) \mathbb{T}\right)=O(r!m \mathbb{T})$.

### 5.5.4.3 Duplicating (RPM-D)

In this model, node $j$ is assigned a preference by duplicating the preference of its most similar assigned neighbor. This model pushes the similarity between a node and its most similar
assigned neighbor to the extreme extent that, the preference to be assigned to the former is not just similar to the latter, but is exactly the same.

The initializing set for this model is a connected set of certain size $s$ which is obtained using the following iterative approach: start with a node chosen uniformly at random and then continue adding a new node to the set uniformly at random, from among the nodes that are connected to at least one node in the set. In our experiments, we choose $s$ itself to be uniformly at random from $\{1, \ldots,\lceil\sqrt{n}\rceil$. The nodes in this initializing set are assigned preferences based on RPM-IC. The time complexity of this model for assigning preferences for $\mathbb{T}$ topics is $O\left(\left(\sum_{i \in N} \operatorname{deg}(i)\right) \mathbb{T}\right)=O(m \mathbb{T})$.

### 5.5.4.4 Random (RPM-R)

In this model, preferences are assigned randomly to all the nodes without considering the distribution of distances from their neighbors, that is, without taking the social network effect into account. This model can be refined based on some known bias in preferences, for instance, if the topic is of social type, there would be a prior distribution on preferences owing to common external effects such as mass media. The time complexity of this model for assigning the preferences for $\mathbb{T}$ topics is $O(n \mathbb{T})$.

### 5.5.4.5 Mean Similarity Model - Shortest Path Based (MSM-SP)

Unlike the models discussed so far, this model does not deduce the spread of preferences in a social network. Instead, it deduces the mean similarity between any pair of nodes, given the mean similarities of connected nodes.

Recall that cell $(i, j)$ of a distance matrix contains $d(i, j)$, the expected distance between preferences of nodes $i$ and $j$. We initialize all values in this matrix to 0 for $i=j$ and to 1 (the upper bound on the value of the distance) for any unconnected pair $\{i, j\}$. In the case of a connected pair $\{i, j\}$, the value $d(i, j)$ is initialized to the actual observed expected distance (this value is known). Following the initialization of the distance matrix, the next step is to update it.

Consider nodes $\{p, i, j\}$ where we know the expected distances $d(p, i)$ and $d(p, j)$ and we are interested in finding $d(i, j)$ via node $p$. Given the preference of node $p$ and $d_{x}=d(p, i)$, let the preference of node $i$ be chosen uniformly at random from the set of preferences that are at a distance $\eta$ from the preference of node $p$, where $\eta$ is drawn from distribution $\mathcal{D}$ with mean $d_{x}$ (and some standard deviation). Similarly, given $d_{y}=d(p, j)$, let the preference of node $j$ be obtained. Using this procedure, the distance between the obtained preferences of nodes $i$ and $j$ via $p$ over several iterations and varying values of standard deviations, was observed to follow a bell curve; so we again approximate this distribution by $\mathcal{D}$. Let the corresponding expected
distance constitute the cell $\left(d_{x}, d_{y}\right)$ of a table, say $T_{r}$, where $r$ is the number of alternatives (for the purpose of forming a table, we consider only finite number of values of $d_{x}, d_{y}$ ). It is clear that this distance is independent of the actual preference of node $p$.

We empirically observe that $T_{r}$ is different from $T_{r^{\prime}}$ for $r \neq r^{\prime}$. Following are the general properties of $T_{r}$ :

- $T_{r}\left(d_{y}, d_{x}\right)=T_{r}\left(d_{x}, d_{y}\right)$
- $T_{r}\left(1-d_{x}, d_{y}\right)=T_{r}\left(d_{x}, 1-d_{y}\right)=1-T_{r}\left(d_{x}, d_{y}\right)$
- $T_{r}\left(1-d_{x}, 1-d_{y}\right)=T_{r}\left(d_{x}, d_{y}\right)$

We define an operator $\oplus_{r}$ as follows:

$$
d_{x} \oplus_{r} d_{y}= \begin{cases}T_{r}\left(d_{x}, d_{y}\right), & \text { if } d_{x} \leq 0.5 \text { and } d_{y} \leq 0.5 \\ \max \left\{d_{x}, d_{y}\right\}, & \text { if } d_{x}>0.5 \text { or } d_{y}>0.5\end{cases}
$$

The two different cases while defining $\oplus_{r}$ are based on the reasonable assumption that $d(i, j)$ via $p$ should be assigned a value which is at least $\max \{d(p, i), d(p, j)\}$ (but $T_{r}$ does not follow this rule when either $d(p, i)$ or $d(p, j)$ exceeds 0.5$)$.

| 0.00 | 0.10 | 0.20 | 0.30 | 0.40 | 0.50 | $d_{x}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.00 | 0.10 | 0.20 | 0.30 | 0.40 | 0.50 | 0.00 |
|  | 0.17 | 0.26 | 0.33 | 0.42 | 0.50 | 0.10 |
|  |  | 0.32 | 0.37 | 0.43 | 0.50 | 0.20 |
|  |  |  | 0.40 | 0.45 | 0.50 | 0.30 |
|  |  |  |  | 0.47 | 0.50 | 0.40 |
|  |  |  |  |  | 0.50 | 0.50 |

Table 5.2: A partial view of table $T_{5}$
As the topics of our app had 5 alternatives, we obtain the table $T_{5}$ and hence $d_{x} \oplus_{5} d_{y}$ for any pair $\left\{d_{x}, d_{y}\right\}$. In order to consider finite number of values of $d_{x}, d_{y}$ for forming the table, we only account for values that are multiples of 0.01 (and also round every entry in $T_{r}$ to the nearest multiple of 0.01 ). Table 5.2 presents a partial view of $T_{5}$ which can be completed using the general properties of $T_{r}$ enlisted above; also it presents $d_{x}, d_{y}$ in multiples of 0.10 for ease of presentation. Now the next question is to find $d(i, j)$ for any pair $\{i, j\}$. In order to provide a fit to the distances obtained from the dataset, we initialize the distance matrix as explained
in the beginning of this subsection (while rounding every value to the nearest multiple of 0.01 ) and update it based on the all pairs shortest path algorithm [22] with the following update rule:

$$
\text { if } d(p, i) \oplus_{r} d(p, j)<d(i, j) \text { then } d(i, j)=d(p, i) \oplus_{r} d(p, j) \text {, }
$$

where $r=5$ in our case. The corresponding similarity matrix is obtained by assigning value $1-d(i, j)$ to its cell $(i, j)$.

The time complexity of deducing the mean distances between all pairs of nodes using MSMSP is dominated by the all pairs shortest path algorithm, which is $O\left(n^{2} \log n+n m\right)$ by Johnson's algorithm where the number of edges $m$ is generally small owing to sparsity of social networks.

We have already seen the time complexities of the other models for assigning preferences for $\mathbb{T}$ topics; the time complexity of deducing the mean distances between all pairs of nodes after that, is $O\left(\mathcal{G}_{r} n^{2} \mathbb{T}\right)$, where $\mathcal{G}_{r}$ is the time complexity of computing the distance between two preferences ( $\mathcal{G}_{r}=O\left(r^{2}\right)$ for Kendall-Tau distance).

### 5.5.5 Validating the Models

To validate a given model, we generated the preferences of all the nodes for $\mathbb{T}=10000$ simulated topics. Following this, we could get the distances between preferences of every pair of nodes in terms of normalized Kendall-Tau distance. In order to measure the error $\operatorname{err}(\{i, j\})$ of this deduced model distribution against the distribution $\mathcal{D}$ with the actual values of $\mu_{i j}$ and $\sigma_{i j}$ for a particular pair of nodes $\{i, j\}$, we used the following two methods:

1. Kullback-Leibler (KL) divergence, a well-accepted way of measuring error between the actual and model distributions,
2. Absolute difference between the means of these two distributions, since some of our algorithms would be working with the distribution means.

Using these two methods, we measured the total error over all pairs of nodes as root mean square (RMS) error, that is, $\sqrt{\operatorname{avg}_{\{i, j\}}[\operatorname{err}(\{i, j\})]^{2}}$. Figure 5.2 provides a comparison among the models under study, with respect to these errors and running time. (Note that RMS KL divergence is not applicable for MSM-SP). RPM-IC gave the least errors but at the cost of extremely high running time. RPM-D and RPM-R ran fast but their errors were in a higher range. RPM-S showed a good balance between the errors and running time; the way of choosing the assigned neighbor ( $\mu$-based, $\sigma$-based, or random) did not show significant effect on its results. MSM-SP was observed to be the best model when our objective was to deduce the mean distances between all pairs of nodes, and not the preferences themselves.


Figure 5.2: Comparison among the considered models when run for 10000 iterations (or simulated topics)

This concludes our study on modeling the spread of preferences in a social network. We now turn to the problem of determining the best set of representative nodes in a network.

### 5.6 Scalable Preference Aggregation Problem

Given a network with a set of nodes $N$ and an aggregation rule $f$, our objective is to choose a set of representative nodes $M \subseteq N$ of certain cardinality $k$, and aggregate their preferences to arrive at an aggregate preference that is 'close enough' in expectation to the aggregate preference of $N$ using $f$. We now formalize this problem. Table 5.3 presents the notation used in this chapter.

Let the expected distance between a set $S \subseteq N$ and a node $i \in N$ be

$$
\begin{equation*}
d(S, i)=\min _{j \in S} d(j, i) \tag{5.3}
\end{equation*}
$$

We call $d(S, i)$ as the 'expected' distance since $d(j, i)$ is the expected distance between nodes $j$ and $i$ with respect to their preferences. Since $d(i, i)=0 \forall i \in N$, we have $d(S, j)=0 \forall j \in S$. Let

$$
\begin{equation*}
\Phi(S, i) \sim_{u} \underset{j \in S}{\arg \min } d(j, i) \tag{5.4}
\end{equation*}
$$

| $N$ | set of nodes in the network |
| :--- | :--- |
| $E$ | set of edges in the network |
| $n$ | number of nodes in the network |
| $m$ | number of edges in the network |
| $i, j, p$ | typical nodes in the network |
| $r$ | number of alternatives |
| $P$ | preference profile of $N$ |
| $f$ | preference aggregation rule |
| $d(i, j)$ | expected distance between preferences of $i$ and $j$ |
| $c(i, j)$ | $1-d(i, j)$ |
| $\tilde{d}(x, y)$ | distance between preferences $x$ and $y$ |
| $\Phi(S, i)$ | representative of node $i$ in set $S$ |
| $M$ | set of representatives who report their preferences |
| $k$ | $\|M\|$, cardinality of $M$ |
| $Q$ | profile containing unweighted preferences of $M$ |
| $Q^{\prime}$ | profile containing weighted preferences of $M$ |
| $\Delta$ | error operator between aggregate preferences |

Table 5.3: Notation used in the chapter
be a node chosen uniformly at random from the set of nodes in $S$ that are closest in expectation to node $i$ in terms of preferences. It can be said that $\Phi(S, i)$ represents node $i$ in set $S$. In other words, $\Phi(S, i)$ is the representative of $i$ in $S$.

The problem under consideration can be viewed as a setting where given certain individuals representing a population, every individual of the population is asked to choose one among them as its representative; now the representatives vote on behalf of the individuals who chose them.

### 5.6.1 Aggregating Preferences of Representative Nodes

Recall that preference profile is a multiset containing preferences of the voters. Let the preference profile of the population $N$ be $P$ and that of the selected set $M$ be $Q$. Suppose $M=\{i, j\}$ where $j$ represents, say ten nodes including itself, while $i$ represents one (only itself). If the preferences are aggregated by feeding $Q$ to aggregation rule $f$, the aggregate preference $f(Q)$ so obtained may not reflect the preferences of the population, in general. So in order to capture
this asymmetry in the importance of selected nodes, their preferences must be weighted. In our approach, the weight given to the preference of a node is precisely the number of nodes that it represents.

Let $Q^{\prime}$ be the preference profile obtained by replacing every node's preference in $P$ by its uniquely chosen representative's preference. So, $k=|M|=|Q| \leq\left|Q^{\prime}\right|=|P|=|N|=n$. In our approach, the weight of a representative implies the number of times its preference appears in the new preference profile, that is, we use $R=Q^{\prime}$. So in the above example, the new profile $R=Q^{\prime}$ consists of ten preferences of $j$ and one of $i$. Thus we aggregate the preferences of selected nodes using $f\left(Q^{\prime}\right)$.

### 5.6.2 A Measure of 'Close Enough'

Now given $k$, our objective is to select a set of nodes $M$ such that $|M|=k$, who report their preferences such that, in expectation, the error incurred in using the aggregate preference $f(R)$ obtained by aggregating the preferences of the individuals in $M$ (in an unweighted manner if $R=Q$ or in a weighted manner if $R=Q^{\prime}$ ) instead of $f(P)$ obtained by aggregating the preferences of the individuals in $N$, is minimized. Note that an aggregation rule $f$ may not output a unique aggregate preference, that is, $f$ is a correspondence. So the aggregation rule $f$ on the preferences of the entire population outputs $f(P)$ which is a set of preferences.

Suppose $f(R)$ also is a set of several preferences, the question arises: which of these to choose as the output? As $f(P)$ is generally not known and all preferences in $f(R)$ are equivalent to us, we choose a preference from $f(R)$ uniformly at random and see how far we are from the actual aggregate preference, in expectation. In order to claim that a chosen preference in $f(R)$ is a good approximation, it suffices to show that it is close to at least one preference in $f(P)$. Also, as any preference $y$ in $f(R)$ is chosen uniformly at random, we define the error incurred in using $f(R)$ instead of $f(P)$ as

$$
\begin{equation*}
f(P) \Delta f(R)=\mathbb{E}_{y \sim u f(R)}\left[\min _{x \in f(P)} \tilde{d}(x, y)\right] \tag{5.5}
\end{equation*}
$$

where $\tilde{d}(x, y)$ is the distance between preferences $x$ and $y$ in terms of the same distance measure as $d(\cdot, \cdot)$. Notice that in general, $f(P) \Delta f(R) \neq f(R) \Delta f(P)$. Also, $\Delta$ can be defined in several other ways depending on the application or the case we are interested in (worst, best, average, etc.). In this chapter, for the reasons explained above, we use the definition of $\Delta$ as given in Equation (5.5).

Recall that the distance between any pair of nodes is drawn from distribution $\mathcal{D}$, that is, the realized values for different topics are different in general. The value $f(P) \Delta f(R)$ can
be obtained for every topic and hence the expected error $\mathbb{E}[f(P) \Delta f(R)]$ can be computed by averaging the values over all topics. So now our objective is to find a set $M$ such that $\mathbb{E}[f(P) \Delta f(R)]$ is minimized.

### 5.6.3 An Abstraction of the Problem

If the aggregation rule is known, an objective function can be $\mathcal{F}(M)=1-\mathbb{E}[f(P) \Delta f(R)]$ with the objective of finding a set $M$ that maximizes this value. However, even if the set $M$ is given, computing $\mathcal{F}(M)$ is computationally intensive for most aggregation rules and furthermore, hard for rules such as Kemeny. It can be seen that $\mathcal{F}(\cdot)$ is not monotone for non-dictatorial aggregation rules (the reader is referred to Figure 5.3 for the non-monotonic plots of Greedysum and Degree-cen algorithms since in a run of these algorithms, a set of certain cardinality is a superset of any set having a smaller cardinality). It can also be checked that $\mathcal{F}(\cdot)$ is neither submodular nor supermodular. Owing to these properties of the objective function, even for simple non-dictatorial aggregation rules, it is not clear if one could efficiently find a set $M$ that maximizes $\mathcal{F}(\cdot)$, even within any approximation factor. Moreover, the aggregation rule itself maybe unknown beforehand or maybe needed to be changed frequently in order to prevent strategic manipulation of preferences by the voters. This motivates us to propose an approach that finds set $M$ agnostic to the aggregation rule being used.

To this end, we propose a property for preference aggregation rules, weak insensitivity which we define as follows.

Definition 5.1. A preference aggregation rule satisfies weak insensitivity property under a distance measure and $a \Delta$, if and only if for all $\epsilon_{d}$, a change of $\eta_{i} \leq \epsilon_{d}$ in the preferences of all $i$, results in a change of at most $\epsilon_{d}$ in the aggregate preference. That is, $\forall \epsilon_{d}$,

$$
\eta_{i} \leq \epsilon_{d} \quad \forall i \in N \Longrightarrow f(P) \Delta f\left(P^{\prime}\right) \leq \epsilon_{d}
$$

where $P^{\prime}$ is the preference profile of voters after deviations.
We call it 'weak' insensitivity property because it allows 'limited' change in the aggregate preference (strong insensitivity can be thought of as a property that allows no change). This is potentially an important property that an aggregation rule should satisfy as it is a measure of its robustness in some sense. It is clear that under normalized Kendall-Tau distance measure and $\Delta$ as defined in Equation (5.5), an aggregation rule that outputs a random preference does not satisfy weak insensitivity property as it fails the criterion for any $\epsilon_{d}<1$, whereas dictatorship rule that outputs the preference of a single individual trivially satisfies the property. For our purpose, we propose a weaker form of this property, which we call expected weak insensitivity.

Definition 5.2. A preference aggregation rule satisfies expected weak insensitivity property under a distribution, a distance measure, and $a \Delta$, if and only if for all $\mu_{d}$, a change of $\eta_{i}$ in the preferences of all $i$, where $\eta_{i}$ is drawn from the distribution with mean $\delta_{i} \leq \mu_{d}$ and any permissible standard deviation $\sigma_{d}$, results in a change with an expected value of at most $\mu_{d}$ in the aggregate preference. That is, $\forall \mu_{d}, \forall$ permissible $\sigma_{d}$,

$$
\begin{equation*}
\delta_{i} \leq \mu_{d} \quad \forall i \in N \Longrightarrow \mathbb{E}\left[f(P) \Delta f\left(P^{\prime}\right)\right] \leq \mu_{d} \tag{5.6}
\end{equation*}
$$

where $P^{\prime}$ is the preference profile of voters after deviations.
Note that in $\mathbb{E}\left[f(P) \Delta f\left(P^{\prime}\right)\right]$, the expectation is over the varying modified preferences of the agents (since $\eta_{i}$ 's vary across instances and also, there are multiple preferences at a distance of $\eta_{i}$ from any given preference, in general). In this work, we study expected weak insensitivity property under distribution $\mathcal{D}$, normalized Kendall-Tau distance, and $\Delta$ as defined in Equation (5.5). For distribution $\mathcal{D}$ with $\mu_{d} \in[0,1]$, the permissible range of $\sigma_{d}$ depends on $\mu_{d}$. This range is wider for intermediate values of $\mu_{d}$ and shortens as we move towards the extremes. In any case, the permissible range for $\sigma_{d}$ cannot exceed $\frac{1}{\sqrt{12}} \approx 0.28$ (value at which the truncated Gaussian becomes a Uniform distribution), while for $\mu_{d} \in\{0,1\}$, the permissible $\sigma_{d}=0$.

Observation 5.1. We conducted extensive simulations for investigating empirical satisfaction of the expected weak insensitivity property under distribution $\mathcal{D}$, normalized Kendall-Tau distance, and $\Delta$ as defined in Equation (5.5) by the considered aggregation rules. We observed that several aggregation rules satisfy this property, whereas most others violate it only by small margins; in fact, of the studied aggregation rules, only Veto was observed to violate this property by more than $20 \%$.

Lemma 5.1. Given a distance measure and $a \Delta$, with a preference aggregation rule satisfying expected weak insensitivity property under distribution $\mathcal{D}$, if the expected distance between every individual and the set $M$ is at most $\epsilon_{d} \in[0,1]$, then the expected error incurred in using $f\left(Q^{\prime}\right)$ instead of $f(P)$ is at most $\epsilon_{d}$. That is, for $\epsilon_{d} \in[0,1]$,

$$
d(M, i) \leq \epsilon_{d} \forall i \in N \Longrightarrow \mathbb{E}\left[f(P) \Delta f\left(Q^{\prime}\right)\right] \leq \epsilon_{d}
$$

Proof. In the preference profile $P$ of all voters, the preference of any node $i \in N$ is replaced by the preference of its representative node $p=\Phi(M, i)$ to obtain $Q^{\prime}$. From Equations (5.3), (5.4), and the hypothesis, we have $d(p, i) \leq \epsilon_{d}$.

Since in $P$, preference of every $i$ is replaced by that of the corresponding $p$ to obtain a new profile $Q^{\prime}$, and distance between $i$ and $p$ is distributed according to distribution $\mathcal{D}$ with mean $d(p, i)$ and some standard deviation $\sigma_{d}$, the above is equivalent to node $i$ deviating its preference by some value which is drawn from distribution $\mathcal{D}$ with mean $d(p, i)=d(M, i)$. So we can map these variables to the corresponding variables in Equation (5.6) as follows: $\delta_{i}=d(M, i) \forall i, \mu_{d}=\epsilon_{d}$, and $P^{\prime}=Q^{\prime}$. Also, recall that in $\mathbb{E}\left[f(P) \Delta f\left(P^{\prime}\right)\right]$, the expectation is over varying modified preferences of the agents, while in $\mathbb{E}\left[f(P) \Delta f\left(Q^{\prime}\right)\right]$, the expectation is over varying preferences of the agents' representatives in $M$ with respect to different topics (and hence preferences) of the agents. These are equivalent given $P^{\prime}=Q^{\prime}$. As this argument is valid for any permissible $\sigma_{d}$, the result follows.

So under the proposed model and for aggregation rules satisfying the expected weak insensitivity property, this lemma establishes a relation between (a) the closeness of the chosen representative set to the population in terms of expected distance and (b) the error incurred in the aggregate preference if that set is chosen as the representative set. We now return to our goal of abstracting the problem of determining a representative set, by proposing an approach that is agnostic to the aggregation rule being used.

### 5.6.4 Objective Functions in the Abstracted Problem

Recall that $c(\cdot, \cdot)=1-d(\cdot, \cdot)$. Our objective is now to find a set of critical nodes $M$ that maximizes some objective function, with the hope of minimizing $\mathbb{E}[f(P) \Delta f(R)]$ where $R=Q^{\prime}$ in our case. As the aggregation rule is anonymous, in order to ensure that the approach works well, even for rules such as random dictatorship, the worst-case objective function for the problem under consideration, representing least expected similarity, is

$$
\begin{equation*}
\rho(S)=\min _{i \in N} c(S, i) \tag{5.7}
\end{equation*}
$$

The above is equivalent to $\max _{i \in N} d(S, i)=1-\rho(S)$. Thus $\epsilon_{d}=1-\rho(S)$ in Lemma 5.1 and so this objective function offers a guarantee on $\mathbb{E}\left[f(P) \Delta f\left(Q^{\prime}\right)\right]$ irrespective of the aggregation rule, provided it satisfies the expected weak insensitivity property. We will provide a detailed analysis for the performance guarantee of an algorithm that aims to maximize $\rho(S)$, in Section 5.7.2.

Now the above worst-case objective function ensures that our approach works well even for aggregation rules such as random dictatorship. However, such extreme aggregation rules are seldom used in real-world scenarios; hence, an alternative objective function, representing
average expected similarity, or equivalently sum of expected similarities, is

$$
\begin{equation*}
\psi(S)=\sum_{i \in N} c(S, i) \tag{5.8}
\end{equation*}
$$

We will look into the desirable properties of an algorithm that aims to maximize $\psi(S)$, in Section 5.7.4.

We now turn towards the problem of maximizing the above two objective functions.
Proposition 5.1. Given constants $\chi$ and $\omega$,
(a) it is NP-hard to determine whether there exists a set $M$ consisting of $k$ nodes such that $\rho(M) \geq \chi$, and
(b) it is NP-hard to determine whether there exists a set $M$ consisting of $k$ nodes such that $\psi(M) \geq \omega$.

Proof. We reduce an NP-hard Dominating Set problem instance to the problem under consideration. Given a graph $G$ of $n$ vertices, the dominating set problem is to determine whether there exists a set $D$ of $k$ vertices such that every vertex not in $D$, is adjacent to at least one vertex in $D$.

Given a dominating set problem instance, we can construct a weighted undirected complete graph $H$ consisting of the same set of vertices as $G$ such that, the weight $c(i, j)$ of an edge $(i, j)$ in $H$ is some high value (say 0.9 ) if there is edge $(i, j)$ in $G$, else it is some low value (say 0.6 ).

Now there exists a set $D$ of $k$ vertices in $G$ such that the distance between any vertex in $G$ and any vertex in $D$ is at most one, if and only if there exists a set $M$ of $k$ vertices in $H$ such that $\rho(M) \geq 0.9$ or $\psi(M) \geq k+0.9(n-k)$. Here $\chi=0.9$ and $\omega=k+0.9(n-k)$. This shows that the NP-hard dominating set problem is a special case of the problems under consideration, hence the result.

A function $h(\cdot)$ is said to be submodular if, for all $v \in N \backslash T$ and for all $S, T$ such that $S \subset T \subset N$,

$$
h(S \cup\{v\})-h(S) \geq h(T \cup\{v\})-h(T)
$$

Proposition 5.2. The objective functions $\rho(\cdot)$ and $\psi(\cdot)$ are non-negative, monotone increasing, and submodular.

We provide a proof of Proposition 5.2 in Appendix 5.A.
For a non-negative, monotone increasing, submodular function, the greedy hill-climbing algorithm (selecting elements one at a time, each time choosing an element that provides the
largest marginal increase in the function value), gives a ( $1-\frac{1}{e}$ ) $\approx 0.63$-approximation to the optimal solution [77]. As the considered objective functions in Equations (5.7) and (5.8) satisfy these properties, we use the greedy hill-climbing algorithm to obtain a good approximation to the optimal solution. Moreover, as desired, the functions are agnostic to the aggregation rule being used.

We next devise algorithms for determining a set of representative nodes and present their performances with the aid of extensive experimentation.

### 5.7 Selection of the Representative Set: Algorithms and their Performances

Given the number of nodes to be selected $k$, our objective is to find a set $M$ of size $k$ such that $\mathbb{E}[f(P) \Delta f(R)]$ is minimized, where $R=Q^{\prime}$ or $Q$ depending on the algorithm being used.

### 5.7.1 Algorithms for Finding Representatives

Recall that the preference profile of $N$ is $P$, that of $M$ is $Q$, and that obtained by replacing every node's preference in $P$ by that of its uniquely chosen representative in $M$, is $Q^{\prime}$.

- Greedy-orig (Greedy hill-climbing for maximizing $1-\mathbb{E}\left[f(P) \Delta f\left(Q^{\prime}\right)\right]$ ): Initialize $M$ to $\}$. Until $|M|=k$, choose a node $j \in N \backslash M$ that minimizes the expected error or equivalently, maximizes $1-\mathbb{E}\left[f(P) \Delta f\left(Q_{M}^{\prime}\right)\right]$, where $Q_{M}^{\prime}$ is the preference profile obtained by replacing every node's preference in $P$ by the preference of its uniquely chosen representative in $M$. Note that the optimal set would depend on the aggregation rule $f$. Its time complexity for obtaining $M$ and hence $R$ is $O\left(k n \mathcal{T}_{f}\right)$, where $\mathcal{T}_{f}$ is the time complexity of obtaining an aggregate preference using the aggregation rule $f$. For instance, $\mathcal{T}_{f}$ is $O(r n)$ for plurality and $O(1)$ for dictatorship.
- Greedy-sum (Greedy hill-climbing for maximizing $\psi(\cdot)$ ): Initialize $M$ to \{\}. Until $|M|=$ $k$, choose a node $j \in N \backslash M$ that maximizes $\psi(M \cup\{j\})-\psi(M)$. Then obtain $f(R)=$ $f\left(Q^{\prime}\right)$. If the similarity matrix is known, its time complexity for obtaining $M$ and hence $R$ is $O\left(k n^{2}\right)$. If the similarity matrix is unknown, the time complexity for deriving it is largely decided by the model used for deducing the mean distances between all pairs of nodes.
- Greedy-min (Greedy hill-climbing for maximizing $\rho(\cdot)$ ): Initialize $M$ to $\}$. Until $|M|=$ $k$, choose a node $j \in N \backslash M$ that maximizes $\rho(M \cup\{j\})-\rho(M)$. Then obtain $f(R)=f\left(Q^{\prime}\right)$. Its time complexity is the same as that of Greedy-sum.
- Degree-cen (Degree centrality Heuristic): Choose $k$ nodes having the maximum degrees. Then obtain $f(R)=f(Q)$. Its time complexity for obtaining $M$ is $O(n(k+\log n))$.
- Random-poll (Random selection without representation): Choose a set of $k$ nodes uniformly at random. Then obtain $f(R)=f(Q)$.

For all algorithms, the time complexity for arriving at an aggregate preference $f(R)$ depends on the aggregation rule $f$. For dictatorship rule, in Random-poll, if the dictator is not in $M$, then the output is the preference of a node in $M$ chosen uniformly at random, else the output is the dictator's preference itself; in all other methods, the output is the preference of the dictator's unique representative in $M$.

Before proceeding to experimental observations, we provide an analytical guarantee on the performance of the Greedy-min algorithm, for aggregation rules satisfying the expected weak insensitivity property.

### 5.7.2 A Guarantee on the Performance of Greedy-min Algorithm

The following result shows the performance guarantee of the Greedy-min algorithm.
Theorem 5.1. For an aggregation rule satisfying expected weak insensitivity, the error incurred in using the aggregate preference given by the Greedy-min algorithm instead of the actual aggregate preference, is at most $\left(1-\left(1-\frac{1}{e}\right) \rho^{*}\right)$, where $\rho^{*}=\max _{S \subseteq N,|S| \leq k} \rho(S)$.

Proof. Let $S^{G}$ be a set obtained using greedy hill-climbing algorithm for maximizing $\rho(\cdot)$. Since greedy hill-climbing provides a $\left(1-\frac{1}{e}\right)$-approximation to the optimal solution, we have

$$
\begin{aligned}
& \rho\left(S^{G}\right)=\min _{i \in N} c\left(S^{G}, i\right) \geq\left(1-\frac{1}{e}\right) \rho^{*} \\
\Longrightarrow & 1-\max _{i \in N} d\left(S^{G}, i\right) \geq\left(1-\frac{1}{e}\right) \rho^{*} \\
\Longrightarrow & \max _{i \in N} d\left(S^{G}, i\right) \leq 1-\left(1-\frac{1}{e}\right) \rho^{*} \\
\Longrightarrow & d\left(S^{G}, i\right) \leq 1-\left(1-\frac{1}{e}\right) \rho^{*}, \quad \forall i \in N
\end{aligned}
$$

For an aggregation rule satisfying expected weak insensitivity property, from Lemma 5.1, when the representative set $M=S^{G}$, we have

$$
\mathbb{E}\left[f(P) \Delta f\left(Q^{\prime}\right)\right] \leq 1-\left(1-\frac{1}{e}\right) \rho^{*}
$$

It is to be noted that though the approximation ratio given by the greedy algorithm is modest in theory, it has been observed in several domains that its performance is close to optimal in practice when it comes to optimizing non-negative, monotone increasing, submodular functions.

### 5.7.3 Experimental Observations

After obtaining the representative set using the above algorithms, we tested their performance on $\mathbb{T}=10000$ topics or preference profiles generated using the RPM-S model (with the assigned neighbor chosen in a random way) on the Facebook data that we collected. Owing to the nature of the Random-poll algorithm, we ran it sufficient number of times to get an independent representative set each time, and then defined the performance as the average over all the runs. The values of $\mathbb{E}[f(P) \Delta f(R)]$ were computed using extensive simulations with the considered aggregation rules. It can also be noted that tie-breaking between alternatives was rarely required in our experiments, and so the error $\mathbb{E}[f(P) \Delta f(R)]$ can be viewed as Kendall-Tau distance between the actual aggregate preference and the obtained aggregate preference.

For random dictatorship, with increasing value of $k$, the error remained almost constant (with a very slight descent) using all algorithms; while for dictatorship, the error monotonically decreased with $k$ using algorithms except Random-poll (in which case it remained almost constant). Apart from dictatorship and random dictatorship, the plots for all aggregation rules were similar (albeit with slightly different scaling) to the ones plotted in Figure 5.3.

Our key observations are as follows:

- Greedy-orig performed the best throughout, however its execution took a few days even for computationally fast aggregation rules such as plurality; so it is practically infeasible to run this algorithm for computationally intensive rules, for example, Kemeny.
- Greedy-sum performed close to Greedy-orig; but its plots displayed non-monotonicity especially in the lower range of $k$, and so a higher $k$ might not always lead to a better result.
- Greedy-min performed better than Random-poll for low values of $k$; this difference in performance decreased for higher values of $k$. The effect of satisfaction or otherwise of expected weak insensitivity was not very prominent, because the property is not violated by an appreciable enough margin for any aggregation rule. Nonetheless, the expected weak insensitivity property does provide a guarantee on the performance of Greedy-min for an aggregation rule.


Figure 5.3: Comparison among algorithms for plurality aggregation rule on Facebook dataset

- As mentioned earlier, the performance of Random-poll is based on an average over several runs; the variance in performance was very high for low values of $k$, and the worst case performance was unacceptable. The variance was acceptable for higher values of $k$.
- The performance of the simple Degree-cen heuristic showed a perfect balance between performance and running time. This demonstrates that high degree nodes indeed serve as good representatives of the population.
- As mentioned earlier, the running time of Greedy-orig was unacceptably large. Greedysum and Greedy-min took about a minute to run, while Random-poll and Degree-cen took negligible time (less than a second).

It is clear that the Greedy-sum algorithm exhibited consistently excellent performance. In fact, the node which is chosen as the first node gives almost the same result as when the representative set is large. We study the selection of this first representative from a different viewpoint, that of cooperative game theory.

### 5.7.4 A Cooperative Game Theoretic Viewpoint of the Greedy-sum Algorithm

We have seen that in order to maximize the objective function $\psi(S)=\sum_{i \in N} c(S, i)$, the greedy hill-climbing algorithm first chooses a node $j$ that maximizes $\sum_{i \in N} c(i, j)$ or equiva-
lently $\sum_{i \in N, i \neq j} c(i, j)$ (since $c(j, j)=1$ for all $j$ 's). It has been shown in [38] that the term $\sum_{i \in N, i \neq j} c(i, j)=\phi_{j}(\nu)$ is the Shapley value allocation of player $j$, in a convex Transferable Utility (TU) game ( $N, \nu$ ) with the characteristic function

$$
\begin{equation*}
\nu(S)=\sum_{\substack{i, j \in S \\ i \neq j}} c(i, j) \tag{5.9}
\end{equation*}
$$

In some sense, this characteristic function is an indication of how tightly knit a group is, or how similar the members of a set $S$ are to each other.

There are several solution concepts in the literature on cooperative game theory, of which we consider Nucleolus, Shapley value, Gately point, and $\tau$-value, which individually possess a number of desirable properties. The reader is referred to $[92,94]$ for further details. In the game as defined in Equation (5.9), we show that the aforementioned solution concepts coincide. The intuition is that the core is symmetric about a single point, which is a primary reason why the above solution concepts coincide with that very point. We now formally prove the coincidence of the above solution concepts.

Let $N u(\nu), G v(\nu), \tau(\nu)$ be Nucleolus, Gately point, $\tau$-value of the TU game ( $N, \nu$ ), and $\phi(\nu)=\left(\phi_{j}(\nu)\right)_{j \in N}$ and so on.

Theorem 5.2. For the TU game defined by Equation (5.9),

$$
\phi(\nu)=N u(\nu)=G v(\nu)=\tau(\nu) .
$$

We provide a proof of Theorem 5.2 in Appendix 5.B. So one possible reason for the excellent performance of the Greedy-sum algorithm is that, it aims to maximize a term that is the solution suggested by several solution concepts for a TU game capturing the similarities within a group.

### 5.8 Discussion

This chapter focused on two problems on preference aggregation with respect to social networks, namely, (1) how preferences are spread in a social network and (2) how to determine the best set of representative nodes in the network. We started by motivating both these problems. Based on the Facebook app that we had developed, we developed a number of simple and natural models, of which RPM-S showed a good balance between accuracy and running time; while MSM-SP was observed to be the best model when our objective was to deduce the mean distances between all pairs of nodes, and not the preferences themselves. We then formulated an objective function for representative-set selection and followed it up with two
alternative objective functions for practical usage. We then proposed algorithms for selecting best representatives, wherein we provided a guarantee on the performance of the Greedy-min algorithm, subject to the aggregation rule satisfying the expected weak insensitivity property; we also studied the desirable properties of the Greedy-sum algorithm from the viewpoint of cooperative game theory. We also observed that degree centrality heuristic performed very well, thus showing the ability of high-degree nodes to serve as good representatives of the population. Our main finding is that harnessing social network information in a suitable way will achieve scalable preference aggregation of a large population and will certainly outperform random polling based methods.

We now provide notes on the effectiveness of our approach for aggregating preferences with respect to personal and social topics, as well as on an alternative way of defining the distribution of preferences between nodes.

### 5.8.1 A Note on Personal vs. Social Topics

Throughout this chapter, we focused on aggregating preferences across all topics, without classifying them into different types (such as personal or social). We now provide a brief note on personal versus social type of topics.

As noted earlier, the performance of Random-poll is close to that of Greedy-min, a primary reason being the low standard deviation of the mean distances ( 0.08 ). This also applies when the topics are restricted to social topics, which again has a low standard deviation of 0.09. The performance difference between the two is visible when it comes to aggregating preferences with respect to personal topics, which has a higher standard deviation of 0.12 . Also note that the variance in performance of Random-poll is unacceptably high for lower values of $k$, but is acceptable for higher values. This justifies its usage for social topics with a non-negligible sample size.

A high level of similarity between unconnected nodes with respect to social topics can perhaps be attributed to the impact of news and other common channels. It may also be justified by a theory of political communication [48] which stresses the importance of citizen discussion beyond the boundaries of cohesive groups for the dissemination of public opinion.

### 5.8.2 An Alternative Way of Modeling the Distribution of Preferences between Nodes

Throughout this chapter, we conducted the study based on the distribution of (Kendall-Tau or Footrule) distances between nodes with respect to their preferences. Though modeling the distribution this way makes it a reasonably general approach, a primary drawback is the way
distances between preferences themselves are distributed, that is, there are several preferences which are at a distance of, say 0.5 , from a given preference as compared to those at a distance of, say 0.3 , which leads to a bias in distances to be concentrated in the intermediate range.

One could model the distribution of preferences between two nodes in a more explicit way, by modeling the correlation between the positions of an alternative in the preferences of the two nodes. For instance, the distribution between two nodes $\{i, j\}$ could answer the following question: what is the probability that an alternative is ranked at position $x$ by node $i$, given that it is ranked at position $y$ by node $j$ ? We believe this way of modeling the distribution as a promising future direction to this work

This concludes the technical contributions of the thesis. The next chapter will summarize the thesis by presenting conclusions of the addressed problems in brief, followed by some interesting future directions

## Appendix for Chapter 5

## 5.A Proof of Proposition 5.2

Proposition 5.2. The objective functions $\rho(\cdot)$ and $\psi(\cdot)$ are non-negative, monotone increasing, and submodular.

Proof. We prove the properties in detail for $\psi(\cdot)$. The proof for $\rho(\cdot)$ is similar.
Consider sets $S, T$ such that $S \subset T \subset N$ and a node $v \in N \backslash T$. It is clear from Equation (5.8) that $\psi(\cdot)$ is non-negative. Let $x_{i}=c(S, i), y_{i}=c(T, i), \bar{x}_{i}=c(S \cup\{v\}, i), \bar{y}_{i}=c(T \cup\{v\}, i)$. For any $i \in N$,

$$
\begin{gather*}
c(S, i)=\max _{j \in S \subseteq T} c(j, i) \leq \max _{j \in T} c(j, i)=c(T, i) \\
\Longrightarrow x_{i} \leq y_{i} \tag{5.10}
\end{gather*}
$$

That is, $\psi(\cdot)$ is monotone. Similarly, it can be shown that

$$
\begin{equation*}
\overline{x_{i}} \leq \overline{y_{i}} ; \quad x_{i} \leq \overline{x_{i}} ; \quad y_{i} \leq \overline{y_{i}} \tag{5.11}
\end{equation*}
$$

$$
\text { Now, } \begin{align*}
y_{i}<\bar{y}_{i} & \Longrightarrow k \notin \underset{j \in T \cup\{v\}}{\arg \max } c(j, i) \forall k \in T  \tag{5.12}\\
& \Longrightarrow k \notin \underset{j \in S \cup\{v\}}{\arg \max } c(j, i) \forall k \in S \subseteq T  \tag{5.13}\\
& \Longrightarrow x_{i}<\bar{x}_{i} \tag{5.14}
\end{align*}
$$

The contrapositive of the above, from Inequalities (5.11) is

$$
\begin{equation*}
x_{i}=\bar{x}_{i} \Longrightarrow y_{i}=\bar{y}_{i} \tag{5.15}
\end{equation*}
$$

Also, from Implications (5.12) and (5.13),

$$
\begin{align*}
y_{i}<\bar{y}_{i} & \Longrightarrow\{v\}=\underset{j \in T \cup\{v\}}{\arg \max } c(j, i)=\underset{j \in S \cup\{v\}}{\arg \max } c(j, i) \\
& \Longrightarrow \bar{x}_{i}=\bar{y}_{i} \tag{5.16}
\end{align*}
$$

Now from Inequalities (5.11), depending on node $i$, four cases arise that relate the values of $\bar{x}_{i}-x_{i}$ and $\bar{y}_{i}-y_{i}$.

Case 1: $x_{i}=\bar{x}_{i}$ and $y_{i}=\bar{y}_{i}$ :
In case of such an $i$, we have $\bar{x}_{i}-x_{i}=\bar{y}_{i}-y_{i}$
Case 2: $x_{i}=\bar{x}_{i}$ and $y_{i}<\bar{y}_{i}$ :
By Implication (5.15), there does not exist such an $i$.
Case 3: $x_{i}<\bar{x}_{i}$ and $y_{i}=\bar{y}_{i}$ :
In case of such an $i$, we have $\overline{x_{i}}-x_{i}>\bar{y}_{i}-y_{i}$
Case 4: $x_{i}<\bar{x}_{i}$ and $y_{i}<\bar{y}_{i}$ : For such an $i$,

$$
\begin{aligned}
\bar{x}_{i}-x_{i} & =\bar{y}_{i}-x_{i} \quad(\text { from Implications (5.14) and }(5.16)) \\
& \geq \bar{y}_{i}-y_{i} \quad(\text { from Inequality }(5.10))
\end{aligned}
$$

From the above cases, we have

$$
\begin{array}{ll} 
& \bar{x}_{i}-x_{i} \geq \bar{y}_{i}-y_{i}, \quad \forall i \in N \\
\Longrightarrow & \sum_{i \in N}\left(\bar{x}_{i}-x_{i}\right) \geq \sum_{i \in N}\left(\bar{y}_{i}-y_{i}\right) \\
\Longrightarrow & \sum_{i \in N} c(S \cup\{v\}, i)-\sum_{i \in N} c(S, i) \geq \sum_{i \in N} c(T \cup\{v\}, i)-\sum_{i \in N} c(T, i) \\
\Longrightarrow & \psi(S \cup\{v\})-\psi(S) \geq \psi(T \cup\{v\})-\psi(T)
\end{array}
$$

As the proof is valid for any $v \in N \backslash T$ and for any $S, T$ such that $S \subset T \subset N$, the result is proved.

## 5.B Proof of Theorem 5.2

Theorem 5.2. For the TU game defined by Equation (5.9),

$$
\phi(\nu)=N u(\nu)=G v(\nu)=\tau(\nu) .
$$

Proof. In Equation (5.9), when $|S|=2$ where $S=\{i, j\}$,

$$
\begin{equation*}
\nu(\{i, j\})=c(i, j) \tag{5.17}
\end{equation*}
$$

So we have

$$
\begin{equation*}
\nu(S)=\sum_{\substack{T \subseteq N \\|T|=2}} \nu(T) \tag{5.18}
\end{equation*}
$$

Now from Equation (5.17), the Shapley value allocation for each $j \in N$, can be rewritten as

$$
\begin{equation*}
\phi_{j}(\nu)=\frac{1}{2} \sum_{\substack{i \in N \\ i \neq j}} c(i, j)=\frac{1}{2} \sum_{\substack{i \in N \\ i \neq j}} \nu(\{i, j\})=\frac{1}{2} \sum_{\substack{S \subseteq N \\ j \in S \\|S|=2}} \nu(S) \tag{5.19}
\end{equation*}
$$

The proof for $\phi(\nu)=N u(\nu)$ follows from [20]. Furthermore, it has been shown in [20] that, for the TU game satisfying Equation (5.19), for each $S \subseteq N$,

$$
\nu(S)-\sum_{i \in S} \phi_{i}(\nu)=\nu(N \backslash S)-\sum_{i \in N \backslash S} \phi_{i}(\nu)
$$

When $S=\{i\}$, we have

$$
\nu(\{i\})-\phi_{i}(\nu)=\nu(N \backslash\{i\})-\sum_{\substack{j \in N \\ j \neq i}} \phi_{j}(\nu)
$$

So, the propensity to disrupt for player $i[92]$ for the Shapley value allocation is

$$
d_{i}(\phi(\nu))=\frac{\sum_{j \in N, j \neq i} \phi_{j}(\nu)-\nu(N \backslash\{i\})}{\phi_{i}(\nu)-\nu(\{i\})}=1
$$

As the propensity to disrupt is equal for all the players $(=1)$, this allocation is the Gately point [92], that is, $\phi(\nu)=G v(\nu)$.

Let $M(\nu)=\left(M_{i}(\nu)\right)_{i \in N}$ and $m(\nu)=\left(m_{i}(\nu)\right)_{i \in N}$, where $M_{i}(\nu)=\nu(N)-\nu(N \backslash\{i\})$ and $m_{i}(\nu)=\nu(\{i\})$. For a convex game, $\tau(\nu)=\lambda M(\nu)+(1-\lambda) m(\nu)$, where $\lambda \in[0,1]$ is chosen such that [20],

$$
\begin{equation*}
\sum_{i \in N}\left[\lambda M_{i}(\nu)+(1-\lambda) m_{i}(\nu)\right]=\nu(N) \tag{5.20}
\end{equation*}
$$

From Equation (5.18), we have

$$
M_{i}(\nu)=\sum_{\substack{S \subseteq N \\|S|=2}} \nu(S)-\sum_{\substack{S \subseteq N \backslash\{i\} \\|S|=2}} \nu(S)=\sum_{\substack{S \subseteq N \\ i \in S \\|S|=2}} \nu(S)
$$

This, with Equation (5.20) and the fact that for our game, for all $i, m_{i}(\nu)=\nu(\{i\})=0$,

$$
\nu(N)=\lambda \sum_{i \in N} M_{i}(\nu)=\lambda \sum_{i \in N} \sum_{\substack{S \subseteq N \\ i \in S \\|S|=2}} \nu(S)=2 \lambda \sum_{\substack{S \subseteq N \\|S|=2}} \nu(S)
$$

Using Equation (5.18), we get $\lambda=\frac{1}{2}$. So we have

$$
\tau_{i}(\nu)=\frac{1}{2} M_{i}(\nu)+\frac{1}{2} m_{i}(\nu)=\frac{1}{2} \sum_{\substack{S \in N \\ i \in S \\|S|=2}} \nu(S)
$$

This, with Equation (5.19), gives $\phi(\nu)=\tau(\nu)$

## 5.C Description of the Facebook App

## 5.C. 1 Overview

Online social networking sites such as Facebook, Twitter, and Google+ are highly popular in the current age; for instance, Facebook has over 1.5 billion users as of 2016. Using such online social networking sites for data collection has become a trend in several research domains. When given permission by a user, it is easy to obtain access to the user's friend list, birthday, public profile, and other relevant information using Facebook APIs. Furthermore, Facebook provides a facility to its users to invite their friends to use any particular application, and hence propagate it.

Owing to the above reasons, in order to obtain the data for our purpose, we developed a Facebook application titled The Perfect Representer for eliciting the preferences of users over a set of alternatives for a wide range of topics, as well as to obtain the underlying social network. Once a user logged into the app, the welcome page as shown in Figure 5.4 was presented, which described to the user what was to be expected from the app.

First, the user would have to give his/her preferences over 5 alternatives for 8 topics, using a drag'n'drop interface as shown in Figure 5.5. The user was given the option of skipping any particular topic if he/she wished to. From a user's viewpoint, the app gave the user a

# What this app is all aboutI 


(3) Know how perfectly you represent YOUR FRIENDS

(2) Know how perfectly you
represent THE SOCIETY
(2) Know how perfectly you
represent THE SOCIETY


## (4) Invite, Share, and WIN BIG!

## amazon <br> 

Fflipkartcon
 \$5 $\$ 1$

The Perfect Representer
*Promotional Offer. Limited period only.

Figure 5.4: Screenshot of the welcome page
social centrality score out of 10 , telling how well the user represents the society or how well the user's opinions are aligned with that of the society with respect to the provided preferences. The score was dynamic and kept on updating as more users used the app (since the aggregate preference itself kept on updating); this score could be posted on the user's timeline. The user also had an option of seeing how similar his/her preferences were to his/her selected friends. Explicit incentives were provided for users to propagate the app either by inviting their friends or sharing on their timelines as well as social networking and other websites (Figure 5.6).

To host our application, we used Google App Engine, which provides a Cloud platform for facilitating large number of hits at any given time as well as large and fast storage.

## 5.C. 2 The Scores

Let $\mathbb{A}$ be the set of alternatives and $r=|\mathbb{A}|$. Let $p_{i t}$ be the preference of user $i$ for topic $t$. Let $\tilde{c}(p, q)$ be the similarity between preferences $p$ and $q$. In our app, we consider $\tilde{c}(p, q)$ to be the normalized Footrule similarity, which we now explain. Let $w_{a}^{p}$ denote the position of


Figure 5.5: Screenshot of a page with topics and their alternatives
alternative $a$ in preference $p$. The Footrule distance between preferences $p$ and $q$ is given by $\sum_{a \in \mathbb{A}}\left|w_{a}^{p}-w_{a}^{q}\right|$. With $r$ being the number of alternatives, it can be shown that the maximum possible Footrule distance is $2\left\lceil\frac{r}{2}\right\rceil\left\lfloor\frac{r}{2}\right\rfloor$. So the normalized Footrule distance between preferences $p$ and $q$ can be given by

$$
\tilde{d}(p, q)=\frac{\sum_{a \in \mathbb{A}}\left|w_{a}^{p}-w_{a}^{q}\right|}{\left.2\left\lceil\frac{r}{2}\right\rceil \frac{r}{2}\right\rfloor}
$$

and normalized Footrule similarity by $\tilde{c}(p, q)=1-\tilde{d}(p, q)$.
For example, the normalized Footrule similarity between preferences $p=(A, B, C, D, E)$ and $q=(B, E, C, A, D)$ is $\tilde{c}(p, q)=\left(1-\frac{|1-4|+|2-1|+|3-3|+|4-5|+|5-2|}{2\left\lceil\frac{5}{2}\right\rceil\left\lfloor\frac{5}{2}\right\rfloor}\right)=\frac{1}{3}$.

## 5.C.2.1 Social Centrality Score - How Perfectly you Represent the Society?

Let $p_{i t}$ be the preference of node $i$ for topic $t$, and $p_{A t}$ be the aggregate preference of the population for topic $t$. For the purpose of our app's implementation, we obtain the aggregate preference using the Borda count rule with tie-breaking based on a predefined ordering over alternatives. For computing the social centrality, we give each topic $t$, a weight proportional to $n_{t}$ (the number of users who have given their responses for that topic). So the fractional score of user $i$ is given by $\sum_{t}\left(\frac{n_{t}}{\sum_{t} n_{t}}\right) \tilde{c}\left(p_{i t}, p_{A t}\right)$.

As also mentioned in Section 5.8.2, the distance between two preferences (here, user preference and the aggregate preference) for most topics would be concentrated in the intermediate
range, which would forbid a user to get a very high or a very low score. A mediocre score would, in some sense, act as a hurdle in the way of user sharing the post on his/her timeline. So to promote posting their scores, we used a simple boosting rule (square root) and then enhanced it to the nearest multiple of 0.5 , resulting in the final score (out of 10 ) of

$$
\frac{1}{2}\left\lceil 20 \sqrt{\sum_{t}\left(\frac{n_{t}}{\sum_{t} n_{t}}\right) \tilde{c}\left(p_{i t}, p_{A t}\right)}\right\rceil
$$

## 5.C.2.2 How Perfectly you Represent your Friends?

Once a user selected a list of friends to see how similar they are to the user, the app would give the similarity for each friend in terms of percentage. This similarity was also a function of the number of common questions they responded to. So the similarity between nodes $i$ and $j$ in terms of percentage was given by

$$
100 \cdot \sum_{t} \tilde{c}\left(p_{i t}, p_{j t}\right)
$$

where $\tilde{c}\left(p_{i t}, p_{j t}\right)=0$ if either $i$ or $j$ or both did not respond to topic $t$.

## 5.C. 3 The Incentive Scheme

A typical active Facebook user uses several apps in a given span of time, and invites his/her friends to use it depending on the nature of the app. In order to ensure a larger reach, it was important to highlight the benefits of propagating our app. We achieved this by designing a simple yet effective incentive scheme for encouraging users to propagate the app by sharing it on their timelines and inviting their friends to use it.

We incorporated a points system in our app, where suitable points were awarded on a daily, weekly, as well as on an overall basis, for spreading the word about the app through shares, invites, likes, etc. Bonus points were awarded when a referred friend used the app through the link shared by the user. To ensure competitiveness in sharing and inviting, the daily and weekly 'top 10 ' point collectors were updated in real-time and the winners were declared at 12 noon GMT (daily) and Mondays 12 noon GMT (weekly). A cutoff was set on the number of points to be eligible to get a prize. Users were also given a chance to win a big prize through daily, weekly, and bumper lucky draws, if they crossed a certain amount of points, so that users with less number of friends could also put their effort even though they did not have a chance to make it into the 'top 10'. Prizes were awarded in the form of gift coupons so that getting the prize was in itself, quick as well as hassle-free for the users.

The points structure as well as the links to invite, like, and share were given on the scoring


Figure 5.6: Screenshot of the sharing and scoring page
page (Figure 5.6) giving the users a clear picture of how to earn points and win prizes. The lists of daily and weekly winners were displayed on the welcome page as well as on the scoring page.

## Chapter 6

## Summary and Future Work

In this thesis, we proposed three novel problems in the context of social networks, and developed models and methods for solving them. First, we addressed the problem of deriving conditions under which autonomous link alteration decisions made by strategic agents lead to the formation of a desired network structure. Second, we addressed the problem of effective viral marketing by determining how many and which individuals are to be selected in different phases, and what should be the delay between the phases. Third, we addressed the problem of determining the best representatives using the underlying social network data, by modeling the spread of preferences among the individuals in a social network. Below, we summarize our results for each problem chapter-wise.

### 6.1 Summary of the Thesis

## Chapter 3: Formation of Stable Strategic Networks with Desired Topologies

In this chapter, we proposed a model of recursive network formation where nodes enter a network sequentially, thus triggering evolution each time a new node enters. We considered a sequential move game model with myopic nodes and pairwise stability as the equilibrium notion, but the proposed model is independent of the network evolution model, the equilibrium notion, as well as the utility model. The recursive nature of our model enabled us to analyze the network formation process using an elegant induction-based technique.

For each of the relevant topologies, we derived sufficient conditions for the formation of that topology uniquely, by directing network evolution as desired. The derived conditions suggest that conditions on network entry impact degree distribution, while conditions on link costs impact density; also there arise constraints on intermediary rents owing to contrasting densities
of connections in the desired topology. We then analyzed the social welfare properties of the relevant topologies under the derived conditions, and studied the effects of deviating from the derived conditions using simulations. In the process, we also provided efficient algorithms for computing graph edit distance from certain topologies.

## Chapter 4: Information Diffusion in Social Networks in Multiple Phases

In this chapter, we proposed and motivated the two-phase diffusion process, formulated an appropriate objective function, proposed an alternative objective function, developed suitable algorithms for selecting seed nodes in both the phases, and observed their performances using simulations. We observed that myopic algorithms perform closely to the corresponding farsighted algorithms, while taking orders of magnitude less time.

In order to make the best out of two-phase diffusion, we also studied the problems of budget splitting and scheduling the second phase. We proposed the usage of FACE algorithm for the combined optimization problem. Further, we studied the nature of the plots and owing to their unimodal nature, we proposed the usage of golden section search technique to find an optimal $<k_{1}, d>$ pair. We concluded that: (a) under strict temporal constraints, use single-phase diffusion, (b) under moderate temporal constraints, use two-phase diffusion with a short delay while allocating most of the budget to the first phase, and (c) when there are no temporal constraints, use two-phase diffusion with a long enough delay with a budget split of $1: 2$ between the two phases ( $1 / 3$ of the budget for the first phase). We presented results for a few representative settings; these results are very general in nature. We then provided notes on the decay function accounting for the temporal constraints, the subadditivity property of the objective function, and how this work can be extended to the linear threshold model.

## Chapter 5: Modeling Spread of Preferences in Social Networks for Scalable Preference Aggregation

This chapter focused on two problems on preference aggregation with respect to social networks, namely, (1) how preferences are spread out in a social network and (2) how to determine the best set of representative nodes in the network. We started by motivating both these problems. Based on the Facebook app that we had developed, we developed a number of simple and natural models, of which RPM-S set a good balance between accuracy and running time; while MSM-SP was observed to be the best model when our objective was to deduce the mean distances between all pairs of nodes, and not the preferences themselves.

With a model for predicting spread of preferences in a social network at hand, we formulated
an objective function for representative-set selection and followed it up with two alternative objective functions for practical usage. We then proposed algorithms for selecting best representatives, wherein we provided a guarantee on the performance of the Greedy-min algorithm, subject to the aggregation rule satisfying the expected weak insensitivity property; we also studied the desirable properties of the Greedy-avg algorithm from the viewpoint of cooperative game theory. We also observed that degree centrality heuristic performed very well, thus demonstrating the ability of high-degree nodes to serve as good representatives of the population. Our main finding is that harnessing social network information in a suitable way will achieve scalable preference aggregation of a large population and will certainly outperform random polling based methods. We finally provided notes on the effectiveness of our approach for aggregating preferences with respect to personal and social topics, as well as on an alternative way of defining the distribution of preferences between nodes.

### 6.2 Directions for Future Work

Owing to the novel nature of the studied problems, there are many natural extensions to this thesis. Below, we list some immediate possible directions for future work for each problem.

## Chapter 3: Formation of Stable Strategic Networks with Desired Topologies

- This work proposed a way to derive conditions on the network parameters (namely, costs for maintaining link with an immediate neighbor as well as for entering a network), under which a desired network topology is uniquely obtained. It would be interesting to design incentives such that nodes in the network comply with the derived sufficient conditions.
- Based on the concept of dynamic conditions on a network that we introduced, it is an interesting future direction to study network formation when the conditions vary over time owing to certain internal and external factors.
- The proposed model of recursive network formation can also be used in conjunction with other utility models to investigate the formation of interesting topologies under them.
- We ensure that irrespective of the order in which nodes make their moves, the network evolution is directed as desired; a possible solution for simplifying analysis for more involved topologies would be to derive conditions so that a network has the desired topology with high probability.
- From a practical viewpoint, one may study the problem of forming networks where the topology need not be exactly the desired one, for example, a near- $k$-star instead of a precise $k$-star.
- We only derived sufficient conditions under which a desired network topology uniquely emerges. As these conditions serve the purpose of a network designer, the topic of necessary conditions is beyond the scope of this work. From a theoretical viewpoint, however, one may want to obtain a tight characterization by studying conditions that are both necessary and sufficient, that is, the union of all the conditions under which a topology uniquely emerges. One naïve way to obtain such conditions would be to search exhaustively by varying the parameters $c, c_{0}$ and $\gamma$ with respect to $b_{i}$ 's and each other. As a tractable step towards searching for such conditions, one may search in the neighborhood of the values derived in this chapter. Although the objective of Section 3.7 was to study the effects on resulting networks owing to temporary deviations of parameters from the derived sufficient conditions, the section can be viewed as a step in this direction.


## Chapter 4: Information Diffusion in Social Networks in Multiple Phases

- This work can be extended to study diffusion in more than two phases and compare their performances against two-phase diffusion, with respect to the influence spread and time taken.
- We focused on the well-studied IC model and provided a note regarding the LT model; studying multi-phase diffusion under other diffusion models is another direction to look at.
- It would be useful to study how multi-phase diffusion can be harnessed to get a desired expected spread with a reduced budget.
- It would be of theoretical interest to prove or disprove if there exists an algorithm that gives a constant factor approximation for the problem of two-phase influence maximization.
- It would also be interesting to study equilibria in a game theoretic setting where multiple campaigns consider the possibility of multi-phase diffusion.


## Chapter 5: Modeling Spread of Preferences in Social Networks for Scalable Preference Aggregation

- A primary objective of this work was to select $k$ nodes so as to minimize $\mathbb{E}[f(P) \Delta f(R)]$. This work can be extended to select minimum number of nodes such that this value is bounded with high confidence.
- We empirically observed expected weak insensitivity for various aggregation rules. This property maybe of prime importance in social choice theory and so, it will be interesting to analytically determine the aggregation rules that satisfy it.
- We used a particular form of modified profile $R=Q^{\prime}$ (profile consisting of preferences of representatives, multiplied by the number of nodes they represent). It will be interesting to study the 'best' form of $R$.
- We assumed that the voters are not strategic and so report their preferences truthfully. From a game theoretic viewpoint, it would be interesting to look at the strategic aspect of the problem.
- We conducted the study based on the distribution of distances between nodes with respect to their preferences. It would be interesting to study alternative ways of modeling the distribution of preferences between nodes.
- General random utility models are complementary to our model, exploiting attributes of nodes and alternatives instead of the underlying social network. It will be interesting to consider the attributes as well as the underlying social network for determining the best representatives.
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This thesis was all about social networks, and online social networks (OSNs) are an effective way of implementing the methods suggested in this thesis. In today's age, OSNs are something which simply cannot be ignored. Facebook in particular, has now become an integral part of most people's lives. It has significantly impacted the way an individual's image is formed in his or her social circle with respect to reputation, viewpoints, lifestyle, etc. I conclude this thesis with a few lines on Facebook, because without OSNs like it, this thesis would not have existed.

You must have many Facebook friends to prove you are social, You must add pics on Facebook to prove you are essential, You must share posts on Facebook to prove you are an activist, And you must exist on Facebook to prove that you exist.


[^0]:    "Information is the currency of democracy."

    - Thomas Jefferson, 3rd President of the United States
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