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Marc DURUFLÉ Assistant Professor ENSEIRB-MATMECA Co-advisor
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et Jéronı̀mo Rodriguez, pour leur appréciation et leurs commentaires
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Roux d’avoir présidé le jury ainsi qu’Henri Calandra et Julien Diaz
pour leur soutiens et encouragements tout au long de cette thèse.
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schemes of order 4, 6, 8 and 10. On the right the time step is
divided by the number of linear systems to be solved for each
scheme.The space discretization error is about 10−12. . . . . . . . . .118

5.3 Solution obtained for the scattering in a square mesh at t = 1, 3, 5, 7, 10
and the final time t = 20. . . . . . . . . . . . . . . . . . . . . . . . . .120

6.1 Admissible stability region for γ and α1 in the construction of
Linear-SDIRK schemes of order s+ 1 = 6 with 2 additional stages. 134

6.2 Admissible stability region for γ and α1 in the construction of
Linear-SDIRK schemes of order s+ 1 = 8 with 2 additional stages. 135

6.3 Admissible stability region for γ and α1 in the construction of
Linear-SDIRK schemes of order s+ 1 = 10 with 2 additional stages. 135

6.4 Admissible stability region for γ, α1 and α2 in the construction of
Linear-SDIRK schemes of order s+ 1 = 8 with 3 additional stages. 137

6.5 Admissible stability region for γ, α1 and α2 in the construction of
Linear-SDIRK schemes of order s+ 1 = 10 with 3 additional stages. 137

6.6 Admissible stability region for γ, α1 and α2 in the construction of
Linear-SDIRK schemes of order s+ 1 = 12 with 3 additional stages. 138

6.7 Dispersion and dissipation curves of diagonal Padé schemes of or-
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Chapter 1
Introduction

The solution of wave propagation problems in electromagnetism, acoustics and
elastodynamics has found important applications in many areas of engineering
and science such as geophysics (seismic imaging), medicine (medical imaging),
aerospace (radar), and telecommunication (antenna design, optical fibers). This
wide range of applications has led to the development of many computational
techniques for solving the partial differential equations (PDEs) governing wave
propagation problems. In the context of this thesis we are mainly concerned
with the solution of acoustic and electromagnetic wave equations even though
its content is fully applicable in other areas.

High-order finite element methods (FEM) have now demonstrated their strong
capability for solving wave equations (for example [23, 24, 43, 57, 66]). In partic-
ular, they are well suited for considering complex geometries and heterogeneous
media. The implementation of FEM requires to introduce an artificial bound-
ary which is represented with an Absorbing Boundary Condition (ABC) [38] or
Perfectly Matched Layers (PML [7, 24]). In practice, ABCs or PMLs are easier
to handle when the wave equation is formulated as a first-order (in space and
time) system as we consider herein (as in [23]). After space discretization, the
obtained ODE can be discretized either with explicit ([12, 30, 40, 45, 46, 64] ...)
or implicit time schemes ([50, 60, 62] ...). Explicit time schemes ([41]) are very
popular since they generate algorithms both cheap in memory and highly scal-
able. However, for stability purposes the time step is restricted by the size of the
smallest element in the mesh and by the degree of the polynomials used in the
FEM. As a consequence, even few small elements can make the maximal value
of the time step (known as the Courant-Friedrichs-Lewy or CFL condition [41])
so small that the computational cost becomes prohibitive.

A nice work has been done in [77] to increase the CFL, especially for high-
order space approximations. The idea consists in applying a specific discretiza-
tion in space in a way that the eigenvalues of the discrete matrix are modified
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leading to a maximal CFL number. Other works propose local time-stepping
techniques ([30, 55, 67, 68]) in order to have globally explicit schemes and a
reduced computational cost with only few elements having a small time-step.
In fact, using a tiny time-step in the all domain may increase the dispersion
errors where the domain contain bigger elements [68] and the global computa-
tional time increases as well. Another approach consists in applying globally
implicit time-stepping techniques with unconditionally stability (Dahlquist’s A-
stable property [42]). In that case, there is no time-step restriction regarding
the stability. This approach seems attractive especially for 1-D and 2-D simula-
tions. But in the context of realistic applications (3-D heterogeneous media), it
seems quite difficult to use a globally implicit time integration for wave equa-
tions due to the size of the linear system to be solved at each time step. This is
why more recent investigations ([16, 28, 47]) deal with locally implicit schemes
which provide methodologies involving the solution of linear systems only set
on a small part of the computational domain. To ensure good levels of accu-
racy, such approach must involve time-integration schemes, whether explicit or
implicit, which show robustness properties. For wave equations, robustness is
characterized by dispersion and dissipation effects. In this work, we investi-
gate implicit time-stepping techniques with the view of constructing very high-
order unconditionally stable time discretization schemes, with low-dispersion
and low-dissipation errors. By this way, we can dispose of high-order numerical
methods that are increasingly relevant for practical applications involving wave
equations. In fact, in the literature such time schemes seem not to be common
beyond fourth-order.

Implicit Runge-Kutta schemes are very popular. They have the main advan-
tage to be one-step schemes which do not need initialization schemes. Thus, part
of this work is mainly focused on the construction of high-order one-step meth-
ods that are A-stable following the definition introduced by Dahlquist [42] that
we recall in the Chapter 2. Linear multi-step schemes have not been considered
because A-stable linear multi-step schemes are at most second-order schemes.
This fact is known as the second Dahlquist’s barrier (see [75]). Nevertheless,
we have found some interesting investigations on multi-derivative multi-step
schemes in [15] in which the author proposes schemes up to order 5.

There are two main classes of implicit Runge-Kutta which are A-stable:
Gauss Runge-Kutta (Gauss-RK) schemes ([42]) that can be written at any order
and some Singly Diagonally Implicit Runge Kutta (SDIRK) schemes that have
been constructed up to order 5 ([1, 42, 44, 71]). Both schemes Gauss-RK and
SDIRK can be used to solve linear and non-linear system. Gauss Runge-Kutta
schemes have the main drawback of requiring the solution of a very large linear
system (the size increasing with the order in time), whereas SDIRK schemes
require the solution of a unique linear system but the extension to higher order
is not easy.

In this work, we are concerned with the solution of linear Ordinary Differ-
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ential Equations (ODE) of the form

y′(t) = Ay(t) + f(t)

where A is a linear operator. The analytical solution to this ODE involves an
exponential matrix that can be approximated [56] to construct different numer-
ical schemes. This kind of ODE is usually obtained after discretizing partial
differential equations that model wave propagation problems. Space discretiza-
tion methods are presented in the Chapter 3. We consider one-step schemes
adapted to this class of ODE. In the Chapter 4 we study both explicit and im-
plicit schemes of the familly of Runge-Kutta schemes. We point out the main
drawback of these classical Runge-Kutta schemes when they are used to solve
wave propagation problems. From these analyses, we investigate in the Chap-
ter 5 the construction of schemes based on the diagonal Padé approximant of
exponential (see [34]). In [4], these schemes are detailed for fourth-order. In
this work, we have written them for an arbitrary order 2m, m ∈ N∗. It turned
out that these schemes are equivalent to Gauss Runge-Kutta schemes. The
main advantage of Padé schemes lies in the fact that they involve the solution
of m successive linear systems of size N instead of solving a large system of size
m×N as done for Gauss Runge-Kutta algorithm, m being the number of stages
and N being the number of unknowns.

In order to have a ”fair” comparison with SDIRK schemes presented in the
Chapter 4, we have developed in the Chapter 6 schemes that require the in-
version of the same linear system several times and that can be used only for
linear ODEs. We called these schemes Linear-SDIRK. They are constructed by
approximating the exponential with a fraction containing a unique pole (as ini-
tially studied in [13]). By adding extra-stages, we construct Linear-SDIRK up
to order 12. It is possible to construct higher-order schemes by adding more
extra-stages. These schemes seem attractive when the memory is a critical is-
sue because they are less memory consuming compared to Padé schemes when
a direct solver is used (see the chapters 4, 5 and 6). However, using implicit
schemes only to solve 3D realistic problems is still a big challenge since they
require a large resource memory compared to explicit schemes.

A good compromise can be found when we can take advantage of the good
stability properties of implicit schemes and the less memory consuming process
of explicit schemes. That is why it might be interesting to consider locally im-
plicit time schemes in which implicit schemes are used only in a small part of
the computational domain (e.g. refined elements or elements where we use high
order) and explicit schemes are used in the remaining part of the domain.

With the aim of developing locally implicit schemes, we have studied and
developed in Chapter 7 explicit schemes that are obtained by maximizing the
CFL number. Those schemes are also developed exclusively for linear ODEs.
Then in Chapter 8 we present a method inspired from the work in [55] that
combine the explicit and implicit schemes developed in Chapters 5, 6 and 7 to
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form a locally implicit time scheme for linear ODEs. It is worth noting that
for each scheme that has been developed in this work, we have performed an
analysis of dispersion and dissipation with the aim of providing comparisons of
the different approaches.

All the schemes presented in this thesis have been implemented in the high-
order finite elements C++ code Montjoie [31]. Plus the validation test in the dif-
ferent and numerical results provided for 1D and 2D test cases for each scheme,
the last Chapter provides numerical results when solving 3D acoustic and elec-
tromagnetic wave equations.

Beginning with an overview to situate the work, the remainder of this thesis
is divided into three major divisions. In the first part we recall definitions and
properties for the time integration scheme, we present the wave equations con-
sidered and the space discretization methods used. The second part focusses on
the development of time schemes for linear ODEs and the introduction of locally
implicit time schemes. In the last part, we present numerical results obtained
when solving 3D acoustic and electromagnetic wave propagation problems.

http://montjoie.gforge.inria.fr/


Introduction Générale

La résolution des problèmes de propagation d’ondes électromagnétiques, acous-
tiques et élastiques a de plus en plus d’applications dans de nombreux domaines
de l’ingénierie et de la science tels que la géophysique (imagerie sismique), la
médecine (imagerie médicale), l’aérospatiale (radar) et les télécommunications.
Cette large gamme d’applications a conduit au développement de nombreuses
techniques de calcul pour résoudre les équations aux dérivées partielles (EDP)
régissant les problèmes de propagation d’ondes. Dans le cadre de cette thèse,
nous nous intéressons principalement à la résolution d’équations d’ondes acous-
tiques et électromagnétiques, même si le contenu est pleinement applicable
dans d’autres domaines.

Les méthodes d’éléments finis (FEM) d’ordre élevé sont connus maintenant
pour être bien adaptées pour prendre en compte des géométries complexes et
des milieux hétérogènes lorsque l’on résout les problèmes d’ondes ([23], [24]).
La mise en œuvre de ces méthodes nécessite d’introduire des frontières artifi-
cielles. Ces frontières peuvent être modélisées par une condition de bord ab-
sorbante (ABC) [38] ou des couches absorbantes parfaitement adaptées (connu
sous son acronyme anglais PML [7],[24]). En pratique, les conditions de bord
ABC ou les PML sont plus faciles à gérer lorsque l’équation d’onde est formulée
comme un système de premier ordre (en espace et en temps) comme nous le con-
sidérons dans ce manuscrit (comme dans [23]). Après la discrétisation en espace
du problème d’onde par une méthode FEM, l’Équation Différentielle Ordinaire
(EDO) obtenue peut être discrétisée avec des schémas explicites ([12, 30, 40,
45, 46, 64]) ou des schémas implicites en temps ([50, 60, 62]). Les schémas ex-
plicites ([41]) sont très populaires, car ils génèrent des algorithmes plus faciles
à mettre en œuvre et utilisent très peu de ressources mémoire. Cependant, pour
des raisons de stabilité, le pas de temps utilisé pour la discrétisation temporelle
est limité par la taille du plus petit élément du maillage et par le degré des
polynômes utilisés lors de la discrétisation spatiale par une méthode FEM. En
conséquence, la présence de quelques petits éléments dans un maillage peuvent
rendre la valeur maximale du pas de temps (connue sous le nom de la condition
de Courant-Friedrichs-Lewy ou CFL [41]) si petite que le coût de calcul devient
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prohibitif.
Pour augmenter la valeur du nombre CFL, [77] propose une technique pour

des méthodes de discrétisations spatiales d’ordre élevé. Cette technique con-
siste à appliquer une discrétisation spécifique en espace de telle sorte que les
valeurs propres de l’opérateur discret de l’EDO obtenu sont modifiées et conduit
directement à un nombre CFL qui est maximal. D’autres travaux proposent la
technique du pas de temps local ([30, 55, 67, 68]). Cela consiste à utiliser un
pas de temps plus petit sur les parties du maillage composées d’éléments très
petits et un pas de temps plus grand sur les autres parties. Avec cette tech-
nique, le nombre CFL est local pour chaque partie et le temps de calcul global
est réduit. Pour éviter d’avoir une contrainte sur le pas de temps vis à vis de
la stabilité, une autre approche consiste à utiliser uniquement des schémas im-
plicites qui sont inconditionellement stables (la propriété A-stable de Dahlquist
[42]). Cette approche est particulièrement intéressante pour des simulations en
1D et 2D. Par contre sur des gros cas 3D dans un milieu hétérogène, il paraı̂t
très difficile d’utiliser cette approche car les systèmes à résoudre pour chaque
pas de temps du schéma implicite sont trop grands. C’est pourquoi dans cer-
tains travaux récents [47, 28, 16] une nouvelle technique, consistant à appli-
quer un schéma implicite sur une partie du domaine de calcul et un schéma
explicite sur le reste est adoptée pour former un schéma localement implicite.
Pour obtenir une solution robuste et bien précise avec une telle approche, il est
important d’utiliser des schémas explicites et implicites qui sont robustes. Dans
le cadre des problèmes d’ondes la robustesse d’un schéma d’intégration temporel
est aussi caractérisée par des effets de dispersion et dissipation liés à ce schéma.
Dans ce travail, nous étudions et construisons des schémas implicites qui sont
inconditionnellement stables et qui ont de faibles erreurs de dispersion et de
dissipation. Ainsi, nous développons des méthodes numériques d’ordre élevé
en temps pertinentes pour des applications pratiques impliquant des équations
d’ondes. Actuellement ces types de schémas implicites temporels ne sont pas
communs au-delà de l’ordre quatre dans la littérature.

Suivant la définition des schémas A-stables introduite par Dahlquist [42],
que nous rappellerons dans le Chapitre 2, une grande partie de ce travail est
consacrée au développement de schémas implicites A-stables à un pas. Nous
considérons en particulier des schémas Implicites Runge-Kutta (IRK), ils sont à
un pas et donc ne nécessitent pas de schéma d’initialisation comme c’est le cas
pour les schémas à plusieurs pas. De plus, il faut noter que les schémas à pas
multiple qui sont A-stables, sont généralement au plus d’ordre deux à cause de
la barrière de Dahlquist [75]. Cependant, il est possible d’avoir des schémas
A-stables à pas multiple d’ordre supérieur à deux en utilisant la technique
combinant l’opérateur discret et ses dérivées tel que présenté dans [15]. Dans
[15], ces schémas sont développés jusqu’à l’ordre cinq, mais seuls les schémas
d’ordre deux à quatre sont A-stables. Pour ces raisons nous nous limiterons aux
schémas à un pas.
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Pour revenir aux schémas implicites de type Runge-Kutta qui sont A-stables,
on distingue principalement deux classes : les schémas obtenus à partir de la
méthode de quadrature de Gauss Legendre appelés schémas de Gauss Runge-
Kutta (Gauss RK) et les schémas Runge-Kutta de type SDIRK (Singly Diag-
onally Implicit Runge-Kutta) [42]. Les schémas A-stables Gauss RK peuvent
être obtenus pour n’importe quel ordre de précision. Les schémas A-stables
SDIRK sont eux disponible uniquement jusqu’à l’ordre cinq [42, 1, 71, 44]. Les
deux classes de schémas sont utilisables pour EDO non-linéaire. Cependant,
à cause de la taille des systèmes à résoudre (qui augmente avec l’ordre), les
schémas Gauss RK sont très coûteux en terme de ressource mémoire ce qui les
rend inefficaces. Les schémas SDIRK nécessitent eux la résolution d’un petit
système plusieurs fois, mais ils n’en existent pas après l’ordre cinq, qui sont A-
stables. C’est pour ces raisons qu’une grande partie de cette thèse est consacrée
au développement des schémas implicites d’ordre élevé qui sont A-stables.

Dans ce travail, nous considérons L’EDO suivante

y′(t) = Ay(t) + f(t)

où A est un opérateur linéaire. Ce type d’EDO est généralement obtenu lorsque
l’on discrétise en espace les équations aux dérivées partielles (EDP) comme c’est
le cas pour les équations d’ondes que nous présentons au Chapitre 3 de ce doc-
ument. La solution analytique de cette EDO fait intervenir une fonction expo-
nentielle de matrice qui peut être approchée, comme dans [56], pour construire
un schéma numérique d’intégration temporel.

Dans le Chapitre 4, nous étudions les schémas RK explicites et implicites.
On y présente le domaine de stabilité, les erreurs de dissipation et dispersion
des schémas RK qui sont couramment utilisés dans la littérature. De cette anal-
yse, on propose dans le Chapitre 5 une méthode pour construire des schémas
d’intégration en temps basés sur l’approximant de Padé d’une fonction exponen-
tielle [34]. Dans [4], ce type de schéma est développé pour l’approximant de Padé
d’ordre 4. Dans cette thèse, on les propose jusqu’à l’ordre 2m, m ∈ N∗. En plus
de donner une formule générale permettant de traiter la fonction source pour
des EDO avec terme source, on propose un algorithme permettant de réduire
le nombre de système à résoudre. On remarquera que ces schémas, que nous
appellerons schémas de Padé, sont équivalents aux schémas Gauss RK pour
les EDO linéaire. L’avantage d’utiliser les schémas de Padé réside dans le fait
qu’avec ces schémas on résout m systèmes linéaire de taille N , à chaque pas de
temps, au lieu d’un grand système de taille m×N avec Gauss RK (m représente
le nombre d’étapes et N le nombre d’inconnus).

A défaut d’avoir des schémas SDIRK A-stables d’ordre supérieur à cinq,
nous proposons une méthode permettant de les construire à un ordre arbitraire
pour les EDO linéaires dans le Chapitre 6. On les appellera schémas Linear-
SDIRK puisque par construction, ils sont utilisables uniquement pour des EDO
linéaires. Ils seront construites en approchant la fonction exponentielle par une
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fraction de polynôme ayant un seul pôle (comme initialement étudié dans [13]).
En ajoutant des étapes additionnelles, on propose les schémas Linear-SDIRK
jusqu’à l’ordre 12. Ces schémas implicites A-stables ont un intérêt pratique, car
ils utilisent peu de ressources mémoires comparés aux schémas de Padé comme
on le verra dans les Chapitres 4, 5 et 6. Cependant, pour des problèmes de
grande taille (en 3D par exemple), l’utilisation des schémas implicites unique-
ment est très difficile car elle nécessite beaucoup de ressources mémoires ce qui
n’est pas le cas avec les schémas explicites.

Nous avons donc des schémas implicites qui ont de bonnes propriétés de
stabilités et des schémas explicites qui consomment eux moins de ressource
mémoire. L’idée est maintenant de combiner les deux types de schémas pour
avoir un schéma qui sera moins restrictif en terme de stabilité et de ressource
mémoire. C’est pour cela que nous nous sommes intéressés aux schémas lo-
calement implicites [47, 28, 16]. Ce type de schéma est obtenu en utilisant un
schéma implicite sur une petite partie du domaine de calcul (exemple : les par-
ties raffinées du maillage ou les éléments où on utilise de l’ordre élevé) et un
schéma explicite sur le reste du domaine.
Pour cela, nous avons développé dans le Chapitre 7, des schémas explicites en
maximisant le nombre CFL pour un profil type de spectre. Ces schémas ont
aussi été développés uniquement pour des EDO linéaires. Puis dans le Chapitre
8 nous présentons une méthode, inspirée de [55], combinant les schémas ex-
plicites et implicites développés dans les Chapitres 5, 6 et 7, pour proposer des
schémas localement implicites.

Tous les schémas que nous avons construits durant cette thèse, ont été implé-
mentés dans le code éléments finis d’ordre élevé Montjoie [31] développé en
C++. Une implémentation python de ces schémas peut être téléchargé sur
le site https://www.math.u-bordeaux.fr/ durufle/codes.php. En plus des tests
de validation en 1D et 2D que nous avons fait dans chaque chapitre, nous
présentons dans le dernier chapitre des résultats numériques dans la résolution
des équations d’ondes acoustiques et électromagnétiques en 3D.

On notera qu’une représentation des erreurs de dispersion et de dissipation
numérique des schémas explicites et implicites, qui ont été présentés dans ce
manuscrit, est proposée dans les différents chapitres pour comparer les différentes
approches.

La reste de ce manuscrit est divisé en trois parties. Dans la première par-
tie, nous introduisons les définitions et propriétés utilisées pour construire les
schémas en temps dans le cadre de cette thèse. Puis nous présentons les équations
d’ondes et les méthodes de discrétisations en espace que nous utilisons. Cette
première partie se termine par une revue des schémas d’intégrations en temps
qui sont couramment utilisés dans la littérature. La deuxième partie, qui con-
stitue l’apport principale de cette thèse, est concentrée sur la construction des
schémas d’intégrations en temps pour les EDO linéaires. On y présente deux
classes de schémas A-stables implicites en temps, une famille de schémas ex-

http://montjoie.gforge.inria.fr/
https://www.math.u-bordeaux.fr/~durufle/codes.php
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plicite construite en maximisant le nombre CFL et enfin une méthodologie pour
construire des schémas localement implicites. Pour conclure, nous présentons
dans la troisième partie des résultats numériques lorsqu’on résout des équations
d’ondes acoustiques et électromagnétiques en 3D.
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PART I

DEFINITIONS, SPACE DISCRETIZATION AND RK
SCHEMES
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Chapter 2
Preliminary definitions and
properties

This chapter presents some properties and definitions related
to the stability of the solution of time evolution problems. We
introduce the definition of the dissipation and dispersion errors
due to a given time integration scheme. The stiffness of time
evolution problems is also presented.
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2.1 Linear system of Ordinary Differential Equa-
tions (ODE)

Let us consider the following system:

dy(t)

dt
= A(t)y(t) +B(t), t ∈ I ⊂ R (2.1)

where y(t) ∈ Cm is the unknown. A = (ai,j(t))1≤i,j≤m, B(t) ∈ Cm are continuous
functions defined in I. The function f which associates y to A(t)y(t) + B(t) is
Lipschitz and continuous on Cm with respect to y for each value of t ∈ I. Hence,
the Cauchy problem (2.1) with the initial condition y(t0) = y0 has a unique so-
lution see [27]. In this work, we only address the case where A has constant
coefficients.

2.1.1 Matrix exponential
The exponential matrix function appears in general to construct the analytical
solution of the ODEs. Before introducing approximation methods to compute
the exponential of a matrix [56], we define the matrix exponential when A is
diagonalizable. Then, there exists an invertible matrix P such that D = P−1AP
is a diagonal matrix. The diagonal matrix D is defined by Dij = λi for i = j
and Dij = 0 for i 6= j. The coefficients λi, i = 1, · · · ,m are the eigenvalues of the
matrix A. Then we have

eA = ePDP
−1

= P eDP−1 = P

eλ1 0
. . .

0 eλm

P−1. (2.2)

The equation (2.2) comes from the fact that An = PDnP−1. A more general case
when A is not diagonalizable is detailed in [27].

2.1.2 Solution of a linear differential system
Let us consider that there is no source term, B(t) = 0. Then the solution of (2.1)
satisfying the initial conditions y(t0) = y0 is given by

y(t) = e(t−t0)A y0. (2.3)

In the general case where B(t) 6= 0 in (2.1), we can use the variation of
parameters method to solve the inhomogeneous linear ODE. This is done as
follows: first we look for a particular solution in the form

y(t) = e(t−t0)Av(t)



16 2.2. Stability for the solution of time evolution problems

where v is differentiable. Then by differentiating y(t) we get

y′(t) = Ay(t) + e(t−t0)Av′(t).

It suffices to chose v such that e(t−t0)A v′(t) = B(t), we obtain

v(t)− v(t0) =

∫ t

t0

e−(u−t0)AB(u) du, t0 ∈ I.

Knowing v, the particular solution of (2.1) that satisfies y(t0) = 0 is given by

y(t) = e(t−t0)A

∫ t

t0

e−(u−t0)AB(u) du. (2.4)

Finally the general solution to the problem (2.1) such that y(t0) = y0 is then
given by

y(t) = e(t−t0)Ay0 +

∫ t

t0

e(t−u)AB(u) du (2.5)

2.2 Stability for the solution of time evolution
problems

In this section, we investigate the stability behaviour of the solution to an or-
dinary differential equation (ODE) for all initial values in a neighbourhood of a
certain equilibrium point. We consider linear ODEs and show that the stability
of the solutions depends on the sign of the real part of the eigenvalues of the
matrix associated to the linear equation.

2.2.1 Stable solution
We recall the definition of a stable solution borrowed from the book [27]. We
first give the definition of a maximal solution to an ODE in a given interval.

Definition 2.2.1 • Let y : I → Rm, ỹ : Ĩ → Rm be solutions to (2.1). ỹ is an
extension of y to Ĩ if I ⊂ Ĩ and ỹ|I = y.

• The solution y : I → Rm is said to be maximal if there is no extension
ỹ : Ĩ → Rm of y for I ⊂ Ĩ.

Now we can present the definition related to a stable solution.

Definition 2.2.2 We consider the following ODE

y′(t) = f(y(t)), t ∈ [t0,+∞), t0 ∈ R+ (2.6)

with the initial condition y(t0) = z0. We note y(t, z0) the solution of (2.6). Let
y(t, z) be the maximal solution of (2.6) such that y(t0, z) = z. Then the solution
y(t, z0) is stable if there is a closed set B̄(z0, r) = {z, such that ‖z − z0‖ ≤ r, r ∈
R+} and a constant C ≥ 0 such that:
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t0 t

z0
z

z0
z

stable solution

unstable solutiony(t, z)

y(t, z0)

Figure 2.1: Illustration of a stable and unstable solution

• For all z ∈ B̄(z0, r), t→ y(t, z) is well defined in [t0,+∞);

• For all z ∈ B̄(z0, r) and t ≥ t0 we have

‖y(t, z)− y(t, z0)‖ ≤ C‖z − z0‖.

In the Figure 2.1, we illustrate how the numerical solution behaves when the
solution is unstable. In the same figure we observe the variation when the
solution is stable as well.

2.2.2 An example of linear system

Consider the case where f(y(t)) = Ay(t) in (2.6), A being a matrix with constant
coefficients in C. We consider the following linear system with initial condition
(Cauchy problem)

{
y′(t) = Ay

y(t0) = z
, y =

y1
...
ym

 , A =

a11 . . . a1m
...

...
...

am1 . . . amm

 . (2.7)

The solution to the Cauchy problem (2.7) reads

y(t, z) = e(t−t0)Az (2.8)

and
y(t, z)− y(t, z0) = e(t−t0)A(z− z0). (2.9)

To ensure stability, the norm ‖e(t−t0)A‖must be bounded at infinity, when t→∞.
When the matrix A is diagonalizable, according to the definition of the matrix
exponential the study reduces to:
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• m = 1; the equation (2.7) is scalar and

y(t, z) = e(t−t0)λz

Considering the stability of the solution amounts ensuring |e(t−t0)λ| = e(t−t0)Re(λ)

to be bounded at infinity (t >> t0). We thus have a stable solution if and
only if Re(λ) ≤ 0. Moreover, if Re(λ) < 0 it is called asymptotically stable.

• m ≥ 2 and A is similar to a diagonal matrix D defined by Dij = λi for
i = j and Dij = 0 for i 6= j. The coefficients λi, i = 1, · · · ,m are the
eigenvalues of the matrix A. Then the equation (2.7) consists of m linear
independent equations y′j = λjyj, j = 1, · · · ,m which give rise to a solution
y := (yj)j=1,··· ,m of the form

yj(t, z) = zje
(t−t0)λj , j = 1, · · · ,m.

We thus have a stable solution if and only if Re(λj) ≤ 0 for 1 ≤ j ≤ m and
it is asymptotically stable if Re(λj) < 0 for all j.

In [27], the author provides more details for the different cases recalled here
and show that the solution is stable only for Re(λj) < 0, λj ∈ sp(A) when A is
not diagonalisable.

To recapitulate, assuming that A is similar to diagonal matrix, we have

Theorem 2.2.3 The linear system of equations (2.7) is stable if and only if all
roots λi, i = 1, · · · ,m of the characteristic equation

det(λI − A) = 0, (2.10)

satisfy Re(λi) ≤ 0.

2.3 Stability of numerical one-step time integra-
tion schemes

This section deals with the stability results of numerical time integration schemes.
First of all, we introduce the idea of stability function, then the stability region
and we end up with defining the A-stability.

2.3.1 Stability function of a time integration scheme

Let t0 < t1 < · · · < tN−1 < tN , N ∈ N be a uniform grid of the time interval [0, T ]:

tn = n∆t
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where ∆t is the time step. For simplicity we consider the example of the linear
system (2.7) whose analytical solution is given by

y(tn+1) = e∆tAy(tn). (2.11)

Let yn be an approximation of the analytical solution y(tn). A given one-step
time scheme will compute yn+1 from yn only:

yn+1 = R(∆tA)yn (2.12)

The function R can be seen as an approximation of the exponential function of
(2.11):

e∆tA ≈ R(∆tA).

Definition 2.3.1 The function R in (2.12) is called the stability function of the
corresponding numerical scheme.

Usually, the function R is a polynomial function or a rational function whose
numerator and denominator are both polynomial functions (see the Chapters 4,
5 and 6). When R is a polynomial function, computing the solution yn+1 of (2.12)
involves only evaluations of the function f (i.e. matrix-vector products for a
linear ODE). The scheme is then called explicit scheme. Otherwise, when R is a
rational function, computing yn+1 involves also the inversion of a polynomial of
matrices. This scheme then provides an implicit representation of the solution
and is thus called implicit.

As an example, let us consider the forward and backward Euler methods.
Both are constructed by using the following finite difference approximation

y′(t) ≈ y(t+ ∆t)− y(t)

∆t
,

which leads to
y(t+ ∆t) ≈ y(t) + ∆ty′(t). (2.13)

The forward Euler scheme corresponds to y′(tn) = f(tn, yn) and approximates
y(tn + ∆t) by yn+1. In the case of the linear system (2.8) we obtain

yn+1 = (I + ∆tA)yn = R(∆tA)yn.

The forward Euler method is then an explicit scheme and its stability function
reads

R(z) = 1 + z, ∀z ∈ C.
The backward Euler method, corresponds to y′(tn) = f(tn+1, yn+1) in (2.13) and
the numerical solution satisfies

(I −∆tA)yn+1 = yn.

The backward Euler method is then an implicit scheme and its stability function
is given by

R(z) =
1

1− z , ∀z 6= 1.



20 2.3. Stability of numerical one-step time integration schemes

2.3.2 A-Stability of a numerical time scheme

I didn’t like all these “strong”, “perfect”, “absolute”, “generalized”,
“super”, “hyper”, “complete” and so on in mathematical definitions,
I wanted something neutral; and having been impressed by David
Young’s “property A”, I chose the term “A-stable”.

(G. Dahlquist, in 1979 [42])

Definition 2.3.2 Let R be the stability function as previously defined. Then, the
stability region of the corresponding numerical scheme is defined as

S = {z ∈ C such that |R(z)| ≤ 1}. (2.14)

The analytical solution is stable if and only if

|e∆tλ| = |e∆tRe(λ)| ≤ 1, ∀λ ∈ sp(A),

for a given time step ∆t. sp(A) represents the spectrum of the matrix A. The
same condition must be satisfied by R(z), z = ∆tλ for the numerical solution to
be stable. This is the element that underlies the Definition 2.3.2.

If R is polynomial, as it is for explicit scheme, we have lim|z|→∞ |R(z)| =
∞, z ∈ C−. The stability region is then restricted to a bounded domain. This
implies that the time step ∆t must be chosen small enough such that z = ∆tλ ∈
S, ∀λ ∈ sp(A).

Implicit schemes have rational stability function. For some of them, the
stability function may satisfy |R(z)| ≤ 1, ∀z ∈ C−. This may occur when the
degree of the denominator D of R is greater or equal than that of its numerator
N . For this reason, the stability region S of implicit schemes may cover the
entire negative half plane. In that case sp(A) ⊂ S since the spectrum of A is
usually included in the negative half plane (sp(A) ⊂ C−). This means that there
is no constraint on the choice of the time step ∆t to obtain a stable solution
using such an implicit scheme. We recall the following definition introduced by
Dahlquist [42]:

Definition 2.3.3 A numerical scheme, whose stability region satisfies

S ⊃ C− = {z ∈ C, Re(z) ≤ 0} (2.15)

is called A-stable.

It is clear that A-stable schemes are unconditionally stable i.e. there is no con-
straint regarding the stability. It is also clear that explicit schemes cannot be
A-stable. Only implicit schemes may offer the opportunity of verifying the A-
stability property because they have a rational stability function. A simple way
to verify the A-stability property of implicit schemes is to use the following re-
sult:
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Dissipation Dispersion

Figure 2.2: Dissipation and dispersion effects. On the left the numerical solution (blue line)
has amplitude error and on the right it has phase error.

Proposition 2.3.4 A time integration method whose stability function R is a
rational function with polynomial numerator N and polynomial denominator D
is A-stable if and only if

|R(iy)| ≤ 1 for all y ∈ R (2.16)

and
R(z) is analytic for Re(z) < 0, z ∈ C. (2.17)

This result comes from the maximum principle applied to C− (see [42]).

2.4 Dissipation and dispersion of numerical time
integration schemes

For time dependent problems, especially acoustic problems, a
consistent, stable and convergent high order scheme does not
guarantee a good quality numerical wave solution.

Christopher K. W. Tam and Jay Webb [74]

In the previous section, we have introduced the stability of a given numerical
scheme. It is important to figure out that the stability of a numerical schemes
doesn’t guarantee its accuracy. For wave propagation problems the accuracy
of a given numerical solution depends on the numerical dissipation and the
numerical dispersion.

A numerical scheme is dispersive if the numerical and exact solutions have
a different phase speed while it is dissipative if they have a different ampli-
tude. In the Figure 2.2 we illustrate how a dissipative scheme may affect the
amplitude of the numerical solution compared to the physical solution. We also
represent the effect of a dispersive scheme on the numerical solution to show
the phase shift between the numerical and the physical solution.

Following the analysis in [44] we propose to write explicitely the relation
between the stability function and the errors of amplitude and phase.
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To illustrate the dissipation and dispersion effects, we choose to consider the
following linear test equation

y′ = iλy, y(t0) = y0 and λ ∈ R, (2.18)

At each time step, the numerical solution reads then

yn+1 = R(iz)yn, (2.19)

where z = λ∆t. The exact solution to the test equation (2.18) is given by

yn+1 = eizyn (2.20)

The dispersion and dissipation errors can be measured by considering the ratio
between the exact amplification factor (Re = eiz) and the numerical amplifica-
tion factor (R(iz)).

Therefore, we define the dissipation and dispersion errors, as follows:

Definition 2.4.1 The dissipation error of a numerical scheme applied to (2.18)
is measured by the function

ψ(z) = |R(iz)| − 1, (2.21)

and the dispersion error of a numerical scheme applied to (2.18) is measured by
the function

Φ(z) := arg

[
eiz

R(iz)

]
= z − arg[R(iz)]. (2.22)

It is clear that a non-dissipative and non-dispersive scheme should ensure |R(iz)| =
1 and Φ(z) = 0.

Knowing the stability function of a numerical scheme, we can represent the
relative dispersion and the relative dissipation errors using the Definition 2.4.1.
For that purpose, we only have to choose a set of values for z and evaluate the
functions ψ(z) for the dissipation and Φ(z) for the dispersion on that set.

2.5 Stiffness of an ODE
When solving a time evolution problem, we can use either explicit or implicit
schemes as mentioned in the Section 2.3. To the best of our knowledge, there is
no clear definition of the stiffness of an ODE. Roughly speaking, a time evolu-
tion problem could be stiff if time explicit schemes demonstrate severe issues of
stability (see [42]).

The stiffness of a time dependent problem is generally related to the dis-
cretization used in space. To briefly illustrate this fact, let us consider the fol-
lowing ODE: Mh

dX(t)

dt
+KhX(t) = F (t) t ∈ (0, T ]

X(0) = X0

(2.23)
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obtained after spatial discretization of a PDE, where Mh is the mass matrix,
Kh is the stiffness matrix and h denotes the mesh size. F (t) is a source term
obtained after discretizing the continuous source term in space and X0 is the
initial condition. In the Chapter 3, it is detailed how this ODE is obtained in
the case of the solution of wave equations. The ODE (2.23) becomes stiff when
the eigenvalues λi of A = M−1

h Kh are large. This will be the case:

• if there are small elements in the computational mesh,

• or if we use high-order space discretization.

The spectrum of A = M−1
h Kh is depicted in the Figures 2.3 and 2.4. In the Figure

2.3 we have used a finite element method of order 2 (Q2) with HDG (Hybridiz-
able Discontinous Galerkin) formulation on a regular grid covering [−4, 4]2 to
discretize the acoustic wave equation with Neumann boundary condition (see
the Chapter 3). In the Figure 2.3(a) we have chosen only 10 points along the
x-axis. Then in the Figure 2.3(b) we have refined the mesh by taking 20 points
along the x-axis instead of 10. We can observe that the spectrum is almost twice
bigger in the Figure 2.3(b) than in the Figure 2.3(a). In the Figure 2.4 we have
used HDG method on a regular grid covering [−4, 4]2 with 10 points along the
x-axis to discretize the acoustic wave equation with Neumann boundary condi-
tion. In the Figure 2.4(a) we have the spectrum when we use the Q2 elements.
In the Figure 2.4(b) we have used the Q4-elements (order 4) and we can observe
that the spectrum is about three times bigger than that of the Figure 2.4(a).
It shows that increasing the order of approximation (p-refinement) is a stiffer
procedure than increasing the number of points in the mesh (h-refinement).

We can conclude that when we refine the mesh or increase the space dis-
cretization order, the resulting ODE becomes stiffer. As a consequence explicit
methods may become too expensive because the time step ∆t must be chosen
very small such that ∆tλi ∈ S in order to get a stable solution.

Implicit methods generally have good stability properties which may allow to
take large time-steps ∆t. But computing a numerical solution with an implicit
method requires to solve at each time-step one or several linear systems involv-
ing the matrix A = M−1

h Kh. For this reason implicit methods can be expensive in
terms of memory usage. In fact by increasing the order of the polynomial used
in the space discretization method or by refining the mesh, the size of the ma-
trix A becomes larger. When solving realistic problems, in 3D for example, the
memory space needed to solve the linear systems may not be available which
makes most of the implicit schemes impracticable for this class of applications.
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(a) 10 points along x (b) 20 points along x

Figure 2.3: Spectrum of M−1h Kh for the second order (Q2) HDG method on the regular grid
[−4, 4]2. Acoustic wave equation with Neumann boundary condition
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(a) Order 2 (Q2)

(b) Order 4 (Q4)

Figure 2.4: Spectrum of M−1h Kh for HDG method on the regular grid [−4, 4]2 with 10 points
along the x axis. Acoustic wave equation with Neumann boundary condition.
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Chapter 3
Space discretizations of the wave
equations

This chapter provides the details on the methods used to dis-
cretize the space domain in 1D, 2D and 3D following the thesis
[31]. The content corresponds to the implementation proposed
in the high-order finite element code Montjoie. The numeri-
cal methods have been developed in this software. We present
the first order formulation of the acoustic wave equation and
the Maxwell’s equations. For each type of equations we provide
the variational formulation and the corresponding semi-discrete
ODE when using either the continuous finite elements or hy-
bridizable discontinuous Galerkin (HDG) methods. In addition,
the formulation with classical boundary conditions and the for-
mulation integrating the PML are also given. The technique
of mass lumping is used to obtain diagonal and block-diagonal
matrices. When using implicit schemes, this technique is com-
bined with the static condensation technique in order to obtain
a smaller linear system to be solved.
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3.1 Introduction
In this chapter we state the different space discretization methods we use for
solving the wave equations. For each method we present the associated linear
system when we use implicit time integration schemes. In coming chapters, we
will provide more details on the time integration schemes we have developed.

Even though our work can be used for any partial differential equation in-
volving the solution of an ODE in time, herein we are interested in solving
the time domain acoustic wave equation formulated as a first order system and
Maxwell’s equations. We recall the acoustic wave equation and the Maxwell’s
equations respectively in the next two sections of this document. For each wave
problem we recall the finite elements method (FEM - [57, 23, 31, 65, 8]) and the
hybridizable discontinuous Galerkin (HDG - [51, 11, 50, 20, 17]) method used for
the space discretization to construct the corresponding semi-discrete problems.

3.2 The acoustic wave equation
In this section we introduce the first order formulation of the acoustic wave
equation. We denote by u a scalar field and v a vectorial field. Both depend on
the space variable x and the time t. They are solutions to the following boundary
value problem:

ρ ∂tu− divv = 0, ∀(x, t) ∈ Ω× R+

µ−1∂tv −∇u = 0, ∀(x, t) ∈ Ω× R+

u(x, 0) = ∂tu(x, 0) = 0, ∀x ∈ Ω (null initial conditions)

u = fD, x ∈ ΓD (Dirichlet condition)

µ∂nu = fN , x ∈ ΓN (Neumann condition)

µ∂nu+
√
ρµ ∂tu = fA, x ∈ ΓA (Absorbing condition)

(3.1)

where Ω is the computational domain. ΓD, ΓN and ΓA are the boundaries associ-
ated respectively with Dirichlet, Neumann and absorbing boundary condition. n
is the unit outgoing normal vector of the considered boundary, ρ and µ are phys-
ical parameters, which are piecewise constant. fD, fN and fA are given source
functions. To model the acoustic wave propagation problems, we consider

ρ =
1

ρfc2
, µ =

1

ρf
, (3.2)

where ρf represents the fluid density and c is the acoustic wave propagation
speed (which can be given by the speed of sound) in meter per second (m/s). In
that case the scalar field u represents the pressure field in Pascal (Pa) and the
vector field v stands for the displacement of the wave field.
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3.2.1 Discretization with continuous finite elements
In this section we present mixed spectral finite elements [23, 25] used to dis-
cretize the acoustic wave equation (3.1). In [31] this method is detailed for the
Helmholtz equation. The technique of mass lumping is used to obtain a diagonal
or block-diagonal mass matrix.

At a first glance, the first-order formulation seems to produce large linear
systems (with two unknowns u and v) while the second-order formulation would
involve only one unknown u. In this section, it will be explained how the un-
known v can be removed explicitly in order to obtain a linear system in u only.
Moreover, we will apply a static condensation - which is a well-known method
[6, 72] in order to remove internal degrees of freedom of u. As a result, the lin-
ear system to solve will be quite small. The whole procedure reducing the size of
the linear system will be called static condensation. It will be detailed both for
a case with absorbing boundary conditions and for a case with PML ([38, 7, 24]).

Let Ω ⊂ Rd, d ∈ N be an open set. We denote L2(Ω) the space of square-
integrable functions of Ω with the associated norm ‖ · ‖ and the inner-product
< ·, · >. We denote by H1(Ω) the set of functions φ ∈ L2(Ω) having their gradient
in (L2(Ω))d.

Case without PML

The computational domain Ω is meshed with regular intervals in 1D, quadri-
laterals in 2D and tetrahedra, prisms, pyramids and hexahedra in 3D. Each
element is denoted by Ki:

Ω =
⋃

Ki

The equation (3.1) is solved with mixed spectral elements (see [23]) using the
following finite element spaces for quadrilateral/hexahedral elements

u(t) ∈ Uh =
{
u ∈ H1(Ω) such that u|Ki

◦ Fi ∈ Qr

}
v(t) ∈ Vh =

{
v ∈ (L2(Ω))d such that v|Ki

◦ Fi ∈ (Qr)
d
} (3.3)

where d is the dimension, r is the order of approximation, Qr is the space of
polynomials of degree lower or equal to r in each space variable, and Fi is the
transformation map from the reference element K̂ to the mesh element Ki [24].
For instance in 2D, Fi is the map from the unit square K̂ to the element Ki (see
the Figure 3.1). We note DFi the Jacobian matrix of Fi and Ji its determinant.
Ji is assumed to be always strictly positive, the local numbering is modified to
ensure the positiveness of Ji. We take ϕi the basis function associated with the
space Uh and ψi the basis function associated with Vh. We use Gauss-Lobatto
quadrature points for both interpolation and quadrature formulas as in [23].
We have the following relations:

ϕ̂i = ϕi ◦ Fi, ψ̂i = ψi ◦ Fi
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(0,0) (1,0)

(1,1)(0,1)

K̂
Fi Ki

A4

A1

A2

A3

Figure 3.1: Transformation Fi for a quadrilateral.

with

ϕ̂i(x̂, ŷ, ẑ) = ϕ1D
i1

(x̂)ϕ1D
i2

(ŷ)ϕ1D
i3

(ẑ), ϕ1D
i (x̂) =

∏
j 6=i(x̂− ξ̂1D

j )∏
j 6=i(ξ̂

1D
i − ξ̂1D

j )

for hexahedra where ξ̂1D
i are Gauss-Lobatto points on the interval [0, 1]. For

other elements, the basis functions and finite element spaces Uh and Vh are
detailed in [8]. The quadrature points on the unit cube are obtained by ten-
sorization

ξ̂k = (ξ̂1D
k1
, ξ̂1D
k2
, ξ̂1D
k3

).

By construction the basis functions on the cube satisfy

ϕ̂i(ξ̂j) = δi,j.

The choice of basis functions ψi are based on the quadrature points ξ̂k (even for
other elements than hexahedra):

ψ̂1
i (ξ̂k) = δi,k ex, ψ̂2

i (ξ̂k) = δi,k ey, ψ̂3
i (ξ̂k) = δi,k ez.

After multiplying the equation (3.1) by the basis functions ϕi and ψi, the
variational formulation is obtained by integrating by parts the first equation
and reads:

d

dt

∫
Ω

ρ uϕi dx+

∫
Ω

v · ∇ϕi dx+

∫
ΓA

√
ρµ uϕi dx =

∫
Γ

fϕi dx

d

dt

∫
Ω

µ−1v · ψi dx−
∫

Ω

∇u · ψi dx = 0

(3.4)

The obtained semi-discrete system is then given by:
Dh

dU

dt
+RhV + ShU = Fu(t)

Bh
dV

dt
−RT

hU = 0

(3.5)
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where h is the mesh size, T denotes the transpose matrix and the finite element
matrices are given by:

(Dh)i,j =

∫
Ω

ρϕi ϕj dx

(Sh)i,j =

∫
ΓA

√
ρµϕi ϕj dx

(Rh)i,j =

∫
Ω

∇ϕi · ψj dx

(Bh)i,j =

∫
Ω

µ−1ψi · ψj dx

Since the basis functions ψi are associated with quadrature points, the matrix
Bh is diagonal for the orthotropic case (µ orthotropic) because:∫

Ke

µ−1ψ`j · ψmi = (µ−1)`,m ωi Je(ξ̂i) δi,j

where ωi is the weight associated with the point ξ̂i. In the anisotropic case Bh

will be block diagonal each block being a d × d matrix with d the dimension of
the space. The elementary stiffness matrix is given by:∫

Ke

ψ`j · ∇ϕi dx = ωj Je(ξ̂j)DF
−T
e (ξ̂j)∇̂ϕ̂i(ξ̂j) · e`.

The source term is defined as:

Fu(t) =

∫
ΓN

fNϕdx+

∫
ΓA

fAϕdx.

A source term Fv may come from the inhomogeneous Dirichlet condition (if fD 6=
0). In fact, the degrees of freedom associated with Dirichlet condition are not
included in the vector U(t), the associated values fD(xi) provide a source vector
Fv. Let X = (U, V )t and F = (Fu, Fv)

t, the evolution system (3.5) falls in the class
of ODEs of the type Mh

dX(t)

dt
+KhX(t) = F (t) t ∈ (0, T ]

X(0) = X0

(3.6)

where Mh the mass matrix and Kh the stiffness matrix are given by

Mh =

(
Dh 0
0 Bh

)
, Kh =

(
Sh Rh

−RT
h 0

)
.

As usual h denotes the mesh size. F (t) is a source term obtained after discretiz-
ing the continuous source term in space and X0 is the initial condition. The
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stiffness matrix is not stored, the matrix-vector product KhX is performed on
the fly by using matrices DF−Te (ξ̂j) computed on quadrature points. The mass
matrix Dh is diagonal for quadrilateral/hexahedral elements since:∫

Ke

ϕjϕidx = ωiJe(ξ̂i)δi,j.

This property is called mass lumping and is advantageous for explicit time
schemes since no linear system needs to be solved. Dh is no longer diagonal
for other elements (pyramids, prisms and tetrahedra) with the basis functions
chosen (as detailed in [8] and [24]). Some attempts have been made to obtain
mass lumping when using tetrahedra and triangular elements [37, 58, 19, 24].
The efficiency of such elements is rather poor. Moreover, since we are mainly
interested in implicit time schemes, we preferred to stick to classical elements
with the drawback of dealing with a non-diagonal mass matrix when the mesh
includes tetrahedra, prisms or pyramids.

Static condensation: When using an implicit time-scheme, we need to solve
a linear system (or several) of the form:{

β DhU + ShU +RhV = FU

β BhV −RT
hU = FV

(3.7)

where β is a coefficient depending on the time scheme used. The second equa-
tion of (3.7) is used to substitute the unknown V in the first equation. By this
procedure, we obtain a symmetric linear system to solve for U :(

β2Dh + βSh +RhB
−1
h RT

h

)
U = βFU −RhB

−1
h FV (3.8)

Once we know U , V is easily computed from (3.7). We note Kh the stiffness
matrix Kh given by

Kh = RhB
−1
h RT

h ,

and the source term
Fh = βFU −RhB

−1
h FV .

The global matrix Kh is constructed using the following elementary matrices∑
k

ωkJe(ξ̂k)µ(ξ̂k)
[
DF−Te (ξ̂k)∇̂ϕ̂i(ξ̂k)

]
·
[
DF−Te (ξ̂k)∇̂ϕ̂j(ξ̂k)

]
We finally deduce that:

(Kh)i,j =

∫
Ω

µ∇ϕi · ∇ϕj dx
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Becomes =⇒

Figure 3.2: Illustration of the static condensation used to remove internal degrees of freedom
of a mesh element.

which is true for any element Ki since we have chosen basis functions ψi asso-
ciated with the quadrature points. The system (3.8) is the same kind of linear
system that appears when using θ-schemes for the second-order formulation of
the wave equation. This system is symmetric positive definite if β is real pos-
itive. Moreover, the internal degrees of freedom are removed (process known
as static condensation) to reduce the size of the final linear system. In fact,
the global stiffness matrix Kh is partitioned into block matrices coming from
each element. Using Gaussian elimination on an element level allows to re-
move unknowns related to internal degrees of freedom. As a result the final
linear system has a smaller size and by this way the required computational ef-
fort. To illustrate the elimination process, we denote by Ue and Ui the unknown
vectors related to the external (cyan square) and internal (red square) degrees
of freedom in the Figure 3.2. We assume that the matrix of the element under
consideration are partitioned into the form

Kelem︷ ︸︸ ︷(
Kee Kei

Kie Kii

)(
Ue
Ui

)
=

(
Fe
Fi

)
(3.9)

Using the second matrix equation in (3.9) leads to

Ui = K−1
ii (Fi −KieUe). (3.10)

The relation (3.10) is then used to substitute for Ui into the first matrix equation
in (3.9) to obtain the condensed equation in Ue (only on the external degrees of
freedom)

(Kee −KeiK
−1
ii Kie)︸ ︷︷ ︸

Schur complement

Ue = Fe −KeiK
−1
ii Fi. (3.11)

Since the computation of the Schur complement and the right hand side in (3.11)
as well as the condensation step in (3.8) are local for all elements, the process is
suitable for parallelization.
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Case with PML in 2D

In order to truncate the 2D domain, we use here Perfectly Matched Layers
(PML). In this paragraph, the efficient implementation of PML is detailed. We
split the physical unknown u of the equation (3.1) as follows

u = ux + uy.

Then we consider the following split formulation

ρ ∂tux + σx ρ ux − ∂xvx = 0

ρ ∂tuy + σy ρ uy − ∂yvy = 0

µ−1∂tv + µ−1Tx,yv −∇(ux + uy) = 0

+ homogeneous Neumann condition on PML boundaries

where ux, uy, v are intermediary unknowns, Tx,y is damping tensor given by

Tx,y =

(
σx 0
0 σy

)
and σx, σy are damping functions, non-null inside the PML, with a parabolic
profile (see [26]):

σx =
3 log 1000

2a3
(x− x0)2 σ vmax

σy =
3 log 1000

2a3
(y − y0)2 σ vmax

with σ a damping coefficient chosen a priori, vmax is the maximal wave veloc-
ity, x0, y0 are equal to xmin, ymin, xmax, or ymax depending on the layer con-
sidered. In order to have directly the physical field u as unknown, we write the
problem with the two unknowns:

u = ux + uy

u∗ = ux − uy
As a result, u, u∗, v are solutions to the following system

ρ ∂tu + ρ

(
σx + σy

2

)
u + ρ

(
σx − σy

2

)
u∗ − div v = 0

ρ ∂tu
∗ + ρ

(
σx + σy

2

)
u∗ + ρ

(
σx − σy

2

)
u − (∂xvx − ∂yvy) = 0

µ−1∂tv + µ−1Tx,y v −∇u = 0

. (3.12)
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The unknown u∗ is discretized only inside the PML and is equal to 0 on the
external boundary and the interface between PML and physical domain. The
finite element space for u∗ is the same as u (except that it is reduced to PML
region). We usually take

σ = 2,

in order to have a reflection coefficient around 10−6. The semi-discrete system is
given by 

Dh
dU

dt
+ Sxxh U + Sxyh U

∗ +RhV = 0

D∗h
dU∗

dt
+ Syyh U

∗ + Syxh U +R∗hV = 0

Bh
dV

dt
+ ThV −RT

hU = 0

where the second equation holds in the PML region only. The matrix R∗h is ob-
tained after multiplying and integrating by parts the second equation of (3.12):

(R∗h)i,j =

∫
Ω

(ψj)x∂xϕi − (ψj)y∂yϕi.

The semi-discrete system falls also into the class of ODE (3.6) by taking:

X =

U
U∗

V

 , Mh =

Dh 0 0
0 D∗h 0
0 0 Bh

 , Kh =

 Sxxh Sxyh Rh

Syxh Syyh R∗h
−RT

h 0 Th

 .

Static condensation: The linear system to be solved in time is given by:

ρ β u + ρ

(
σx + σy

2

)
u + ρ

(
σx − σy

2

)
u∗ − div v = f (3.13a)

ρ β u∗ + ρ

(
σx + σy

2

)
u∗ + ρ

(
σx − σy

2

)
u − (∂xvx − ∂yvy) = f ∗ (3.13b)

µ−1β v + µ−1Tx,y v −∇u = fv (3.13c)

where β is a coefficient depending on the time scheme used. The unknown ux
and uy can be reconstructed by adding and subtracting (3.13a) and (3.13b). As
a result, we obtain: 

ρ βux + ρ σx ux − ∂xvx =
f + f ∗

2

ρ βuy + ρ σy uy − ∂yvy =
f − f ∗

2

µ−1βv + µ−1Tx,yv −∇(ux + uy) = fv
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The first equation is multiplied by β + σy, the second one by β + σx and the two
equations are combined to obtain:

ρ (β+σx) (β+σy)u−div
((

β + σy 0
0 β + σx

)
v

)
= (β+σy)

f + f ∗

2
+(β+σx)

f − f ∗
2

Finally v is eliminated and we obtain a single equation in u:

ρ (β + σx) (β + σy)u− div

[(
µβ+σy
β+σx

0

0 µβ+σx
β+σy

)
∇u
]

=
[
β + σx+σy

2

]
f + σy−σx

2
f ∗

+ div

[(
µβ+σy
β+σx

0

0 µβ+σx
β+σy

)
fv

]

As a result a symmetric positive definite system needs to be solved for U :

(D̃h + K̃h)U = Fh

where

(D̃h)i,j =

∫
Ω

ρ (β + σx) (β + σy)ϕiϕj dx

(K̃h)i,j =

∫
Ω

(
µβ+σy
β+σx

0

0 µβ+σx
β+σy

)
∇ϕi · ∇ϕj dx

and

(Fh)i =

∫
Ω

[
β +

σx + σy
2

]
fϕi +

σy − σx
2

f ∗ϕi −
(
µβ+σy
β+σx

0

0 µβ+σx
β+σy

)
fv · ∇ϕi dx

This result is true when the matrices Dh, D∗h, Sxxh , Sxyh , Syxh , Syyh are diagonal.
It induces that the computational mesh must comprise only quadrilateral ele-
ments in the PML areas. It will be the case in our numerical computations. As a
result, the presence of PML does not increase a lot the computational burden by
performing this procedure, since the linear system to be solved does not involve
the intermediary unknowns u∗ or v. The intermediary unknowns u∗ and v are
reconstructed thanks to equations (3.13b) and (3.13c).

Case with PML in 3D

In the 3D case the unknowns are split as follows:

u = ux + uy + uz
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Then the split system takes the form:

ρ ∂tux + σx ρ ux − ∂xvx = 0

ρ ∂tuy + σy ρ uy − ∂yvy = 0

ρ ∂tuz + σz ρ uz − ∂zvz = 0

µ−1∂tv + µ−1Tx,y,zv −∇(ux + uy + uz) = 0

+ Neumann condition on PML boundaries

where Tx,y,z is the damping tensor given by

Tx,y,z =

σx 0 0
0 σy 0
0 0 σz

 ,

σx, σy are the same as for the 2D case and for σz we take:

σz =
3 log 1000

2a3
(z − z0)2 σ vmax

Like in 2D, to directly have the physical field u, we introduce the following un-
knowns:

u = ux + uy + uz

u∗ = ux − uy

u� = ux − uz
We then obtain the system for u, u∗, u�, v in the form:

ρ ∂tu+ ρ

(
σx + σy + σz

3

)
u+ ρ

(
σx − 2σy + σz

3

)
u∗

+ ρ

(
σx + σy − 2σz

3

)
u� − div v = 0

ρ ∂tu
∗ + ρ

(
σx + 2σy

3

)
u∗ + ρ

(
σx − σy

3

)
(u+ u�)− (∂xvx − ∂yvy) = 0

ρ ∂tu
� + ρ

(
σx + 2σz

3

)
u� + ρ

(
σx − σz

3

)
(u+ u∗)− (∂xvx − ∂zvz) = 0

µ−1∂tv + µ−1Tx,y,zv −∇u = 0

(3.14)

u∗ and u� are only discretized in the PML region. Then after multiplying (3.14)
by the basis functions and integrating by parts the second and third equations
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we obtain the semi-discrete system which reads

Dh
dU

dt
+ Sxxxh U + Sxyxh U∗ + Sxyzh U� +RhV = 0

D∗h
dU∗

dt
+ Syyyh U∗ + Syxyh U + Syxzh U� +R∗hV = 0

D�h
dU�

dt
+ Szzzh U� + Szyzh U∗ + Szyxh U +R�hV = 0

Bh
dV

dt
+ ThV −RT

hU = 0

where the second and third equations hold in the PML region only. The matrix
R�h is given by

(R�h)i,j =

∫
Ω

(ψj)x∂xϕi − (ψj)z∂zϕi.

As for the 2D case, the semi-discrete system falls also into the class of ODE (3.6)
by taking:

X =


U
U∗

U�

V

 , Mh =


Dh 0 0 0
0 D∗h 0 0
0 0 D�h 0
0 0 0 Bh

 , Kh =


Sxxxh Sxyxh Sxyzh Rh

Syxyh Syyyh Syxzh R∗h
Szyxh Szyzh Szzzh R�h
−RT

h 0 0 Th

 .

Static condensation: The linear system to be solved when using implicit
time schemes is then given by:

ρβu+ ρ

(
σx + σy + σz

3

)
u+ ρ

(
σx − 2σy + σz

3

)
u∗

+ ρ

(
σx + σy − 2σz

3

)
u� − div v = f

(3.15a)

ρβu∗ + ρ

(
σx + 2σy

3

)
u∗ + ρ

(
σx − σy

3

)
(u+ u�)− (∂xvx − ∂yvy) = f ∗ (3.15b)

ρβu� + ρ

(
σx + 2σz

3

)
u� + ρ

(
σx − σz

3

)
(u+ u∗)− (∂xvx − ∂zvz) = f � (3.15c)

µ−1βv + µ−1Tx,y,zv −∇u = fv (3.15d)

The unknowns ux, uy and uz can then be reconstructed by combining the first
three equations: 

ρ βux + ρ σx ux − ∂xvx =
f + f ∗ + f �

3

ρ βuy + ρ σy uy − ∂yvy =
f − 2f ∗ + f �

3

ρ βuz + ρ σy uz − ∂zvz =
f + f ∗ − 2f �

3
µ−1βv + µ−1Tx,y,zv −∇(ux + uy) = fv
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The first equation is multiplied by (β + σy) (β + σz), the second equation by
(β + σx) (β + σz) and the third one by (β + σx) (β + σy). The three results are
combined to obtain

ρ(β + σx)(β + σy) (β + σz)u

− div

(β + σy) (β + σz) 0 0
0 (β + σx) (β + σz) 0
0 0 (β + σx) (β + σy)

 v


=(β + σy)(β + σz)

f + f ∗ + f �

3
+ (β + σx)(β + σz)

f − 2f ∗ + f �

3

+ (β + σx)(β + σy)
f + f ∗ − 2f �

3

Next we eliminate v to obtain a single equation in terms of u:

ρ(β + σx)(β + σy)(β + σz)u

− div


µ

(β+σy)(β+σz)

β+σx
0 0

0 µ (β+σx)(β+σz)
β+σy

0

0 0 µ (β+σx)(β+σy)

β+σz

∇u


=(β + σy)(β + σz)
f + f ∗ + f �

3
+ (β + σx)(β + σz)

f − 2f ∗ + f �

3

+ (β + σx)(β + σy)
f + f ∗ − 2f �

3

+ div


µ

(β+σy)(β+σz)

β+σx
0 0

0 µ (β+σx)(β+σz)
β+σy

0

0 0 µ (β+σx)(β+σy)

β+σz

 fv


As a result we obtain a symmetric positive definite system to solve for U , like in
2D, which is

(D̃h + K̃h)U = Fh

with

(D̃h)i,j =

∫
Ω

ρ (β + σx) (β + σy) (β + σz)ϕi ϕj dx

(K̃h)i,j =

∫
Ω

 µ (β+σy)(β+σz)

β+σx
0 0

0 µ (β+σx)(β+σz)
β+σy

0

0 0 µ (β+σx)(β+σy)

β+σz

∇ϕi · ∇ϕj dx
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and

(Fh)i =

∫
Ω

(β + σy)(β + σz)
(f + f ∗ + f �)

3
ϕi + (β + σx)(β + σz)

(f − 2f ∗ + f �)

3
ϕi

+ (β + σx)(β + σy)
(f + f ∗ − 2f �)

3
ϕi

−

µ
(β+σy)(β+σz)

β+σx
0 0

0 µ (β+σx)(β+σz)
β+σy

0

0 0 µ (β+σx)(β+σy)

β+σz

 fv · ∇ϕi dx

This method makes the treatment of PML region less expensive since the in-
termediary unknowns u∗, u� and v are not involved in the linear system to be
solved. As in 2D, this result holds when the matrices Dh, D∗h, D�h, Sxxxh , Sxyxh ,
Sxyzh , Syxyh , Syyyh , Syxzh , Szxyh , Szyzh , Szzzh are diagonal. It induces that the compu-
tational mesh must comprise only hexahedral elements inside the PML areas.
It will be the case in our numerical computations. After solving the linear sys-
tem, u∗, u� and v are then reconstructed using the equations (3.15b), (3.15c) and
(3.15d).

3.2.2 Hybridizable discontinuous Galerkin (HDG) methods
As we have seen, the mass matrix Mh is not always diagonal, when the mesh
comprises pyramids, prisms or tetrahedra. Moreover, continuous elements based
on Gauss-Lobatto points do not allow the use of a variable order approximation
(i.e. an order for each element). Hierarchical basis functions (as detailed in
[8]) allow variable orders with continuous finite elements, but there is no longer
mass lumping. As a consequence, we have considered the use of discontinuous
elements, more precisely the Hybridizable discontinuous Galerkin method (de-
noted HDG see [22, 39, 60, 61]). This method requires slightly more degrees
of freedom and computational time, but the mass matrix Mh is block-diagonal
(with small blocks) for any kind of mesh and for a variable order of approxi-
mation. Moreover the implementation of locally implicit schemes seems to be
easier with this method.

In this section we present the variational formulation of the acoustic wave
equation using the hybridizable discontinuous Galerkin (HDG) method. For
more insight we refer the reader to [11] in which the author presents the HDG
method for the simulation of elastodynamic wave equation. In [50] the HDG
method is also detailed for the time-domain acoustic wave equation using both
explicit and implicit time integration schemes.

The unknowns u and v are discretized using the following finite element
spaces

u(t) ∈ Uh =
{
u ∈ L2(Ω) such that u|Ki

◦ Fi ∈ Qr

}
v(t) ∈ Vh =

{
v ∈ (L2(Ω))d such that v|Ki

◦ Fi ∈ (Qr)
d
} (3.16)
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The basis functions on the reference element K̂ are the same as the basis func-
tions considered for continuous elements. They are based on Gauss-Lobatto
points for quadrilateral/hexahedral elements. To obtain the variational formu-
lation we multiply the first two equations of (3.1) by the test functions ϕi for u
and ψi for v. After integration by parts, we obtain

d

dt

∫
K

ρ uϕi dx+

∫
K

v · ∇ϕi dx−
∫
∂K

v̂ · nϕi dx = 0

d

dt

∫
K

µ−1v · ψi dx+

∫
K

u divψi −
∫
∂K

λψi · n dx = 0

(3.17)

To make a link between the pressure field u in different edges in 2D (faces in 3D)
we introduce an auxiliary unknown λ. This unknown belongs to the following
finite element space:

Λh = {u ∈ L2(Σh) such that u ◦ Fi|Ei
∈ Qr},

where Σh is the set of the mesh edges (faces in 3D) and Ei is an element of Σh. If
Ei is a triangular face (in 3-D), u◦Fi|Ei

∈ Pr where Pr is the space of polynomials
of total degree lower or equal to r. The basis functions for λ are chosen as the
trace of the basis functions chosen for u on the boundary. Then, we choose the
expression of v̂ as follows

v̂ = v − τ(u− λ)n,

with τ taking the value
τ =
√
ρµ.

We notice that τ has a different value for each edge (or face) when considering
a heterogeneous media. A second integration by parts of the second equation of
(3.17) and replacing v̂ by its expression leads to

d

dt

∫
K

ρ uϕi dx+

∫
K

v · ∇ϕi dx−
∫
∂K

v · nϕi dx+

∫
∂K

τ(u− λ)ϕi dx = 0

d

dt

∫
K

µ−1v · ψi dx−
∫
K

∇u · ψi +

∫
∂K

(u− λ)ψi · n dx = 0

(3.18)

This second integration by parts is made to symmetrize the final system in λ.
To conclude we impose v̂ · n to be a continuous function across each interface.
For each internal edge (face in 3-D), we then obtain the following equation:∑

K adjacent to the edge

∫
∂K

(−v · n+ τ(u− λ)) q dx = 0

with q the test function associated with λ. For an edge located on the bound-
ary, there is no longer a requirement to be continuous, but a requirement to
satisfy a given boundary condition. We detail below how the different boundary
conditions are treated.
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Dirichlet’s condition

To set the Dirichlet boundary condition, we use the following relation:

λ = fD.

In such way, the second equation in v becomes (on each boundary element with
the Dirichlet’s condition ΓD)

d

dt

∫
K

µ−1v · ψ dx−
∫
K

∇u · ψ +

∫
∂K\ΓD

(u− λ)ψ · n dx =

∫
ΓD

fD ψ · n dx.

Then to maintain the symmetry of the global system in λ, the equation on ΓD
becomes ∫

ΓD

τ(u− λ) q dx = 0.

Neumann’s condition

For the Neumann boundary condition we impose

v̂ · n = fN .

The equations in u and v remain unchanged but the equation in λwill be written
as follows: ∫

ΓN

(−v · n+ τ(u− λ)) q dx = −
∫

ΓN

fN q dx.

Absorbing boundaries condition (ABC)

We use the relation
v̂ · n+

√
ρ µ u = fA.

We can notice that τ =
√
ρ µ here. Then, the equations in u and v remain the

same while the equation in λ becomes:∫
ΓN

(−v · n+ τ(u− 2λ)) q dx = −
∫

ΓN

fA q dx.

Discrete system

After exploiting each boundary condition, we have obtained the following dis-
crete system 

Dh
dU

dt
+ (RT − Sn)V + CU − C`Λ = 0

Bh
dV

dt
+ (−R + STn )U − STd Λ = Fv(t)

CT
` U − CaΛ− SdV = FΛ(t)

(3.19)
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where Fv(t), FΛ(t) are source terms coming from the inhomogeneous boundary
conditions. We have the following elementary matrices:

(Delem
h )i,j =

∫
Ki

ρϕj ϕi dx

(Belem
h )i,j =

∫
Ki

µ−1 ψj · ψi dx

Relem
i,j =

∫
Ki

∇ϕj · ψi dx

(Sn)elem
i,j =

∫
∂Ki

ψj · nϕi dx

(Sd)
elem
i,j =

∫
∂Ki\ΓD

ψj · n qi dx

Celem
i,j = τ

∫
∂Ki

ϕjϕi dx

(Celem
` )i,j = τ

∫
∂Ki

qjϕi dx

(Celem
a )i,j = τ

∫
∂Ki

β′qjqi dx

where β′ equals 2 for edges with an absorbing boundary condition and 1 for
other edges. The final matrices Dh, Bh, R, Sn, Sd, C, Ca, C` are obtained by as-
sembling the elementary matrices. For any kind of element Ki (tetrahedron,
hexahedron, etc), the mass matrices Bh and Dh are block-diagonal, each block
being related to the degrees of freedom of an element. The matrix Ca is also
block-diagonal, each block being related to degrees of freedom of an edge of the
mesh. For an explicit time-stepping algorithm, the matrices R, Sn, Sd, Ca, C` will
not be stored, only the matrices DF−Ti will be stored on the quadrature points
ξ̂k and the matrix-vector product will be performed on the fly (see [9] for more
details). For quadrilateral/hexahedral elements the matrices Dh, Bh and Ca will
be diagonal, hence cheap to store. For other elements, they will be more costly
to store, a solution proposed by Warburton [76] for curved tetrahedrals which
consists in considering the following basis functions

ϕ̂i =
√
Ji ϕi ◦ Fi

in order to have the same block for each tetrahedron. We have preferred to not
use this option, since it can deteriorate the convergence for other elements (see
[9]). In order to obtain the desired ODE, we use the relation:

Λ = C−1
a

(
CT
` U − SdV − FΛ(t)

)
(3.20)
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to obtain
Mh

dX(t)

dt
+KhX(t) = F (t)

with
X(t) = (U, V )T

and

Mh =

(
Dh 0
0 Bh

)
, Kh =

(
C − C`C−1

a CT
` RT − Sn + C`C

−1
a Sd

−R + STn − STd C−1
a CT

` STd C
−1
a Sd

)
,

F =

(
−C`C−1

a FΛ

Fv − STd C−1
a FΛ

)
.

Of course, these expressions are not used in practice, since the matrix Kh is
not stored. For an explicit time stepping, Λ is computed with equation (3.20).
Then the system (3.19) is used to obtain the product KhX. For an implicit time
stepping, we consider the whole system (3.19) (where d/dt is replaced by β) to
obtain the solution U and V .

Static condensation for HDG

For an implicit time scheme, we have to solve the following linear system
βDhU + (RT − Sn)V + CU − C`Λ = FU

βBhV + (−R + STn )U − STd Λ = FV

CT
` U − CaΛ− SdV = FΛ

(3.21)

On each element, the unknowns U and V can be eliminated by static condensa-
tion. If we note

X = (U, V )T , Y = Λ

we have the system {
A11X + A12Y = FX
A21X + A22Y = FY

with

A11 =

(
βDh + C RT − Sn
−R + STn βBh

)
, A12 =

(
−C`
−STd

)
, A21 =

(
CT
` − Sd

)
, A22 = −Ca

FX =

(
FU
FV

)
, FY = FΛ.

The unknown X is eliminated to obtain the linear system to solve in Λ

(A22 − A21A
−1
11 A12)Y = FY − A21FX .
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In practice, this procedure is performed element by element. For each element,
the Schur complement Aelem

22 − Aelem
21 (Aelem

22 )−1Aelem
12 is computed and added

to the global matrix Ah. The elementary source Felem
Y − Aelem

21 Felem
X is also

added to the global right hand side Fh. Finally, we have a linear system in Λ to
solve

AhΛ = Fh.

Optimal computation on quadrilateral or hexahedral mesh In the case
of quadrilaterals/hexahedra, the elementary matrices Delem

h , Belem
h , Celem,

Celem
a , Celem

` , Selem
d are diagonal, and the matrix (R− STn )elem is sparse, and

not stored. In order to take advantage of the particular structure of these ma-
trices, the computation of Schur complement will be detailed in order to reduce
the memory storage. In this paragraph, the superscript “elem” will be omitted.
First we express V in terms of U and Λ using the second equation of (3.21). We
obtain:

V = B−1
h

(
FV + (R− STn )U + STd Λ

)
.

Then we use this expression of V and the first equation of (3.21) to compute U
in term of Λ, we obtain:

U = B̃−1
[
FU − (RT − Sn)B−1

h

(
FV + STd Λ

)
+ C`Λ

]
with B̃ given by

B̃ = Dh + (RT − Sn)B−1
h (R− STn ) + C.

We observe that B̃ is a symmetric matrix. We compute and store once for all
B̃−1. We compute V in terms of Λ by replacing U by its expression, we get:

V = B−1
h FV −B−1

h (−R + STn )B̃−1(FU − (RT − Sn)B−1
h FV )

+B−1
h (−R + STn )B̃−1

(
(RT − Sn)B−1

h STd − C`
)

Λ +B−1
h STd Λ.

U and V are then replaced by their expression to obtain the following linear
system in terms of Λ only:

C̃Λ = FΛ + SdB
−1
h FV − (CT

` + SdB
−1
h (−R + STn ))B̃−1

(
FU − (RT − Sn)B−1

h FV
)

with C̃ defined by

C̃ = −Ca +
(
−CT

l + SdB
−1
h (R− STn )

)
B̃−1

(
(RT − Sn)B−1

h STd − Cl
)
− SdB−1

h STd .

We note that C̃ is also a symmetric matrix. We don’t compute the inverse of C̃,
it is used to construct the global matrix Ah.
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Algorithm 1 Algorithm to construct the global matrix Ah
for i=0, · · · , Mesh element number do

Compute B̃ = Dh + (RT − Sn)B−1
h (R− STn ) + C

Compute C̃ = −Ca +
(
−CT

l + SdB
−1
h (R− STn )

)
B̃−1

(
(RT − Sn)B−1

h STd − Cl
)
−

SdB
−1
h STd

Add the matrix C̃ into the global matrix Ah
end for

Construction of the global matrix To construct the global matrix Ah, we
use the Algorithm 1. It should be noticed that the matrix B̃−1 will be stored for
each quadrilateral/hexahedral. For other elements (e.g. tetrahedra), the blocks
A−1

11 , A12 and A21 are stored, they require more storage than the block B̃−1, since
the size of B̃−1 is Ndof , whereas the size of A−1

11 is (d + 1)Ndof where Ndof is the
number of degrees of freedom for U on the considered element. This algorithm
allows us to save memory and also computational time.

Computation of the RHS terms For each solution of the linear system (with
FU , FV and FΛ), we use Algorithm 2 to compute Fh. We store the vectors F̃U and

Algorithm 2 Algorithm to compute the RHS Fh

Fh = FΛ

for i=0,· · · , Mesh element number do
Compute and store F̃V = B−1

h FV
Compute and store F̃U = FU − (RT − Sn)F̃V
Compute G̃ = B̃−1F̃U
Compute F̃Λ = Sd(F̃V −B−1

h (STn −R)G̃)− CT
` G̃

Add the block F̃Λ to Fh
end for

F̃V which will replace the vectors FU and FV .

Reconstruction of the solution

Once we have computed Λ by solving the system AhΛ = Fh, the solution U and
V are reconstructed using the Algorithm 3.

3.3 Maxwell’s equations
In the context of wave propagation problems, Maxwell’s equations are a set
of equations describing how an electric field and magnetic field interact each
other to give rise to an electromagnetic wave. The set of equations has been
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Algorithm 3 Algorithm to compute U and V
for i=0, · · · , Mesh elements number do

Compute Λ̃ = STd Λ

Compute U = B̃−1
(
F̃U + C`Λ− (RT − Sn)B−1

h Λ̃
)

Compute V = F̃V +B−1
h

[
(R− STn )U + Λ̃

]
end for

put together by James Clerk Maxwell in 1860s, see [53]. Two formulations of
Maxwell’s equations are commonly used in the literature: the integral form and
the differential form. Even though the differential form of these equations is
more convenient for numerical simulation, we first present the integral form
because physically they are easy to understand. We define E as the electric field
(in volt per meter - V·m−1), H as the magnetic field (in Ampère per meter -
A·m−1), D as the electric flux density (or electric displacement in Coulomb per
square meter - C·m−2) and B as the magnetic flux density (or magnetic induc-
tion in Tesla - T). All the four variables are maps from R3 × R to R3. Maxwell’s
equations read: ∫

∂V

D·dS =

∫
V

ρdV, (Gauss’ law), (3.22a)∫
∂V

B·dS = 0, (Gauss’ magnetism law), (3.22b)

d
dt

(∫
S

B·dS
)

= −
∫
∂S

E·dl, (Faraday’s law). (3.22c)

d
dt

(∫
S

D·dS
)

+

∫
∂S

J·dS =

∫
∂S

H·dl, (Ampère’s law), (3.22d)

where J(x, t), (x, t) ∈ R3 × R represents the current density (in A·m−2 SI unit)
and ρ(x, t), (x, t) ∈ R3 × R denotes the charge (in C·m−3 SI unit) in the volume
V ⊂ R3. S is a surface of R3, ∂V and ∂S are respectively the boundaries of the
volume V and the surface S.

The first equation known as the Gauss law, states that the electric flux in a
volume V is proportional to the amount of charge inside. Gauss’ law is basically
equivalent to the force equation for electric charges (opposite-sign charges at-
tract and same-sign charges repel each other). The second equation which is the
Gauss’ magnetism law states that the magnetic flux through a closed surface is
zero (the divergence of the magnetic flux is zero). This means that there are
no magnetic monopoles. In numerical simulation these first two equations are
generally considered as initial data obtained from experimental measurement.
We will be more focused on the last two equations. Roughly speaking, the third
equation (3.22c), the Faraday’s law, states that the voltage induced in a closed
loop ∂S (the sum of the electric field along the closed loop ∂S) gives rise to a



Chapter 3. Space discretizations of the wave equations 49

magnetic flux over the surface S changing with time and vice versa. Concern-
ing the fourth equation (3.22d), known as Ampère’s law, James Clerk Maxwell
added a new term (the displacement current) with the current density which
allowed to put together these four laws and formed Maxwell’s equations [70].
(3.22d) means that a flowing electric current plus the rate of change of electric
field gives rise to a magnetic flux around the closed loop ∂S and vice versa.

Let us now recall the following standard differential operators on a smooth
field v:

divv =
n∑
i=1

∂xivi and curlv = (∂x2v3 − ∂x3v2, ∂x3v1 − ∂x1v3, ∂x1v2 − ∂x2v1)

To derive the differential form of Maxwell’s equation from (3.22), we use the
Stokes-Ostrogradski formulas∫

S

curlF·dS =

∫
∂S

F·dl and
∫
V

divFdV =

∫
∂V

F·dS, (3.23)

for any surface S, any volume V and a given vector field F. The differential form
of the Maxwell’s equations is then given by

divD = ρ, (Gauss’ law), (3.24a)
divB = 0, (Gauss’ magnetism law), (3.24b)

∂B

∂t
+ curlE = 0, (Faraday’s law). (3.24c)

∂D

∂t
− curlH = −J, (Ampère’s law). (3.24d)

For deeper understanding of the physics of Maxwell’s equations we refer the
reader to [70], [18] and [21].

The following result holds for the conservation of charge:

∂ρ

∂t
+ divJ = 0, (3.25)

which is obtained by differentiating (3.24a) with respect to the time, plugging
this result into (3.24d) and noticing that div(curlE) = 0.

3.3.1 The electromagnetic wave propagation problems
The constitutive relations

As we have described in (3.24), Maxwell’s equations are not sufficient to uniquely
determine the electromagnetic field [57]. We need to introduce the constitu-
tive equations to couple the fields E, H, D and B. Those relations describe the
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physics of the media where the electric and magnetic fields evolve. They are
expressed as

D = D(E,H) and B = B(E,H). (3.26)

These relations can be extremely complex depending on the media. In this sec-
tion we present some examples like in the vacuum or free space [57] where the
fields are given by

D = ε0E and B = µ0H, (3.27)

with ε0 ≈ 8.854· 10−12 (Farads per meter - F ·m−1) defined as the permittivity and
µ0 = 4π· 10−7 (Henries per meter - H/m) as the permeability. These constants
are linked with the speed of light in the vacuum trough the relation

c0 =
1√
ε0µ0

, in m · s−1. (3.28)

We can consider a little more complicated case of a heterogeneous and anisotropic
media. This is given by the relation

D = εE and B = µH, (3.29)

where ε and µ are matrix-tensor functions from R3 to R3 × R3. Most of the
time we will be dealing with a heterogeneous and isotropic medium (there is
no preferred direction). In such medium, the functions ε and µ are replaced by
scalar valued functions ε and µ from R3 to R. The Maxwell’s equations are then
given by

div(εE) = ρ, (3.30a)
div(µH) = 0, (3.30b)

µ
∂H

∂t
+ curlE = 0, (3.30c)

ε
∂E

∂t
− curlH = −J. (3.30d)

We decompose the current density as follows

J = Jc + Js,

where Jc is the current density related to the medium and Js is considered as an
external current source. When the medium has an electric conductivity given
by σ : R3 → R, which is measured in Siemens per meter, Ohm’s law allows to
write

J = σE + Js,

since Jc = σE. In fact, the conductivity σ is the inverse of resistance. The
electric field E and the medium current density Jc are respectively analogous to
the voltage and the current in a circuit.
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Mathematical problems

To study the time evolution of Maxwell’s equations in a bounded domain Ω, we
need to introduce initial and boundary conditions. A good choice of the initial
conditions is helpful to satisfy the equations (3.30a) and (3.30b). In fact, we
observe that the divergence of (3.30c) and (3.30d) leads to

∂

∂t
div(µH) = 0 and

∂

∂t
div(εE) = 0, (3.31)

where we have assumed that div(J) = 0, because div(curl(U) = 0 for any vector
function U. As a consequence, we assume that

∂

∂t
div(µH0) = 0 and

∂

∂t
div(εE0) = 0, at t = 0, (3.32)

and div(J) = 0. Then (3.30c) and (3.30d) state that (3.30a) and (3.30b) will be
satisfied at each time t ≥ 0.

On the boundary ∂Ω of the domain Ω, there are several conditions that can
be considered. As an example we consider the case where the medium is sur-
rounded by a perfect conductor, which corresponds to the homogeneous Dirichlet
boundary condition. Then, the expression of the boundary conditions reads:

E× n = 0 and n· (µH) = 0, (3.33)

where n denotes the outward unit normal to ∂Ω.
Taking into account the initial conditions, the boundary conditions and con-

sidering a conducting medium the evolution problems for the Maxwell’s equa-
tions becomes 

µ
∂H

∂t
+ curlE = 0, in Ω× R+

ε
∂E

∂t
+ σE− curlH = −Js, in Ω× R+

E× n = 0 and n· (µH) = 0, on ∂Ω× R+

E(x, 0) = E0(x) and H(x, 0) = H0(x), x ∈ Ω.

(3.34)

The 2D problems

We define the rotational of a 2D vector field v ∈ R2 and a scalar field u ∈ R as
follows:

curl v =
∂vy
∂x
− ∂vx

∂y
and curlu =

(
∂u

∂y
,−∂u

∂x

)
. (3.35)

To describe Maxwell’s equations in 2D, we consider two possibilities. The first
one consists of taking E = (Ex, Ey) ∈ R2 and H = Hz ∈ R. In this case the elec-
tric field lies in the plane of propagation; it is called transverse-magnetic (TM)
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polarization. The second case, which is called the transverse-electric (TE) po-
larization, the magnetic field H = (Hx, Hz) ∈ R2 lies in the plane of propagation
and the electric field E = Ez ∈ R is perpendicular to this plane. In both cases
TM or TE polarizations, solving the Maxwell’s equations in 2D is equivalent to
solve the acoustic wave equation (3.1). So, in 1D and 2D we will consider only
the acoustic wave equation presented in its first order formulation (3.1).

3.3.2 Edge elements for Maxwell’s equations

Let Ω ⊂ Rn be an open set. We let L2(Ω,Rn) denote the space of square-
integrable vector fields of Ω with the associated norm ‖ · ‖ and the inner-product
< ·, · >. We define the following Sobolev spaces:

H(div; Ω) = {v ∈ L2(Ω,Rn) : divv ∈ L2(Ω,R1)},
H(curl; Ω) = {v ∈ L2(Ω,R3) : curlv ∈ L2(Ω,R3)}

with derivatives taken in the distributional sense. For more details on the defi-
nitions and properties of these spaces we refer the reader to [57].
In this section we present the variational formulation of Maxwell’s equations
without PML and with PML. In order to avoid confusion with the damping coef-
ficient σ in the PML, in the reminder of this chapter we replace the conductivity
σ by σ̃ in the Maxwell’s equations. The reader can find more details on the mixed
spectral finite elements method for the time-harmonic Maxwell’s equations in
[31].

Case without PML

We consider Maxwell’s equation in 3D with Dirichlet, Neumann and Silver-
Müler conditions

µ
∂H

∂t
+ curl E = 0

ε
∂E

∂t
+ σ̃E− curl H = 0

E(x, 0) = H(x, 0) = 0, ∀x ∈ Ω (initial conditions)

n× (E× n) = fD, x ∈ ΓD (Dirichlet condition)

n×H = fN , x ∈ ΓN (Neumann condition)

n×H +

√
ε

µ
(n× E)× n = fA, x ∈ ΓA (Silver-Müller condition)

(3.36)

The computational domain Ω is meshed using tetrahedra, prisms, pyramids and
hexahedrons:

Ω =
⋃

Ki
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where Ki is an element of the mesh. We use the following finite elements space
for E and H (for hexahedrons):

Uh =
{
u ∈ H(curl,Ω) such that DF T

i u ◦ Fi ∈ Qr−1,r,r ×Qr,r−1,r ×Qr,r,r−1

}
Vh =

{
v ∈ (L2(Ω))3 such that v ◦ Fi ∈ (Qr)

3
}

Here we have chosen the first family of Nédélec’s elements which allows to avoid
spurious modes (see thesis [31]). We note ϕi the basis functions associated with
the space Uh and ψi the basis functions associated with the space Vh. For the hex-
ahedrons, the basis functions ϕi are based on the Gauss-Legendre and Gauss-
Lobatto quadrature nodes (details are given in [31]). We obtain the followings
relations:

DF−Ti ϕ̂i = ϕi ◦ Fi, ψ̂i = ψi ◦ Fi
where DF−Ti is the Piola transformation map. This transformation is used to
ensure the continuity of the induced tangential electric field E between two
elements in the mesh to make sure that E ∈ H(curl,Ω). For pyramids, prisms
and tetrahedra, we choose basis functions based on nodal points as presented
in [8]. The choice of basis functions ψi, are based on quadrature points ξ̂k such
that:

ψ̂1
i (ξ̂k) = δi,k ex, ψ̂2

i (ξ̂k) = δi,k ey, ψ̂3
i (ξ̂k) = δi,k ez

To obtain the variational formulation we multiply the first two equations of
(3.36) by the basis functions and integrate by parts the first equation:

d

dt

∫
Ω

εE · ϕi dx+

∫
Ω

σ̃E · ϕi dx−
∫

Ω

H · curl ϕi dx

+

∫
ΓA

√
ε

µ
E× n · ϕi × n dx =

∫
Γ

f · ϕi dx

d

dt

∫
Ω

µH · ψi dx+

∫
Ω

curl E · ψi dx = 0

(3.37)
where f depends on the sources fN and fA.
The semi-discrete system then reads:

Dh
dE

dt
−RhH + ShE = F

Bh
dH

dt
+RT

hE = 0

with
(Dh)i,j =

∫
Ω

εϕj · ϕi dx

(Bh)i,j =

∫
Ω

µψj · ψi dx
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(Rh)i,j =

∫
Ω

ψj · curl ϕi dx

(Sh)i,j =

∫
Ω

σ̃ϕj · ϕi dx+

∫
ΓA

√
ε

µ
(ϕj × n) · (ϕi × n) dx

Since the basis functions are associated with the quadrature nodes, the obtained
matrix Bh will be diagonal in the isotropic case (µ isotropic). In fact,∫

Ke

µψ`j · ψmi = µ`,m ωi Je(ξ̂i) δi,j

In the anisotropic case, the matrix Bh is block diagonal, each block being a
3× 3 matrix. The stiffness matrix in each element is given by∫

Ke

ψ`j · curl ϕi dx = ωj DFe(ξ̂j) ˆcurl ϕ̂i(ξ̂j) · e`

The stiffness matrix Rh is not stored, the matrix-vector product is performed
on the fly by using Jacobian matrices DFe computed on quadrature points. The
mass matrix Dh is not diagonal (except for rectangular elements), therefore this
discretization of Maxwell’s equations will only be used for implicit time-stepping
where it is not so crucial to have mass lumping.

Static condensation

When we use implicit time schemes, we will have to solve the following linear
system {

βDhE−RhH + ShE = FE

βBhH +RT
hE = FH

(3.38)

where β is a constant depending on the time scheme. We extract H from the
second equation and substitute the result into the first equation to obtain:

β2DhE +RhB
−1
h RT

hE + βShE = βFE −RhB
−1
h FH

We note
Kh = RhB

−1
h RT

h

Fh = βFE −RhB
−1
h FH

The global matrix Kh is formed using the following elementary matrices:∑
k

ωk
1

Je(ξ̂k)
µ−1(ξ̂k)

[
DFe(ξ̂k) ˆcurl ϕ̂i(ξ̂k)

]
·
[
DFe(ξ̂k) ˆcurl ϕ̂j(ξ̂k)

]
We deduce that

Kh =

∫
Ω

µ−1 curl ϕj · curl ϕi dx
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This equality comes from the fact that we have chosen basis functions ψi based
on quadrature nodes. For this reason the equality is true for any element Ki

(tetrahedron, prism, pyramid or hexahedron). Finally the linear system to be
solved at each iteration is symmetric and positive definite:

(β2Dh + βShE +Kh)E = Fh.

In addition, when we increase the finite element order, the interior degrees of
freedom of each element can be removed by static condensation for the system
in E.

Case with PML

We consider the modified Maxwell’s equations with PML formulation (see [65]):

µ
∂H∗

∂t
+ µT2,3,1H

∗ + curl E = 0

ε
∂E∗

∂t
+ ε T2,3,1E

∗ − curl H = 0

∂H

∂t
+ T3,1,2H−

∂H∗

∂t
− T1,2,3H

∗ = 0

∂E

∂t
+ T3,1,2E−

∂E∗

∂t
− T1,2,3E

∗ = 0

(3.39)

where Ti,j,k are damping tensors given by

Ti,j,k =

 σi 0 0
0 σj 0
0 0 σk


with the following damping function

σ1 = σx =
3 log 1000

2a3
(x− x0)2 σ vmax

σ2 = σy =
3 log 1000

2a3
(y − y0)2 σ vmax

σ3 = σz =
3 log 1000

2a3
(z − z0)2 σ vmax

We note that the modified Maxwell system can be considered as the classical
system with source terms. The physical unknowns E and H are solutions to the
Maxwell’s equations 

µ
∂H

∂t
+ curl E = 0

ε
∂E

∂t
+ σ̃E− curl H = 0
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in the physical domain Ω. Here σ̃ which represents the medium conductivity is
assumed to be equal to zero in the PML region. Since we have εE and µH in
the physical domain which are different from εE∗ and µH∗ in the PML region,
the mass terms will differ. To unify the mass terms, we propose to choose the
following unknowns:

Ê =

{
E in the physical domain
E∗ in the PML region , Ê∗ =

{
not defined in the physical domain
E in the PML region

By the same way we define Ĥ and Ĥ∗. Since the damping functions σ1, σ2, σ3 are
vanishing on the interface between the physical domain and the PML region,
we have E = E∗,H = H∗ on this interface. This implies that Ê, Ĥ ∈ H(curl) and
(3.39) along with the new unknown reads

µ
∂Ĥ

∂t
+ µT2,3,1Ĥ + curl Ê∗ = 0

ε
∂Ê

∂t
+ ε T2,3,1Ê− curl Ĥ∗ = 0

∂Ĥ∗

∂t
+ T3,1,2Ĥ

∗ − ∂Ĥ

∂t
− T1,2,3Ĥ = 0

∂Ê∗

∂t
+ T3,1,2Ê

∗ − ∂Ê

∂t
− T1,2,3Ê = 0

(3.40)

Only the first two equations hold in the physical domain (and Ê∗, Ĥ∗ are re-
placed by E and H). For notational convenience we will rather use E, H, E∗ and
H∗ instead of Ê, Ĥ, Ê∗ and Ĥ∗.

Static condensation

When using an implicit time scheme the linear to solve takes the form:
β µH + µT2,3,1H + curl E∗ = fH

β εE + ε T2,3,1E− curl H∗ = fE

βH∗ + T3,1,2H
∗ − βH− T1,2,3H = fH∗

β E∗ + T3,1,2E
∗ − βE− T1,2,3E = fE∗

From the third equation we obtain

H∗ =
β + T1,2,3

β + T3,1,2

H +
fH∗

β + T3,1,2

in which we plug the value

H =
µ−1

β + T2,3,1

(fH − curl E∗)
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to obtain

H∗ = µ−1 (β + T1,2,3)

(β + T3,1,2)(β + T2,3,1)
(fH − curl E∗) +

fH∗

β + T3,1,2

Next we extract E from the fourth equation as follows

E =
β + T3,1,2

β + T1,2,3

E∗ − fE∗

β + T1,2,3

Finally we obtain the following system that has to be solved for E∗ only:

ε
(β + T3,1,2)(β + T2,3,1)

(β + T1,2,3)
E∗ + curl

(
µ−1 (β + T1,2,3)

(β + T3,1,2)(β + T2,3,1)
curlE∗

)
= fE + ε

(β + T2,3,1)

(β + T1,2,3)
fE∗ + curl

(
fH∗

β + T3,1,2

+ µ−1 (β + T1,2,3)

(β + T3,1,2)(β + T2,3,1)
fH

)
(3.41)

In the discrete level, the linear system to be solved takes the form

(Mh +Kh)E
∗ = Fh (3.42)

with the mass matrix given by

(Mh)i,j =

∫
Ω

ε̃ ϕj · ϕi dx

and the stiff matrix given by

(Kh)i,j =

∫
Ω

µ̃−1 curl ϕj · curl ϕi dx

The values of ε̃ and µ̃ are computed as follows

ε̃ = ε
(β + T3,1,2)(β + T2,3,1)

(β + T1,2,3)
, µ̃ = µ

(β + T3,1,2)(β + T2,3,1)

(β + T1,2,3)

and the source is given by

Fh =

∫
Ω

(
fE + ε

(β + T2,3,1)

(β + T1,2,3)
fE∗

)
· ϕi +

(
fH∗

β + T3,1,2

+ µ̃−1fH

)
· curlϕi dx

With this method we obtain a symmetric positive definite linear system. The
system is solved only on E∗. Then we reconstruct the others unknowns E, H, H∗
from their expressions.
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3.3.3 Hybridizable discontinuous Galerkin (HDG) methods
As discussed previously, the mass matrix Dh is neither diagonal nor block-
diagonal when edge elements of Nédélec’s first family are used. That is why,
we have investigated the use of HDG formulation that allows to obtain a block-
diagonal mass matrix for any kind of mesh and with variable orders of approxi-
mation.

We briefly present here the variational formulation of Maxwell’s equations
(3.36) in 3D and recall how boundary conditions are treated. The reader can find
more details on the HDG method for the time-domain 3D Maxwell’s equations
in [20]. In [51] it is also detailed for the time-harmonic Maxwell’s equations.

Contrary to the previous subsection, Nédélec’s second family is chosen for
hexahedral elements:

E,H ∈ Uh =
{
u ∈ H(curl,Ω) such that DF T

i u ◦ Fi ∈ (Qr)
3
}

For other elements, we will choose the same space as used for acoustics (hence
without the Piola transform DF T

i ). For example, the space for tetrahedral ele-
ments will be

E,H ∈ Uh =
{
u ∈ H(curl,Ω) such that u ◦ Fi ∈ (Pr)3

}
The use of the second Nédélec’s family is less problematic than with edge el-
ements since the HDG formulation will be equivalent to Local Discontinuous
Galerkin formulation with upwind fluxes. With upwind fluxes, the spurious
modes are attenuated (see illustrations in [31]). The main advantage is that the
mass matrices will be block-diagonal (with blocks of size 3 × 3) for hexahedral
elements. We multiply the first two equations of (3.36) by a function test ϕi or
ψi. From integration by parts we obtain:

d

dt

∫
K

εE · ϕi dx+

∫
K

σ̃E · ϕi dx−
∫
K

H · curlϕi dx−
∫
∂K

n× Ĥ · ϕi dx = 0

d

dt

∫
K

µH · ψi dx+

∫
K

E · curlψi +

∫
∂K

n× λ · ψi dx = 0

(3.43)
where Ĥ is the numerical trace and λ is an intermediary unknown. This un-
known is discretized with Nédélec’s second family of elements:

Λh =

{
u ∈ L2(Σh) such that DF T

i u ◦ Fi|Ei
∈ (Qr)

2 if Ei quadrangle,
(Pr)2 if Ei triangle

}
,

The Piola transform is introduced to ensure the tangential continuity of the
basis functions qi used for λ across the two adjacent elements of each face. Let
τ be a local stabilization parameter given by

τ =

√
ε

µ
.
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Notice that in heterogeneous medium the value of τ will be different on each
face. Then we consider numerical traces Ĥ of the form:

Ĥ = H− τn× (λ− E).

From a second integration by parts of the second stage of (3.43) and replacing
Ĥ by its expression, we obtain

d

dt

∫
K

εE · ϕi dx+

∫
K

σ̃E · ϕi dx−
∫
K

H · curlϕi dx−
∫
∂K

n×H · ϕi dx

+

∫
∂K

τ ((E− λ)× n) · (ϕi × n) dx = 0

d

dt

∫
K

µH · ψi dx+

∫
K

curlE · ψi +

∫
∂K

n× (λ− E) · ψi dx = 0

(3.44)

Even though the integrals are approximated numerically, the second integra-
tion by parts allows to obtain a symmetric system in λ. We observe that (3.44)
is a system of two equations with three unknowns E,H and λ. To have the third
equation, we impose Ĥ× n to be continuous along each interface (called conser-
vative condition). For an internal face of the mesh, the conservative condition is
satisfied by considering the following equation∑

K adjacent to the face

∫
∂K

(H− τn× (λ− E)) · (n× qi) dx = 0. (3.45)

In (3.45), qi represents the test function associated with λ. For an external face,
we use the boundary condition as described below. (3.44) and (3.45) represent
the variational formulation in which the main unknowns are E,H and λ.

Dirichlet’s condition

We consider the following relation for Dirichlet boundary condition

λ× n = fD.

With this boundary condition, the second equation of (3.44) becomes:

d

dt

∫
K

µH · ψi dx+

∫
K

curlE · ψi +

∫
∂K\ΓD

n× (λ− E) · dx =

∫
ΓD

fD · ψi dx

where ΓD is the boundary on which we have a Dirichlet condition. To keep the
symmetry of the system in λ, the equation over ΓD is then written as∫

ΓD

τ(E − λ)× n · (qi × n) dx = 0.
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Neumann’s condition

To set the Neumann condition on the boundary, we consider

n× Ĥ = fN .

The expression for E and H doesn’t change. But the equation in λ takes the
form ∫

ΓN

(H− τn× (λ− E)) · (n× qi) dx = −
∫

ΓN

fN · qi dx,

where ΓN is the boundary on which we have considered the Neumann condition.

Silver-Müller condition

For the Silver-Müller condition we use the following equation

n× Ĥ +

√
ε

µ
n× (E× n) = fA.

This leads to the following change in the equation for λ:∫
ΓA

(H− τn× (2λ− E)) · (n× qi) dx = −
∫

ΓA

fA · qi dx.

Here ΓA represents the boundary in which we have set the ABC of Silver-Müller.

Discrete system

After exploiting each boundary condition, we have obtained the following dis-
crete system 

Dh
dE

dt
+ (RT − Sn)H + CE− C`Λ = 0

Bh
dH

dt
+ (−R + STn )E− STd Λ = Fv(t)

CT
` E− CaΛ− SdH = FΛ(t)

(3.46)

where Fv(t), FΛ(t) are source terms coming from the inhomogeneous boundary
conditions. We have the following elementary matrices:

(Delem
h )i,j =

∫
Ki

ε ϕj · ϕi dx

(Belem
h )i,j =

∫
Ki

µψj · ψi dx

Relem
i,j = −

∫
Ki

curlϕj · ψi dx
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(Sn)elem
i,j =

∫
∂Ki

n× ψj · ϕi dx

(Sd)
elem
i,j =

∫
∂Ki\ΓD

n× qi · ψj dx

Celem
i,j = τ

∫
∂Ki

(ϕj × n) · (ϕi × n) dx

(Celem
` )i,j = τ

∫
∂Ki

(qj × n) · (ϕi × n) dx

(Celem
a )i,j = τ

∫
∂Ki

β′(qj × n) · (qi × n) dx

where β′ equals 2 for faces with an absorbing boundary condition. The final
matrices Dh, Bh, R, Sn, Sd, C, Ca, C` are obtained by assembling the elementary
matrices. For any kind of element Ki (tetrahedron, hexahedron, etc), the mass
matrices Bh and Dh are block-diagonal, each block being related to the degrees
of freedom of an element. The matrix Ca is also block-diagonal, each block being
related to degrees of freedom of a face of the mesh. For an explicit time-stepping
algorithm, the matrices R, Sn, Sd, Ca, C` will not be stored. For hexahedral ele-
ments the matrices Dh, Bh and Ca will be block-diagonal with blocks of size 3x3
and 2x2. For other elements, Bh and Dh will be block-diagonal of size N × N
where N is the number of degrees of freedom for a component of E. That is the
reason why Piola transform has not been included for other elements, in order
to have smaller blocks for Dh and Bh. In order to obtain the desired ODE, we
use the relation:

Λ = C−1
a

(
CT
` E− SdH− FΛ(t)

)
(3.47)

to get

Mh
dX(t)

dt
+KhX(t) = F (t)

with the expression of Kh as introduced in subsubsection 3.2.2. A static con-
densation can be performed to remove the unknowns E and H for each element.
The algorithm is identical to the algorithm given in the subsubsection 3.2.2, U
and V being replaced by E and H.
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Chapter 4
Review of high-order Runge Kutta
schemes, stability, dispersion and
dissipation analysis

This chapter gives a review of classical Runge-Kutta (RK) schemes
commonly used in the literature. After recalling some proper-
ties and definitions, we present results related to the numerical
stability, the dissipation and dispersion errors of these schemes.
The chapter is concluded by comparison results of the different
schemes when they are combined with finite element methods
to solve the acoustic wave equation.
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4.1 Introduction
The spatial discretization of the first order formulation of acoustic wave equa-
tion or Maxwell’s equations results in a semi-discrete problem which corre-
sponds to a system of ODEs and has to be integrated in time. As we have
introduced in the Chapter 2, dissipation and dispersion must be avoided to have
accurate simulation of wave propagation problems. Therefore, in this chapter,
we are concerned with the numerical analysis of the Runge-Kutta methods for
ODEs, with the aim to find a high order, stable, low-dispersive and low dissipa-
tive scheme.

As an example we consider the initial value problem

dy(t)

dt
= f(t, y(t)), for t ∈ [t0, T ],

y(t0) = y0.
(4.1)

Let t0 < t1 < · · · < tN−1 < tN = T be a grid discretization of [t0, T ]. Integrating
the differential equation in (4.1) between two grid points, tn and tn+1, yields

y(tn+1)− y(tn) =

∫ tn+1

tn

f(t, y(t))dt. (4.2)

4.2 Runge-Kutta (RK) schemes

4.2.1 Principle of Runge-Kutta methods

We now seek the best approximation to the right-hand side term in (4.2). Let’s
first denote by h = tn+1 − tn the discretization step, and consider the following
variable change t = tn + ch, then∫ tn+1

tn

f(t, y(t)) = h

∫ 1

0

f(tn + ch, y(tn + ch)) dc (4.3)

It remains to approximate the integral over [0, 1] by a quadrature formula. Us-
ing a quadrature formula with s points (bi and ci denote the quadrature weights
and points respectively), we obtain

y(tn+1) ≈ y(tn) + h
s∑
i=1

bif(tn + cih, y(tn + cih)). (4.4)

We also have

y(tn + cih) = y(tn) + h

∫ ci

0

f(tn + ch, y(tn + ch))dc (4.5)
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which is approximated using an interpolation formula based on the same points.
We first use the interpolation of f over the quadrature nodes cj. We obtain

y(tn + cih) ≈ y(tn) + h

∫ ci

0

s∑
j=1

f(tn + cjh, y(tn + cjh))ϕj(c)

where ϕj are the Lagrange polynomials based on the quadrature points cj. We
then find:

y(tn + cih) ≈ y(tn) + h
s∑
j=1

aijf(tn + cjh, y(tn + cjh)) (4.6)

where
aij =

∫ ci

0

ϕj(c)dc.

This formula works both for Gauss-Lobatto and Gauss-Radau Runge-Kutta schemes.
(4.6 & 4.4) together represent the s-stage Runge-Kutta methods. Using the
Butcher table [14], one can represent (4.6 & 4.4) as follows

c1 a11 a12 . . . a1s

c2 a21 a22 . . . a2s
...

...
... . . . ...

cs as1 as1 . . . ass
b1 b2 . . . bs

ou c A
bT

, (4.7)

where c corresponds to the position of stage value within the time-step. Matrix
A is the matrix in (4.6) and vector b corresponds to the weight coefficients of the
quadrature formula in (4.4). This approach leads to fully-implicit Runge-Kutta
schemes. To find diagonally implicit schemes or explicit schemes, one can con-
sider different interpolation formula by taking fewer quadrature points at each
step for example.
Another approach which is much more general consists in finding the coeffi-
cients bi, ci and aij of a Runge-Kutta scheme satisfying the order conditions
(conditions for a given order of accuracy) directly. This can be done by using the
Taylor expansion. First we expand the exact solution of the ODE in a Taylor’s
series. We substitute the exact solution of the ODE into the Runge-Kutta for-
mula and expand the result in a Taylor’s series. Then we match the two Taylor’s
series expansion at a desired order to find bi, ci and aij see [14]. The coefficients
of the Runge-Kutta scheme for a given order are usually not uniquely deter-
mined by this process; we generally find a family of methods. A Runge-Kutta
scheme of order k will match the term of order hk in both series. The algebra
involved in obtaining these formulas becomes more and more complex with in-
creasing order. There are many works in the literature on the construction of
Runge-Kutta schemes. Among these works, we refer the reader to the book
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[14] in which the author details the algebra needed to construct Runge-Kutta
schemes at any order of accuracy and provides many examples.

If we go back to the Butcher table 4.7 for Runge-Kutta methods, we can
distinguish Explicit Runge-Kutta (ERK) methods from implicit ones as follows:
when aij = 0 for i ≤ j, i = 1, . . . , s and j = 1, . . . , s

c1

c2 a21
...

... . . .
cs as1 . . . as,s−1

b1 b2 . . . bs

(4.8)

corresponds to ERK methods while when there is j ≥ i such that aij 6= 0 we have
Implicit Runge-Kutta (IRK) methods.

ERK schemes require a stability condition that implies a small time step,
which in some situations may lead to prohibitive computational costs. On the
contrary, IRK schemes have good stability properties but their implicitness im-
plies to solve linear or non-linear systems at each time-step.

4.2.2 Stability function of RK schemes
In this section, we investigate the stability properties of the RK schemes. We
will recall the stability function of any s-stages RK scheme when it is applied to
the following test equation:

y′(t) = λy(t), y0 = 1. (4.9)

The exact solution of this ODE is given by

y(t) = eλt. (4.10)

Let Ki = f(tn + cih, y(tn + cih)). The s-stage RK applied to (4.9) gives rise to

yn+1 = yn + h
s∑
i=1

biKi, Ki = λ

(
yn + h

s∑
j=1

aijKj

)
(4.11)

Let K = [K1, ..., Ks]
T , bT = [b1, . . . , bs]

T , A = (aij)i,j=1,...,s and 1 = [1, . . . , 1]T ∈ Rs,
rewrite (4.11) as follows

yn+1 = yn + hbTK, K = λ (yn1 + hAK) . (4.12)

Solving in K the second equation of (4.12) yields

K = λ (I − hλA)−1 1yn.
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By introducing the value of K into the first equation of (4.12), we end up with

yn+1 = (1 + hλbT(I − hλA)−11)yn

= R(hλ)yn,
(4.13)

where
R(z) = 1 + zbT(I − zA)−11. (4.14)

Remark The functionR(z) is the stability function of the RK method according
to the Definition 2.3.1. It can be interpreted as the numerical solution after one
step for (4.9) and z = hλ.

We also recall that implicit RK methods have a rational stability function R(z),
with numerator and denominator of degree ≤ s (see [42]):

R(z) =
P (z)

Q(z)
, degP ≤ s, degQ ≤ s

And if the method is of order p, then

ez −R(z) = czp+1 +O(zp+2) for z → 0 (4.15)

where c is the error constant. We have the following result for the stability
function of Runge-Kutta schemes

Proposition 4.2.1 Let (A, b, c) be the coefficients defining a Runge-Kutta scheme
as in (4.7). Then its stability function is given by

R(z) =
det(I − zA+ z1bT )

det(I − zA)
. (4.16)

We refer the reader to [14] and [42] for the proof of the Proposition 4.2.1.
For explicit Runge-Kutta schemes, the numerical solution at tn+1 depends

only on the solution of the previous step. The scheme (4.11) becomes

yn+1 = yn + h

s∑
i=1

biKi, Ki = λ

(
yn + h

i−1∑
j=1

aijKj

)
(4.17)

Inserting Ki repeatedly in the first equation of (4.17) leads to

yn+1 = R(hλ)yn

where

R(z) = 1 + z

s∑
j=1

bj + z2
∑
j>k

bjajk + ... (4.18)
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Theorem 4.2.2 For any ERK method of order p, the stability function is given
by

R(z) = 1 + z +
z2

2!
+ · · ·+ zp

p!
+O(zp+1). (4.19)

We refer the reader to [42] for the proof of this theorem.
In the next Sections we describe the stability region of some classical explicit

and implicit RK methods found in the literature. We also represent the ampli-
tude (dissipation) and phase (dispersion) errors for each scheme according to
the Definition 2.4.1.

4.3 Explicit Runge-Kutta (ERK) methods
We present here the stability region, the curves of the dissipation and dispersion
errors of different ERK schemes. We consider schemes from order 2 to order 8.

4.3.1 Stability region of classical ERK schemes

Using the midpoint quadrature formula that is
∫ 1

0
g(c)dc ≈ g(

1

2
) for a continuous

function g ∈ [0, 1], we can construct an ERK scheme of order 2 as follows

y(tn + h)− y(tn) = h

∫ 1

0

f(tn + ch, y(tn + ch))dc

≈ h(f(tn +
1

2
h, y(tn +

1

2
h))︸ ︷︷ ︸

K2

)

An ERK scheme of order 2 (called ERK22) is then given by

yn+1 = yn + hK2 with
K1 = f(tn, yn) and

K2 = f(tn +
1

2
h, yn +

1

2
hK1).

and has the following Butcher table

ERK22:
0
0.5 0.5

0 1
(4.20)

In the book [14], the author details the construction of explicit Runge-Kutta
schemes up to order 8 and provides many examples. Herein, we recall some
of these schemes implemented in the code Montjoie [31]. First we present one
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third order ERK scheme which is represented in the following Butcher’s table
by

ERK33:

0
0.5 0.5
1 −1 2

1

6

2

3

1

6

(4.21)

One of the well known fourth order ERK scheme is given in the following table

ERK44:

0
0.5 0.5
0.5 0 0.5
1 0 0 1

1

6

1

3

1

3

1

6

. (4.22)

And one sixth order scheme with seven stages is given by

ERK76:

0

1

3

1

3
2

3
0

2

3
1

3

1

12

1

3
− 1

12
5

6

25

48
−55

24
−35

48

15

8
1

6

3

20
−11

24
−1

8

1

2

1

10

1 −261

260

33

13

43

156
−118

39

32

195

80

39
13

200
0

11

40

11

40

4

25

4

25

13

200

. (4.23)

The scheme of order 8 with eleven stages (ERK118 - Cooper-Verner) can be seen
in [14] at the page 197.

The stability region contour of each ERK scheme is presented in the Figure
4.1. We have drawn them by choosing

z

s
where z = x + iy, x, y ∈ R. By this

way we take into account the complexity of each scheme since s is the number
of stages. From the Figure 4.1(a), we claim that ERK44 is the more efficient
because its contour includes a larger part of the imaginary axis, which is the
good property for solving hyperbolic problems. For the same reasons, Figure
4.1(b) shows that ERK44 is more efficient than ERK76 and ERK118. In any case
the efficiency of these schemes is closely related to the time evolution problem
considered.
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(a) ERK schemes of order 2, 3 and 4
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(b) ERK schemes of order 4, 6 and 8

Figure 4.1: Stability region of ERK schemes.

Briefly, all these schemes have a bounded stability region. As a result, in
order to have a stable solution we must choose the time step h such that z = hλ
gets into the stability region. With this process the time step is always restricted
by the CFL (Courant-Friedrichs-Lewy) condition, which depends on the time
scheme used.

4.3.2 Dissipation and dispersion of classical ERK schemes up to
order 8

Now we want to show that choosing the time step regarding the stability limit
only doesn’t guaranty the accuracy of the numerical solution. In the Figures 4.2
and 4.3 we present respectively the relative dissipation and dispersion errors of
the ERK schemes of order 2, 3 and 4. As previously, we have chosen

z

s
for the

abscissa, s being the number of stages. We observe that both the dissipation
and the dispersion errors are lower for the scheme ERK44 than for ERK22 and
ERK33.

Also in order to minimize the dissipation and the dispersion errors, the time
step must be restricted to an accuracy limit as shown in the the Figures 4.2 and
4.3. We obsere on these figures that the dissipation and dispersion errors will be
important for large time-step. Like for the stability issue, the accuracy issues
can be overcome by taking a small step-size as well. By this way we can get a
stable solution which is not polluted by the dissipation and dispersion errors.
But it might significantly increase the computational cost.

In Figures 4.4 and 4.5 we also present comparative curves of the relative
dissipation and relative dispersion errors of the ERK44, ERK76 and ERK118.
Here again the ERK44 seems more efficient.

By drawing the stability region, the dissipation and dispersion curves of
some ERK methods, we have shown their major drawbacks in solving ODEs.
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Figure 4.2: Dissipation errors of ERK schemes of order 2, 3 and 4
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Figure 4.3: Dispersion errors of ERK schemes of order 2, 3 and 4
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Figure 4.4: Relative dissipation errors of ERK schemes of order 4, 6 and 8
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Figure 4.5: Relative dispersion errors of ERK schemes of order 4, 6 and 8
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The first one is the existence of a stability condition. The second one is the
dissipation and dispersion issues. As a result, the time step must be chosen
carefully to obtain a stable scheme and an accurate solution.

Implicit schemes are known to have better stability over the explicit ones.
Are they less dispersive and less dissipative than explicit methods ? Is a large
stability region the whole answer to the problem? The next section is devoted
to answer those questions.

4.4 Fully implicit Runge-Kutta (IRK) methods

To be A-Stable, and possibly useful for stiff systems, a
Runge-Kutta formula must be implicit.

R. Alexander 1977 [1]

In the previous section, we have seen that ERK methods for solving ODEs
can be numerically unstable, unless the step size is chosen very small. This is
the case in general for a class of equations called stiff equations. Historically
stiff equations or stiff problems are defined to be a kind of problem where cer-
tain implicit methods perform better results than the explicit ones [42]. In other
words implicit methods are required for stiff equations. But for wave propa-
gation problems, stability is not the whole answer. As formerly discussed in
the Chapter 2 we must be aware of the dissipation and dispersion errors when
solving the wave propagation problems [74]. Here we recall fully implicit RK
methods with a minimal number of stages and a maximal order. We present
their stability region, their dissipation and dispersion errors. We recall also the
implementation of these schemes to highlight their main drawback.

4.4.1 The implicit Gauss Runge-Kutta schemes

The family of collocation methods based on Gauss-Legendre quadrature formula
forms the Gauss Runge-Kutta (Gauss-RK) schemes. These schemes with s-stage
have the maximal order of accuracy 2s. In this section we recall the second
and fourth order Gauss-RK schemes. We present some interesting properties of
these schemes regarding their stability and their dissipation.

The second order Gauss-RK scheme is presented in the following Butcher
table

GaussRK2:
1

2

1

2
1
. (4.24)
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Figure 4.6: Stability region of the Gauss Runge-Kutta schemes of order 2 and 4.

And the stability function of the second order Gauss-RK scheme is given by

R(z) =
1 +

z

2

1− z

2

. (4.25)

Compared to the ERK schemes, the stability region of this scheme, drawn in
the Figure 4.6, covers the entire negative half plane (C−). According to the A-
stability definition, the second order Gauss-RK is thus A-stable.

The fourth order Gauss-RK scheme with two stages [14] is given by Butcher
table as follows

GaussRK4:

1

2
−
√

3

6

1

4

1

4
−
√

3

6
1

2
+

√
3

6

1

4
+

√
3

6

1

4
1

2

1

2

. (4.26)

The stability function of the fourth order Gauss-RK scheme is given by

R(z) =
1 +

z

2
+
z2

12

1− z

2
+
z2

12

. (4.27)

Like the second order Gauss-RK, the fourth order Gauss-RK scheme is also
unconditionally stable. Both have an unbounded stability region which covers
the negative half plane (see 4.6). In Figure 4.6, we recall that the region of
absolute stability is the set of all complex numbers z such that |R(z)| ≤ 1.

These results come true for any Gauss-Runge-Kutta scheme at any order of
accuracy. To construct the s-stages Gauss-RK schemes it suffices to choose ci
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and bi, i = 1, . . . , s respectively as the Gauss-Legendre quadrature points and
their corresponding weights. Then we compute the coefficients aij, i, j = 1, . . . , s
using (4.4) and (4.6).

We have seen in the Subsection 4.2.2 that for explicit methods R(z) is poly-
nomial, while it is a rational function for implicit methods. From the equation
(4.15), we know that a method of order p will satisfy

ez −R(z) = czp+1 +O(zp+2) for z → 0.

Knowing this, we briefly introduce the rational approximation of the exponen-
tial function commonly known as Padé approximations.

Definition 4.4.1 The Padé approximation Rr,s(z) (or [r/s]) of the exponential
function, is the maximum-order approximation of ez [14] given by

Rr,s(z) =
Nr,s(z)

Dr,s(z)
=

∑s
i=0

s! (r + s− i)!
(r + s)! i! (s− i)!(z)i

∑r
i=0

r! (r + s− i)!
(r + s)! i! (r − i)!(−z)i

. (4.28)

Nr,s(z) and Dr,s(z) have no common factors and

ez −Rr,s(z) = czr+s+1 +O(zr+s+2) for z → 0. (4.29)

Definition 4.4.2 A Padé approximation of an exponential function is called

• diagonal Padé approximation if r = s = m, m ∈ N. We note them Rm(z) or
[m/m].

• sub-diagonal Padé approximation if s = m, r = m+ 1, m ∈ N

• two sub-diagonal Padé approximation if s = m, r = m+ 2, m ∈ N.

Remark The stability functions of the second and fourth order Gauss-RK are
respectively the same as R1,1(z) (noted also [1/1](z)) and R2,2(z) (noted also [2/2]).

Theorem 4.4.3 The s-stages Gauss-RK scheme has the same stability function
as the [s/s] diagonal Padé approximation of the exponential function.

We refer the reader to [14] for the proof of this theorem.
In the paper [34], Ehle showed that the diagonal, sub-diagonal and two sub-

diagonal Padé approximations of the exponential function are A-stable. That
confirms the results shown in the Figure 4.6. In the Chapter 5 we present
schemes derived from the diagonal Padé approximations and we will prove that
they are equivalent to the Gauss-RK schemes for linear ODEs.

The dissipation curves shown in Figure 4.7, obtained by applying Gauss-RK
schemes to the test equation y′ = iλy, demonstrate that Gauss-RK schemes are
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Figure 4.7: Dissipation errors of the Gauss Runge-Kutta schemes of order 2s.

not dissipative. This can be demonstrated by just observing that the stability
function of Gauss-Runge-Kutta methods satisfies

|R(iz)| = 1, ∀z ∈ R.

However, in Figure 4.8 we observe that Gauss-RK methods are dispersive un-
less the step size is restricted to an accuracy limit. Like for explicit schemes we
notice that increasing order of the scheme is helpful to minimize the dispersion
error and allows to take larger time step. The good point here is that the sta-
bility and the dissipation are not an issue. The time step is only constrained by
the dispersion. While this is not an issue when solving some equations like the
heat equation, the dispersion represents a serious issue for wave propagation
problems.

4.4.2 Complexity of the s-stages Gauss-RK schemes
As we have seen in the previous sub-section, Gauss-RK schemes are A-stable.
On top of that, they are not dissipative. The main constraint for the choice of the
time step is the dispersion error. To overcome this, the only cure is to increase
the order of the scheme. In this subsection, we want to show that using high
order Gauss-RK schemes is not always feasible due to computational resources
needed.

Explicit ERK schemes are easily solved because they involve only a matrix
vector product and evaluation of source terms. However implicit methods re-
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quire a direct solver or an iterative solution. To emphasize the difficulty of
computing solution with implicit schemes, we use Newton’s method to solve the
non-linear system. To illustrate this, let us consider the following initial value
problem (IVP)

y′(t) = f(t, y(t)), y(0) = y0 ∈ RN , (4.30)

where y is a vector of RN and t ∈ [0, T ], T ∈ R. We consider the s-stages Gauss-
RK schemes of order 2s. The solution of (4.30) at one step using an s-stages RK
(4.7), like Gauss-RK, is computed as follows

Ki = f

(
tn + ci∆t, yn + ∆t

s∑
j=1

ai,jKj

)
, i = 1, . . . , s, (4.31)

yn+1 = yn + ∆t
s∑
i=1

biKi. (4.32)

Whenever the solutions K1, . . . , KN of (4.31) are known, then (4.32) is an ex-
plicit formula for yn+1 involving a simple combination of Ki. We denote δK(µ)

i =

K
(µ+1)
i − K

(µ)
i , K

(µ)
i ∈ RN and δK = (δK

(µ)
1 , . . . , δK

(µ)
s ), K ∈ RsN . We define the

vectorial function

F
(µ)
i (K

(µ)
1 , . . . , K(µ)

s ) = K
(µ)
i − f

(
tn + ci∆t, yn + ∆t

s∑
j=1

ai,jK
(µ)
j

)
, i = 1, . . . , s.

(4.33)
The Newton’s method applied to (4.31) involves at each iteration the solution of
the following linear system:

I − a1,1∆tJ(µ)
1 −a1,2∆tJ(µ)

1 . . . −a1,s∆tJ
(µ)
1

−a2,1∆tJ(µ)
2 (I − a2,2∆tJ(µ)

2 )
. . . ...

... . . . . . . −as−1,s∆tJ
(µ)
s−1

−as,1∆tJ(µ)
s . . . −as,s−1∆tJ(µ)

s (I − as,s∆tJ(µ)
s )


︸ ︷︷ ︸

=:B

δK(µ) = F(µ)

(4.34)
where

δK(µ) =


δK

(µ)
1

δK
(µ)
2
...

δK
(µ)
3

 , F(µ) =


−F (µ)

1

−F (µ)
2
...

−F (µ)
3


and

J(µ)
i = ∂yf(tn + ci∆t, yn + ∆t

s∑
j=1

ai,jK
(µ)
j ), i = 1, . . . , s.
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For a s-stages Gauss-RK applied to the N -dimensional system (4.30), the Jaco-
bian matrix B in the (4.34) is a sN × sN matrix. This will be increasingly ex-
pensive for high-order methods and high-dimensional ODEs. This is why these
schemes will become somehow quite inefficient.

Some simplifications can be done by approximating all Jacobians J(µ)
i as fol-

lows:
J(µ)
i ≈ J = ∂yf(tn, yn), i = 1, . . . , s.

This approach leads to the following simplified Jacobian matrix

B :=


I − a1,1∆tJ −a1,2∆tJ . . . −a1,s∆tJ

−a2,1∆tJ (I − a2,2∆tJ)
. . . ...

... . . . . . . −as−1,s∆tJ
−as,1∆tJ . . . −as,s−1∆tJs−1 (I − as,s∆tJ)

 = I −∆tA⊗ J

(4.35)
where ⊗ represents the Kronecker’s product. We can notice that each iteration
of the Newton method for (4.31) requires s evaluations of f and the solution of
a sN × sN system. With the simplified Jacobian matrix, (I −∆tA⊗ J) remains
the same for all iterations. Even though we have one LU-decomposition (see
[52]) to perform once for all, the Gauss-RK method is still expensive due to the
large size of the system. We can also reduce the linear system into a polyno-
mial equation of J. For non-linear problems, we will have to solve a polynomial
equation with multiple right-hand-side (RHS) member for each Ki, while for a
linear case, we will have a polynomial equation representing yn+1− yn with only
one RHS. So instead of solving the large system of size sN × sN , we can solve s
smaller systems of size N by factorizing the polynomial (see the Section 5.3 in
the Chapter 5).

In the next section, we present another family of A-stable implicit Runge-
Kutta schemes. They require more stages for a given order of accuracy, but
they allow the solution of a smaller system compared to the family of Gauss-RK
schemes we have presented before.

4.5 Diagonally Implicit Runge-Kutta (DIRK) meth-
ods

In the previous section we have shown some fully implicit RK schemes which
are A-stable. Although they have good stability properties and are not dissi-
pative regarding our test equation, the computational cost to pay for can make
them inefficient.

The Diagonally Implicit Runge-Kutta (DIRK) methods are developed to over-
come these issues. Instead of solving a large system of size s×N , DIRK schemes
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allow to compute numerical solution at each time step by solving s times smaller
system of size N (s being the number of stages and N the number of unknowns).
DIRK schemes are Runge-Kutta schemes where the upper-diagonal terms of the
matrix A in (4.7) are set to zero

aij = 0, if i < j, ∀i, j = 1, . . . , s. (4.36)

In the form of Butcher table they are given by

c1 a11

c2 a21 a22
...

...
... . . .

cs as1 as1 . . . ass

b1 b2 . . . bs

(4.37)

Such schemes, with a lower-triangular A, allow decoupling the solution at a
given stage from the solution at future stages. In fact, the system in the Newton
methods is given by

(I − a1,1∆tJ(µ)
1 ) 0 . . . 0

−a2,1∆tJ(µ)
2 (I − a2,2∆tJ(µ)

2 )
. . . ...

... . . . . . . 0

−as,1∆tJ(µ)
s . . . −as,s−1∆tJ(µ)

s (I − as,s∆tJ(µ)
s )

 δK(µ) = F(µ)

(4.38)
The system (4.38) is lower block triangular and can be solved by forward sub-
stitution. The solution of the first block involves the linear system of size N :

(I − a1,1∆tJ(µ)
1 )δK

(µ)
1 = −F (µ)

1 . (4.39)

Knowing K1 the second system is given by

(I − a2,2∆tJ(µ)
2 )δK

(µ)
2 = −F (µ)

2 + a2,1∆tJ(µ)
2 , (4.40)

and so on. This facilitates the implementation, and enhances the convergence
of the iterative method.

There is a significant computational advantage in diagonally
implicit formulae, whose coefficient matrix is lower triangular
with all diagonal element equal.

R. Alexander 1977 [1]

Different DIRK methods have been developed in the literature. Here we
consider a particular case of DIRK method called Singly-Diagonally Implicit
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Runge-Kutta (SDIRK) method. SDIRK schemes are a particular case of DIRK
schemes, where ai,i = γ, γ ∈ R in (4.37)

c1 γ
c2 a21 γ
...

...
... . . .

cs as1 as1 . . . γ

b1 b2 . . . bs

. (4.41)

If the Jacobian J(µ)
i , i = 1, . . . , s is the same for all stages, the diagonal blocks

need to be factored only once. Then the resulting system of size N has to be
solved s times at each time step and only the right hand side term changes at
each time iteration.

Remark Regarding the equation (4.16) of the Proposition 4.2.1, the stability
function of a s-stages SDRIK scheme defined as in (4.41) is given by

R(z) =
det(I − zA+ z1bT )

(1− γz)s
. (4.42)

We can notice that this stability function has only one pole γ compared to the
DIRK and the Gauss-RK schemes which have multiple poles.

In this section, we present A-stable SDIRK schemes that have been found
in the literature. It is worth mentioning that we did not find in the literature
A-stable SDIRK schemes for orders greater or equal to 6.

4.5.1 Third, fourth and fifth order A-stable SDIRK methods

The only 2-stages A-stable SDIRK scheme of order 3 has been given by Crouzeix
[42]. For (s, p) = (2, 3) there is exactly one A−stable DIRK formula (see [1]) and
it is given by

SDIRK23:

1

2
+

1

2
√

3

1

2
+

1

2
√

3
1

2
− 1

2
√

3

−1√
3

1

2
+

1

2
√

3
1

2

1

2

. (4.43)

The only 3-stages A-Stable SDIRK scheme of order 4 has also been derived by
Crouzeix. For (s, p) = (3, 4) there is exactly one A−stable DIRK formula (see [1])
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and it is given by (Crouzeix & Raviart [42])

SDIRK34:

γ γ

1

2

1

2
− γ γ

1− γ 2γ 1− 4γ γ

δ 1− 2δ δ

, γ =
1√
3

cos(
π

18
) +

1

2
, δ =

1

6(2γ − 1)2
.

(4.44)
The A-stable fourth order SDIRK method with five stages, proved to be the

most accurate among the SDIRK methods in [71], is given by

S54b:

1/4 1/4

0 −1/4 1/4

1/2 1/8 1/8 1/4

1 −3/2 3/4 3/2 1/4

1 0 1/6 2/3 −1/12 1/4

0 1/6 2/3 −1/12 1/4

. (4.45)

A A−stable fifth-order SDIRK method with 5 stages derived by Cooper &
Sayfy [42] is given by

SDIRK55:
6−
√

6

10

6−
√

6

10
6 + 9

√
6

35

−6 + 5
√

6

14

6−
√

6

10

1
888 + 607

√
6

2850

126− 161
√

6

1425

6−
√

6

10
4−
√

6

10

3153− 3082
√

6

14250

3213 + 1148
√

6

28500

−267 + 88
√

6

500

6−
√

6

10
4 +
√

6

10

−32583 + 14638
√

6

71250

−17199 + 364
√

6

142500

1329− 544
√

6

2500

−96 + 131
√

6

625

6−
√

6

10

1 0 0
1

9

16−
√

6

36

16 +
√

6

36
(4.46)

The stability regions of the different SDIRK schemes, are shown in the Fig-
ure 4.9. We can see that the regions of absolute stability are not bounded and
cover the complex negative half plane as expected. Thus, we have no restriction
on the time step regarding the stability.
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Figure 4.9: Stability region of the SDIRK schemes of order 3, 4 and 5.

For the accuracy we need to account for the dissipation and the dispersion.
In the Figures 4.10 and 4.11 we present the relative dissipation and disper-
sion errors using the test equation y′ = iλy. In the x-coordinate we have cho-
sen to represent z

s
, because s represents the computational complexity of the

s-stages SDIRK schemes. In the Figure 4.10, the dissipation curves of SDIR23
and SDIRK34 schemes are quite similar even if the SDIRK23 scheme seems
more efficient. However, S54b and SDIRK55 schemes seem far away more ac-
curate and more efficient compared to SDIRK23 and SDIRK34 schemes which
makes sense since they have more stages. In any case, the Figure 4.10 points
out the need of restricting the time step to limit dissipation errors that can pol-
lute the numerical solution.

Besides the dissipation errors we observe also in the dispersion curves pre-
sented in the Figure 4.11 that S54b and SDIRK55 schemes seem more accurate
and more efficient compared to SDIRK23 and SDIRK34 schemes. To avoid the
dispersion errors effect on the numerical solution, we must restrict the time
step as well.

The results show that the two five-stages SDIRK (SDIRK55 and S54b) schemes
are less dispersive and less dissipative compared to the two- and three-stages
SDIRK (SDIRK23 and SDIRK34). In the next sections we will see if the numer-
ical results will be affected.

4.5.2 Optimized low-dispersive and low-dissipative Runge-Kutta
method

In previous sections, we analysed Runge-Kutta methods. We showed that the
implicit Runge-Kutta schemes have great stability over the explicit ones. How-
ever, both implicit and explicit approaches suffer from dispersion and dissipa-
tion effects. As shown in [74] before any discretisation, acoustic waves are nei-
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ther dispersive nor dissipative. To respect the physics of wave problems, there is
thus a need of using schemes that generate the least dispersion and dissipation.
Many classical Runge-Kutta methods are designed regarding the order condi-
tions and the stability condition (the so-called CFL for explicit schemes) only.
In those methods, the accuracy limit (regarding the dispersion and dissipation
errors) is more stringent than the stability limit as shown in [45] for four-, five-
and six-stages ERK schemes. So for ERK schemes which have a large CFL (or
large stability domain), the accuracy error (phase and amplitude error) can be
very large. In some implicit schemes, which are A−stable, there is no need of
CFL. We are thus free of using a large time-step but we increase the chance of
having large dispersion and dissipation errors. In those schemes, the accuracy
limit must be taken into account and the step size must be chosen accordingly.
In this section we seek to construct RK methods, which have large accuracy
limit.

We have tried to construct A-stable SDIRK schemes by minimizing the dis-
sipation and dispersion errors. From the works presented in [48] and the Mat-
lab code RK-opt (a package of optimization of Runge-Kutta methods [49]) they
provided, we have computed an optimal stability function that should provide
low-dissipative and low-dispersive schemes. But we were not able to construct
RK coefficients that satisfy all the order conditions [14]. In the Chapter 6, we
provide new methods to construct high order A-stable SDIRK schemes for lin-
ear ODEs. The same method is used to construct high-order ERK schemes with
optimal stability function in term of CFL in the Chapter 7 for linear ODEs.

An A-stable DIRK method, which minimizes the dispersion and dissipation
errors, is presented in ([59]). The targeted order of accuracy p = 4 is maintained
while designing the following three stages DIRK scheme

0.257820901066211 0.377847764031163
0.434296446908075 0.385232756462588 0.461548399939329
0.758519768667167 0.675724855841358 −0.061710969841169 0.241480233100410

0.750869573741408 −0.362218781852651 0.611349208111243
(4.47)

Actually this scheme doesn’t verify linear relations:

ci =
s∑
j=1

aij.

As a result, the scheme only satisfies these relations:

s∑
i=1

bi = 1,
s∑

i,j=1

biai,j =
1

2
,

s∑
i=1

bici =
1

2

This scheme is a second-order scheme, and not a fourth-order scheme as claimed,
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since we have for instance
s∑

i,j,k=1

biai,jaj,k 6=
1

6

The stability region of the scheme is shown in the Figure 4.12. The scheme
(4.47) is compared to the only three-stages SDIRK, A-stable, fourth-order (4.44)
and to the fourth order explicit RK method in [59]. It is pointed out that this
scheme yields significantly reduced dispersion and dissipation errors compared
to the SDIRK. As we can see in the dissipation and dispersion curves in the Fig-
ure 4.12 it seems to be more accurate than the ERK and the SDIRK methods.
This makes sense since DIRK34, constructed to minimize the dissipation and
dispersion errors, is a 3-stages scheme of order 2 only and not 4 according to the
order conditions.

To summarise, we have seen that all ERK methods have a numerical stabil-
ity limitation (CFL): the time-step h must be chosen such that z = hλ get into
the stability region. Many works have been done on the construction of ERK
schemes with maximal CFL (see [48] and [54]). Some works have focused on
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constructing ERK schemes with low-dissipation and low-dispersion up to order
4. The reader can find more details on that in [3], [45], [10].

For some IRK methods, like those presented in this chapter, no time-step re-
striction is needed to ensure stability. They are unconditionally stable, because
their stability region covers the negative half plane. But they all have a common
drawback which is due to the dissipation and the dispersion errors.

We have investigated other methods to construct A-stable Runge-Kutta schemes
by minimizing the dissipation and dispersion errors due the schemes. Using
[48], we have not succeeded in the construction of the Runge-Kutta coefficients
due to numerous order conditions plus the constraints related to the dissipation,
the dispersion and the A-stability. In the next section, we provide numerical re-
sults on solving the acoustic wave equation in 1D and 2D. The different schemes
presented in this chapter are compared and the performance assessments are
given.

4.6 Applications
We have implemented all the IRK methods presented here in the high-order
finite element code Montjoie [31] at any order. In this section we use the dif-
ferent RK-schemes for the solution of the semi-discrete acoustic wave equation
in 1D and 2D.

First we recall the first acoustic wave equation we are solving. The scalar
field u and vectorial field v depend on the space x and the time t and are solu-
tions to the following boundary value problem:

ρ ∂tu− div v = 0, ∀(x, t) ∈ Ω× R+

µ−1∂tv −∇u = 0, ∀(x, t) ∈ Ω× R+

u(x, 0) = ∂tu(x, 0) = 0, ∀x ∈ Ω (null initial conditions)

u = fD, x ∈ ΓD (Dirichlet condition)

µ∂nu = fN , x ∈ ΓN (Neumann condition)

µ∂nu+
√
ρµ ∂tu = fA, x ∈ ΓA (Absorbing condition)

(4.48)

where Ω is the computational domain. ΓD, ΓN and ΓA are the boundaries as-
sociated respectively with Dirichlet, Neumann and absorbing boundary condi-
tion. n is the outgoing normal defined for the considered boundary, ρ and µ are
physical indexes, which are piecewise constant. fD, fN and fA are given source
functions. The details of the space discretization of this equation are presented
in the Chapter 3.

The wave equation (4.48) is solved in a 1D homogeneous medium

ρ = µ = 1
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Schemes Time-step Relative errors Computatinal time (s)

ERK22 1e-04 not stable
ERK22 1e-05 1.96e-07 137 626.24
GaussRK2 16e-04 2.41e-03 982.49
GaussRK2 5e-04 2.45e-04 3 137.37
GaussRK2 1e-05 9.81e-08 156 784.45

ERK44 1e-03 not stable
ERK44 5e-04 3.28e-10 5 673.16
SDIRK34 0.01 1.02e-03 2 729.17
DIRK34 0.01 3.92e-03 2 973.46

Table 4.1: Illustration of the stability issues of ERK schemes (1-D case).

Schemes Number of stages Time-steps Relative errors

SDIRK34 order 4 3 ∆t = 0.048 0.3376
S54b order 4 5 ∆t = 0.08 0.0216
DIRK34 order 4 3 ∆t = 0.048 0.0965
SDIRK55 order 5 5 ∆t = 0.08 0.0195

Table 4.2: Comparison of the efficiency of the DIRK and SDIRK schemes (1-D case).

in the computational domain Ω = [0, 20]. A homogeneous Neumann condition is
set on the left and right extremities. In space, mixed spectral elements of order
10 are used. The computational domain Ω is subdivided into 1000 regular sub-
intervals. We choose [0, 40] for the time interval. We first compare explicit and
implicit methods to show the main drawback of the ERK schemes. In the Ta-
ble 4.1 we present the comparative results obtained using the different schemes
with different time-steps: as expected ERK-methods are not always stable, un-
less we take a very small time step which leads to exhaustive computational
cost. We can also see that IRK-schemes presented here are stable and allows
to choose a bigger time-steps. For large time-steps we have less computational
times as expected, but the relative error is increased compared to the one corre-
sponding to the explicit scheme. However with the same time step the implicit
schemes (GaussRK2 here) are more accurate than the explicit schemes (ERK22
here) and also require more computational time as expected.

The second test we performed is to compare different high order implicit
schemes. To be able to compare different schemes with different stages, we

fixed ∆t = 0.8 for s = 5 then for all s ∈ N, we take ∆ts =
∆t

5
× s. The aim of this

comparison is mainly to see if the dispersion and dissipation analysis results
are coherent with the numerical results presented in the Table 4.2.
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Figure 4.13: Modulus of the numerical solution at the final time t = 40 for the SDIRK schemes.

Time-steps Relative errors Computational time (s)

0.0016 0.0025 982.49
0.016 0.2495 98.72
0.032 0.9221 49.56

Table 4.3: Illustration of the phase shift of the A-stable GaussRK2 schemes (1-D case).

In these results S54b and SDIRK55 schemes have around 2% of error. The
DIRK34 error is about 10% while it is about 34% for SDIRK34. This confirms the
efficiency of S54b and SDIRK55 in terms of dispersion and dissipation compared
to the two others. This is illustrated in the Figure 4.13, where we can see both
a large difference of amplitude and phase for SDIRK34 scheme (dashed line).
The same thing is visible for DIRK24 (dash-dotted line).

To stress the dispersion error issues in wave propagation problems, we per-
formed a third numerical test with the unconditionally stable scheme GaussRK2.
In the Table 4.3, we present the numerical results for the 1D acoustic wave
equation obtained when using GaussRK2 shceme for the time discretization.
We present the results for different choice of time-step.

In the Table 4.3, we can see a small computational time for a large time
step which was expected but we have 92% errors for t = 0.032. By halving the
time-step, the error goes down to 25%. We conclude that for large time-steps,
the numerical solution is not clearly in phase with the exact solution. For wave
propagation problems, this makes the wave propagate at a wrong phase velocity.
The modulus of the numerical solution at the final time step t = 40 is ploted in
the Figure 4.14. The solution is plotted on [3, 15] ⊂ Ω.
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Figure 4.14: Illustration of the phase shift in the numerical solution of the 1D acoustic wave
equation when using GaussRK2 scheme with different time-steps.

4.7 Conclusion
In this chapter we have presented classical Runge-Kutta schemes that are com-
monly used in the literature. We have presented explicit RK schemes up to order
8. We have shown that the fourth order schemes ERK44 are most efficient for
hyperbolic equations including wave equations. Explicit time integration is sta-
ble under a CFL condition which may hamper the performances of the numeri-
cal method. We have thus considered implicit schemes that are unconditionally
stable (A-stable). With such schemes we have no constraint on the choice of
the time step regarding the stability. However, the dissipation and dispersion
errors analysis showed that implicit unconditionally stable schemes have to be
constrained by a given accuracy limit which leads to some limitation on the size
of the time-step.
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Chapter 5
A-stable high-order diagonal Padé
Schemes for linear ODEs

In this chapter we address the problem of constructing high or-
der A-stable time integration schemes based on Padé approxi-
mations of the exponential operator representing the solution.
The developed schemes have the same stability function as the
Gauss Runge-Kutta schemes but they work only for linear ODEs.
We present the corresponding algorithm of implementation and
in particular we detail a method to handle a source term. We
provide numerical results when solving the acoustic wave equa-
tion in order to validate the Padé schemes we have developed
and to assess their performance, we propose some comparisons
with Runge-Kutta methods that are commonly used in the liter-
ature.
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5.1 Introduction
As we have introduced in the Chapter 2, the analytical solution of an ODE in-
volves the exponential of a matrix. The exponential of a matrix can be computed
in many ways [56]. Herein, we use a rational approximation of the exponential
kwown as the Padé approximant. The motivation of this chapter is to construct
a time integration scheme based on Padé approximations of exponential func-
tion. Introduced by Henri Padé (1863-1953), Padé approximations are known to
provide accurate approximations of exponential functions by rational polynomi-
als (see the Definition 4.4.1).

Herein, we mainly focus our study on a particular Padé approximant called
diagonal Padé approximant as introduced in the Definition 4.4.2. The resulting
schemes are called diagonal Padé schemes. We construct them at any order of
accuracy.

5.1.1 General settings and stability function
As previously, we consider the following ODEMh

dX(t)

dt
+KhX(t) = F (t) t ∈ (0, T ]

X(0) = X0

(5.1)

obtained after spatial discretization, where Mh is the mass matrix and Kh is
the stiffness matrix. As usual h denotes the mesh size. F (t) is a source term
obtained after discretizing the continuous source term in space and X0 is the
initial condition. In the Chapter 3, we have detailed how this ODE is obtained
in the case of the wave equations. Let t0 < t1 < · · · < tn−1 < tn, n ∈ N be a
uniform grid of the time interval [0, T ]:

tn = n∆t

where ∆t is the time step. The analytical solution to (5.1) after one iteration of
time is given by

X(tn+1) = e∆tA

(
X(tn) +

∫ ∆t

0

e−uAM−1
h F (n∆t+ u) du

)
, (5.2)

where A = −M−1
h Kh.

The numerical solution can then be constructed by approximating the expo-
nential, i.e. finding R such that

e∆tA ≈ R(∆tA).

Herein R is a rational function where both the numerator and denominator
are polynomials of ∆tA. The numerical schemes studied in this chapter will
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consist of computing a sequence Xn, which is an approximation of the analytical
solution X(tn), applying the following numerical scheme:

Xn+1 = R(∆tA)Xn + φ̃n (5.3)

where φ̃n is an approximation of the following quantity:

φ̃n ≈ R(∆tA)

∫ ∆t

0

e−uAM−1
h F (n∆t+ u) du.

According to the Definition 2.3.1 R is the stability function of the corresponding
scheme. Its stability region S is then defined as in the Definition 2.3.2.

Let us define the stability function of a Padé schemes as:

Rr,s(z) =
Nr,s(z)

Dr,s(z)
(5.4)

where Nr,s(z) and Dr,s(z) are polynomials of z defined by:

Nr,s(z) =
s∑
i=0

s! (r + s− i)!
(r + s)! i! (s− i)!(z)i and Dr,s(z) =

r∑
i=0

r! (r + s− i)!
(r + s)! i! (r − i)!(−z)i.

(5.5)
From the Definition 4.4.1, Rr,s(z) is an approximation of order (r + s) of ez.

As we have seen in the Chapter 2, if the degree r of the denominator is
greater or equal to one (r ≥ 1) the corresponding scheme is implicit. Furthere-
more, since the A-stable requirement excludes rational functions that tend to-
wards infinity when z tends to infinity, the degree of Dr,s must be greater or
equal to the degree of Nr,s ( i.e. r ≥ s).

In [34] and [33], Ehle showed that in the cases r = s, r = s + 1 and r = s + 2
the schemes having Rr,s for stability function will be A-stable.

In the following, we will mainly focus our study on the case r = s which
corresponds to approximations that are commonly called diagonal Padé approx-
imation. For convenience we now set r = s = m, m ∈ N and we note:

Rm(z) = Rm,m(z) =
Nm,m(z)

Dm,m(z)
=

Nm,m(z)

Nm,m(−z)
.

Notice that the stability function for diagonal Padé schemes is the same as
the stability function for Gauss-Runge-Kutta schemes (see the Theorem 4.4.3).
Gauss-Runge-Kutta schemes handle non-linear ODEs, whereas Padé schemes
can be seen as a simplification of Gauss-Runge-Kutta schemes in the case of a
linear ODE. In fact, instead of solving a large system of m × L with Gauss RK
schemes, we solve at most m smaller linear systems of size L with diagonal Padé
schemes (m is the degree of the denominator of the stability function and L is
the number of unknowns).
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Introducing C = ∆tA, we define Rm(C) = [Dm(C)−1]Nm(C) as an approxima-
tion of eC of order p (eC = Rm(C) + O(∆tp+1)), we assume that Dm(C)−1 is well
defined. The analytical solution (5.2) can then be written as

Dm(C)X(tn+1) = Nm(C)X(tn) + φ, (5.6)

where

φ = Nm(C)

∫ ∆t

0

e−uAM−1
h F (n∆t+ u) du+O(∆tp+1). (5.7)

For homogeneous ODEs (F (t) = 0), it follows from (5.7) that φ = O(∆tp+1). Then,
the numerical solution (5.3) satisfies

Dm(C)Xn+1 = Nm(C)Xn (5.8)

For inhomogeneous ODEs, i.e. F (t) 6= 0, we need to compute the quantity φ.
However the integral in the expression (5.7) of φ is tedious to compute. We will
rather compute the following equivalent quantity obtained from (5.6):

φ = Dm(C)X(tn+1)−Nm(C)X(tn) (5.9)

Finally, we propose the following numerical scheme:

Dm(C)Xn+1 = Nm(C)Xn + φn (5.10)

where φn is an approximation of φ (up to a term in O(∆tp+1)). By using a Taylor

expansion of X(tn) and X(tn+1) around tn +
∆t

2
and using derivatives of the

equation (5.1), we write φn in the following form:

φn =
m∑
r=1

Ar−1∆tr
nw−1∑
i=0

ωri F (tn + ∆t ci) (5.11)

where m is the degree of the polynomial Nm and Dm and nw = m for the diagonal
Padé schemes. We will go back on that process later on subsection 5.2.2.

5.1.2 Numerical stability, dissipation and dispersion
In this subsection we discuss the stability, dissipation and dispersion properties
of the diagonal Padé schemes. First we recall that by definition of Rm(z) = Nm(z)

Dm(z)
,

we have Dm(z) = Nm(−z). It follows from the Theorem 353A in [14] and the fact
that |Nm(ib)| = |Nm(−ib)|, ∀b ∈ R that we have:

Proposition 5.1.1 The stability function of numerical schemes obtained using
the diagonal Padé approximation satisfies: ∀z ∈ C−

|Rm(z)| ≤ 1, ∀m ∈ N. (5.12)

Furthermore, if z = ib, b ∈ R,

|Rm(z)| = 1, ∀m ∈ N. (5.13)
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As a consequence,

• the diagonal Padé schemes are A-stable, according to the Definition 2.15,

• the diagonal Padé schemes when applied to the test equation y′(t) = iλy(t), λ ∈
R, are not dissipative following the Definition 2.4.1.

For additional proof of the inequality (5.12) in Proposition 5.1.1 we present the
following property of the diagonal Padé schemes:

Proposition 5.1.2 The stability functions Rm(z) := Nm(z)
Dm(z)

of the diagonal Padé
schemes are holomorphic in the negative complex plane C−.

Proof Let λk, k = 1, . . . ,m be the roots of Dm, the denominator of the stability
function Rm of diagonal Padé scheme. To prove the Proposition 5.1.2 we just
need to show that λk satisfies

Re(λk) > 0, ∀λk, k = 1, . . . ,m,

since Dm is a polynomial function. To reach that objective, we use the same
approach as in [34] for Rm,m+1(z). Since we have Dm(z) = Nm(−z), showing that
Dm(z) never vanishes in the negative half plane (Re(z) < 0) is equivalent to
show that Nm(z) never vanishes in the positive half plane (Re(z) > 0). We then
notice that

Nm(z) =
m!

(2m)!
B1
m(z),

where Bδ
m stands for the Bessel polynomials defined by

Bδ
m(z) =

m∑
k=0

(
m

k

)
(m+ δ)k z

m−k,

with

(m+ δ)k = (m+ δ)(m+ δ + 1) . . . (m+ δ + k − 1),

(m+ δ)0 = 1.

We know from [78] that all the zeros of the Bessel polynomials are in the nega-
tive half plane for δ > 0 and n ≥ 1 which concludes the proof.

This result means that Rm(z) has no singularity for Re(z) < 0. It allows us
to state that Rm(z) is an holomorphic function as a product of an holomorphic
function by the inverse of a holomorphic function that is nowhere zero in the
domain C−. �

Having Rm(z) holomorphic implies that the diagonal Padé scheme is A-stable
since from the equation (5.13) of the Proposition 5.1.1 we can deduce that

|Rm(iy)| ≤ 1, ∀y ∈ R. (5.14)
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Remark The condition (5.14) states that we have stability on the imaginary
axis. This condition is generally weaker than the A-stability condition. But in
the particular case of diagonal Padé schemes, it is equivalent to the A-stability
condition |Rm(z)| ≤ 1, ∀z ∈ C− presented in Proposition 5.1.1. In fact,

• Assume that |Rm(iy)| ≤ 1, ∀y ∈ R. We know from the Proposition 5.1.2 that
Rm(z), z ∈ C− is a holomorphic function. Then, by the maximum modulus
principle, |Rm(z)| has no local maximum in C−. That means

max
z∈C−

|Rm(z)| = max
y∈R
|Rm(iy)| ≤ 1,

which gives the A-stability.

• Now let us suppose that the diagonal Padé scheme is A-stable. Then by
definition of the A-stability, |Rm(iy)| ≤ 1, ∀y ∈ R.�

To recap, Rm(z) verifies the A-stability condition and all its poles (zeros of Dm)
are located on the positive half-plane. Furthermore, Dm has at most one real
root [63] when m is odd only, the other roots are complex conjugate. We have
observed this result numerically and it can be deduced from the paper [69] in
which the authors showed that all the poles of Rm converge to a curved right-
side section of Szegö’s curve.

Now, the only thing we have to worry about is the dispersion. The dispersion
error can be represented quite faithfully by its Taylor expansion:

z − arg(R(iz))

z
=



z2

12
− z4

80
+O(z6), for m = 1

z4

720
− z6

12, 096
+O(z8), for m = 2

z6

100, 800
− z8

2, 592, 000
+O(z10), for m = 3

z8

25, 401, 600
− z10

869, 299, 200
+O(z12), for m = 4

In Figure 5.1, we present the relative dispersion error of diagonal Padé schemes
from order 2 to 10. As formerly done, we use as abscissa

z

m
, recalling that m

represents the computational complexity of the scheme. Indeed, m = 1 corre-
sponds to the Crank-Nicolson scheme, where only one real linear system must
be solved. m = 2 is a fourth-order scheme where only one complex linear sys-
tem must be solved assuming that the computational cost of a complex system
matches the one of two real system. The case m = 3 corresponds to a sixth-order
scheme where one complex and one real linear system must be solved. The ad-
vantage is that we can compare fairly the different orders, and see clearly that
the dispersion error is much smaller with higher order schemes.
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Figure 5.1: Dispersion of diagonal Padé schemes of order 2, 4, 6, 8 and 10 when applied to the
test equation y′(t) = iλy(t).
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5.2 Efficient implementation and computation of
the source term

5.2.1 Homogeneous case
In the homogeneous case, we consider (5.8) which is equivalent to

Dm(C)(Xn+1 −Xn) = (Nm −Dm)(C)Xn.

Since Dm(C) = Nm(−C), the polynomial Nm −Dm contains non zero coefficients
only for odd degree terms. It is then easy to compute the right hand side (Nm −
Dm)(C)Xn using Hörner’s algorithm. We note G = (Nm − Dm)(C)Xn Now we
have to solve the real linear system

Dm(C)(Xn+1 −Xn) = G, (5.15)

for each time step.
To perform this, we propose to factorize the polynomial Dm. Let λk be the

zeroes of Dm and Ym = Xn+1 −Xn, we find[
m∏
k=1

(
I − C

λk

)]
Ym = G. (5.16)

Then we can solve successively the linear systems(
I − C

λk

)
Yk = Yk−1 k = 1, . . . ,m (5.17)

Y0 = G. (5.18)

The final result Ym is the targeted solution. The next iterate Xn+1 is then
obtained as:

Xn+1 = Xn + Ym

Another way is to use a decomposition of 1/Dm as a sum of fractions with de-
nominators of degree one which will lead to many independent linear systems
and that is convenient for parallelization [35].

Using the algebraic properties of Dm, we can optimize the computational al-
gorithm. Indeed, when the degree m of the polynomial Dm is even, all its roots
are complex conjugate. We write Dm as a product of second degree polynomial
factors. Each second degree polynomial is the product of first degree polynomi-
als obtained using complex conjugate roots of Dm:

m/2∏
k=1

(
I − C

λk

)(
I − C

λk

)
Ym = G. (5.19)
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When the degree m is odd, there is only one real root of Dm, other roots being
complex conjugate. The real root λ is treated at the first step, as follows:(

I − C

λ

)
Y0 = G,

(m−1)/2∏
k=1

(
I − C

λk

)(
I − C

λk

)
Ym = Y0.

(5.20)

We solve the second degree equation using the following algorithm proposed in

[4]: let λk be a complex root of Dm, ak = − 1

λk
and ak = − 1

λk
. Then we take

P2(C) = (I + akC) (I + akC) = I + 2Re(ak)C + akākC
2.

A partial fractional decomposition of P−1
2 (x) =

1

(1 + akx)(1 + akx)
allows to write

P−1
2 (C) = bk(I + akC)−1 + bk(I + akC)−1, (5.21)

with bk =
ak

ak − ak
. To compute Yk = P−1

2 (C)Yk−1, we can compute

(I + akC)u = Yk−1,

(I + ākC) v = Yk−1,

Yk = bku+ b̄kv.

When the iterates Yn are real vectors, we have v = (I + akC)−1Yk−1 = u. As a
result, it suffices to solve only one system, giving the following algorithm:

(I + akC)u = Yk−1,

Yk = bku+ bku = 2Re(bku).
(5.22)

The case where iterates Xn are complex can be addressed by solving system
(5.19) or (5.20) twice, each for the real and imaginary parts of G.

5.2.2 Computation of the right hand side (RHS) φ
In the inhomogeneous case (F (t) 6= 0), we need to compute the coefficients ωri
involved in (5.11). This is done by using the Taylor expansion around tn +

∆t

2
of

φ at order p = 2m. This expansion is completed with the expression (5.9) that
we recall here:

φ = D(C)X(tn+1)−N(C)X(tn) (5.23)

We introduce the following notations

ρmi =
m! (2m− i)!

(2m)! i! (m− i)! =

(
m

i

)
(2m− i)!

(2m)!
and Ck =

1

k! 2k−1
. (5.24)
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Then, we have:

Nm(z) =
m∑
i=0

ρmi z
i and Dm(z) = Nm(−z). (5.25)

We perform a Taylor expansion of X(tn+1) = X(tn+∆t) and X(tn) around tn+
∆t

2
at order 2m

X(tn + ∆t) =
2m∑
k=0

∆tk

2k
1

k!
X(k)

(
tn +

∆t

2

)
+O(∆t2m+1),

X(tn) =
2m∑
k=0

(−∆t)k

2k
1

k!
X(k)

(
tn +

∆t

2

)
+O(∆t2m+2).

(5.26)

For simplicity we note X(k) = X(k)

(
tn +

∆t

2

)
the k-th derivative of X(t) with

respect to t at tn +
∆t

2
. Recalling that C = ∆tA, we replace N(C) = Nm(∆tA)

and D(C) = Dm(∆tA) by their expression in (5.23). After performing the Taylor
expansion it gives

φ =
m∑

i=2p, p∈N

ρmi (∆tA)i
2m∑

k=2q+1, q∈N

Ck∆t
kX(k)

−
m∑

i=2p+1, p∈N

ρmi (∆tA)i
2m∑

k=2q, q∈N

Ck∆t
kX(k) +O(∆t2m+1).

(5.27)

To evaluate X(k) we differentiate (k − 1)-times the following relation

dX(t)

dt
− AX(t) = F (t),

to obtain:

X(k) =
k∑
j=1

Ak−jF (j−1) + AkX(0), (5.28)

where F (j) is the j-th derivative of the function F at point tn +
∆t

2
and F (0) =

F (tn +
∆t

2
). Using formula (5.28) in expression (5.27) gives:

φ =
m∑

i=2p, p∈N

ρmi (∆tA)i
2m∑

k=2q+1, q∈N

Ck∆t
k

k∑
j=1

Ak−jF (j−1)

−
m∑

i=2p+1, p∈N

ρmi (∆tA)i
2m∑

k=2q+2, q∈N

Ck∆t
k

k∑
j=1

Ak−jF (j−1)

+ Sm +O(∆t2m+1),

(5.29)
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where Sm is given by

Sm =
m∑

i=2p, p∈N

ρmi

2m∑
k=2q+1, q∈N

Ck(∆t A)k+iX(0)

−
m∑

i=2p+1, p∈N

ρmi

2m∑
k=2q, q∈N

Ck(∆t A)k+iX(0).

(5.30)

Numerically we have observed that Sm = O(∆t2m+1), ∀m ∈ N. If Sm 6= O(∆t2m+1),
it would mean that the numerical scheme (5.8) (with F = 0) would be of order
lower than 2m which is in contradiction with the properties of Padé approxi-
mants of the exponential. We first take m = 1 and we arrange the sum (5.30)
with powers of z = ∆tA. It gives

S1 = (ρ1
0C1 − ρ1

1C0)∆tAX +O(∆t3) = O(∆t3),

since ρ1
0C1 − ρ1

1C0 = 0.

Using the same method for m = 2, we get

S2 = ρ2
0(C1∆tAX + C3∆t3A3X)

− ρ2
1(C0∆tAX + C2∆t3A3X + C4∆t5A5X︸ ︷︷ ︸

O(∆t5)

)

+ ρ2
2(C1∆t3A3X + C3∆t5A5X︸ ︷︷ ︸

O(∆t5)

= (ρ2
0C1 − ρ2

1C0)∆tAX

+ (ρ2
0C3 − ρ2

1C2 + ρ2
2C1)∆t3A3X +O(∆t5)

= O(∆t5).

In fact, we have a simple computation shows that{
ρ2

0C1 − ρ2
1C0 = 0

ρ2
0C3 − ρ2

1C2 + ρ2
2C1 = 0.

Actually, this property can be proved ∀m ∈ N giving by this way a demonstration
of the order of the scheme.

Proposition 5.2.1 For all m ∈ N,

Sm =
2m−1∑

r=2p+1, p∈N

ζmr (∆tA)rX(0) +O(∆t2m+1), (5.31)

with

ζmr =

min(m,r)∑
i=0

(−1)iρmi Cr−i (5.32)
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Proof Let r be an integer defined by r = k + i. The result comes by developing
the sum (5.30) and sorting by powers of ∆tA. �

Theorem 5.2.2 Let ζmr be defined in (5.32). Then we have

ζmr = 0, r = 2p− 1, 1 ≤ p ≤ m, (5.33)

which implies that
Sm = O(∆t2m+1). (5.34)

The proof of the Theorem 5.2.2 involves the following lemma:

Lemma 5.2.3 Let Υm,r be the polynomial defined by

Υm,r(x) =
(−1)r

(2m)! 2r−1
xm(x+ 2)m. (5.35)

Then
d2m−rΥm,r

dx
(−1) = ζmr , r = 2p− 1, 1 ≤ p ≤ m. (5.36)

Proof We use Newton’s binomial formula to develop (5.35) which yields

Υm,r(x) =
(−1)r

(2m)! 2r−1

m∑
i=0

(
m

i

)
2ix2m−i.

Then we differentiate this expression (2m− r)-times. It gives

d2m−rΥm,r

dx2m−r (x) =
(−1)r

(2m)! 2r−1

min(m,r)∑
i=0

(
m

i

)
(2m− i)!
(r − i)! 2ixr−i,

which is evaluated at x = −1; we get

d2m−rΥm,r

dx2m−r (−1) =
(−1)r

(2m)! 2r−1

min(m,r)∑
i=0

(
m

i

)
(2m− i)!
(r − i)! 2i(−1)r−i

=
(−1)2r

(2m)! 2r−1

min(m,r)∑
i=0

(
m

i

)
(2m− i)!
(r − i)! 2i(−1)−i

=

min(m,r)∑
i=0

(−1)i
(
m

i

)
(2m− i)!

(2m)!
× 1

(r − i)! 2r−i−1

= ζmr .�
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Proof Theorem 5.2.2 comes from the fact that all odd derivatives of Υm,r(x)
equal zero at x = −1.

In fact, we note that

Υm,r(x) = Υm,r(−x+ 2× (−1)),

which means Υm,r(x) has an axis of symmetry at x = −1. Therefore the odd
derivatives of Υm,r are equal to 0 at x = −1. Since r is odd, we obtain that
d2m−rΥm,r

dx2m−r (−1) is equal to zero which gives ζmr = 0 for r = 2p− 1. �

Applying Theorem 5.2.2 to (5.29) implies the following result.

Corollary 5.2.4 The simplified expression of φ defined in (5.29) is given by

φ =
m∑

i=2p, p∈N

ρmi (∆tA)i
2m∑

k=2q+1, q∈N

Ck∆t
k

k∑
j=1

Ak−jF (j−1)

−
m∑

i=2p+1, p∈N

ρmi (∆tA)i
2m∑

k=2q+2, q∈N

Ck∆t
k

k∑
j=1

Ak−jF (j−1) +O(∆t2m+1).

(5.37)

To achieve the order of accuracy p = 2m we can take k from 0 to 2m− 1− i only
which finally gives

φ =
m∑

i=2p, p∈N

ρmi

2m−1−i∑
k=2q+1, q∈N

Ck∆t
k+i

k∑
j=1

Ai+k−jF (j−1)

−
m∑

i=2p+1, p∈N

ρmi

2m−1−i∑
k=2q+2, q∈N

Ck∆t
k+i

k∑
j=1

Ai+k−jF (j−1)

+O(∆t2m+1).

(5.38)

We change indexes in the sum by introducing

r = i+ k − j + 1

We then obtain the following expression:

φ =
2m−1∑
r=1

∆trAr−1

2m−r+1∑
j=1,j−r=2q,q∈Z

∆tj−1F (j−1)

min(m,r−1)∑
i=2p,p∈N

ρmi Cr+j−i−1 −
min(m,r−1)∑
i=2p+1,p∈N

ρmi Cr+j−i−1

+O(∆t2m+1)

(5.39)
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In the sum in j, j has the same parity as r. It means, that if r is even, j will be
equal to 2, 4, 6, ... If r is odd, j will be equal to 1, 3, 5, ... Let us introduce

αrj =


min(m,r−1)∑

i=0

(−1)iρmi Cr+j−i, if j − r ≡ 1[2]

0 otherwise

(5.40)

When r ≥ m+ 1, we have
αrj = ζmr+j = 0

This induces that the sum in r can be reduced to a sum from 1 to m. Finally, φ
is written as:

φ =
m∑
r=1

∆trAr−1

2m−r+1∑
j=1

αrj−1∆tj−1F (j−1) +O(∆t2m+1) (5.41)

To illustrate (5.41), we provide then the expression of φ for three particular
values of m:

Fourth-order diagonal Padé scheme We take m = 2 in (5.38) and arrange
with powers of A:

φ = ∆t
(
ρ2

0C1F + ρ2
0C3∆t2F (2)

)
+ A∆t2

(
ρ2

0C3∆tF (1) − ρ2
1C2∆tF (1)

)
+ A2∆t3

(
ρ2

0C3 − ρ2
1C2 + ρ2

2C1

)︸ ︷︷ ︸
=ζ23=0

F +O(∆t5).

The source vector φ for the fourth-order diagonal Padé scheme (m = 2) reads

φ = ∆t

(
F +

∆t2

24
F (2)

)
− A∆t3

12
F (1) +O(∆t5). (5.42)

Sixth-order diagonal Padé scheme As for the fourth-order, we take m = 3
in (5.38) and arrange with powers of A. We obtain

φ = ∆t
(
ρ3

0C1F + ρ3
0C3∆t2F (2) + ρ3

0C5∆t4F (4)
)

+ A∆t2
(
ρ3

0C3∆tF (1) + ρ3
0C5∆t3F (3) − ρ3

1C2∆tF (1) − ρ3
1C4∆t3F (3)

)
+ A2∆t3

(
ρ3

0C3F + ρ3
0C5∆t2F (2) − ρ3

1C2F − ρ3
1C4∆t2F (2) + ρ3

2C1F + ρ3
2C3∆t2F (2)

)
+ A3∆t4

(
ρ3

0C5 − ρ3
1C4 + ρ3

2C3 − ρ3
3C2

)︸ ︷︷ ︸
=ζ35=0

∆tF (1)

+ A4∆t5
(
ρ3

0C5 − ρ3
1C4 + ρ3

2C3 − ρ3
3C2

)︸ ︷︷ ︸
=ζ35=0

F +O(∆t7).
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The formula (5.32) gives ζmr = 0 and the source vector φ for the sixth-order
diagonal Padé scheme is given by

φ = ∆t

(
F +

∆t2

24
F (2) +

∆t4

1920
F (4)

)
− A∆t2

(
∆t

12
F (1) +

∆t3

480
F (3)

)
+ A2∆t3

(
1

60
F +

∆t2

480
F (2)

)
+O(∆t7).

(5.43)

Eighth-order diagonal Padé scheme The eighth-order source approxima-
tion for diagonal Padé scheme is obtained for m = 4 in (5.38). Then we arrange
the sums with powers of A to get:

φ = ∆t
(
ρ4

0C1F + ρ4
0C3∆t2F (2) + ρ4

0C5∆t4F (4) + ρ4
0C7∆t6F (6)

)
+ A∆t2

{(
ρ4

0C3 − ρ4
1C2

)
∆tF (1) +

(
ρ4

0C5 − ρ4
1C4

)
∆t3F (3) +

(
ρ4

0C7 − ρ4
1C6

)
∆t5F (5)

}
+ A2∆t3

{(
ρ4

0C3 − ρ4
1C2 + ρ4

2C1

)
F +

(
ρ4

0C5 − ρ4
1C4 + ρ4

2C3

)
∆t2F (2)

+
(
ρ4

0C7 − ρ4
1C6 + ρ4

2C5

)
∆t4F (4)

}
+ A3∆t4

{(
ρ4

0C5 − ρ4
1C4 + ρ4

2C3 − ρ4
3C2

)
∆tF (1) +

(
ρ4

0C7 − ρ4
1C6 + ρ4

2C5 − ρ4
3C4

)
∆t3F (3)

}

+ A4∆t5



(
ρ4

0C5 − ρ4
1C4 + ρ4

2C3 − ρ4
3C2 + ρ4

4C1

)︸ ︷︷ ︸
=ζ45=0

F

+
(
ρ4

0C7 − ρ4
1C6 + ρ4

2C5 − ρ4
3C4 + ρ4

4C3

)︸ ︷︷ ︸
=ζ47=0

∆t2F (2)


+ A5∆t6

(
ρ4

0C7 − ρ4
1C6 + ρ4

2C5 − ρ4
3C4 + ρ4

4C3

)︸ ︷︷ ︸
=ζ47=0

∆tF (1)

+ A6∆t7
(
ρ4

0C7 − ρ4
1C6 + ρ4

2C5 − ρ4
3C4 + ρ4

4C3

)︸ ︷︷ ︸
=ζ47=0

F +O(∆t9).

We finally have

φ = ∆t

(
F +

1

24
∆t2F (2) +

1

1920
∆t4F (4) +

1

322560
∆t6F (6)

)
− A∆t2

(
1

12
∆tF (1) +

1

480
∆t3F (3) +

1

53760
∆t5F (5)

)
+ A2∆t3

(
1

36
F +

1

210
∆t2F (2) +

1

26880
∆t4F (4)

)
− A3∆t4

(
1

2940
∆tF (1) +

1

40320
∆t3F (3)

)
+O(∆t9).

(5.44)

In the current expression of φ, we need to approximate different derivatives
of the function F . Our purpose is now to provide accurate formulas to compute
F (j), j ≥ 1.



Chapter 5. A-stable high-order diagonal Padé Schemes 113

5.2.3 Numerical approximation of the RHS φ

We consider the following approximation:
2m−r∑
i=0

αri∆t
iF (i) ≈

nw−1∑
i=0

ωriF (tn + ∆t ci) , (5.45)

where ci are given points chosen in [0, 1] and ωri represent the weights. We choose
Gauss-Legendre points for ci and wri have to be computed for each r.

Since we have

F (tn + ∆t ci) ≈
2m−1∑
j=0

(
ci −

1

2

)j
j!

∆tjF (j),

(5.45) can be written as follows

2m−r∑
i=0

αri∆t
iF (i) ≈

2m−1∑
j=0

nw−1∑
i=0

ωri

(
ci −

1

2

)j
j!︸ ︷︷ ︸

=αr
j

∆tjF (j). (5.46)

We identify ∆tiF (i) in (5.46) and deduce

nw−1∑
j=0

ωrj

(
cj −

1

2

)i
i!

= bi =

{
αri , if i ≤ 2m− r
0 otherwise

(5.47)

We define the Vandermonde matrix VDM ∈Mnw(R) such that

VDMi,j =

(
cj −

1

2

)i
i!

, 0 ≤ i, j ≤ nw − 1.

Knowing ci we evaluate ωri by solving the linear system

VDM ωr = b, (5.48)

At a first glance, nw = 2m − 1 should be needed to approximate correctly φ. It
turns out that when we choose nw = m Gauss-Legendre points, the obtained
approximation φn has the correct order. As a result, we have

nw = m

Finally we replace ci and ωri in (5.45) to approximate φ in (5.41). φn is therefore
given by

φn =
m∑
r=1

Ar−1∆tr
m−1∑
i=0

ωri F (tn + ∆t ci)
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Remark We have observed that Padé schemes with this approximation of φn
based on Gauss-Legendre points are strictly equivalent to Gauss-Runge-Kutta
schemes (see the next section). Padé schemes can be seen as a different algo-
rithm to compute Xn+1 from Xn. The advantage of this algorithm is that only
systems of size N have to be solved (complex and/or real) where N is the num-
ber of degrees of freedom (i.e. the size of the vector Xn), whereas Gauss-Runge-
Kutta method requires the solution of a system of size m×N .

Remark The presence of the source does not imply any additional matrix-
vector product with the matrix C = ∆tA. Indeed, the computation of φn is mixed
with the computation of G = (Nm −Dm)(C)Xn such that only the evaluations of
F represent an additional cost of the inhomogeneous case.

5.3 Common features Gauss-RK and diagonal Padé
schemes

As shown in the Chapter 4, the Gauss-RK method and the diagonal Padé schemes
have the same stability function. We have observed that they are equivalent for
linear systems if we use the Gauss quadrature node when we approximate the
source function as mentioned in the remark of the previous section. To show this
statement, let’s consider the example of the fourth order Gauss-RK schemes:

c1 a11 a12

c2 a21 a22

b1 b2

=

1

2
−
√

3

6

1

4

1

4
−
√

3

6
1

2
+

√
3

6

1

4
+

√
3

6

1

4
1

2

1

2

. (5.49)

The solution of y′ = Ay + f at one step using (5.49) is computed as follows

k1 = Ayn + a11∆tAk1 + a12∆tAk2 + f1 (5.50)
k2 = Ayn + a21∆tAk1 + a22∆tAk2 + f2 (5.51)

yn+1 = yn + ∆t(b1k1 + b2k2). (5.52)

We first need to find k1 and k2 by solving (5.50) and (5.51):(
I − a11∆tA −a12∆tA
−a21∆tA I − a22∆tA

)
︸ ︷︷ ︸

:=B

(
k1

k2

)
=

(
Ayn + f1

Ayn + f2

)
(5.53)
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In the general case (with s steps), we have
I − a11∆tA −a12∆tA · · · −a1,m∆tA

−a21∆tA I − a22∆tA
. . . −a2,m∆tA

... . . . ...
−am,1∆tA −am,2∆tA · · · I − am,m∆tA


︸ ︷︷ ︸

:=B


k1

k2
...
km

 =


Ayn + f1

Ayn + f2
...

Ayn + fm

 = F

(5.54)
where fi = f(tn + ci∆t). The inverse of the matrix B can be computed using the
formula

B−1 =
1

det(B)
× (com(B))t.

The vectors ki are solutions to the following linear system

det(B)ki =
[
(com(B))tF

]
i

The vector yn is therefore computed as:

det(B)(yn+1 − yn) =
m∑
i=1

bi
[
(com(B))tF

]
i

By expanding the right hand side of this equation, we will find the quantity φn
we have introduced for Padé schemes if Gauss-Legendre points are chosen. The
left hand side of this equation is a polynomial equation in A. Using the fourth
order Gauss-RK for example, the determinant of the matrix B is the following
polynomial matrix

det(B) = I − (a11 + a22)∆tA+ (a11a22 − a12a21)∆t2A2

= I − 1

2
∆tA+

1

12
∆t2A2 = Dm(∆tA), with m = 2.

(5.55)

We can see that we have the same matrix to invert for both the fourth order
Gauss RK and the fourth order diagonal Padé scheme. This is also true for
other values of m. For the right hand side, we have

com(B)t =

(
I − a22∆tA a12∆tA
a21∆tA I − a11∆tA

)
We then find that

com(B)tF =

∣∣∣∣ Ayn + f1 + (a12 − a22)∆tA2yn + ∆tA (a12f2 − a22f1)
Ayn + f2 + (a21 − a11)∆tA2yn + ∆tA (a21f1 − a11f2)

We infer that

det(B)(yn+1 − yn) = ∆tAyn +
∆t

2
(f1 + f2) +

√
3

12
∆t2A (f1 − f2)
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We have recovered the same expression as for Padé schemes:

Dm(∆tA)(yn+1 − yn) = (Nm(∆tA)−Dm(∆tA))yn + φn

The procedure to find φn is easier to implement for Padé schemes since we pro-
vide the expressions of the right hand side b and the VDM system to solve to
obtain the coefficients ωri . In the case of Gauss Runge-Kutta schemes, the coma-
trix of B has to be computed and the terms have to be combined carefully to find
the coefficients ωri . We have observed that Padé schemes and Gauss schemes are
equivalent in the inhomogeneous case for any value of m. So, the two schemes
are equivalent if and only if we use Gauss-Legendre points to approximate the
source function in the diagonal Padé schemes.

5.4 Numerical results
This section provides numerical results in order to validate the diagonal Padé
schemes implemented and to evaluate the efficiency of the schemes. The diago-
nal Padé schemes have been implemented in Montjoie, a C++ code.

We recall the first acoustic wave equation we are solving. The scalar field u
and vectorial field v depend on the space x and the time t and are solutions to
the following boundary value problem:

ρ ∂tu− div v = 0, ∀(x, t) ∈ Ω× R+

µ−1∂tv −∇u = 0, ∀(x, t) ∈ Ω× R+

u(x, 0) = ∂tu(x, 0) = 0, ∀x ∈ Ω (null initial conditions)

u = fD, x ∈ ΓD (Dirichlet condition)

µ∂nu = fN , x ∈ ΓN (Neumann condition)

µ∂nu+
√
ρµ ∂tu = fA, x ∈ ΓA (Absorbing condition)

(5.56)

where Ω is the computational domain. ΓD, ΓN and ΓA are the boundaries associ-
ated respectively with Dirichlet, Neumann and absorbing boundary condition.
n is the outgoing normal vector defined for the considered boundary, ρ and µ are
physical indexes, which are piecewise constant. fD, fN and fA are given source
functions. The details of the space discretization of this equation are presented
in the Chapter 3.

5.4.1 Convergence curves and numerical results in 1D

The wave equation (5.56) is solved in 1-D in a homogeneous medium

ρ = µ = 1
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in the computational domain Ω = [0, 500]. An inhomogeneous Dirichlet condition
is set on the left extremity

u(x = 0, t) = e−iωt exp

(
−1

2

(
t− T
τ

)2
)

where
ω = 2π, τ =

20

2
√

2 log 2
, T = 100

and a homogeneous Neumann condition is set on the right extremity. In this
test case we use mixed spectral elements of order 16 for the space discretization.
The computational domain Ω is subdivided into 500 regular sub-intervals. As
a result, we have 16 points per wavelength, which is rather high, but with this
choice, the space discretization error is about 10−12. We choose [0, 1000] for the
time interval. For this case, we can compare the numerical results with the
following analytical solution (before reflection)

uexact(x, t) = eiω(x−t) exp

(
−1

2

(
t− T − x

τ

)2
)

After the first reflection, the solution u will be conjugated.

In Figure 5.2, we present the relative L2 error between the exact solution
and the numerical solution (obtained with diagonal Padé schemes of order 4, 6,
8 and 10) at t = 200. In the x−coordinate of the graph on the right we have

chosen to represent
∆t

m
where ∆t is the time step and m is the number of linear

systems we need to solve at each time step for each scheme (see Section 5.2).

The advantage of this choice is that for a given
∆t

m
, the complexity of the differ-

ent time schemes is the same.

The obtained convergence curves (Figure 5.2) show that increasing the or-
der makes the diagonal Padé schemes more efficient. These curves confirm the
results we have obtained for the dispersion and dissipation curves as shown in
the Figure 5.1.

Now we would like to evaluate the efficiency of the schemes regarding the
computational times. We target one percent (1%) of relative L2 error which is
computed at t = 1000 between the numerical solution and the analytical so-
lution. We present the computational times needed for the diagonal Padé of
different order in Table 5.1 to reach this level of error. The results we obtained
confirm also that by increasing the order the diagonal Padé schemes become
more efficient in 1-D.
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Figure 5.2: Relative L2 error between numerical solution and exact solution for t = 200 versus
the time step. Comparison of diagonal Padé schemes of order 4, 6, 8 and 10. On the right the
time step is divided by the number of linear systems to be solved for each scheme.The space
discretization error is about 10−12.

Pade4 Pade6 Pade8 Pade10

Number of time-
steps

33333 8360 3875 2326

Computational time 1mn36s 37s 24s 17s

DIRK34 SDIRK3 SDIRK55

Number of time
steps

87000 110000 23760

Computational time 5mn08s 6mn29s 2mn23s

Table 5.1: Computational time after imposing 1% of relative errors (1-D case).
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5.4.2 Computational results on a 2D regular square mesh
In this part we present numerical results we have obtained when using Padé
schemes to solve one simple 2D problem. We have used a tenth order finite
elements method to approximate the acoustic wave equation (5.56) on a regular
square mesh Ω = [−4, 4]2. The mesh is constructed by chosing 10 points along
both the x and y axes. We have set a homogeneous Neumann conditions on the
boundaries. In the midle of the domain, we have considered a volumetric source
given by ∫

Ω

f(x)ϕidx,

where f is the Gaussian function centered at the point (0, 0) with the distribu-
tion radius equal to 1.

For the time interval, we have chosen [0, 20]. The temporal source corre-
sponds to the Ricker function (i.e. the second-derivative of the Gaussian func-
tion).

We have compared computational times of the two efficient SDIRK schemes
(SDIRK34 and SDIRK55) with that of the diagonal Padé schemes of order 2, 4,
6 and 8, after imposing 0.1% of errors. The reference solution has been com-
puted using the eighth-order Padé scheme for ∆t = 0.01 (2000 time-steps). The
obtained results are presented in the Table 5.2. The column Memory (MiB) rep-
resents the memory consumption in megabytes during the overall simulation.
For comparison, the number of time-steps are also chosen such that the solution
can be written at exactly t = 20. For this reason, we observe in the Table 5.2
that the relative error is less than 0.1% for some schemes. Although this fact
impacts the computational time, we can observe that Padé schemes are more
efficient compared to the SDIRK. But we observe also that Padé schemes re-
quire much more memory compared to the SDIRK schemes. This is due to the
fact SDIRK schemes requires the solution of a linear system which is factorized
once for all iterations (see the Chapter 4). Only the right hand side changes at
each iteration. On the contrary for Padé schemes, their m different system to be
factorized. In the Figure 5.3, we show the evolution of the numerical solution at
different time-steps.

These preliminaries results demonstrate a clear advantage in terms of com-
putational time for Diagonal Padé schemes compared to RK Schemes even though
they require more memory. To confirm the efficiency obtained, we perform fur-
ther comparisation of simulations for 2D and 3D cases in the next chapters. Fur-
thermore, we have seen in the Chapter 4 that classical Runge-Kutta schemes
can be used to solve non linear problems which is not the case for the Padé
schemes developed in this document. To have a fair comparison, we design
in the Chapter 6 Linear-SDIRK time schemes having the same properties as
SDIRK schemes but for linear ODE only.
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Figure 5.3: Solution obtained for the scattering in a square mesh at t = 1, 3, 5, 7, 10 and the final
time t = 20.
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Schemes Number of
time steps

Relative errors Computational
time

Memory
(MiB)

Pade2 10840 0.001034 123.68s 29.6
Pade4 480 0.000954 11.49s 45.86
Pade6 160 0.000704 8.21s 62.99
Pade8 80 0.001031 6.71s 79.26
Pade10 60 0.000326 6.74s 96.39

SDIRK34 1560 0.000997 47.92s 28.28
SDIRK55 380 0.001079 20.75s 28.81

Table 5.2: Computational time after imposing 0.1% of relative errors at the final time t = 20,
Padé versus SDIRK34 and SDIRK55 (2D case).
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Chapter 6
A-stable high-order Singly Diagonally
Runge-Kutta (SDIRK) schemes for
linear ODEs

In this chapter we construct a new familly of A-stable SDIRK
schemes. The developed schemes are called Linear-SDIRK since
they share the same properties as classical SDIRK but for lin-
ear ODEs only. We explain how to implement them and com-
pare their performances with diagonal Padé schemes. The as-
sessement is done regarding dissipation, dispersion and compu-
tational time.
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6.1 Introduction
Historically, the first Runge-Kutta schemes developed were explicit and only
of second order. The need of high order schemes and the apparition of stiff
problems led to the development of implicit Runge-Kutta schemes using first
the Gauss quadrature formula to get order 2s when using scheme of s stages.
In the Chapter 4 we have seen that this kind of scheme requires the solution
of a large linear system of size sN (s being the number of stages and N being
the number of unknowns) at each time step which makes this approach quite
inefficient.

To reduce the computational burden, the idea is to construct implicit Runge-
Kutta schemes in which we will have to solve the same linear system of size N
with different right hand sides at each time step. As introduced in the Chapter
4, this kind of method is called Singly Diagonally Implicit Runge-Kutta (SDIRK)
method. From (4.42) we have seen that the stability function of SDIRK schemes
has only one pole. But due to non-linear order conditions and the A-stability
requirement, SDIRK schemes are not common in the litterature beyond order
4 (see the Section 4.5). Therefore, the main motivation of this chapter is to
construct high-order time integration schemes for linear ODEs for which the
stability function has only one pole. These new schemes that can be developed
at any order of accuracy will be called Linear-SDIRK schemes. Contrary to Padé
schemes that require the solution of different real/complex systems as detailed
in see the Chapter 5, we shall see that Linear-SDIRK schemes require to solve
a unique real linear system several times at each time step.

Unsurprisingly, in the reminder of this chapter, we consider the ODEMh
dX(t)

dt
+KhX(t) = F (t) t ∈ (0, T ]

X(0) = X0

(6.1)

obtained after spatial discretization, where Mh is the mass matrix, Kh is the
stiffness matrix and h denotes the mesh size. F (t) is a source term obtained after
discretizing the continuous source term in space and X0 is the initial condition.
The analytical solution to (6.1) after one step ∆t = tn+1 − tn is given by

X(tn+1) = e∆tA

(
X(tn) +

∫ ∆t

0

e−uAM−1
h F (n∆t+ u) du

)
, (6.2)

where A = −M−1
h Kh. The construction of the Linear-SDIRK schemes follows the

same rules as in the Chapter 5. We consider the stability function in the form

R(z) =
N(z)

D(z)
≈ ez,
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where N(z) and D(z) are polynomials of z ∈ C. We note

φ = N(∆tA)

∫ ∆t

0

e−uAM−1
h F (n∆t+ u) du+O(∆tp+1), (6.3)

and the equation (6.2) becomes

D(∆tA)X(tn+1) = N(∆tA)X(tn) + φ. (6.4)

The numerical solution Xn+1, that approximates X(tn+1), is obtained by solving
the following linear system:

D(∆tA)Xn+1 = N(∆tA)Xn + φn (6.5)

where φn is given by the following formula

φn =
m∑
r=1

Ar−1∆tr
nw−1∑
i=0

ωri F (tn + ∆t ci) . (6.6)

In the equation (6.6) m is the degree of the polynomial N or D and nw is a
number that depends on the scheme. Typically, nw is written as a function of
the order of convergence of the scheme.

6.2 Stability functions of Linear-SDIRK schemes
In this section we will consider a rational polynomial function

R(z) =
N(z)

D(z)
,

which approximates the exponential function and minimizes the error. In order
to have only one pole, the denominator of R(z) is given by

D(z) = (1− γz)s+l,

where γ, the only pole of R, is a real positive number and (s + l) is the number
of stages. In this section, we propose to find the numerator N(z) with the best
constant γ satisfying the following requirements

• the method is A-stable (see the Definition 2.15),

• the method is of order (s+ 1).

We denote Rl
s(z) the obtained stability function. By construction, we will have:

ez −Rl
s(z) = η zs+2 +O(zs+3).

The stability function Rl
s will be found by minimizing the coefficient η under the

constraints described above. The resulting schemes are called Linear-SDIRK
schemes.
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Remark The rational polynomial function Rl
s(z) constructed by this approach

will coincide with the stability function of SDIRK schemes for low orders (2, 3
and 4). However, this is no longer the case for higher order schemes. Indeed,
from the stability function and by imposing the so-called order conditions [14],
one can try to reconstruct Runge-Kutta coefficients. For higher orders, there
are too many order conditions to be satisfied, such that we are not able to find
Runge-Kutta coefficients. This means that the developed schemes in this sec-
tion work only for linear ODEs and that is why we called them Linear-SDIRK
schemes.

The stability function of the (s + 1)th-order Linear-SDIRK schemes is given
by

Rl
s(z) = 1 + z +

z

2!
+ · · ·+ zs

s!
+

zs+1

(s+ 1)!
+
α1z

s+2 + · · ·+ αs+lz
2s+l+1

(1− γz)s+l
. (6.7)

In this form, Rl
s has the correct order by construction. It is then sufficient to

satisfy the A-stability condition. In the following subsections, we describe the
obtained schemes for l = 0, l = 1, l = 2 and l = 3. In practice (to implement the
numerical scheme), we use the following expression of Rl

s:

Rl
s(z) =

N l
s(z)

(1− γz)s+l
,

where the expression of N l
s is given in equations (6.12), (6.14), (6.16) and (6.18)

for respectively l = 0, l = 1, l = 2 and l = 3. In the following, we use Dl
s as

Dl
s(z) = (1− γz)s+l.

6.2.1 Linear-SDIRK methods with s stages of order (s+ 1)

In this section we choose l = 0 and we present the constructions of Linear-
SDIRK scheme of order s+ 1 with a minimal number of stages s, s ∈ N.

Order 2

The Linear-SDIRK of order 2 is obtained for s = 1. Its stability function R0
1(z) is

sought as

R0
1(z) = 1 + z +

z2

2
+

α0z
3

(1− γz)
.

Obviously, the associated scheme is of order 2. We have

R0
1(z) =

1 + (1− γ)z +
(

1
2
− γ
)
z2 +

(
α0 − γ

2

)
z3

(1− γz)
.
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In order to have a A-stable scheme, we need to satisfy at least:

γ =
1

2

α0 =
γ

2
.

As a result, we obtain

R0
1(z) =

1 + z
2

1− z
2

,

which is the stability function of the Crank-Nicolson scheme.

Order 3

To construct a third order Linear-SDIRK scheme with s = 2 and l = 0, we must
find α1, α2 and γ such that:

R0
2(z) = 1 + z +

z2

2!
+
z3

3!
+
α1z

4 + α2z
5

(1− γz)2
.

As detailed for s = 1, we reduce to the least common denominator to find condi-
tions on α1, α2 and γ for the third order approximation. We get

α2 +
γ2

6
= 0, (6.8)

α1 −
γ

3
+
γ2

2
= 0, (6.9)

1

6
− γ + γ2 = 0. (6.10)

We compute γ as a solution to (6.10), and α1 and α2 are deduced from relations
(6.8) and (6.9). The obtained stability function is then given by

R0
2(z) =

1 + (1− 2γ)z +
(

1
2
− 2γ + γ2

)
z2

(1− γz)2
.

The two possible choices for γ are 1
2
− 1

2
√

3
and 1

2
+ 1

2
√

3
(the roots of (6.10)). The

one that leads to A-stable scheme is γ = 1
2

+ 1
2
√

3
. In fact with this choice of γ the

modulus of the asymptote of R0
2(z) when z tends to +∞ satisfies∣∣∣∣ 1

2
− 2γ + γ2

γ2

∣∣∣∣ < 1,

which is a necessary condition to have an A-stable scheme. The other root does
not satisfy this condition. The associated method has the same stability function
as the SDIRK of order 3 obtained by Crouzeix (see [1]).
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Order 4

To construct a fourth order Linear-SDIRK scheme with s = 3 and l = 0, we must
find α1, α2, α3 and γ such that:

R0
3(z) = 1 + z +

z2

2!
+
z3

3!
+
z4

4!
+
α1z

5 + α2z
6 + α3z

7

(1− γz)3
.

As previously, we obtain α1, α2, α3 from γ. The parameter γ is solution to

γ3 − 3

2
γ2 +

γ

2
− 1

24
= 0,

which is necessary for the A-stability condition. Only one root of this equation
leads to an A-stable scheme. It is

γ =
1√
3

cos(
π

18
) +

1

2
.

We note the polynomial

P (z) = (1− γz)3

(
1 + z +

z2

2!
+
z3

3!
+
z4

4!

)
= a0(γ) + a1(γ)z + · · ·+ a7(γ)z7.

The numerator N0
3 (z) is then obtained by truncating this polynomial (since the

coefficients α1, α2 and α3 are set to cancel the higher order terms):

N0
3 (z) = a0(γ) + a1(γ)z + a2(γ)z2 + a3(γ)z3.

We then have
R0

3(z) =
a0(γ) + a1(γ)z + a2(γ)z2 + a3(γ)z3

(1− γz)3
.

The stability function of the Linear-SDIRK of order 4 with s = 3 and l = 0 is
then given by

R0
3(z) =

N0
3 (z)

(1− γz)3
.

This scheme has the same stability function as the SDIRK scheme of order 4
obtained by Crouzeix (see [1]).

General case

Now we present a general method to construct a s-stages Linear-SDIRK scheme
of order s+ 1. Let R0

s be the stability function. We search for R0
s of the form:

R0
s(z) = 1 + z +

z

2!
+ · · ·+ zs+1

(s+ 1)!
+
α1z

s+2 + · · ·+ αsz
2s+1

(1− γz)s
.
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We note the polynomial P that appears while reducing to the common denomi-
nator:

P (z) = (1− γz)s
(

1 + z +
z2

2!
+ · · ·+ zs+1

(s+ 1)!

)
= a0(γ) + a1(γ)z + · · ·+ a2s+1(γ)z2s+1.

The constants αi are chosen to balance higher-order terms of P , i.e.

αi = −as+1+i(γ), i = 1 . . . s.

A necessary condition to obtain A-stable property is that the term in zs+1 van-
ishes, that is to say

as+1(γ) =
s∑
i=0

(−γ)i
(
s
i

)
(s+ 1− i)! = 0. (6.11)

Finally, the numerator of R0
s(z) is given by

N0
s (z) = a0(γ) + a1(γ)z + a2(γ)z2 + · · ·+ as(γ)zs. (6.12)

We have

R0
s(z) =

N0
s (z)

(1− γz)s
.

To ensure the A-stability condition we choose γ as follows: for each γ root of
(6.11), we compute the asymptote of R0

s(z) when z tends to infinity. If the asymp-
tote is lower or equal to 1, we look for the roots of the following polynomial
equation:

|N(i
√
z)|2 = |D(i

√
z)|2. (6.13)

We choose
√
z instead of z to obtain a polynomial equation of lower degree and

easier to solve. Since γ > 0, R0
s is holomorphic in the negative half plane (C−).

Then based on the maximum principle, R0
s reaches its maximal value on the

imaginary axis or when |z| tends to infinity. For these reasons it suffices to
consider only the imaginary axis. Hence, if the polynomial equation (6.13) has
no real roots except zero, then the scheme is A-stable, otherwise the scheme is
not A-stable. We present in Table 6.1, the A-stable schemes we have obtained.

As presented in Table 6.1, 6 is the maximal order that we can achieve. In
fact, for s ≥ 6, it can be conjectured that there is no root γ that leads to a A-
stable scheme. Without extra stage (l = 0), we have retrieved the Linear-SDIRK
schemes presented by Burrage [13]. To get higher-order schemes, we need to
increase the number of stages. This will be addressed in the next subsections.
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s γopt comment
1 0.5 -
2 0.788675134594813 -
3 1.068579021301629 -
4 x No A-stable schemes
5 0.473268391258295 -
6 x No A-stable schemes
r ≥ 8 x No A-stable schemes

Table 6.1: Minimal stage Linear-SDIRK of order (s+1) and associated value of γ.

6.2.2 Linear-SDIRK methods (s+ 1)-stages of order (s+ 1)

Here we add one extra stage which corresponds to l = 1. The stability function
is then equal to

R1
s(z) = 1 + z +

z

2!
+ · · ·+ zs+1

(s+ 1)!
+
α1z

s+2 + · · ·+ αs+1z
2s+2

(1− γz)s+1
.

In this case, γ is a free parameter. We note P the polynomial that is involved
while reducing to the common denominator:

P (z) = (1− γz)s+1

(
1 + z +

z2

2!
+ · · ·+ zs+1

(s+ 1)!

)
= a0(γ) + a1(γ)z + · · ·+ a2s+2(γ)z2s+2.

The constants αi are chosen to balance higher-order terms of P , i.e.

αi = −as+1+i(γ), i = 1 . . . s+ 1.

Finally, the numerator of R1
s(z) is given by

N1
s (z) = a0(γ) + a1(γ)z + a2(γ)z2 + · · ·+ as+1(γ)zs+1 (6.14)

and we thus have
R1
s(z) =

N1
s (z)

(1− γz)s+1
.

The optimization is done by minimizing |η(γ)| = |as+2(γ) +
1

(s+ 2)!
| under the

A-stability constraint:
arg min

γ, |R1
s(z)|≤1, z∈C−

|η(γ)|. (6.15)

Since γ is the only free parameter, this constraint imposes that γ belongs to
an interval or a set of intervals. The admissible intervals for γ, for which the
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s Interval for γ γopt
1 [1

4
,∞[ leads to third order

2 [1
3
, 1.06866] leads to fourth order

3 [0.39434, 1.28057] 0.394337567297407
4 [0.24651, 0.3618] ∪ [0.42079, 0.47326] leads to sixth order
5 [0.28407, 0.5409] 0.284064638011799
6 x No A-stable schemes
7 [0.21705, 0.26471] 0.217049743094304
r ≥ 8 x No A-stable schemes

Table 6.2: Linear-SDIRK of order (s+1) with one additional stage.

schemes are A-stable, are represented in Table 6.2. The optimal value of γ that
minimizes the error term |η(γ)| is also provided for each s. This optimization has
been perfomed using the simplex algorithm. We can observe that the optimum
coincides with the left extremity of the stability interval for γ. We have obtained
the same admissible intervals as Burrage (see [13]).

We see here that we are able to obtain an A-stable scheme of order eight con-
trary to the previous section. We have also found a fifth-order A-stable scheme
which after optimization leads to a sixth order scheme.

6.2.3 Linear-SDIRK methods (s+ 2)-stages of order (s+ 1)

To obtain higher-order Linear-SDIRK schemes we increase the number of stages.
Here we take l = 2 (instead of l = 1 in the previous subsection), and it leads to
Linear-SDIRK schemes with two additional stages:

R2
s(z) = 1 + z +

z

2!
+ · · ·+ zs+1

(s+ 1)!
+
α1z

s+2 + · · ·+ αs+2z
2s+3

(1− γz)s+2
.

In this case we have two free parameters γ and α1. Now let P be the polynomial
that appears while reducing to the common denominator:

P (z) = (1− γz)s+2

(
1 + z +

z2

2!
+ · · ·+ zs+1

(s+ 1)!

)
= a0(γ) + a1(γ)z + · · ·+ a2s+3(γ)z2s+3.

The constants αi are chosen to cancel out higher-order terms of P , i.e.

αi = −as+1+i(γ), i = 2 . . . s+ 2.

Finally, the numerator of R2
s(z) is given by

N2
s (z) = a0(γ) + a1(γ)z + a2(γ)z2 + · · ·+ as+1(γ)zs+1 + (as+2(γ) + α1)zs+2. (6.16)
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s γopt α1opt comment
1 ≤ s ≤ 4 - - No uniqueness
5 0.204071 1.9839430662 · 10−4 -
6 - - leads to eighth order
7 0.166890 2.9259251764 · 10−6 -
8 x x No A-stable schemes
9 0.141940 2.2982637210 · 10−8 -
r ≥ 10 x x No A-stable schemes

Table 6.3: Linear-SDIRK of order (s+1) with two additional stages

We have

R2
s(z) =

N2
s (z)

(1− γz)s+2
.

The optimization is done by minimizing |η(γ)| = |α1 −
1

(s+ 2)!
| under the A-

stability constraint:
arg min

γ, α1,|R2
s(z)|≤1, z∈C−

|η(γ)| (6.17)

Since we have two parameters, this constraint will imposes that γ and α1

belong to 2-D regions. We have first identified the 2-D admissible regions for
(γ, α1) where the schemes are A-stable. Then, we have zoomed on the minimum
value. The stability region for the two parameters is colored in black in the
Figures 6.1, 6.2 and 6.3. The optimal value that minimizes the error η is found

when α1 is closer to the line y =
1

(s+ 2)!
, s = 5, 6, 7 in the different figures.

The values we have chosen for γ and α1 are presented in Table 6.3. The
presented values are not exactly the optimal values, since the optimal values lie
in the boundary of the admissible regions. In order to have robust methods, we
prefered to choose nearly optimal values that are strictly inside the admissible
regions. We see here that we are able to obtain an A-stable tenth-order scheme
(versus 8 in the previous subsection). For 1 ≤ s ≤ 4, we did not find a unique
optimal choice for the two free parameters.

6.2.4 Linear-SDIRK methods (s+ 3)-stages of order (s+ 1)

Following the results obtained in previous subsections, we increase again the
number of additional stages up to l = 3. The stability function is then written
as follows:

R3
s(z) = 1 + z +

z

2!
+ · · ·+ zs+1

(s+ 1)!
+
α1z

s+2 + · · ·+ αs+3z
2s+4

(1− γz)s+3
.
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Figure 6.1: Admissible stability region for γ and α1 in the construction of Linear-SDIRK
schemes of order s+ 1 = 6 with 2 additional stages.
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Figure 6.2: Admissible stability region for γ and α1 in the construction of Linear-SDIRK
schemes of order s+ 1 = 8 with 2 additional stages.
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Figure 6.3: Admissible stability region for γ and α1 in the construction of Linear-SDIRK
schemes of order s+ 1 = 10 with 2 additional stages.
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s γopt α1opt α2opt

1 ≤ s ≤ 6 - - No uniqueness
7 0.136339 2.767416226 · 10−06 −3.464398093 · 10−06

8 - - leads to tenth order
9 0.151706 2.459114959 · 10−08 −4.3140917546 · 10−08

10 x x x
11 0.132572 1.644515143 · 10−10 −2.89891484131 · 10−10

r ≥ 12 x x x

Table 6.4: Linear-SDIRK of order (s+1) with three additional stages

We have three free parameters γ, α1 and α2. Like in previous subsections, we
note P the polynomial that appears while reducing to the common denominator:

P (z) = (1− γz)s+3

(
1 + z +

z2

2!
+ · · ·+ zs+1

(s+ 1)!

)
= a0(γ) + a1(γ)z + · · ·+ a2s+4(γ)z2s+4.

The constants αi, i = 3 . . . s + 3 are chosen to compensate higher-order terms of
P , i.e.

αi = −as+1+i(γ), i = 3 . . . s+ 3.

Finally, the numerator of R3
s(z) is given by

N3
s (z) = a0(γ) + a1(γ)z + a2(γ)z2 + · · ·+ as+1(γ)zs+1

+ (as+2(γ) + α1)zs+2 + (as+3(γ) + α2)zs+3.
(6.18)

The stability function reads:

R3
s(z) =

N3
s (z)

(1− γz)s+3
.

The optimization is done by minimizing |η(γ)| = |α1 −
1

(s+ 2)!
| under the A-

stability constraint:
arg min

γ, α1, α2, |R3
s(z)|≤1, z∈C−

|η(γ)|. (6.19)

With three parameters, the constraint imposes that γ, α1 and α2 belong to a 3-D
region. Like in the previous subsection with two parameters, we have proceeded
by identifying the region for the free parameters where the schemes is A-stable.
This is done by finding the region for γ first then searching for a 2D region for α1

and α2. In the Figures 6.4, 6.5 and 6.6 we show the shape of the stability region
for the free parameters. Knowing the stability region for the three parameter,
we have chosen the coefficients that minimize the error term η(γ). The optimal



Chapter 6. A-stable high-order SDIRK schemes for linear ODE 137

Figure 6.4: Admissible stability region for γ, α1 and α2 in the construction of Linear-SDIRK
schemes of order s+ 1 = 8 with 3 additional stages.

Figure 6.5: Admissible stability region for γ, α1 and α2 in the construction of Linear-SDIRK
schemes of order s+ 1 = 10 with 3 additional stages.

values obtained for γ, α1 and α2 are presented in Table 6.4. Here we have been
able to obtain an A-stable scheme of order twelve (versus 10 in the previous
sub-section). For 1 ≤ s ≤ 6, we did not find a unique optimal choice for the three
free parameters.

Remark There are no A-stable schemes of order 5, 7, 9 and 11 for l equal
respectively to 0, 1, 2 and 3. As far as we know, there is no A-stable schemes of
order 13, 15, . . . for l respectively equal to 4, 5, . . . . It can be conjectured that
the maximal order for an A-stable Linear-SDIRK scheme is 2l + 6.

Remark Except for the third order scheme obtained for l = 0, a scheme of odd
order p leads to a scheme of order p+1 after optimization. That is why only even
orders are represented in Tables 6.3 and 6.4.
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Figure 6.6: Admissible stability region for γ, α1 and α2 in the construction of Linear-SDIRK
schemes of order s+ 1 = 12 with 3 additional stages.

To summarize, we have provided optimal coefficients to construct the stabil-
ity function of A-stable Linear-SDIRK schemes up to order 12. These stability
functions are obtained by replacing the different coefficients into the equation
(6.7). We note that the values obtained for γ are rather small. For this reason
the matrix (I−γ∆tA), that wil be involved in the linear system to be solved (see
6.4.2), will be well-conditioned.

6.3 Numerical stability, dissipation and disper-
sion

We recall the test equation we use to analyse the numerical stability, dissipation
and dispersion:

y′ = iλy, y(t0) = y0 and λ ∈ R. (6.20)

By construction, all the Linear-SDIRK schemes presented in this paper are A-
stable. Furthermore, the second order Linear-SDIRK has the same stability
function as the second order diagonal Padé scheme. Both are not dissipative
when applied to the test equation (6.20) and have the same dispersion error. In
Figures 6.7, 6.8, 6.9 and 6.10, we present the relative dispersion error (on the
left) and the relative dissipation error (on the right) of diagonal Padé schemes
compared to the Linear-SDIRK schemes. The abscissa is

z

m
where m represents

the computational complexity of the scheme (see the Section 5.2 for diagonal
Padé schemes). For the Linear-SDIRK schemes of order s + 1, m = s + l is the
number of linear systems to be solved to compute the numerical solution after
one step.

Remark In the figure 6.7, the diagonal Padé scheme of order 4 (Pade4), which
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Figure 6.7: Dispersion and dissipation curves of diagonal Padé schemes of order 4 compared
to that of the Linear-SDIRK, when applied to the test equation (6.20). LS2 − l and LS3 − l
represents the s = 2 and s = 3 plus l additional stages Linear-SDIRK of order 3 and 4.

is not dissipative, is less dispersive than the Linear-SDIRK schemes. Among the
Linear-SDIRK schemes of order 4, the less dispersive and the less dissipative
scheme is the one obtained for s = 3 and l = 1 (LS3− 1).

Remark In the Figure 6.8, the diagonal Padé scheme of order 6 (Pade6), which
is not dissipative, is less dispersive compared to the Linear-SDIRK schemes of
the same order. Among the Linear-SDIRK schemes of order 6, the less disper-
sive and the less dissipative scheme is the one obtained for s = 5 and l = 2
(LS5− 2).

Remark In Figure 6.9, the diagonal Padé scheme of order 8 (Pade8), which is
not dissipative, is less dispersive than any of the Linear-SDIRK schemes of the
same order. Among the Linear-SDIRK schemes of order 8, the less dispersive
and the less dissipative scheme is the one obtained for s = 7 and l = 3 (LS7− 3).

6.4 Computation of the RHS term and algorithm

6.4.1 Computation of the right hand side (RHS)
The stability function of Linear-SDIRK schemes of order s ≥ 2 can be written in
the form

Rl
s(z) =

N l
s(z)

Dl
s(z)

.
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Figure 6.8: Dispersion and dissipation curves of diagonal Padé schemes of order 6 compared to
that of the Linear-SDIRK, when applied to the test equation (6.20). LS5− l represents the s = 5
plus l additional stages Linear-SDIRK of order 6.
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Figure 6.9: Dispersion and dissipation curves of diagonal Padé schemes of order 8 compared to
that of the Linear-SDIRK, when applied to the test equation (6.20). LS7− l represents the s = 7
plus l additional stages Linear-SDIRK of order 8.
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Figure 6.10: Dispersion and dissipation curves of diagonal Padé schemes of order 10 compared
to that of the Linear-SDIRK, when applied to the test equation (6.20). LS9 − l represents the
s = 9 plus l additional stages Linear-SDIRK of order 10.

with N l
s(z) and Dl

s(z) defined in the previous subsections. We derive the expres-
sion of φ from the equation (6.5) to obtain

φ = Dl
s(∆tA)X(tn+1)−N l

s(∆tA)X(tn) +O(∆ts+2). (6.21)

Polynomials Dl
s and N l

s are represented as follows:

Dl
s(z) =

s+l∑
i=0

Diz
i, N l

s(z) =
s+l∑
i=0

Niz
i.

We perform the Taylor expansion of X(tn+1) = X(tn + ∆t) and X(tn) around

tn +
∆t

2
at order s + 1. For simplicity we note X(k) = X(k)

(
tn +

∆t

2

)
the k-th

derivative of X(t) with respect to t at tn +
∆t

2
. We obtain:

φ =
s+l∑
i=0

s+1∑
k=0

(
∆t

2

)k
(∆tA)i

k!

(
Di − (−1)kNi

)
X(k) +O(∆ts+2).

Then, we use the relation

X(k)
n =

k∑
j=1

Ak−jF (j−1) + AkXn,
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to obtain the following expression

φ =

[
s+l∑
i=0

s+1∑
k=0

(∆tA)i+k

2k k!

(
Di − (−1)kNi

)]
X(0)

+∆t

[
s+l∑
i=0

s+1∑
k=0

k∑
j=1

(∆tA)i+k−j

2k k!

(
Di − (−1)kNi

)
∆tj−1F j−1

]
+O(∆ts+2).

The first term is in O(∆ts+2) because the homogeneous scheme is of order s+ 1.
Regarding the second term, we introduce r = i+ k − j + 1 to find

φ = ∆t
s+1∑
r=1

(∆tA)r−1

s+2−r∑
j=1

αr,lj−1∆tj−1F (j−1) +O(∆ts+2)

where

αr,lj−1 =

min(r−1,s+l)∑
i=0

1

2r+j−i−1(r + j − i− 1)!

(
Di − (−1)r+j−i−1Ni

)
. (6.22)

We can notice that
αs+1,0

0 = 0

because γ solves Equation (6.11). It means that the sum over r can be reduced
to r ∈ [1, s] when l = 0. Finally we end up with the approximation

s+1∑
i=0

αr,li ∆tiF (i) ≈
nw−1∑
i=0

ωr,li F (tn + ∆t ci) .

We have chosen a sum from 0 to s + 1 instead of s + 1 − r because the obtained
schemes are more accurate with this choice. It can be noted that the coefficients
(αr,li )i>s+1−r can be chosen freely, they do not affect the order of accuracy. In the
same way, the points ci can be chosen freely. We have made the choice of taking
the nominal values for (αr,li )i>s+1−r (as defined by equation (6.22)) and to take
s + l + 1 Gauss-Legendre points for ci in the interval [0, 1] (nw = s + 1). The
weights ωr,li are found by solving a Vandermonde system as detailed in 5.2.3 for
Padé schemes. φn is therefore computed by using the formula

φn =
s+l∑
r=1

Ar−1∆tr
s∑
i=0

ωr,li F (tn + ∆t ci) .

6.4.2 Stable algorithm
For Linear-SDIRK schemes with s + l ≥ 8, we have observed an instability
because of the very large eigenvalues of the matrix ∆tA due to a local refinement
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for instance. For s + l = 7, the scheme is stable but polluted by round-off errors
such that it can be less efficient than fourth-order Linear-SDIRK schemes. This
instability is due to round-off errors and the Hörner’s algorithm when we deal
with polynomials of higher degrees.

When solving a homogeneous ODE (there is no source term), a stable algo-
rithm consists of factorizing the stability function Rl

s(z) as follows

Rl
s(z) =

 nr∏
k=1

1− z

λk
1− γz

 (
nc∏
k=1

(1− bkz + akz
2)

(1− γz)2

)

and of using this factorization to get an accurate solution. We have detailed in

Algorithm 4 Stable algorithm without source term for Linear-SDIRK schemes
y = Xn

for k = 1, . . . , nc do
b = y − bk∆tAy + ak(∆tA)2y
Solve (I − γ∆tA)2y = b

end for
for k = 1, . . . , nr do
b = y − ∆tA

λk
y

Solve (I − γ∆tA)y = b
end for
Xn+1 = y

Algorithm 4 the stable algorithm in the case where N l
s has real and complex

conjugate roots. These roots are grouped together such that only second-degree
polynomials of A are involved.

When the source term is added, we rewrite φn in the following form:

φn = ∆t
s+l∑
r=1

Qr−1(∆tA)
s∑
i=0

ω̃r,li F (tn + ∆t ci)

where the polynomials Qr−1 are based on the factorization of the numerator
N l
s(z)

Q0(z) =

(
1− z

λnr

)(
1− z

λnr−1

)
· · ·
(

1− z

λn1

)(
1− bncz + ancz

2
)
· · ·
(
1− b2z + a2z

2
)
z

Q1(z) =

(
1− z

λnr

)(
1− z

λnr−1

)
· · ·
(

1− z

λn1

)(
1− bncz + ancz

2
)
· · ·
(
1− b2z + a2z

2
)

Q2(z) =

(
1− z

λnr

)
· · ·
(

1− z

λn1

)(
1− bncz + ancz

2
)
· · ·
(
1− b3z + a3z

2
)

(1− γz)2z
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Q3(z) =

(
1− z

λnr

)
· · ·
(

1− z

λn1

)(
1− bncz + ancz

2
)
· · ·
(
1− b3z + a3z

2
)

(1− γz)2

· · ·

Qs+l−2(z) =

(
1− z

λnr

)
(1− γz)s+l−1

Qs+l−1(z) = (1− γz)s+l

Let us introduce:

Gr =
s∑
i=0

ω̃r,li F (tn + ∆t ci)

A stable algorithm taking into account the presence of the source term is given
in Algorithm 5. Note that we have proposed an efficient algorithm to solve a
second order polynomial having two complex-conjugate roots in the Section 5.2
of the Chapter 5.

Algorithm 5 Stable algorithm with source term for Linear-SDIRK schemes
y = Xn

for k = 1, . . . , nc do
b = (∆tA) (ak∆tAy +G2k−1 + bky) +G2k

Solve (I − γ∆tA)2y = b
end for
for k = 1, . . . , nr do
b = y − ∆tA

λk
y +G2nc+k

Solve (I − γ∆tA)y = b
end for
Xn+1 = y

We recall that the values we have obtained for γ in the Section 6.2 are small
(γ < 1). As a result the matrix (I − γ∆tA), involved in the linear system to be
solved at each time step (see the Algorithms 4 and 5), is well-conditioned.

The Algortims 4 and 5 can be applied to the Padé scheme developed in the
Chapter 5 as well. In fact for Padé schemes of order beyond 12, we have observed
the same instability.

6.5 Numerical results for 1D and 2D wave equa-
tions

We are interested in solving the acoustic wave equation formulated as a first
order system. The scalar field u and vectorial field v depend on the space x and
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the time t and are solutions to the following boundary value problem:

ρ ∂tu− div v = 0, ∀(x, t) ∈ Ω× R+

µ−1∂tv −∇u = 0, ∀(x, t) ∈ Ω× R+

u(x, 0) = ∂tu(x, 0) = 0, ∀x ∈ Ω (null initial conditions)

u = fD, x ∈ ΓD (Dirichlet condition)

µ∂nu = fN , x ∈ ΓN (Neumann condition)

µ∂nu+
√
ρµ ∂tu = fA, x ∈ ΓA (Absorbing condition)

(6.23)

where Ω is the computational domain. ΓD, ΓN and ΓA are the boundaries associ-
ated respectively with Dirichlet, Neumann and absorbing boundary condition. n
is the outgoing normal to the considered boundary, ρ and µ are physical indexes,
which are piecewise constant. fD, fN and fA are given source functions.

6.5.1 Convergence curves and numerical results in 1-D

The wave equation (6.23) is solved in 1-D in a homogeneous medium

ρ = µ = 1

in the computational domain Ω = [0, 500]. An inhomogeneous Dirichlet condition
is set on the left extremity

u(x = 0, t) = e−iωt exp

(
−1

2

(
t− T
τ

)2
)

where
ω = 2π, τ =

20

2
√

2 log 2
, T = 100

and a homogeneous Neumann condition is set on the right extremity. In space,
mixed spectral elements of order 16 are used. The computational domain Ω is
subdivided into 500 regular sub-intervals. As a result, we have 16 points per
wavelength, which is rather high, but with this choice, the space discretization
error is about 10−12. We choose [0, 1000] for the time interval. For this case, we
can compare the numerical results with the following analytical solution (before
reflection)

uexact(x, t) = eiω(x−t) exp

(
−1

2

(
t− T − x

τ

)2
)

After the first reflection, the solution u will be conjugated.
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Pade4 LS3−0 LS3−1 Pade6 LS5−0 LS5−1 LS5−2

Number of
time-steps

33333 110000 25960 8360 18835 11540 7355

Computa-
tional time

1mn36s 5mn23s 1mn48s 37s 1mn31s 1mn09s 53s

Pade8 LS7−1 LS7−2 LS7−3 Pade10 LS9−2 LS9−3

Number of
time-steps

3875 5830 4600 3700 2326 3106 2845

Computa-
tional time

24s 46s 43s 38s 17s 34s 34s

Table 6.5: Computational time after imposing 1% of relative errors (1-D case).

In Figure 6.11, we present the relative L2 error between the exact solution
and the numerical solution (obtained with diagonal Padé schemes and Linear-

SDIRK schemes of order 4, 6 and 8) at t = 200. The abscissa is
∆t

m
where ∆t is

the time step and m is the number of linear systems we need to solve at each
time step (see the Section 5.2 of the Chapter 5 for Padé schemes and the Section
6.2 for the Linear-SDIRK schemes). The advantage of this choice is that for a

given
∆t

m
, the complexity of the different time schemes is the same.

The obtained convergence curves (Figure 6.11) show that the diagonal Padé
schemes are more efficient than the Linear-SDIRK of the same order. These
curves confirm the results we have obtained for the dispersion and dissipation
curves as shown in Figures 6.7, 6.8 and 6.9. For the Linear-SDIRK of the same
order, we can also see that the best ones are the LS3 − 1, LS5 − 2 and LS7 − 3,
which was also noticeable in the dispersion and dissipation curves.

To evaluate the efficiency of the schemes regarding the computational times,
we have chosen the best Linear-SDIRK schemes of order 4, 6 and 8. Our target
is one percent (1%) of relative L2 error which is computed at t = 1000 between the
numerical solution and the analytical solution. We present the computational
times needed for the Linear-SDIRK schemes and the diagonal Padé in Table 6.5
to reach this error. The results we have obtained confirm that the diagonal Padé
schemes are more efficient than the Linear-SDIRK schemes in 1D.
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Figure 6.11: Relative L2 error between numerical solution and exact solution for t = 200 versus
the time step. Comparison of diagonal Padé and Linear-SDIRK of order 4, 6 and 8. LSs − l
represent the s plus l additional stages Linear-SDIRK of order s+1. The space discretization
error is about 10−12.
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Figure 6.12: Mesh used for the resonant cavity. On the right, detail of the mesh close to the
entry of the cavity.

6.5.2 Numerical results in 2D

Results with an absorbing boundary condition

In this paragraph, we consider the scattering of a resonant cavity. The compu-
tational domain Ω is meshed with quadrilaterals (see Figure 6.12). The external
boundary is a circle of radius 1.5. The internal boundary is a circle of radius 1,
the cavity is a circle of radius 0.5. The circular cavity is linked with the exte-
rior domain by a rectangle of thickness sin

(
π

180

)
. We have chosen the following

physical parameters

ρ =

{
0.8 if

√
x2 + y2 ≤ 1.25

1.0 otherwise
, µ =

{
1.2 if

√
x2 + y2 ≤ 1.25

1.0 otherwise

An homogeneous Neumann boundary condition is set on all the boundaries ex-
cept at the external circle. On this circle of radius 1.5, an inhomogeneous ab-
sorbing boundary condition is set (corresponding to the scattering by a plane
wave):

µ∂nu+
√
ρµ ∂tu = µ∂nu

inc +
√
ρµ ∂tu

inc, on ΓA

where the incident field is given by

uinc = h(t− 1.5− x)

where
h(t) = sin(ωt)e−b(t−T )2
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Pade4 LS3−0 LS3−1 Pade6 LS5−0 LS5−1 LS5−2

Number of
time-steps

2370 7745 1955 623 1393 856 823

Computa-
tional time

5mn25s 21mn17s 7mn27s 2mn16s 6mn27s 4mn49s 5mn26s

Memory
(MiB)

362.96 233.99 237.17 486.78 240.36 243.54 246.73

Pade8 LS7−1 LS7−2 LS7−3 Pade10 LS9−2 LS9−3

Number of
time-steps

297 449 370 911 181 478 481

Computa-
tional time

1mn33s 3mn23s 3mn13s 8mn40s 1mn19s 5mn05s 5mn37s

Memory
(MiB)

606.21 249.91 253.1 256.29 730.03 259.48 262.66

Table 6.6: Computational time after imposing 0.1% of L2 relative error for the scattering of a
resonant cavity.

with
ω = 16π, b = 4, T =

√
log(106)

The solution is computed with real numbers (contrary to 1-D results), for a time
interval [0, 10]. The solution is displayed in Figure 6.13 for t = 2, 3, 4, 5, 6 and at
the final time t = 10.

The mesh is locally refined close to the points where the solution possesses a
singularity (see Figure 6.12) with five levels of refinement and a ratio 4. We are
using Q10 finite elements (as detailed previously) such that the error due to the
space discretization is below 10−6. The reference solution is computed on this
mesh with ∆t = 0.01 and eighth-order Padé scheme. By modifying only the time
step ∆t (the mesh is always the mesh of Figure 6.12), we aimed at reaching a
relative L2 error (compared to the reference solution) below 0.1% for the final
time t = 10. In Table 6.6, the number of time iterations and the computational
time needed to reach this error are given.

Padé schemes are clearly more efficient for this case. We have observed that
LS7 − 1 is more efficient than LS7 − 3. This is due to the fact that the source
term is not treated optimally. However, we think that by choosing appropri-
ately the coefficients αr,li and the points ci (free parameters introduced in the
Section 6.4.1), it might be possible to recover a good behavior. To confirm this
observation, we have set an homogeneous absorbing boundary condition and the
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Figure 6.13: Solution obtained for the scattering of a resonant cavity from t = 2, 3, 4, 5, 6 and 10.
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Pade4 LS3−1 Pade6 LS5−0 LS5−1 LS5−2

Number of
time-steps

2500 2059 738 1642 1007 679

Computational
time

5mn31s 7mn30s 2mn37s 7mn38s 5mn41s 4mn28s

Pade8 LS7−1 LS7−2 LS7−3 Pade10 LS9−2 LS9−3

Number of
time-steps

381 560 442 365 248 316 298

Computa-
tional time

1mn53s 4mn18s 3mn49s 3mn29s 1mn36s 3mn10s 3mn17s

Table 6.7: Computational time after imposing 0.1% of L2 relative error with an initial condition.

following initial condition (instead of 0):

u = exp

(
−7

(x2 + y2)

0.152

)
For the initial condition we find that LS7 − 3 is more efficient than LS7 − 1 as
expected. The comparison results of Linear-SDIRK schemes and Padé schemes
are represented in Table 6.7. We see that Linear-SDIRK schemes perform well,
but they are less efficient than Padé schemes.

Results with PML

In this paragraph, we show some results when the mesh includes PML lay-
ers. The physical domain is the rectangle [−2.8, 2.8] × [−3.5, 3.5] which is sup-
plemented by PML layers of thickness 0.3 (for x > 2.8, x < −2.8 and y < −3.5).
An array of circular inclusions (disks of diameter 0.04, represented in green in
the Figure 6.14) is considered. Two consecutive inclusions are separated by a
distance of 0.5. We take the following physical parameters:

ρ =

{
4.0 if inside an inclusion
1.0 otherwise , µ =

{
0.8 if inside an inclusion
1.0 otherwise

On the top boundary, an inhomogeneous Neumann condition is set

∂nu =

√
α

π
e−αx

2

sin(ωt) e−b(t−T )2 , for y = 3.5

where
α =

log(106)

1.82
, ω = 10π, b = 2, T =

√
2 log(106)
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Figure 6.14: Mesh used for the array of inclusions. At right, detail of the mesh close to an
inclusion (in green).

The solution for t = 3, 6, 9 and the final time t = 16 are plotted in the Figure
6.15.

We are using Q10 finite elements (as detailed previously) on the mesh of the
figure 6.14 such that the error due to the space discretization is below 10−6.
The reference solution is computed on this mesh with ∆t = 0.01 and the eighth-
order Padé scheme. We aimed at reaching a relative L2 error (compared to this
reference solution) below 1% for the final time t = 10. In the Table 6.8, the
number of time iterations and the computational time needed to reach this error
are given.

The tenth-order Padé scheme is the most efficient for this case. We observe
also that LS7 − 3 is not efficient. When we look at the numerical error, we
observe that it involves high-frequency modes whereas the numerical error for
Padé schemes involves the ”usual” modes.
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Figure 6.15: Solution obtained for the scattering of circular inclusions for t = 3, 6, 9 and the final
time t = 16.
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Pade4 LS3− 1 Pade6 LS5− 0 LS5− 1 LS5− 2

Number of
time-steps

1410 1215 438 968 594 524

Computational
time

16mn32s 28mn51s 10mn47s 30mn53s 20mn30s 20mn57s

Memory (GiB) 1.78 1.14 2.4 1.16 1.17 1.19

Pade8 LS7−1 LS7−2 LS7− 3 Pade10 LS9−2 LS9− 3

Number of
time-steps

226 336 280 447 145 295 251

Computa-
tional time

7mn18s 15mn20s 14mn38s 25mn24s 4mn59s 15mn21s 14mn34s

Memory
(GiB)

3 1.2 1.22 1.23 3.62 1.25 1.26

Table 6.8: Computational time after imposing 1% of relative L2 error for the scattering of inclu-
sions.
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6.6 Concluding remarks for Linear-SDIRK and
Padé schemes

In the Chapter 5 and the current chapter, we have investigated two differ-
ent classes of one-step schemes satisfying the A-stability property the so-called
Padé schemes and Linear-SDIRK schemes. For both types of schemes, we have
provided a description of the construction at any order and more importantly
how to handle the source term. For Linear-SDIRK schemes, we have computed
the coefficients γ and αi until order 12. They have been implemented in the
C++ code Montjoie. An implementation in Python of these schemes is also pro-
posed in the provided files quadrature.py and linear scheme.py. These files can
be downloaded at https://www.math.u-bordeaux.fr/˜durufle/codes.
php. The implementation includes stable algorithms that are robust with re-
spect to round-off errors. This property is important for high-order schemes
when the linear discrete operator has large eigenvalues (which is usually the
case when implicit methods are used). Dispersion and dissipation analyses
show that Padé schemes are more efficient than Linear-SDIRK schemes. More-
over, they are more robust when the system includes a source term. But Linear-
SDIRK schemes are less memory consuming compared to Padé schemes.

Concerning Linear-SDIRK, extra-stages are usually beneficial. For example,
numerical experiments show that LS3 − 0 is much less accurate than LS3 − 1,
it explains why several works have proposed low dispersive third and fourth
order DIRK schemes (e.g. [71, 44, 59]). For a homogeneous linear differential
equation (without source term), LS3− 1, LS5− 2, LS7− 3 and LS9− 2 are more
efficient. We think that for high order schemes (such as tenth order schemes),
the optimization should take into account the set of coefficients αi and not only
α1 to recover the advantage of extra-stages. For the inhomogeneous case (with
a source term), it turns out that LS3 − 1, LS5 − 1, LS7 − 2 and LS9 − 2 are
more efficient than other Linear-SDIRK schemes. We think that Linear-SDIRK
schemes may be improved in the inhomogeneous case by choosing appropriate
interpolation points ci or coefficients αr,li . Another prospect is to perform the
optimization of Linear-SDIRK schemes with another objective than minimizing
|η|. We can think about finding the best approximation of the exponential on
a given interval of the imaginary axis, or minimizing the dispersion error for
example.

https://www.math.u-bordeaux.fr/~durufle/codes.php
https://www.math.u-bordeaux.fr/~durufle/codes.php
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Chapter 7
Higher-order optimized Explicit
Runge-Kutta schemes for linear
ODEs

In this chapter we present a construction of optimized explicit
Runge-Kutta schemes for linear ODEs that we called Linear-
ERK. The schemes are constructed using polynomial stability
functions which are obtained by maximizing the CFL number.
Then we provide algorithms to implement these schemes and
numerical results to compare them.
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7.1 Introduction
As we have seen in the Chapter 4, explicit sechemes generate algorithms both
cheap in memory and highly scalable. However, for stability purposes the time-
step is restricted by the CFL condition which is highly related to the size of
the smallest element in the mesh and by the degree of the polynomials used
in the FEM or HDG methods. As a consequence, even few small elements can
make the maximal value of the time-step so small that the computational cost
becomes prohibitive.

Many works have been done on the construction of higher-order optimal CFL
number explicit schemes. In [36, 46], the authors propose the modified equation
technique to obtain high-order time schemes with an optimal CFL number for
second order hyperbolic problems. In the proceeding [32], we propose optimized
high-order explicit Runge-Kutta Nyström methods for second order problems.
Other works has been been focussed on the optimization of the stability domain
of ERK schemes [42, 48, 54, 64]. All those schemes are constructed for both
linear and non-linear ODEs. In our case, the non-linear conditions [14] are too
strong, and there is no need to take them into acount.

In this chapter, using the method described in [48], we compute optimal sta-
bility functions, in terms of CFL number, with respect to a typical spectrum.
The obtained stability functions, are then used to construct optimized explicit
Runge-Kutta schemes for linear ODEs.

7.2 Explicit schemes for linear ODEs
The construction of the explicit time integration schemes for linear ODE follows
the rule detailed in the previous Chapters 5 and 6. We consider the same ODEMh

dX(t)

dt
+KhX(t) = F (t) t ∈ (0, T ]

X(0) = X0

(7.1)

obtained after spatial discretization, where Mh is the mass matrix and Kh is
the stiffness matrix. As usual h denotes the mesh size. F (t) is a source term
obtained after discretizing the continuous source term in space and X0 is the
initial condition. Let t0 < t1 < · · · < tN−1 < tN , N ∈ N be a uniform grid of the
time interval [0, T ]:

tn = n∆t

where ∆t is the time step. The analytical solution to (7.1) after one-step is given
by

X(tn+1) = e∆tAX(tn) +

∫ ∆t

0

e(∆t−u)AM−1
h F (n∆t+ u) du, (7.2)
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where A = −M−1
h Kh.

The numerical solution is constructed by approximating the exponential with
a polynomial function R such that

e∆tA ≈ R(∆tA).

The numerical schemes consist of computing a sequence Xn, which is an approx-
imation of the analytical solution X(tn), with the following numerical scheme:

Xn+1 = R(∆tA)Xn + φ̃n (7.3)

where φ̃n is an approximation of the following quantity:

φ̃n ≈
∫ ∆t

0

e(∆t−u)AM−1
h F (n∆t+ u) du

Following the Definition 2.3.1, the function R is the stability function of the
corresponding numerical scheme.

We assumeR(∆tA) to be an approximation of order p of e∆tA (e∆tA = R(∆tA)+
O(∆tp+1)). The analytical solution (7.2) is then written as

X(tn+1) = R(∆tA)X(tn) + φ, (7.4)

where

φ =

∫ ∆t

0

e(∆t−u)AM−1
h F (n∆t+ u) du+O(∆tp+1). (7.5)

For homogeneous ODEs (F (t) = 0), it follows from (7.5) that φ = O(∆tp+1),
we take φn = 0 and the numerical solution (7.3) satisfies

Xn+1 = R(∆tA)Xn (7.6)

For inhomogeneous ODEs, i.e. F (t) 6= 0, to compute the quantity φ, we will
rather compute the following equivalent quantity obtained from (7.4):

φ = X(tn+1)−R(∆tA)X(tn) (7.7)

Finally the linear explicit RK scheme we propose is:

Xn+1 = R(∆tA)Xn + φn (7.8)

where φn is an approximation of φ (up to a term in O(∆tp+1)). By using a Taylor

expansion of X(tn) and X(tn+1) around the time tn +
∆t

2
and using derivatives of

the equation (7.1), like in the previous chapter, we compute φn in the following
form:

φn =
m∑
r=1

Ar−1∆tr
nw−1∑
i=0

ωri F (tn + ∆t ci) (7.9)

where m is the degree of the polynomial R and nw is a number that depends on
the scheme.
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7.3 Linear-ERK methods with (s+ l)-stages of or-
der s

In this section we consider a polynomial function R(z) which approximates the
exponential function and optimizes the CFL number. We propose to find the
stability function R(z) such that the CFL number is maximal.

7.3.1 Stability function based on Taylor’s series
In Chapter 4, Theorem 4.2.2 showed that the stability function of a RK scheme
of order p is given by the Taylor expansion of the exponential function at order
p:

R(z) = 1 + z +
z2

2
+ · · ·+ zp

p!
+O(zp+1). (7.10)

It seems natural to consider schemes based on the following stability function

R(z) = 1 + z +
z2

2
+ · · ·+ zp

p!
. (7.11)

Using (7.11), we can solve a linear ODE with the numerical scheme (7.8) as
described above. The corresponding scheme will be naturally of order p and
with only p-stages. These schemes based on the Taylor series are equivalent
to the classical ERK schemes up to order p = 4. In fact, from order p = 5, the
number of stages of the classical ERK schemes are strictly greater than the
order of accuracy [14]. The numerical schemes for linear ODE obtained using
the Taylor series represent the explicit schemes with the less stage number for
a given order p. In practice, these schemes will be limited by their CFL number
on the imaginary axis defined as:

CFL number on imaginary axis = max {z ∈ R such that |R(iz)| ≤ 1}

For k ∈ N, we have the following results:

• if p = 4k + 1 or p = 4k + 2, the CFL number is zero on the imaginary axis
and the scheme is unstable,

• if p = 4k + 3, the CFL number is strictly lower than π and tends toward
π

2
when p goes to infinity.

• if p = 4k, the CFL number is strictly below
3π

2
and tends toward π when p

goes to infinity.

These results have been observed in practice. As a consequence when using
higher-order schemes, there is a need to optimize in order to get a better CFL
number. This is the main goal of this chapter.
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7.3.2 Methodology to construct an optimal stability function
We denote by Rl

s(z), s, l ∈ N the stability function that corresponds to the m =
s+ l stages Linear-ERK schemes of order s. By construction, it reads:

Rl
s(z) = 1 + z +

z2

2!
+ · · ·+ zs

s!
+ α1z

s+1 + · · ·+ αs+lz
s+l, (7.12)

such that the scheme has a correct order s. The coefficients αi, i = 1, · · · , s + l
are found by maximizing the CFL number with the methodology described in
[48].

The first step of this methodology consists in providing the spectrum of the
linear operator A = −M−1

h Kh of the considered ODE (7.1) (see the Chapter 3).
The linear operator depends on the solved equation (acoustic or electromag-
netic wave), the mesh, the chosen formulation (continuous or discontinuous),
the physical coefficients ε, µ... Herein, we have chosen to conduct the optimiza-
tion for the HDG formulation which is more versatile. In the Figure 7.1, we
have displayed the obtained spectrum for a 2D regular mesh made of quadrilat-
eral elements covering [−4, 4]2 and Q3 approximation. This is typical for mesh
containing elements of the same size. From this spectrum, we have defined a
set noted Cabane, that contains this typical spectrum like in the Figure 7.1.

The upper part of the envelope Cabane is defined as a junction of three curves
in the complex plane

Cabane+ := {it, t ∈ [0, 1]} ⊕ {i− t, t ∈ [0, 1]} ⊕
{
t− 2 + i

t

10
(14− 4t), t ∈ [0, 1]

}
(7.13)

The lower part of Cabane is obtained by symmetry of this profile with respect to
the real axis.

The optimization problem then reads

arg max
α1,α2,··· ,αl

cfl(α1, α2, · · · , αl) (7.14)

where cfl is the CFL number defined as

cfl(α1, α2, · · · , αl) = max{∆t such that ∆t× Cabane ⊂ S(α1, α2, · · · , αl)} (7.15)

where S(α1, α2, · · · , αl) is the stability region of the corresponding Linear-ERK
scheme given by:

S(α1, α2, · · · , αl) = {z ∈ C, |Rl
s(z)| ≤ 1}.

If the spectrum of the operator A (denoted by sp(A)) has exactly the same shape
as the one defined by Cabane, the final time step should satisfy

∆t ≤ cfl(α1, α2, · · · , αl)
maxλ∈sp(A) |Im(λ)| (7.16)
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Figure 7.1: Spectrum of A (blue points are eigenvalues of A) in the complex plane included in a
set α × Cabane (inside the red polygon) obtained when solving the acoustic wave equation with
HDG formulation and Q3 polynomials. The computational domain is a square [−4, 4]2 of 15× 15
elements. Neumann condition is set on the boundary of the square.

to get a stable solution. Unfortunately, this is not usually the case and the
maximal time step is given as

∆t = max {∆t such that ∆tλ ∈ S(α1, α2, · · · , αl) ∀λ ∈ sp(A)} . (7.17)

Note that in [48] the authors use the true spectrum of the operator and look for
the maximal time-step h that satisfies the stability constraint. After optimiza-
tion the obtained value h represents the maximal time step such that z = hλ ∈ S
for all λ ∈ sp(A), sp(A) representing the spectrum of A. Here, we consider a
normalized envelope Cabane, and for the operator A the maximal time-step is
obtained from (7.17).

To compare the different explicit schemes, we introduce the following defini-
tion:

Definition 7.3.1 Let Rl
s(z) be the stability function of a Linear-ERK scheme of

order s with s + l stages. Assume the CFL number of this scheme is given by
(7.15). Then, the efficiency of the corresponding scheme is defined by

Efficiency =
CFL number

s+ l
. (7.18)
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7.4 Computation of the RHS term and algorithm

7.4.1 Handling a right hand side term
The stability function of Linear-ERK schemes of order s ≥ 2 can be written in
the form

Rl
s(z) = N l

s(z).

with N l
s(z) defined in the previous subsections. The equation (7.7) becomes then

φ = X(tn+1)−N l
s(C)X(tn) +O(∆ts+1).

Let us denote the coefficients of polynomial N l
s:

N l
s(z) =

s+l∑
i=0

Niz
i

Like in the Chapters 5 and 6, we perform the Taylor expansion of X(tn+1) =

X(tn + ∆t) and X(tn) around tn +
∆t

2
at order s. For simplicity we note X(k) =

X(k)

(
tn +

∆t

2

)
the kth derivative of X(t) with respect to t at tn +

∆t

2
. We obtain:

φ =
s+l∑
i=0

s∑
k=0

(
∆t

2

)k
Ci

k!

(
δi,0 − (−1)kNi

)
X(k) +O(∆ts+1)

where
δi,0 = 1, if i = 0;
δi,0 = 0, otherwise

Then, we use the relation

X(k)
n =

k∑
j=1

Ak−jF (j−1) + AkX(0),

derived from the equation

dX(t)

dt
− AX(t) = F (t),

to obtain the following expression

φ =

[
s+l∑
i=0

s∑
k=0

Ci+k

2k k!

(
δi,0 − (−1)kNi

)]
X(0)

+∆t

[
s+l∑
i=0

s∑
k=0

k∑
j=1

Ci+k−j

2k k!

(
δi,0 − (−1)kNi

)
∆tj−1F (j−1)

]
+O(∆ts+1)
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The first term is in O(∆ts+1) because the homogeneous scheme is of order s. For
the second term we introduce r = i+ k − j + 1 to get

φ = ∆t
s∑
r=1

(∆tA)r−1

s+1−r∑
j=1

αr,lj−1∆tj−1F (j−1) +O(∆ts+1)

where

αr,lj−1 =

min(r−1,s+l)∑
i=0

1

2r+j−i−1(r + j − i− 1)!

(
δi,0 − (−1)r+j−i−1Ni

)
.

As it has been noticed for Linear-SDIRK, the sum in r and j can go until s + l
instead of s, s + 1 − r without changing the order of the method. When l is
large, this substitution should improve the solution in the inhomogeneous case.
Finally we consider the approximation

s−r∑
i=0

αr,li ∆tiF (i) ≈
nw−1∑
i=0

ωr,li F (tn + ∆t ci) .

We choose s+1 Gauss-Legendre points for ci in the interval [0, 1] (nw = s+1), and
the weights ωr,li are found by solving a Vandermonde system as detailed before
in the Chapter 5. φn is therefore computed by using the formula

φn =

min(s+1,s+l)∑
r=1

Ar−1∆tr
s∑
i=0

ωr,li F (tn + ∆t ci) .

7.4.2 Algorithm based on the roots of the stability function
To prevent from the eventual risk of instability (when using Hörner’s algorithm
for the polynomial of higher degrees) as we have observed for the Linear-SDIRK
schemes in the Chapter 6, we propose also an algorithm based on the roots of
the stability function for the Linear-ERK schemes as well. When no source
is present, this algorithm consists in factorizing the stability function Rl

s(z) as
follows

Rl
s(z) =

(
nr∏
k=1

1− z

λk

) (
nc∏
k=1

(1− bkz + akz
2)

)
and of using this factorization to write the algorithm given in the Algorithm
6. We have detailed the algorithm in the case where N l

s has real and complex
conjugate roots. These roots are grouped together such that only second-degree
polynomials of A are involved.

When the source term is added, we rewrite φn in the following form:

φn = ∆t
s+l∑
r=1

Qr−1(∆tA)
s∑
i=0

ω̃r,li F (tn + ∆t ci)
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Algorithm 6 Stable algorithm without source term for Linear-ERK schemes
y = Xn

for k = 1, . . . , nc do
y = y − bk∆tAy + ak(∆tA)2y

end for
for k = 1, . . . , nr do
y = y − ∆tA

λk
y

end for
Xn+1 = y

where the polynomials Qr−1 are based on the factorization of the stability func-
tion Rl

s(z)

Q0(z) =

(
1− z

λnr

)(
1− z

λnr−1

)
· · ·
(

1− z

λn1

)(
1− bncz + ancz

2
)
· · ·
(
1− b2z + a2z

2
)
z

Q1(z) =

(
1− z

λnr

)(
1− z

λnr−1

)
· · ·
(

1− z

λn1

)(
1− bncz + ancz

2
)
· · ·
(
1− b2z + a2z

2
)

Q2(z) =

(
1− z

λnr

)(
1− z

λnr−1

)
· · ·
(

1− z

λn1

)(
1− bncz + ancz

2
)
· · ·
(
1− b3z + a3z

2
)
z

Q3(z) =

(
1− z

λnr

)(
1− z

λnr−1

)
· · ·
(

1− z

λn1

)(
1− bncz + ancz

2
)
· · ·
(
1− b3z + a3z

2
)

· · ·

Qs+l−2(z) =

(
1− z

λnr

)
Qs+l−1(z) = 1

Let us denote:

Gr =
s∑
i=0

ω̃r,li F (tn + ∆t ci)

The stable algorithm is described in the Algorithm 7.

7.5 Optimal coefficients and CFL number for the
schemes from order 2 to 8

In this section we provide the optimal coefficients we have obtained for the
Linear-ERK schemes of order s with l ≥ 0 additional stages noted Linear-
ERKs − l. To solve the problem (7.14) we have used RK-opt, a package of opti-
mization of RK methods ([49], [48]). We have run this code with the shape of the
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Algorithm 7 Stable algorithm with source term for Linear-ERK schemes
y = Xn

for k = 1, . . . , nc do
y = (∆tA) (ak∆tAy +G2k−1 + bky) +G2k

end for
for k = 1, . . . , nr do
y = y − ∆tA

λk
y +G2nc+k

end for
Xn+1 = y

Cabane that represents the typical spectrum of our problems. After optimization
of the stability function, the maximal CFL number obtained and the stability
region of each scheme are given. We provide even-order schemes only to match
with even-order implicit schemes we have provided in the previous Chapters 5
and 6. Both explicit and implicit schemes are then used in the Chapter 8 to
construct locally implicit schemes.

7.5.1 Linear-ERK2− l schemes of order 2

The coefficients obtained in the construction of Linear-ERK schemes of order 2
are provided in this part. The stability function of these schemes is obtained for
s = 2 in the equation (7.12) and takes the form

Rl
2(z) = 1 + z +

z2

2
+ α1z

s+1 + · · ·+ αs+lz
s+l. (7.19)

where the optimal coefficients αi, i = 1, · · · , l are given in Table 7.1. The maxi-
mal CFL number (7.15) and efficiency according to the Definition 7.3.1 are given
in Table 7.2 for each scheme of order 2. We observe that the CFL number in the
typical set Cabane is zero for the scheme without additional stage and it in-
creases with the number of stages. The efficiency also increases.

We have plotted in the Figure 7.2 the CFL number and the efficiency with
respect to the number of stages.

The stability domains of the different schemes of order 2 are represented in
the Figure 7.3. In the Figure 7.3(b), we show the stability region taking into
account the number of stages for each scheme. That is why we have chosen
Real(z)/(s+l) and Imag(z)/(s+l) on the real and imaginary axes respectively. We
observe that by increasing the number of additional stages l, the stability region
tends to the desired shape Cabane and includes more and more points of the
imaginary axis.
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l α1 α2 α3

1 1.451277982649155e-1

2 1.665532314108146e-1 2.327815361933148e-2

3 1.618342913053687e-1 3.289792611743811e-2 2.839528016518102e-3

4 1.642981320398038e-1 3.657769285804588e-2 5.035250867609586e-3

5 1.626462249413356e-1 3.762678272315501e-2 5.996644250417070e-3

6 1.627509585676844e-1 3.773348832445807e-2 6.387803046851333e-3

7 1.640094942014296e-1 3.840429977823329e-2 6.724597512047917e-3

8 1.649990588856614e-1 3.927394350377206e-2 7.055384479248899e-3

α4 α5 α6

4 3.001880509358407e-4

5 5.826143210213330e-4 2.487327304531716e-5

6 7.489561665296774e-4 5.356270766078865e-5 1.713109940102836e-6

7 8.718626803227696e-4 7.857554562878064e-5 4.327975378833797e-6

8 9.695797812914759e-4 9.943224646288322e-5 7.129812259258231e-6

α7 α8

7 1.072985856243921e-7

8 3.148056880771953e-7 6.324920988294407e-9

Table 7.1: Coefficients for the Linear-ERK schemes of order 2 with l additional stages
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Figure 7.2: CFL number and efficiency of the Linear-ERK schemes of order 2 with respect to
the number of stages 2 + l, l = 0, · · · , 8.
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Schemes Linear-ERK2− 0 Linear-ERK2− 1 Linear-ERK2− 2

CFL 0 1.379212 2.251664
Efficiency 0% 45.9 % 56.2%

Schemes Linear-ERK2− 3 Linear-ERK2− 4 Linear-ERK2− 5

CFL 2.909154 3.581817 4.265085
Efficiency 58.1% 59.6% 60.9 %

Schemes Linear-ERK2− 6 Linear-ERK2− 7 Linear-ERK2− 8

CFL 4.922950 5.639401 6.311962
Efficiency 61.5% 62.6% 63.1%

Table 7.2: CFL number in the typical profile Cabane for the Linear-ERK2− l schemes of order 2
with 2 + l stages.
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Figure 7.3: Stability region of the Linear-ERK schemes of order 2.
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l α1 α2 α3

1 4.730163010446185e-3

2 6.541349497416528e-3 4.395282130923843e-4

3 7.241999849787970e-3 7.614940065988191e-4 3.521874589831831e-5

4 7.603292194142675e-3 9.535828377031919e-4 7.298469178025099e-5

5 7.817918289656257e-3 1.075759999127459e-3 1.026588721744709e-4

6 7.992535147077134e-3 1.180030987873825e-3 1.307878349087823e-4

7 9.619397138072583e-3 3.970757223041604e-3 1.979923031733034e-3

8 8.105487675563905e-3 1.249316412377197e-3 1.531845812394507e-4

α4 α5 α6

4 2.500124976522895e-6

5 6.038353896295552e-6 1.628169027707504e-7

6 1.020785594818226e-5 4.943966219870204e-7 1.097077616437946e-8

7 6.726632799312973e-4 1.385778310637994e-4 1.585824201586086e-5

8 1.473468121845849e-5 1.071860716775002e-6 5.510748021396615e-8

α7 α8

7 7.742514686545619e-7

8 1.766727504578043e-9 2.623218531216638e-11

Table 7.3: Coefficients for the Linear-ERK schemes of order 4 with l additional stages.

7.5.2 Linear-ERK4− l schemes of order 4
The fourth order Linear-ERK schemes have been constructed using the follow-
ing stability function:

Rl
s(z) = 1 + z +

z2

2!
+ · · ·+ z4

4!
+ α1z

s+1 + · · ·+ αs+lz
s+l. (7.20)

Its corresponds to s = 4 in the equation (7.12). The optimal coefficients obtained
for αi, i = 1, · · · , l are given in Table 7.3. The corresponding CFL number (7.15)
and the efficiency following Definition 7.3.1 are provided in Table 7.4.

In the Figure 7.4 we show the variation of the CFL number obtained with
respect to number of stages. The stability domains of the different schemes
of order 4 are shown in the Figure 7.5. Again, we show in the Figure 7.5(b)
the stability region taking into account the number of stages for each scheme.
For this reason we have chosen Real(z)/(s+l) and Imag(z)/(s+l) in the x and y
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Schemes LinearERK4− 0 LinearERK4− 1 LinearERK4− 2

CFL 1.392646 2.483669 3.129610
Efficiency 34.8% 49.6% 52.1%

Schemes LinearERK4− 3 LinearERK4− 4 LinearERK4− 5

CFL 3.961619 4.577616 5.044231
Efficiency 56.5% 57.2% 56%

Schemes LinearERK4− 6 LinearERK4− 7 LinearERK4− 8

CFL 5.744698 2.947906 7.146060
Efficiency 57.4% 26.7% 59.5%

Table 7.4: CFL in the typical profile Cabane for the Linear-ERK4 − l schemes of order 4 with
4 + l stages.
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Figure 7.4: CFL number and efficiency of the Linear-ERK schemes of order 4 with respect to
the number of stage 4 + l, l = 0, · · · , 8.
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Schemes LinearERK4− 0 LinearERK4− 1 LinearERK4− 2

CFL 2.828427 3.309192 3.748643
Efficiency 70.7% 66.1% 62.4%

Schemes LinearERK4− 3 LinearERK4− 4 LinearERK4− 5

CFL 4.168552 4.594556 5.044231
Efficiency 59.5% 57.4% 56%

Schemes LinearERK4− 6 LinearERK4− 7 LinearERK4− 8

CFL 5.744698 2.996975 7.146060
Efficiency 57.4% 27.2% 59.5%

Table 7.5: CFL number on the imaginary axis for the Linear-ERK4− l schemes of order 4 with
4 + l stages.

coordinate respectively. We observe that by increasing the number of additional
stages l, the stability region tends to the desired shape Cabane. We also notice
that the stability region of these ERK schemes includes more and more points
of the real axis compared to classical ERK schemes and as shown in the Table
7.4 the CFL number and the efficiency on the Cabane profile increase. However,
we loose in terms of efficiency on the imaginary axis. In fact, in the second
plot of the Figure 7.5 we observe that the ERK schemes with no additional
stage include more points on the imaginary axis than the others. Table 7.5, in
which we present the CFL number on the imaginary axis, displays the efficiency
decreasing while the number of additional stages increases.

7.5.3 Linear-ERK6− l schemes of order 6
The Linear-ERK schemes are found for s = 6 in the equation (7.12). The stabil-
ity functions are then given by

Rl
s(z) = 1 + z +

z2

2!
+ · · ·+ z6

6!
+ α1z

s+1 + · · ·+ αs+lz
s+l. (7.21)

The optimal value of the l free parameters αi, i = 1, · · · , l are provided in Table
7.6. The optimal CFL (7.15) obtained and the efficiency regarding Definition
7.3.1 are given for each scheme of order 6 in Table 7.7. It is worth noting that
the CFL number in the typical profile Cabane is also zero for the scheme with no
additional stage (Linear-ERK6 − 0). This scheme is unstable on the imaginary
axis. The CFL number and the efficiency increase with additional stages.

Like the second and fourth order Linear-ERK schemes, we have plotted the
variation of the optimal time-step ∆t obtained with respect to the number of
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Figure 7.5: Stability region of the Linear-ERK schemes of order 4.

l α1 α2 α3

1 2.070461615593214e-4

2 2.204061707466545e-4 1.942982735313673e-5

3 2.073919102492977e-4 2.499262304459253e-5 1.453234258464881e-6

4 2.358338644436141e-4 4.056334413908446e-5 4.775871882059528e-6
α4 - -

4 2.442645091656458e-07 - -

Table 7.6: Coefficients for the Linear-ERK schemes of order 6 with l additional stages.

Schemes LinearERK6− 0 LinearERK6− 1 LinearERK6− 2

CFL 0 1.946294 2.893398
Efficiency 0% 27.8% 36.1%

Schemes LinearERK6− 3 LinearERK6− 4

CFL 3.555059 3.566593 -
Efficiency 39.5% 35.6% -

Table 7.7: CFL number and efficiency on the typical profile Cabane for the Linear-ERK6 − l
schemes of order 6 with 6 + l stages.
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Figure 7.6: CFL number and efficiency of the Linear-ERK schemes of order 6 with respect to
the number of stages 6 + l, l = 0, · · · , 6.

stages in the Figure 7.6.
In the Figure 7.7, we represent the stability region of the Linear-ERK schemes

of order 6. In the Figure 7.5(b) the stability region is displayed using Real(z)/(s+l)
and Imag(z)/(s+l) in the real and imaginary axes respectively. We observe that
by increasing the number of additional stages l, the stability region tends to the
wanted shape Cabane and includes more and more points of the imaginary axis.

7.5.4 Linear-ERK8− l schemes of order 8
The eighth order Linear-ERK schemes is constructed by taking s = 8 in the
equation (7.12) which corresponds to the following stability function:

Rl
s(z) = 1 + z +

z2

2!
+ · · ·+ z8

8!
+ α1z

s+1 + · · ·+ αs+lz
s+l. (7.22)

The optimal values obtained for αi, i = 1, · · · , l are given in Table 7.8. The max-
imal CFLs and the efficiency obtained for each scheme of order 8, are provided
in Table 7.9.

In the Figure 7.8, we have plotted the CFL number and the efficiency ob-
tained after optimization, with respect to the number of stages.

The CFLs on the imaginary axis are also given in Table 7.10. They are given
for schemes that have a different CFL number (on the imaginary axis) from
their CFL number on the profile Cabane.
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Figure 7.7: Stability region of the Linear-ERK schemes of order 6.

l α1 α2 α3

1 1.684112035592431e-6

2 2.288709306973234e-6 9.960040692054680e-8

3 2.528206540248994e-6 1.724423811134767e-7 5.449535772542617e-9

4 2.638893313733145e-6 2.150620166601062e-7 1.123553506837818e-8

5 2.703333893632985e-6 2.435581983430564e-7 1.631043038503232e-8

6 2.711246141311401e-6 2.500568374959440e-7 1.817647917892119e-8

α4 α5 α6

4 2.690758844819519e-10

5 6.905312067380033e-10 1.342332862257654e-11

6 9.481642471601341e-10 3.089127728872379e-11 4.655664953646905e-13

Table 7.8: Coefficients for the Linear-ERK schemes of order 8 with l additional stages.
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Schemes LinearERK8− 0 LinearERK8− 1 LinearERK8− 2

CFL 2.1568136 3.274393 3.978773
Efficiency 26.9% 36.3% 39.7%

Schemes LinearERK8− 3 LinearERK8− 4 LinearERK8− 5

CFL 4.654201 5.419076 6.007948
Efficiency 42.3% 45.1% 46.2%

Schemes LinearERK8− 6 - -

CFL 6.178560 - -
Efficiency 44.1% - -

Table 7.9: CFL number and efficiency on the typical profile Cabane for the Linear-ERK8 − l
schemes of order 8 with 8 + l stages.
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Figure 7.8: CFL number and efficiency on the typical profile Cabane of the Linear-ERK schemes
of order 8 with respect to the number of stage 8 + l, l = 0, · · · , 6.
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Figure 7.9: Stability region of the Linear-ERK schemes of order 8.

Schemes LinearERK8− 0 LinearERK8− 1 LinearERK8− 2

CFL 3.395140 3.935957 4.452846
Efficiency 42.4% 43.7% 44.5%

Schemes LinearERK8− 3 - -

CFL 4.938094 - -
Efficiency 44.8% - -

Table 7.10: CFL number and efficiency on the imaginary axis for the Linear-ERK8− l schemes
of order 8 with 8 + l stages.
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7.6 Dispersion of the Linear-ERKs− l schemes
To measure the dispersion error we consider the test equation y′ = iλy and use
the formula Φ(z) = z − arg[R(iz)]. As detailed in the Chapter 2 z = ∆tλ where
∆t is the time-step.
In the Figure 7.10 we show the relative dispersion errors of the Linear-ERKs− l
schemes of order 2, 4, 6 and 8. In the x-axis we have chosen z

m
where m = s + l

is the number of stages of the scheme. m represents by this way the number
of evaluations of the ODE, i.e. the number of matrix-vector products with ∆tA
while computing the numerical solution.

Clearly the Figure 7.10 shows that high-order schemes are less dispersive
compared to low-order schemes. We can also note that among the schemes with
same order, the dispersion error curves are similar. However, in the group of sec-
ond order schemes (see the Figure 7.10(a)), the one with two additional stages
(Linear ERK2− 2 in the legend) seems more accurate compared to the others.

7.7 Numerical comparison results for the solu-
tion of the acoustic wave equation

The numerical simulations in this section are conducted using the first order
formulation of the acoustic wave equation as presented in the Chapter 3 with
HDG formulation. First we present some validation tests of the Linear-ERK
schemes we have developed. Then we present numerical results obtained for
the scattering of a dielectric disk.

7.7.1 Numerical results and validation on a regular square mesh
In this subsection the space domain is a 2D square mesh [−4, 4]2 in which we
use the 10th order HDG method implemented in the C++ code Montjoie [31].
The mesh is constructed by choosing 10 points along the x and y coordinate.
The homogeneous Neumann condition has been set on the boundaries and we
have chosen a volumetric source using a Gaussian function centered at (0, 0)
with the distribution radius equal to 1. The frequency is also equal to 1.

The time interval is [0, 200]. The temporal source corresponds to the second
derivative of the Gaussian function. The numerical reference solution has been
computed using the eighth order implicit Padé scheme with ∆t = 0.01. Then we
have computed the relative error of the different Linear-ERK schemes at the
final time t = 200.

We present two comparison results in this section. First we present a result
obtained for each scheme handled with the limit value of the CFL. Then we
consider the case where the time-step takes into account the complexity of each
scheme.
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Figure 7.10: Relative dispersion errors of Linear-ERKs− l schemes of order s equals 2, 4, 6 and
8 with s+ l stages.
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Comparison results near the CFL number

In this case, we have chosen the maximal time step satisfying the stability con-
dition. In Table 7.11 we present the comparison results of the optimized Linear-
ERKs− l schemes. First we observe that increasing the number of stages is ben-
eficial for the stability. It allows to take larger and larger time-steps (and thus
less number of time-steps) since the stability region is bigger and bigger. Sec-
ond we notice that low-order schemes are more stable than high-order schemes.
In fact, they requires less evaluations to obtain a stable solution compared to
high-order schemes. But they have a large relative error when the time step is
chosen close to the CFL number. Therefore they are less accurate compared to
high-order schemes as expected. This points out the need to increase the order
of accuracy. Finally, among the schemes of order 2, the one with 8 additional
stages is the most stable but at the CFL level it is not accurate enough. For the
schemes of order 4, we observed that adding one stage provides a large saving in
terms of computational cost, and the most stable scheme appears to be the one
with 8 additional stages. For schemes of order 6 and 8 the most stable schemes
correspond to the schemes with 9 and 14 number of stages respectively. They
require less evaluations compared to the other schemes of the same order.

Comparison results with the same complexity

To compare the different Linear-ERKs− l schemes, we have chosen a reference
time step ∆tref = 0.0005. Then we have computed the time step ∆tsl correspond-
ing to the time step to be chosen for Linear-ERKs− l as follows:

∆tsl = (s+ l)×∆tref .

By this way the chosen time-step includes the complexity of each scheme since
s+l represents the total number of stages of the Linear-ERKs−l scheme. So, the
number of evaluations (s + l multiplied by the number of time-steps) is approx-
imatively the same for all schemes. In the Table 7.12 we present the obtained
results.

First we observe that high-order schemes are more accurate than low-order
schemes as expected. Among the schemes of order 2, the Linear-ERK2− 2 is the
most accurate. It has the lowest relative error compared to the other schemes
of order 2. For the schemes of order 4, 6 and 8 the most accurate ones are
respectively Linear-ERK4− 2, Linear-ERK6− 1 and Linear-ERK8− 1.

To recapitulate, low-order schemes have a larger CFL number as compared
to high-order schemes having the same number of stages. As an example the
tenth-stages second order Linear-ERK2− 8 provides a stable solution with only
3575 time-steps while 3910 time-steps are needed for the tenth-stages fourth or-
der Linear-ERK4− 6 (see Table 7.11). However the fourth order scheme is more
accurate as expected. When the same number of time-steps is used for schemes



Chapter 7. Higher-order optimized Explicit Runge-Kutta schemes for linear ODEs 181

Schemes Number of
time-steps

Number of
evaluation

Relative error

Linear-ERK2-0 22450 44900 0.291
Linear-ERK2-1 16275 48825 0.070
Linear-ERK2-2 9975 39900 0.026
Linear-ERK2-4 6275 37650 0.054
Linear-ERK2-6 4575 36600 0.161
Linear-ERK2-8 3575 35750 0.116

Linear-ERK4-0 16120 64480 2.457e-04
Linear-ERK4-1 9040 45200 1.073e-03
Linear-ERK4-2 7175 43050 1.346e-03
Linear-ERK4-4 4905 39240 2.501e-03
Linear-ERK4-6 3910 39100 2.879e-03
Linear-ERK4-8 3145 37740 4.582e-03

Linear-ERK6-0 12635 75810 1.434e-05
Linear-ERK6-1 11535 80745 8.320e-07
Linear-ERK6-2 7760 62080 3.720e-05
Linear-ERK6-3 6316 56844 1.021e-06
Linear-ERK6-4 6296 62960 4.265e-06

Linear-ERK8-0 10409 83272 1.153e-07
Linear-ERK8-1 6856 61722 7.529e-09
Linear-ERK8-2 5643 56430 9.919e-07
Linear-ERK8-4 4144 49728 4.636e-08
Linear-ERK8-6 3417 47838 8.256e-08

Linear-ERK10-0 8858 88580 1.662e-10

Table 7.11: Numerical results for the s+ l-stages Linear-ERK schemes of order s near the CFL
number (2D case).
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Schemes Number of time-steps Relative error

Linear-ERK2-0 200000 0.424e-03
Linear-ERK2-1 133333 9.977e-04
Linear-ERK2-2 100000 3.032e-05
Linear-ERK2-4 66666 4.405e-04
Linear-ERK2-6 50000 1.289e-03
Linear-ERK2-8 40000 8.608e-04

Linear-ERK4-0 100000 1.670e-07
Linear-ERK4-1 80000 1.763e-07
Linear-ERK4-2 66666 1.819e-07
Linear-ERK4-4 50000 2.341e-07
Linear-ERK4-6 40000 2.667e-07
Linear-ERK4-8 33333 3.696e-07

Linear-ERK6-0 66666 1.607e-11
Linear-ERK6-1 57142 2.284e-12
Linear-ERK6-2 50000 1.003e-11
Linear-ERK6-3 44444 7.921e-12
Linear-ERK6-4 40000 6.462e-11

Linear-ERK8-0 50000 3.456e-13
Linear-ERK8-1 44444 1.302e-13
Linear-ERK8-2 40000 1.313e-12
Linear-ERK8-4 33333 9.011e-13
Linear-ERK8-6 28571 5.933e-13

Linear-ERK10-0 40000 9.389e-14

Table 7.12: Numerical results for the s+ l-stages Linear-ERK schemes of order s with time-step
integrating the complexity (2D case).
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Figure 7.11: Mesh used for the dielectric disk. At right zoom of the mesh in disk.

having a common number of stages, high order schemes are more accurate. For
example, in Table 7.12 we can also observe that with the same number of time-
steps (40000), Linear-ERK4− 6 has a low relative error (2.667e− 7) compared to
Linear-ERK2 − 8 (only 8.608e − 4). We finally conclude that low order schemes
are efficient in terms of stability but they are limited by the accuracy while high
order schemes provide accurate results but they are limited by the CFL.

7.7.2 Numericals results on a dielectric disk

Here, the space domain Ω is represented by a 2D dielectric disk in the middle
of a square as shown in the Figure 7.11. The disk delimited by the red circle of
radius 2 is an homogeneous media with ρ = 4, µ = 1 while the exterior domain
is homogeneous with ρ = µ = 1

We use the 10th order finite element method as detailed in the chapter 3. We
used the first order absorbing boundary condition on around the domain and a
Gaussian source function centered at (−3, 0) with the distribution radius equal
to 1. The frequency is also equal to 1. The mesh contains 1092 elements with
24 332 degrees of freedom.

The time interval is I = [0, 40]. The temporal source corresponds to a Ricker
(i.e. the second derivative of a Gaussian function) of central frequency 1. The
numerical reference solution has been computed using the eighth order implicit
Padé scheme with ∆t = 0.001 (40 000 time-steps). Then we have computed the
relative errors for the different schemes at the final time t = 40. The time-steps
for each scheme are chosen such that the relative error is below 0.01%.

The results for the fourth order implicit and explicit schemes are given in
the Table 7.13. We have chosen the most efficient Linear-SDIRK scheme of
order 4 (see the Chapter 6). First we observe that implicit schemes require
more memory compared to explicit schemes, in particular the fourth order Padé
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Schemes Number of
time-steps

Relative
error

Memory
(GiB)

Computational
times

Linear-ERK4-0 12560 3.0241e-07 0.046 12mn09s
Linear-ERK4-1 7005 1.3515e-06 0.046 8mn35s
Linear-ERK4-2 5560 1.6936e-06 0.046 8mn10s
Linear-ERK4-4 3800 3.1624e-06 0.046 7mn25s
Linear-ERK4-6 3030 3.6537e-06 0.046 7mn36s
Linear-ERK4-8 2435 5.8630e-06 0.046 7mn14s

LinearSDIRK3-1 1500 8.9051e-05 0.707 17mn17s

Pade4 1920 9.2117e-05 1.36 11mn06s

Table 7.13: Numerical results for a dielectric disk obtained using explicit and implicit schemes
of order 4. The time-steps are chosen such that the relative error is below 0.01% at t = 40.

Schemes Number of
time-steps

Relative
error

Memory
(GiB)

Computational
times

Linear-ERK6-0 9790 2.7717e-09 0.052 14mn20s
Linear-ERK6-1 8937 1.9552e-08 0.052 15mn25s
Linear-ERK6-2 6015 5.5684e-11 0.052 12mn04s
Linear-ERK6-3 4895 7.8021e-11 0.052 10mn59s
Linear-ERK6-4 4880 3.3101e-10 0.052 12mn08s

LinearSDIRK5-1 670 8.7647e-05 0.713 11mn43s

Pade6 480 9.4341e-05 2.01 4mn50s

Table 7.14: Numerical results for a dielectric disk obtained using explicit and implicit schemes
of order 6. The time steps are chosen such that the relative error is below 0.01% at t = 40.

scheme (Pade4) consumes 1.36 gigabyte (GiB) while an explicit scheme requires
only 0.046 GiB. Regarding the computational times, we observe that implicit
schemes take more time to reach the targeted accuracy compared to optimized
explicit schemes.

In Table 7.14, we sketch the performance of the schemes of order 6. We see
that the sixth order Padé scheme (Pade6) is the most memory consuming com-
pared to Linear-SDIRk6-1 and the Linear-ERK schemes. However it takes less
computational to achieve the targeted accuracy, only 4mn50 against 10mn59s
for the best Linear-ERK scheme and 11mn43s for the Linear-SDIRK scheme of
order 6.

For the schemes of order eight and ten, we still observe that implicit schemes
(Padé and Linear-SDIRK) consume more memory than explicit schemes (Linear-
ERK). We also note that implicit schemes, in particular Padé schemes, require
less computational time to achieve the desired accuracy (see Tables 7.15 and
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Schemes Number of
time-steps

Relative
error

Memory
(GiB)

Computational
times

Linear-ERK8-0 8065 2.0924e-09 0.058 16mn03s
Linear-ERK8-1 5315 3.9061e-12 0.058 12mn00s
Linear-ERK8-2 4375 4.3705e-12 0.058 10mn40s
Linear-ERK8-4 3212 5.0255e-12 0.058 9mn30s
Linear-ERK8-6 2655 3.8671e-12 0.058 9mn09s

LinearSDIRK7-2 280 7.1795e-05 0.722 7mn58s

Pade8 230 9.1128e-05 2.66 3mn25s

Table 7.15: Numerical results for a dielectric disk obtained using explicit and implicit schemes
of order 8. The time-steps are chosen such that the relative error is below 0.01% at t = 40.

Schemes Number of
time-steps

Relative
error

Memory
(GiB)

Computational
times

Linear-ERK10-0 6865 3.8989e-12 0.064 16mn38s

LinearSDIRK9-2 200 4.8549e-05 0.728 6mn54s

Pade10 145 7.8015e-05 3.31 3mn11s

Table 7.16: Numerical results for a dielectric disk obtained using explicit and implicit schemes
of order 10. The time-steps are chosen such that the relative error is below 0.01% at t = 40.

7.16).
In the Figure 7.12, we show the evolution of the numerical solution at differ-

ent times. We can conclude that high-order implicit schemes, in particular Padé
schemes, have better performance in terms of computational times. But they
are much more memory consuming compared to the explicit schemes.

7.8 Conclusion
In this chapter we have developed ERK schemes with optimal stability func-
tion for linear operators having a typical spectrum as the set Cabane. We have
provided the CFL and evaluated the efficiency of each scheme. The developed
schemes have been used to solve the acoustic wave equation with the HDG
formulation. We have observed that the schemes of order 2 are not accurate
enough. We will not use them in practice.

From the schemes of order 4 up to 8 when we deal with irregular meshes the
problem considered becomes stiff, that is to say the time-step chosen at the CFL
limit provides a solution accurate enough. For this reason, the schemes with
8, 3 and 6 additional stages should be the most efficient among the presented
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Figure 7.12: Solution obtained for the scattering from a dielectric disk at t =
1, 3, 5, 10, 15, 20, 25, 30 and the final time t = 40.
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explicit schemes of order 4, 6 and 8 respectively.
While solving linear ODE with a source term, we have observed that the

schemes with numerous additional stages are not always robust. Based on this
fact, we will prefer ERK schemes with one and two (l = 1, 2) additional stages.
These schemes will be used in the next chapter for locally implicit methods. In
this chapter, Hörner’s algorithm will be used to derive a locally implicit scheme,
which is another reason to prefer a reduced number of additional stages.
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Chapter 8
High-order locally implicit time
schemes for linear ODEs

In this chapter we construct a method that combines optimized
explicit schemes and implicit schemes to form locally implicit
schemes for linear ODEs, including in particular wave problems
that are the problems of interest in this work.
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8.1 Introduction

Modeling wave propagation in complex domain requires refined meshes or high-
order space approximations. Locally implicit time discretization schemes which
employ implicit schemes in the part of the mesh recovered with the smallest
cells and explicit schemes in the remaining part can be useful. Indeed, when
using explicit schemes only, the time-step is restricted by the CFL condition
which depends on the size of the smallest elements of the mesh and the order
of the space discretization method. We have seen in the Chapters 2 and 7 that
the maximal time-step suitable for explicit time schemes becomes smaller and
smaller when we refine the mesh or increase the order of approximation.

An alternative to explicit schemes is to use implicit schemes. We have seen
that implicit schemes have good stability properties. In particular, the implicit
schemes we have presented in the Chapters 5 and 6 are unconditionally stable
i.e. there is no stability constraint on those schemes. We have observed that
with those schemes the only constraint on the time-step depends on the accu-
racy we aim for. But for 3D realistic problems, using only implicit methods
is not possible since they are extremely memory consuming as we will see in
the Chapter 9. There is thus a clear interest in using unconditionally stable
schemes in a small region where an explicit scheme should require a very small
time-step, but not in the all domain for large 3D like problems.

In many works (e.g. [30, 55, 67, 68]), the authors have developed locally
explicit time stepping methods in which they choose different time-steps while
solving the problem. The underlying idea consists of dividing the mesh into
different zones distinguishing themselves from the size of the mesh elements.
By this way, each zone has its own CFL and the time step is chosen zone by
zone. This process allows to take small time-steps precisely where the smallest
elements are located.

In [29], a second-order locally implicit method is proposed for Maxwell’s
equations. The construction of the time method is based on the splitting of
the meshed domain into a coarse part and a fine part. It is shown in [28] that
the component splitting used does not change the second-order convergence of
the obtained scheme. In [73] a locally implicit time integration scheme is devel-
oped for Maxwell’s equations. Its construction is based on the Crank-Nicolson
scheme (equivalent to the second order Padé scheme) and the RK implicit mid-
point rule (see the Chapter 4). The authors use the DG method (central or
upwind fluxes) with locally implicit schemes to discretize the Maxwell’s equa-
tions and prove the stability of the fully discrete system under a CFL condition
and get convergence results of order two.

Following [55] and [29], we propose the construction of locally implicit schemes
of arbitrary order for linear ODEs. The general rules for this development are
the same as in [55] except that we use implicit schemes in the region recovered
with a refined mesh. We validate the developed scheme by solving the acoustic
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wave equation with the HDG formulation introduced in the Chapter 3.

8.2 Construction of locally time schemes
Let us consider the following ODE

y′(t) = Ay(t) + F (t). (8.1)

where A is a linear operator and y is the unknown vector. We consider the
following splitting

y(t) = y(c)(t) + y(f)(t) (8.2)

with

y(c) = (I − P )y(t), (8.3a)

y(f) = Py(t), (8.3b)

where y(c)(t) corresponds to the solution in the coarse part of the mesh and
y(f)(t) corresponds to the solution in the fine part. P is a diagonal matrix with
entries Pi,i = 1 if i corresponds the a degree of freedom in the refined mesh and
0 elsewhere. After discretization we compute y(tn + ξ∆t) as follows

y(tn + ξ∆t) = y(tn) +

∫ tn+ξ∆t

tn

A(I − P )y(t)dt+

source term︷ ︸︸ ︷∫ tn+ξ∆t

tn

(I − P )F (t)dt︸ ︷︷ ︸
Coarse part

+

∫ tn+ξ∆t

tn

APy(t)dt+

source term︷ ︸︸ ︷∫ tn+ξ∆t

tn

PF (t)dt︸ ︷︷ ︸
Fine part

(8.4)

In the coarse part we apply an explicit method while an implicit method is used
in the fine part of the mesh.

8.2.1 Treatment of the coarse part
To treat the coarse part we first approximate the integral term containing y(t)
using a quadrature method. Let ci be quadrature points and bi the correspond-
ing weights. We obtain∫ tn+ξ∆t

tn

A(I − P )y(t)dt ≈ ξ∆tA(I − P )
s∑
i=1

bi y(tn + ciξ∆t). (8.5)
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We replace y(tn + ciξ∆t) by its Taylor expansion of order r − 1 to get∫ tn+ξ∆t

tn

A(I − P )y(t)dt ≈ ξ∆tA(I − P )
s∑
i=1

bi

r−1∑
j=0

(ciξ∆t)
j

j!
y(j)(tn). (8.6)

Then, we require that the quadrature method is at least of order r − 1. So we
can use

s∑
i=1

bic
j
i =

1

j + 1
, j = 0, · · · , r − 1 (8.7)

we then obtain∫ tn+ξ∆t

tn

A(I − P )y(t)dt ≈ ξ∆tA(I − P )
r−1∑
j=0

(ξ∆t)j

(j + 1)!
y(j)(tn). (8.8)

To handle the derivative of y in the previous sum, we differentiate r − 1 times
the ODE (8.1) and replaces it into the equation to obtain∫ tn+ξ∆t

tn

A(I − P )y(t)dt ≈ ξ∆tA(I − P )
r−1∑
j=0

(ξ∆t)j

(j + 1)!

(
Ajy(tn) +

j∑
`=1

Aj−`F (`−1)(tn)

)
.

(8.9)
From here, to optimize the CFL number of the explicit scheme, we can add extra
terms beyond the term of the Taylor expansion of order r − 1 without changing
the order of accuracy. In this chapter, we will use the following expression for
the stability function R(z) of the chosen explicit scheme:

R(z) = α0 + α1z + αrz
r + · · ·+ αm+1z

m+1, m ≥ r.

In order to coincide with explicit optimized schemes presented in the Chapter
7, extra-terms are added to get:∫ tn+ξ∆t

tn

A(I − P )y(t)dt ≈ ξ∆tA(I − P )

(
r−1∑
j=0

(ξ∆t)j

(j + 1)!
Ajy(tn) +

m∑
j=r

αj+1(ξ∆t)jAjy(tn)

)

+ ξ∆tA(I − P )

(
r−1∑
j=0

(ξ∆t)j

(j + 1)!

j∑
`=1

Aj−`F (`−1)(tn) +
m∑
j=r

αj+1(ξ∆t)j
j∑
`=1

Aj−`F (`−1)(tn)

)
(8.10)

that can be written as∫ tn+ξ∆t

tn

A(I − P )y(t)dt ≈ ξ∆tA(I − P )

(
m∑
j=0

αj+1(ξ∆t)jAjy(tn)

)

+ ξ∆tA(I − P )

(
m∑
j=0

αj+1(ξ∆t)j
j∑
`=1

Aj−`F (`−1)(tn)

)
(8.11)



194 8.2. Construction of locally time schemes

since
αj =

1

j!
, j ≤ r.

This is due to the fact that the chosen explicit scheme is of order r. We then
replace F by its interpolation, denoted by Q, using the quadrature points ci. We
use

F (tn + ξ∆t) ≈ Q(tn + ξ∆t). (8.12)

where the polynomial Q reads

Q(tn + ξ∆t) = Q̃(ξ) =
s∑
i=1

Fi ϕ̃i(ξ), (8.13)

with
Fi = F (tn + ci∆t)

and the basis functions ϕ̃i valued between 0 and 1 are given by

ϕ̃i(ξ) =

∏
j 6=i ξ − cj∏
j 6=i ci − cj

.

We introduce the following notation

w̃j = Ajy(tn) +

j∑
`=1

Aj−`Q(`−1)(tn), (8.14)

to end up with a simplified expression∫ tn+ξ∆t

tn

A(I − P )y(t)dt ≈ ξ∆tA(I − P )

(
m∑
j=0

αj+1(ξ∆t)jw̃j

)
(8.15)

We use the following relation

Q(`)(tn) =
1

∆t`
Q̃(`)(0).

to compute Q(`)(tn) as a linear combination of Fi:

Q(`−1)(tn) =
s∑
i=1

ϕ̃
(`−1)
i (0)

(∆t)`−1
Fi

In practice, we will compute the vectors

ζj = αj+1A(I − P )w̃j. (8.16)

An optimal way to do that is provided in the Algorithm 8. Now we treat the
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Algorithm 8 Computation of ζj (8.16)
Coefficients Di,l are precomputed as

Di,` =
ϕ̃

(`)
i (0)

(∆t)`

for i = 1 . . . s do
compute Fi = F (tn + ci∆t)

end for
w = yn
for j = 0 . . .m do

compute z = A (I − P )w and zp = AP w
ζj = αj+1z
compute Q(j) =

∑s
i=1Di,jFi

w = z + zp +Q(j)

end for

second-integral in (8.4) corresponding to the source term in the coarse part. It
is approximated as follows:∫ tn+ξ∆t

tn

(I − P )F (t)dt ≈ (I − P )ξ∆t
s∑
i=1

biQ(tn + ciξ∆t). (8.17)

For degrees of freedom (dofs) that are far from the fine region (i.e. dofs belonging
to elements that are not adjacent or inside the fine part of the mesh), we have
obtained the following expression for yn+1 (obtained for ξ = 1):

yn+1 = yn + ∆tA(I − P )
m∑
j=0

αj+1∆tjw̃j + ∆t(I − P )
s∑
i=1

biFi (8.18)

We see that this expression is a simple linear combination of the vectors Fi and
ζj computed in the Algorithm 8.

Remark If the fine part is void (i.e. P = 0), the obtained explicit scheme can
be written in the usual form given in the Chapter 7:

yn+1 =
m+1∑
j=0

αj∆t
jAjyn + ∆t

m∑
k=0

∆tkAk
s∑
`=1

ωki Fi

where

ωki =


m+1−k∑
`=1

αk+` ϕ̃i
(`−1)(0), if k > 0

bi, if k = 0

The result is obtained by introducing k = j + 1− `.
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Remark In the formula (8.18), we can observe that the coarse part is advanced
by using Hörner’s algorithm (instead of the stable algorithm). This algorithm is
necessary to advance the fine part efficiently. That is the main reason why we
preferred the optimized explicit schemes of Chapter 7 with a small number of
additional stages, such that the Hörner’s algorithm should not deteriorate the
accuracy.

8.2.2 Treatment of the coarse part combined with the fine part
We recall that Q (8.13) denotes the polynomial that interpolates the source func-
tion F . We introduce Q̂ the anti-derivative of Q. Then the integral of the source
term in the coarse region (that will be in contact with the fine region) can be
approximated as follows:∫ tn+ξ∆t

tn

(I − P )F (t)dt ≈ (I − P )
(
Q̂(tn + ξ∆t)− Q̂(tn)

)
. (8.19)

Using the equation (8.19) and the approximation (8.15) in the coarse region, the
equation (8.4) becomes:

y(tn + ξ∆t) ≈ yn + A(I − P )
m∑
j=0

αj+1(ξ∆t)j+1w̃j + (I − P )
(
Q̂(tn + ξ∆t)− Q̂(tn)

)
+

∫ tn+ξ∆t

tn

APy(t) + PF (t)dt

We introduce the variable τ = ξ∆t to obtain

y(tn + τ) = yn + A(I − P )
m∑
j=0

αj+1 τ
j+1w̃j + (I − P )

(
Q̂(tn + τ)− Q̂(tn)

)
+

∫ tn+τ

tn

APy(t) + PF (t)dt

(8.20)

Let ỹ be defined as
ỹ(τ) = y(tn + τ)

Like in [55], we differentiate (8.20) with respect to τ to obtain the following
ODE:

dỹ(τ)

dτ
=

updated source term︷ ︸︸ ︷
A(I − P )

m∑
j=0

(j + 1)αj+1 τ
jw̃j + (I − P )Q(tn + τ) + PF (tn + τ) +APỹ(τ)

(8.21)
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The equation (8.21) represents the ODE that has to be solved in the fine region
with an updated source term. This updated source term is known since its
comes from the explicit scheme used in the coarse region and the source term
set in the fine region. We have made the choice to approximate F with Q in this
term as well. With this approach, we obtain the following ODE:

dỹ(τ)

dτ
= APỹ(τ) + F̃ (τ) (8.22)

where

F̃ (τ) =
m∑
j=0

(j + 1) τ j ζj +Q(tn + τ) =
m∑
j=0

(j + 1) τ j ζj +
s∑
i=1

ϕ̃i

( τ

∆t

)
Fi (8.23)

The ODE (8.22) can be solved using either explicit schemes with small time step
as in [55] or implicit schemes as we propose here. In this work we have used
A-stable implicit schemes we have developed in the Chapters 5 and 6 to solve
(8.22), to obtain locally implicit schemes. By this way, the most stiff part of the
computational domain becomes a CFL-free region since we use A-stable time
integration schemes. This allows to increase the admissible values of time-step
which contributes to reduce the computational costs.

Remark The ODE (8.22) is solved for close degrees of freedom, i.e. degrees of
freedom that belong to an element inside the fine region or adjacent to the fine
region. We use the Algorithm 9 to compute yn+1 from yn. In the Algorithm 9, the

Algorithm 9 Computation of yn+1

compute vectors Fi and ζj with algorithm 8
Task 1 : compute yn+1 for far degrees of freedom with formula (8.18)
Task 2 : compute yn+1 for close degrees of freedom by solving the ODE (8.22)
with an implicit scheme

tasks 1 and 2 can be performed in parallel, but the cost of these two tasks are
very different since the task 1 consists of a linear combination while task 2 will
involve the solution of several linear systems.

Remark For HDG formulation, the linear system to be solved involves degrees
of freedom associated with the unknown λ for edges (faces in 3-D) of the fine
region only. Then the unknowns u and v (for acoustics) are reconstructed in the
close region (fine region + adjacent elements) as detailed in the chapter (3).

8.3 Splitting based on the local time step
Let Ω ⊂ Rn be an open set that represents the computational domain. The
domain Ω is assumed to be meshed with elements Ki such that

Ω =
⋃

Ki.



198 8.3. Splitting based on the local time step

(a) 2D (b) 3D

Figure 8.1: Example of 2D and 3D small meshes used to evaluate the local time-step of each
element.

We consider the following semi-discrete ODE for a sub-mesh Ωi of the com-
putational domain Ω:Mh

dy(t)

dt
+Khy(t) = F (t) t ∈ (0, T ]

y(0) = y0

(8.24)

The sub-mesh Ωi comprises the element Ki and its adjacent elements (elements
that share an edge in 2D (a face in 3D) with the element Ki ). In the Figure
8.1, we have represented examples of a sub-mesh Ωi in 2D and 3D in the case
of an hybrid mesh. Mh is the local mass matrix and Kh is the local stiffness
matrix. The ODE (8.24) can be obtained after the discretization of the acoustic
or Maxwell’s equations (see the Chapter 3). We denote by Ai = M−1

h Kh the
product of the inverse of the local mass matrix and the local stiffness matrix of
the sub-mesh Ωi. The local time-step ∆ti is then given as

∆ti =
β

ρ(Ai)
,

where ρ(Ai) represents the spectral radius of Ai, and β an unknown coefficient.
∆ti hints on the stiffness nature of the problem in each element of the compu-
tational domain. This allows to split the domain into a fine and coarse regions
following a simple rule:{

if ∆ti ≤ ∆tref , Ki ∈ Ωfine = fine region
if ∆ti > ∆tref , Ki ∈ Ωcoarse = coarse region

(8.25)

where ∆tref is the reference time step used to differentiate fine and coarse re-
gions. For a given mesh, discretization method and order, the time-step ∆ti
locally defined for each element Ki is computed once and stored in a file. This
file can be used for other simulations with different time schemes (or different
sources) and defines the fine and coarse region.
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Remark ∆ti doesn’t represent the true time-step for an explicit scheme, since
the coefficient β is not known (it depends on the spectrum of Ai and on the
coefficients α1, α2, · · · , αm+1 of the time scheme). If one wants to compute the
true time step ∆ti, a solution consists of computing all the eigenvalues λk of Ah
(and not only the largest eigenvalues) and of using a bisection method to find
the maximal ∆t such that all the values z = ∆tλk are enclosed in the stability
domain S(α1, α2, · · · , αm+1) of the considered explicit scheme.

In practice we do not compute the spectral radius for each element to eval-
uate 1/ρ(Ai), because it is expensive and does not give the true time step for a
given time integration scheme. We rather use a geometric criterion:

hi = min
e edge of Ωi

length(e)

Then a reference mesh size href is defined to split the domain in two regions:{
if hi ≤ href , Ki ∈ Ωfine = fine region
if hi > href , Ki ∈ Ωcoarse = coarse region

(8.26)

8.4 Accuracy of the locally implicit methods
In this section, we want to show that the locally implicit methods obtained from
the combination of the Linear-ERK schemes of order r with implicit schemes
of the same order (Padé or Linear-SDIRK schemes), are of order r. This result
follows from the result obtained for the locally time stepping method presented
in [55].

By construction, the algorithm used to advance far degrees of freedom with
formula (8.18) is of order r, i.e. the consistency error of the formula is in
O(∆tr+1). The algorithm used to advance close degrees of freedom (an implicit
scheme of order r) will also provide a local error in O(∆tr+1). So it seems clear
that the global scheme has a local error in O(∆tr+1). As a result, if the global
scheme is stable, the global error should be in O(∆tr). We do not have any proof
of the stability, but we are rather convinced that the CFL of the global scheme
will be controled by the CFL of the coarse part since the ODE of the close region
is advanced with an A-stable scheme.

8.5 Numerical results
This section provides numerical results in order to validate the locally implicit
schemes implemented and to evaluate the efficiency of the schemes. These
schemes have been implemented in Montjoie for HDG formulation.
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We first consider the acoustic wave equation. The scalar field u and vectorial
field v depend on the space x and the time t and are solution to the following
boundary value problem:

ρ ∂tu− div v = f, ∀(x, t) ∈ Ω× R+

µ−1∂tv −∇u = 0, ∀(x, t) ∈ Ω× R+

u(x, 0) = ∂tu(x, 0) = 0, ∀x ∈ Ω (null initial conditions)

u = fD, x ∈ ΓD (Dirichlet condition)

µ∂nu = fN , x ∈ ΓN (Neumann condition)

µ∂nu+
√
ρµ ∂tu = fA, x ∈ ΓA (Absorbing condition)

(8.27)

where Ω is the computational domain. ΓD, ΓN and ΓA are the boundaries associ-
ated respectively with Dirichlet, Neumann and absorbing boundary condition.
n is the normal vector outgoing to the considered boundary, ρ and µ are physical
indexes, which are piecewise constant. fD, fN and fA are given source func-
tions. The detail of the space discretization of this equation is presented in the
Chapter 3.

8.5.1 Convergence curves and numerical results on a 2D regular
mesh

The wave equation (8.27) is solved in 2D in a homogeneous medium

ρ = µ = 1

in the computational domain Ω = [−5, 5]2. We set a homogeneous Neumann
condition on the boundaries. The domain Ω is meshed using quadrilateral ele-
ments and is locally refined next to the point (0, 0) as shown in the Figure 8.2.
For the space discretization, we use Q8 polynomials and the HDG formulation
as presented in the Chapter 3. The space error is about 10−11. The source term
is provided by a gaussian volume source centered at (0, 0):

f(x, y) = exp(−α0(x2 + y2)), α0 ≈ −
log(10−6)

4

We choose [0, 200] for the time interval. The temporal source is the Ricker
function (the second derivative of a Gaussian) with a central frequency f0 =
0.48. We compute a reference solution using eighth order Padé schemes with
∆t = 0.001. This reference solution is used to compute the L2 relative error.

We compute the numerical solution using the locally implicit method pre-
sented previously. We consider two combinations of explicit and implicit schemes.
The first one corresponds to a diagonal Padé scheme, developed in the Chapter
5, combined with a Linear-ERK scheme presented in the Chapter 7. The second
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Figure 8.2: Mesh used for the convergence of the Locally implicit scheme (fine region is in green).

one combines a Linear-ERK scheme with a Linear-SDIRK scheme introduced in
the Chapter 6. To produce the convergence curves, we compute the numerical
solution for different time-steps then we evaluate the relative L2 error between
that solution and the reference solution at t = 200. In the Figure 8.3 we present
the obtained errors with respect to the time-step for the locally implicit meth-
ods of order 4, 6 and 8. We observe a good convergence rate for the different
schemes.

8.5.2 Numerical comparison for the resonant cavity in 2D
In this test case we consider the scattering of the resonant cavity as described
in the subsection 6.5.2. We recall that the computational domain Ω is meshed
with quadrilaterals (see Figure 8.4). The external boundary is a circle of radius
1.5. The internal boundary is a circle of radius 1, the cavity is a circle of radius
0.5. The circular cavity is linked with the exterior domain by a rectangle of
thickness sin

(
π

180

)
. We have chosen the following physical parameters

ρ =

{
0.8 if

√
x2 + y2 ≤ 1.25

1.0 otherwise
, µ =

{
1.2 if

√
x2 + y2 ≤ 1.25

1.0 otherwise

A homogeneous Neumann boundary condition is set on all the boundaries except
at the external circle. On this circle of radius 1.5, an inhomogeneous absorbing
boundary condition is set (corresponding to the scattering by a plane wave):

µ∂nu+
√
ρµ ∂tu = µ∂nu

inc +
√
ρµ ∂tu

inc, on ΓA

where the incident field is given by

uinc = h(t− 1.5− x)
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Figure 8.3: Relative L2 error between numerical solution and the reference solution for t = 200
with respect to the time step. Comparison of locally implicit methods of order 4 6 and 8 (Padé
and Linear-SDIRK schemes combined with Linear-ERK schemes). The space discretization
error is about 10−11.
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Figure 8.4: Mesh used for the resonant cavity (fine region is in green). On the right, detail of
the mesh close to the entry of the cavity.

where
h(t) = sin(ωt)e−b(t−T )2

with
ω = 16π, b = 4, T =

√
log(106).

For the space discretization, we use Q10 polynomials with the HDG formulation.
The numerical solutions are computed for a time interval I = [0, 10]. The tempo-
ral source is a Gaussian with a parameter α = 4 modulated by a sinus function
(F (t) = e−α(t−t0) sin(2πf0t)) at the frequency f0 = 8. In Tables 8.1 and 8.2, we
provide the computational times for the locally implicit methods and the fully
implicit schemes. The L2 relative errors are evaluated at the time t = 10 with a
reference solution computed with the eighth order Padé scheme and ∆t = 5e−04
(20 000 time-steps). We observe that due to the presence of a local refinement
the time-step for the fully explicit scheme is severely constrained by the CFL
number. For example, when using the eighth order Linear-ERK scheme with
two additional stages (l=2) the maximal time-step is about 5e− 07 (which corre-
sponds to 20 000 000 time-steps for the overall simulation). By considering the
locally implicit method technique, the global number of time-steps for the cor-
responding scheme goes down to 20 000. This technique allows to get a stable
solution with a lower cost and with less resource memory. However, by look-
ing at the Table 8.2, we observe that the fully implicit scheme provides results
accurate enough for less computational time. This test case shows an insight
on the feature provided by locally implicit schemes to considerably release the
time-step restriction and save memory.
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Order Number of time-steps Relative errors Computational times
Linear SDIRK and ERK schemes with l = 2

4 25000 1.6426e-07 2h14mn30s
6 25000 3.1255e-09 3h21mn18s
8 20000 3.5490e-07 3h28mn57s

Padé and Linear-ERK schemes with l = 2
4 25000 1.0233e-07 1h56mn03s
6 25000 8.8443e-13 2h40mn37s
8 20000 8.3829e-12 2h49mn38s

Table 8.1: Computational times for the locally implicit method for the scattering of the resonant
cavity (2D case HDG Acoustic).

Order Number of time-steps Relative errors Computational times
Linear SDIRK schemes

4 7500 2.5100e-06 1h51mn47s
6 2200 8.8877e-08 58mn59s
8 1000 2.4961e-07 34mn24s

Padé schemes
4 8000 7.6997e-06 1h06mn54s
6 2500 2.4095e-07 31mn39s
8 1000 6.1501e-08 17mn42s

Table 8.2: Computational times for the implicit method for the scattering of the resonant cavity
(2D case HDG Acoustic).
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Chapter 9
Numerical comparison results

This chapter focuses on the solution of 3D test cases while solv-
ing the acoustic wave equation and Maxwell’s equations. The
first test case corresponds to the scattering of spherical inclu-
sions in a slab. The second one describes the scattering of a
spherical resonant cavity.
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9.1 Introduction

We consider the acoustic and Maxwell’s equations introduced in the Chapter 3.
The implicit and explicit time integration schemes developed in the Chapters 5,
6 and 7 are combined with the HDG formulation to solve both equations. For
each time scheme, we provide the computational resource needed to perform the
simulation. Concerning the implicit schemes, we give also the resource memory
used to factorize the condensed linear systems to be solved, i.e. the memory
space used to store the factorization of the matrix Ah introduced in the Chapter
3. This matrix involves only degrees of freedom associated with the unknown
λ. The memory space used to factorize this matrix Ah is specified as ”Factor-
ization”. We have also displayed the resource memory space used to store the
condensation blocks (i.e blocks A12, A21, A

−1
22 as introduced in the Chapter 3), this

memory is specified as ”Condensation Solver”. For hexahedral elements, only
blocks B̃ are stored (see Chapter 3).

The numerical experiments are conducted in Federative Platform for Re-
search in Computer Science and Mathematics known as PlaFRIM. The simula-
tions are launched in nodes Miriel, each node having the following features:

X 2 Dodeca-core Haswell Intel Xeon E5-2680

X 2.5 GHz

X 24 cores

X RAM 128 GiB

For implicit time integration schemes, we have used the direct solver MUMPS
[2] (version 5.0.1) to solve the linear systems. The computational time displayed
is the maximal time spent in a single core (among all cores), it corresponds to
the real time we had to wait to obtain the solution. The number of degrees free-
dom displayed is the number of degrees of freedom for the unknown λ in HDG
formulation.



210 9.2. Spherical inclusion

9.2 Spherical inclusion
In this section we are interested in solving the time domain Maxwell’s equations
reading as:

µ
∂H

∂t
+ curl E = 0, ∀(x, t) ∈ Ω× I

ε
∂E

∂t
+ σ̃E− curl H = 0, ∀(x, t) ∈ Ω× I

E(x, 0) = H(x, 0) = 0, ∀x ∈ Ω, (initial conditions)

n× (E× n) = fD, ∀(x, t) ∈ ΓD × I, (Dirichlet condition)

n×H +

√
ε

µ
(n× E)× n = 0, ∀(x, t) ∈ ΓA × I, (Silver-Müller condition)

(9.1)
where Ω is a bounded domain of R3 whose boundary ∂Ω is composed of ΓD and
ΓA with ΓD ∩ ΓA = ∅. The computational domain Ω is defined by a slab [−8, 8]×
[−8, 8]×[−1, 3] containing 40 spherical inclusions, each inclusion having a radius
of 0.1.

The domain is meshed using hexahedral elements as represented in the Fig-
ure 9.1. For the permittivity, the permeability and the conductivity we take the
following dimensionless values:

ε =

{
4.0 if inside an inclusion
1.0 otherwise , µ =

{
2.0 if inside an inclusion
1.0 otherwise ,

and
σ =

{
0.1 if inside an inclusion
0 otherwise

An inhomogeneous Dirichlet condition is set on the bottom surface of the domain
(ΓD, green surface in the Figure 9.1) with Gaussian source in space centered
at (0,0,-1), Ricker source in time at central frequency f0 = 1. On the other
boundary surfaces (ΓA, surface in yellow) the Silver-Müller condition is set. We
are using Q5 polynomial functions and the HDG formulation as detailed in the
Chapter 3, on the mesh is depicted in the Figure 9.1.

In the Table 9.1, we provide the computational resources needed to compute
the numerical solution for both explicit and implicit schemes. As expected, we
observe that implicit schemes require much more memory space than explicit
schemes. In particular, the Padé schemes are the most expensive in terms of
memory consumption. This is essentially due to the factorization process when
we solve the linear system as detailed in the Section 5.2. The Linear-SDIRK
schemes require only one factorization while for Padé schemes of order 2m, m ∈
N∗ we need m factorizations. For example we see in Table 9.1 that the memory
space used in the factorization step for the eighth-order Padé scheme (Pade8)
is two times bigger than that used for the fourth-order Padé scheme (Pade4).
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(a) Mesh

(b) Mesh spherical inclusion (Cut)

Figure 9.1: Mesh used for the scattering of spherical inclusions in a slab.
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Q5 4 624 hexahedra 1 026 432 degrees of freedom
Schemes Global Mem-

ory (GiB)
Factoriza-
tion (GiB)

Condensation
Solver (GiB)

Time vec-
tor (MiB)

LinearERK4− 2 0.704 - - 274.34
LinearERK6− 2 1.13 - - 365.94
LinearERK8− 2 1.21 - - 457.46
LinearSDIRK3−1 29.43 20.1 8.2 365.89
LinearSDIRK5−2 29.57 20.1 8.2 503.16
LinearSDIRK7−2 29.66 20.1 8.2 594.69
Pade4 57.41 40.15 15.99 502.97
Pade6 85.76 60.25 24.19 548.70
Pade8 113.65 80.30 31.98 594.43

Table 9.1: Computational memory space needed for explicit and implicit schemes for the scatter-
ing of spherical inclusions (3D case HDG Maxwell). A direct solver is used for implicit schemes.

In fact, for Pade4 the factorization is performed for one complex root while it
is done for two complex roots for Pade8 (see the Section 5.2). In the case of
Pade6, the factorization is performed for one complex root and one real root
which corresponds exactly to the memory space consumed for one Linear-SDIRK
scheme and Pade4 during the factorization step.

To evaluate the computational time of each scheme, we consider the time
interval I = [0, 20]. The temporal source is the Ricker function (the second
derivative of a Gaussian function) at central frequency f0 = 1. In Table 9.2 we
present the computational time required by the different schemes to obtain a
relative L2 error below 0.001% at t = 20. The reference solution is computed
with ∆t = 0.005 (4 000 time-steps) and the eighth order Padé scheme. The
simulations are performed using the experimental platform PlaFRIM. We have
used six nodes Miriel, each node having twenty four (24) cores. The relative
errors are computed using the x-component of the electric field. We observe in
the Table 9.2 that explicit schemes are more efficient than implicit schemes.
They require less computational time to achieve the targeted accuracy. Among
implicit schemes, Padé schemes take less computational time to reach the tar-
geted accuracy compared to Linear-SDIRK schemes, even though they require
much more memory space. The x-component of the electric field is shown on the
Figure 9.2 at t = 2 and t = 20. Here the spacial discretization is rather coarse,
that is why the displayed solution exhibits some numerical artifacts.
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Figure 9.2: x-component of the electric field at t = 2 and t = 20 on three planes Oyz, Oxz and
Oxy with O = (0, 0,−0.1).
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Q5 4 624 hexahe-
dra

1 026 432 degrees of freedom

Schemes Number of
time-steps

Relative errors Computational
times

Linear-ERK4− 2 4000 6.1918e-06 1mn08s
Linear-ERK6− 2 4000 3.4500e-09 1mn29s
Linear-ERK8− 2 2500 6.3281e-10 1mn11s
Linear-SDIRK3− 1 2300 7.4326e-06 41mn60s
Linear-SDIRK5− 2 900 4.3470e-06 30mn07s
Linear-SDIRK7− 2 500 5.5613e-06 20mn09s
Pade4 3500 7.9893e-06 43mn14s
Pade6 1000 6.0541e-06 21mn51s
Pade8 500 4.2474e-06 16mn04s

Table 9.2: Computational times for explicit and implicit schemes for the scattering of spherical
inclusions (3D case HDG Maxwell). Times computed when using 6 nodes Miriel and 144 cores
on the PlaFRIM platform. A direct solver is used for implicit schemes. The relative L2 error is
bellow 0.001%.

9.3 Spherical resonant cavity
We consider the acoustic wave equation with Neumann and absorbing boundary
conditions:

ρ ∂tu− divv = 0, ∀(x, t) ∈ Ω× I
µ−1∂tv −∇u = 0, ∀(x, t) ∈ Ω× I
u(x, 0) = ∂tu(x, 0) = 0, ∀x ∈ Ω (null initial conditions)

µ∂nu = fN , x ∈ ΓN (Neumann condition)

µ∂nu+
√
ρµ ∂tu = 0, x ∈ ΓA (Absorbing condition)

(9.2)

In this experiment the 3D wave equation (9.2) is solved in a homogeneous
medium

ρ = µ = 1

in a domain Ω designing a spherical resonant cavity. Ω is meshed with hybrid
elements (tetrahedra, hexahedra, pyramids and wedges) as shown in the Figure
9.3. The external boundary is a cube of size [−0.75, 0.75]3. The internal boundary
is a sphere of radius 0.5, the cavity is a sphere of radius 0.35. The spherical
cavity is linked with the external domain (the cube) by a cylinder of radius 0.03
as displayed in the Figure 9.3(b). We can observe that the mesh is refined in the
cylinder and around the cylinder. An inhomogeneous Neumann condition is set
on the internal boundary to simulate the scattering of a plane wave:

∂u

∂n
= −∂u

inc

∂n
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Q4 24 885 elements 1 633 475 degrees of freedom
Hybrid mesh 3423 tetra, 16571 hexa, 4246 pyramids, 645 wedges

Schemes Global Mem-
ory (GiB)

Factoriza-
tion (GiB)

Condensation
Solver (GiB)

Time vec-
tor (MiB)

LinearERK4− 2 1.1 - - 452.94
LinearERK6− 2 1.25 - - 603.95
LinearERK8− 2 1.40 - - 754.98

LinearSDIRK3−1 35.04 29.38 4.41 603.90
LinearSDIRK5−2 35.27 29.38 4.41 830.43
LinearSDIRK7−2 35.41 29.38 4.41 981.47

Pade4 68.86 58.67 8.71 830.24
Pade6 102.73 88.05 13.12 905.72
Pade8 136.40 117.34 17.43 981.21

Table 9.3: Computational resources needed for explicit and implicit schemes for the scattering
of spherical resonant (3D case HDG Acoustic). A direct solver is used for implicit schemes.

where the incident field uinc is given as

uinc = h(t− 0.75− x)

where h is the temporal source. A homogeneous absorbing boundary condition
is set on the external boundary (the six surfaces of the cube). We are using
Q4 polynomials and the HDG formulation as detailed in the Chapter 3 for the
space discretization. The solutions are computed for the time interval I = [0, 6].
The temporal source is a Gaussian with parameter α = 16 modulated by a sinus
function (h(t) = eα(t−t0) sin(2πf0)) at frequency f0 = 10. In Table 9.3 we present
the computational memory space consumed by explicit and implicit schemes to
perform the simulation. The explicit schemes are less memory space consuming
compared to implicit schemes. Padé schemes are the most expensive in terms of
memory space usage, in particular due to the factorization step.

In Table 9.4, we provide the computational time taken by each scheme to
complete the overall simulation. For implicit schemes, we target the same accu-
racy as for the explicit schemes. The time-steps for explicit scheme are chosen
according to the limit of their CFL number. The relative L2 errors are evaluated
at t = 6 using a reference solution computed with the eighth-order Padé scheme
and the time-step ∆t = 0.001 (6000 time-steps). We observe that Padé schemes
takes less computational time compared to the Linear-SDIRK and Linear-ERK
schemes. They require fewer number of time-steps to achieve the targeted ac-
curacy which made them efficient even though the memory space used is larger.
In the Figure 9.4, we display the numerical solution at t = 1, 2, 4 and 6. Here we
did not use curved elements that is why we observe a loss of symmetry of the
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(a) Mesh

(b) Mesh (Cut)

Figure 9.3: Mesh used for a scattering of the spherical resonant cavity. On the top we show the
full domain and a view on the spherical domain (obtained with MEdit software). At the bot-
tom we represent a cross-section of the computational domain (green elements) and the refined
region (obtained with Gmsh software).
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Q4 24 885 elements 1 633 475 degrees of freedom
Hybrid mesh 3423 tetra, 16571 hexa, 4246 pyramids, 645 wedges

Schemes Number of time-
steps

Relative errors Computational
times

Linear-ERK4− 2 24000 3.9784e-04 1h08mn25s
Linear-ERK6− 2 24000 6.195e-03 1h13mn14s
Linear-ERK8− 2 15000 1.9971e-05 1h16mn16s

Linear-SDIRK3− 1 3000 1.0070e-03 1h19mn30s
Linear-SDIRK5− 2 1920 1.0388e-03 1h31mn05s
Linear-SDIRK7− 2 900 1.0881e-03 44mn03s

Pade4 3000 4.2042e-04 40mn31s
Pade6 2000 4.0110e-04 47mn57s
Pade8 750 7.7757e-04 20mn08s

Table 9.4: Computational times for explicit and implicit schemes for the scattering of spherical
resonant (3D case HDG Acoustic), computed when using 6 nodes Miriel and 144 cores on the
PlaFRIM platform. A direct solver is used for implicit schemes.

numerical solution.



218 9.3. Spherical resonant cavity

1.0 0.5 0.0 0.5 1.00.8
0.6
0.4
0.2
0.0
0.2
0.4
0.6
0.8

1.0 0.5 0.0 0.5 1.00.8
0.6
0.4
0.2
0.0
0.2
0.4
0.6
0.8

1.0 0.5 0.0 0.5 1.00.8
0.6
0.4
0.2
0.0
0.2
0.4
0.6
0.8

-0.05 -0.025 0 0.025 0.05

(a) t = 1

1.0 0.5 0.0 0.5 1.00.8
0.6
0.4
0.2
0.0
0.2
0.4
0.6
0.8

1.0 0.5 0.0 0.5 1.00.8
0.6
0.4
0.2
0.0
0.2
0.4
0.6
0.8

1.0 0.5 0.0 0.5 1.00.8
0.6
0.4
0.2
0.0
0.2
0.4
0.6
0.8

-0.05 -0.025 0 0.025 0.05

(b) t = 6

Figure 9.4: Solution obtained for the scattering of a spherical resonant cavity at t = 1 and t = 6
(total field).



Chapter 10
Conclusion

In this thesis, we have studied and developed different families of time inte-
gration schemes for linear ODEs, focusing on the solution of acoustic and elec-
tromagnetic wave propagation problems. However, it is worth mentioning that
these schemes can be used for any linear ODE with constant coefficients ob-
tained from the spatial discretization of a boundary value problem based upon
a Partial Differential equation.

First in the Chapter 2 we have introduced definitions and properties used
for the development of the time integration schemes. This chapter aimed at
stating the type of ODEs considered and to clarify the stability, dissipation and
dispersion properties of time integration schemes.

Then, in the Chapter 3, we have introduced the wave propagation problems
considered and the methods used to discretize them in space. Considering the
first order formulation of the acoustic wave equation, we have used the mixed
spectral finite element method to provide a semi-discrete formulation. The tech-
nique of mass lumping has been used to obtained diagonal mass matrix when
quadrilaterals or hexahedra elements are used. Since for other types of ele-
ments the mass matrix is not diagonal anymore, we have also considered the
HDG formulation which leads to block diagonal mass matrix. For both types
of space discretization methods, the technique of static condensation has been
detailed in order to remove internal degrees of freedom and reduce the size of
the linear system to solve for implicit time schemes. Plus the classical formu-
lation with absorbing, Dirichlet and Neumann boundary conditions, the varia-
tional formulation integrating PMLs (2D and 3D) is given for the acoustic and
Maxwell’s equations. The linear system to be solved while considering an im-
plicit scheme is provided and the static condensation based on the computation
of the Schur complement is used to reduce the computational burden.

In the Chapter 4, we have presented a review of high-order Runge-Kutta
(RK) schemes commonly used in the literature. We have presented the stabil-
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ity, dispersion and dissipation properties of the explicit RK schemes of order
2, 3, 4, 6 and 8 and we have seen that all of them have a bounded stability
domain. As a consequence, the explicit schemes have a time-step restriction in-
volving the so-called CFL condition. Since the problems we are considering can
be stiff, especially when we are using high order polynomials for the space ap-
proximation or if the computational domain contains a local refinement which
is likely, we have investigated implicit RK schemes which are A-stable (uncon-
ditionally stable). From this investigation two families of implicit schemes have
been considered. The first ones which are Gauss like RK schemes are fully
implicit and require much resource of memory space. The second ones, the so-
called Singly Diagonally Implicit RK (SDIRK) schemes, have been preferred.
However, A-stable SDIRK are not common beyond an order 5 of accuracy. We
have provided the coefficients for these SDIRK schemes up to order 5. To obtain
higher-order schemes, we attempted to construct SDIRK schemes from A-stable
stability function. We did not success in this process due to numerous order
conditions plus the A-stability condition and the particular properties of SDIRK
schemes. For this reason, our work has focused on the development of A-stable
time integration schemes for linear ODEs introduced in the second part of this
thesis.

The second part of the manuscript which consists of our main contribution,
has been developed with two main objectives. The first was the construction of
A-stable time integration schemes for an arbitrary order with low-dissipation
and low-dispersion effects. This task has been completed by proposing two fam-
ilies of implicit schemes: the diagonal Padé schemes and the SDIRK schemes
for linear ODEs only. The diagonal Padé schemes have been constructed us-
ing the Padé approximation of an exponential function in the Chapter 5. It
has been proved that they are A-stable and non-dissipative when considering
the test equation y′ = iλy. We also proved that these diagonal Padé schemes
are equivalent to Gauss-RK schemes for linear ODEs. The advantage in using
the diagonal Padé schemes instead of Gauss-RK lies in the fact that with Padé
schemes we solve many smaller linear systems to compute the solution at one
step while with Gauss-RK schemes we have a very large linear system to solve.
We have proposed an optimal algorithm to take advantage of the algebraic prop-
erties of the stability function of these schemes in order to significantly reduce
the computational burden. In Chapter 6, we have proposed a methodology to
construct A-stable SDIRK schemes for an arbitrary order. We have provided
the stability of these schemes up to order 12. We have also provided an al-
gorithm to efficiently implement them in particular when solving linear ODEs
with source term. This work on the development of A-stable high-order implicit
schemes has been recently accepted for publication (see [5]).

The second objective of this part, was the development of explicit schemes
with an optimal CFL number and a locally implicit method. To complete this



CONCLUSION 221

task, we have considered a polynomial stability function based on the Taylor
series expansion of an exponential function. Then, we have added extra terms
beyond the terms of the Taylor expansion without changing the order of accu-
racy. The coefficients of those extra terms have been computed by optimizing
the CFL number such that the stability region of the developed scheme include
a typical profile of spectrum of a linear operator obtained from the HDG dis-
cretization. This has been done in the Chapter 7. We have also determined the
CFL number and the efficiency on the typical profile for each explicit scheme.
Pursuing our aim, we have proposed a methodology to construct locally implicit
methods of arbitrary order for linear ODEs in the Chapter 8. We have presented
the locally implicit methods obtained from the combination of the A-stable im-
plicit schemes we have developed and explicit schemes with optimal CFL num-
ber. The method has been used to solve the acoustic wave equation and we have
provided convergence curves demonstrating the performance of schemes of or-
der 4, 6 and 8.

Plus the different 1D and 2D validation tests performed in the Chapters 4, 5,
6 and 7 while solving the acoustic wave equation, we have performed numerical
simulation for 3D acoustic wave and Maxwell’s equations that are given in the
Chapter 9. The first test case was about the electromagnetic wave scattering
from spherical inclusions in a slab and the second one deals with the acoustic
wave scattering from a spherical resonant cavity. For both cases, we have used
the HDG formulation and we have compared the explicit and implicit time in-
tegration schemes.

As a perspective the first goal will be to finalize our work on the construc-
tion of the locally implicit methods. This will consist of performing simulations
in 3D and show the feature proposed by this kind of technique. We can also
combine the locally implicit technique with the local time stepping for further
optimization.

The algorithm used to split the computational domain into fine and coarse
region can be improved. Instead of using only a geometric criteria, we can think
on how to compute the true CFL number, local to each element, which involves
the order of approximation as well. For a small problem, one can compute all the
eigenvalues of the linear operator associated with an element and its neighbors.
But for 3-D large problems and with a high-order approximation, this process
becomes extremely expensive.

In the theoretical view, it might be interesting to investigate the stability
and the convergence order of the obtained locally implicit schemes. We believe
that the CFL number of the locally implicit schemes, as we have developed,
corresponds to the CFL number of the explict schemes used. However, we did
not give any theoretical proof on that.

Another point that can be interesting to look at, is the dispersion and dis-
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sipation order. In fact, for the different explicit and implicit schemes, we have
only provided validation curves to show the dissipation and dispersion errors we
may introduce when we take a large time-step. To obtain further informations,
it will be interesting to provide the dissipation and dispersion order analyti-
caly. This can be done, for example, by considering the Taylor expansion of the
dissipation and dispersion formula (see the Chapter 2) for a given stability func-
tion. For higher-order schemes, it is more and more complicate to express the
dissipation and dispersion order.



Conlusion Générale

Dans cette thèse, nous avons étudié et développé différentes familles de schémas
d’intégration en temps pour les EDO linéaires. Ces schémas ont été utilisés pour
résoudre des problèmes de propagations d’ondes acoustiques et électromagnétiques
en dimension un, deux et trois. Cela dit, ils sont tout à fait utilisables pour
d’autres type de problèmes nécessitant la résolution d’EDO linéaires.

Après avoir introduit les définitions et propriétés utilisées pour construire les
schémas en temps, nous avons présenté les méthodes utilisées pour discrétiser
les équations d’ondes acoustiques et électromagnétiques en espace. Nous avons
tout d’abord décrit une méthode des éléments finis spectraux dans laquelle on
utilise la condensation de masse pour obtenir une matrice de masse diagonale
(avec des quadrilatères et hexaèdres). Puis nous avons décrit une formula-
tion HDG (méthode Galerkin discontinue hybride) qui conduit à une matrice de
masse bloc-diagonale. Dans les deux cas de discrétisations spatiales, on utilise
la technique de la condensation statique pour réduire la taille des systèmes
linéaires à résoudre avec un schéma implicite en temps. En plus de proposer
une formulation variationnelle avec les conditions de bords classiques comme
Neumann, Dirchlet et ABC, on propose aussi une formulation intégrant les PML
(en 2D et 3D).

Dans le Chapitre 4, nous avons présenté une revue des schémas de Runge-
Kutta (RK) qui sont couramment utilisés dans la littérature. Commençant par
des schémas explicites RK (ERK), nous nous sommes finalement tournés vers
des schémas implicites RK (IRK) car les ERK ont une contrainte sur le pas de
temps liée à stabilité (condition CFL) qui les rend inefficace pour des problèmes
raides. Parmi les schémas IRK, nous avons présenté des schémas A-stables
(inconditionnellement stable).

Dans la seconde partie de ce manuscrit, nous avons présenté des schémas
d’intégration en temps pour les EDO linéaires. Nous avons tout d’abord présenté
une méthodologie pour construire deux familles de schémas A-stable. La première
famille a été obtenue à partir de l’approximation de Padé d’une fonction expo-
nentielle. Elle a été décrite dans le Chapitre 5. La deuxième famille a été
développée dans le Chapitre 6. Les schémas de cette famille, fourni jusqu’à
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l’ordre 12, ont été construits en approchant la fonction exponentielle par une
fraction de polynôme ayant un unique pôle et sous contrainte d’obtenir un schéma
A-stable. Notre travail sur le développement de ces schémas implicites d’ordre
élevé et A-stable est aussi décrit dans [5].

Puis dans le Chapitre 7, nous avons fourni des schémas explicites, construits
en maximisant leur nombre CFL pour un profil de spectre donné. Ces schémas
explicites ont été combinés aux schémas implicites A-stable, présentés dans
les chapitres 5 et 6, pour construire des schémas localement implicites dans
le Chapitre 8. Après la construction et les tests de validations des schémas en
dimension un et deux d’espace, nous avons présenté des résultats numériques
obtenus en résolvant les problèmes d’ondes acoustiques et électromagnétiques
en dimensions trois. Les résultats obtenus montre la faiblesse des schémas
explicites pour des problèmes raides et la limite des méthodes implicites qui
consomment de plus en plus d’espace mémoire pour des problèmes de taille
grande. Ainsi on voit apparaı̂tre la nécessité d’utiliser une méthode localement
implicites, qui utilisera moins d’espace mémoire et aura moins de contraintes
sur le pas de temps.

Pour les jours à venir, notre objectif est de finaliser nos travaux sur la con-
struction des schémas localement implicites. Dans un premier temps, cela se
traduira en parallélisant le code pour pouvoir les tester sur les problèmes en
trois dimensions. Puis l’idée serait de combiner les schémas localement im-
plicites et les schémas à pas de temps local pour plus d’optimisations.
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Master Modélisation et simualtion (M2) ENSTA, 2014. 49

[22] COCKBURN, B., GOPALAKRISHNAN, J., AND LAZAROV, R. Unified hy-
bridization of discontinuous Galerkin, mixed and continuous Galerkin
methods for second order elliptic problems. SIAM Journal on Numerical
Analysis 47 (2009), 1319–1365. 41

[23] COHEN, G., AND FAUQUEUX, S. Mixed finite elements with mass-lumping
for the transient wave equation. Journal of Computational Acoustics 8
(2000), 171–188. 1, 5, 29, 30

[24] COHEN, G., AND PERNET, S. Finite element and discontinuous Galerkin
methods for transient wave equations. Springer, 2017. 1, 5, 30, 33

[25] COHEN, G. C. Higher-order numerical methods for transient wave equa-
tions. Springer, 2002. 30

[26] COLLINO, F., AND TSOGKA, C. Application of the perfectly matched ab-
sorbing layer model to the linear elastodynamic problem in anisotropic
heterogeneous media. Geophysics 66 (2001), 294–307. 35

[27] DEMAILLY, J.-P. Analyse numérique et équations Différentielles. EDP Sci-
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Abstract

In this thesis, we study and develop different families of time integration schemes for
linear ODEs. After presenting the space discretisation methods and a review of classical
Runge-Kutta schemes in the first part, we construct high-order A-stable time integra-
tion schemes for an arbitrary order with low-dissipation and low-dispersion effects in
the second part. Then we develop explicit schemes with an optimal CFL number for a
typical profile of spectrum. The obtained CFL number and the efficiency on the typical
profile for each explicit scheme are given. Pursuing our aim, we propose a methodology
to construct locally implicit methods of arbitrary order. We present the locally implicit
methods obtained from the combination of the A-stable implicit schemes we have devel-
oped and explicit schemes with optimal CFL number. We use them to solve the acoustic
wave equation and provide convergence curves demonstrating the performance of the
obtained schemes. In addition of the different 1D and 2D validation tests performed
while solving the acoustic wave equation, we present numerical simulation results for
3D acoustic wave and the Maxwell’s equations in the last part.

Key words: ODEs, time integration, high-order schemes, Padé, Runge-Kutta, SDIRK,
acoustic wave, Maxwell’s equations, FEM, HDG.

Résumé

Dans cette thèse, nous étudions et développons différentes familles de schémas d’inté-
gration en temps pour les EDO linéaires. Dans la première partie, après avoir intro-
duit les définitions et propriétés utilisées pour construire les schémas en temps, nous
présentons deux méthodes de discrétisation en espace et une revue des schémas de
Runge-Kutta (RK) qui sont couramment utilisés dans la littérature. Dans la seconde
partie on présente une méthodologie pour construire deux familles de schémas A-stable
pour un ordre quelconque. Puis on fournit des schémas explicites, construits en max-
imisant leur nombre CFL pour un profil de spectre donné. Ces schémas explicites
sont ensuite combinés aux schémas implicites A-stable, pour construire des schémas
localement implicites que nous décrivons. En plus des tests de validations des schémas
pour des problèmes en dimension un et deux de l’espace, nous présentons des résultats
numériques obtenus en résolvant des problèmes de propagation d’ondes acoustiques et
électromagnétiques en dimension trois dans la troisième partie.

Mots clés : EDO, intégration en temps, schémas d’ordre élevé, Padé, Runge-Kutta,
SDIRK, ondes acoustiques, équations de Maxwell, FEM, HDG.
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