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Abstract

Since the 90s, geometric models have been introduced for concurrent programs.
In those, a point corresponds to a state, a path to an execution and a deforma-
tion of a path to an equivalence between executions. They are useful to analyze
programs because they provide a convenient representation of their state space,
on which one can use some of the well-developed tools and invariants from ge-
ometry (curvature, homology, etc.). Conversely, the study of the spaces arising
as models brings new problems of purely geometric nature: most importantly,
they are naturally equipped with a direction (of time), which requires adapting
most usual notions. In this habilitation thesis, we present such models that we
have developed and studied, as well as general techniques to do so and the re-
sults they have allowed us to obtain. Those have been applied to various notion
of “concurrent programs”: programs in an imperative language extended with a
parallel construction and resources, but also distributed protocols, version control
systems, or rewriting systems. The “geometric models” we have studied for those
are also of various nature: precubical sets, directed topological spaces, generalized
metric spaces, or polygraphs.
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Gately begins to consider this hopefully
nonrecurring dream even more unpleasant
than the tiny-pocked-Oriental-woman dream,
overall. Other terms and words Gately
knows he doesn’t know from a divot in
the sod now come crashing through his
head with the same ghastly intrusive force,
e.g. ACCIACCATURA and ALEMBIC,
LATRODECTUS MACTANS and NEU-
TRAL DENSITY POINT, CHIAROSCURO
and PROPRIOCEPTION and TESTUDO
and ANNULATE and BRICOLAGE and
CATALEPT and GERRYMANDER and
SCOPOPHILIA and LAERTES – and all of a
sudden it occurs to Gately the aforethought
EXTRUDING, STRIGIL and LEXICAL
themselves – and LORDOSIS and IM-
POST and SINISTRAL and MENISCUS
and CHRONAXY and POOR YORICK
and LUCULUS and CERISE MONTCLAIR
and then DE SICA NEOREAL CRANE
DOLLY and CIRCUMAMBIENTFOUND-
DRAMALEVIRATEMARRIAGE and then
more lexical terms and words speeding up to
chipmunkish and then HELIATED and then
all the way up to a sound like a mosquito
on speed, and Gately tries to clutch both
his temples with one hand and scream, but
nothing comes out.

David Foster Wallace, Infinite Jest





À Papy.





Chapter 0

Introduction

This memoir presents some of the works that I have done, often in collaboration with
other people, in the last few years. I provide here a synthetic, yet detailed, exposition of
those, which were selected and organized in order to achieve a coherent presentation of the
subjects I have studied, the tools I have used, and the results I have obtained. We begin by
briefly describing what we mean here by geometric models and concurrent computations, as
well as recalling some historical background on the subjects.

0.1 Geometric models for concurrent computations

Concurrent programs consist of multiple processes running in parallel. Their use has
become more and more widespread in order to efficiently exploit recent architectures (pro-
cessors with many cores, clouds, etc.), but they are notoriously difficult to design and to
reason about: one has to ensure that the program will not go wrong, regardless of the way
the different processes composing the program are scheduled. In principle, in order to achieve
this task with the help of a computer, we could apply traditional verification techniques for
sequential programs on each of the possible executions of the program. But this is not feasible
in practice because the number of those executions, or schedulings, may grow exponentially
with the size of the program. Fortunately, it can be observed that many of the schedulings
are equivalent in the sense that one can be obtained from the other by permuting independent
instructions: such equivalent executions will always lead to the same result. Hence, if one of
those executions can be shown not to lead to an error, neither will any other execution which
is equivalent to it.

This suggests that a model for concurrent programs should incorporate not only the
possible executions of the program (as in traditional interleaving semantics), but also the
commutations between instructions, following the principle of what is now called true concur-
rency. Interestingly, the resulting models are algebraic structures which can be interpreted
geometrically: roughly as topological spaces in which paths correspond to executions and two
executions are equivalent when the corresponding paths are homotopic, i.e. connected by a
continuous deformation from one to the other. In order to make this connection precise, it
turns out that topological spaces are not exactly the right notion for our purposes. One needs
to use a directed variant, i.e. to incorporate a notion of irreversible time.

Starting from very practical motivations (the verification of concurrent programs), ques-
tions of a more theoretical nature arise. What is the geometry of concurrent programs? What
is a good notion of a directed space, and how do classical techniques from (algebraic) topology

1



2 CHAPTER 0. INTRODUCTION

apply to this setting? How can a geometrically refined understanding of concurrency be used
in order to design new and more efficient algorithms for studying concurrent programs? The
goal of this memoir is to give a general overview of our current understanding, regarding these
questions, starting from the point of view that the code of a concurrent program is only a
convenient notation for a geometric object which we will describe and study.

Interleaving models for concurrency. Historically, the first models for concurrent pro-
grams were the so-called interleaving models, which essentially consist of all sequences of
actions that could occur in the execution of a program. In particular, the sequences of ac-
tions performed by two processes in parallel are those performed by each of the processes,
scheduled in an arbitrary way. For instance, consider a program of the form A||B, made of
two instructions A and B executed in parallel. Its semantics would be the following graph
with four vertices and four edges:

x y1

y2 z

A

B B

A

(1)

Notice that the two maximal paths are labeled by A .B and B .A, i.e. the two interleavings
of A and B. These models are however somehow limited. Firstly, they assume that the
execution of program is sequentially consistent [Lam79], i.e. can be reduced to interleavings
of actions, whereas in practice processes executed in parallel can exhibit more behaviors
than their interleavings. Secondly, as explained below, they forget about some important
relationships between traces, because of which these models lack desirable properties, such
as being stable under refinement of actions (replacing an action by a sequence of actions
for instance), and makes the models very large and thus difficult to exploit in practice for
verification purposes (this is sometimes called the state space explosion problem).

Asynchronous models for concurrency. The previous semantics does not take into
account when two sequences of instructions are equivalent, i.e. whether the two actions A
and B are independent or not in previous example. For instance, with A and B being
respectively x:=1 and y:=2, the two actions are independent because any execution of the
program will lead to a state where the variables x and y respectively contain 1 and 2. However,
this is not the case when A and B are, respectively, x:=2 and x:=2*x. Starting from a
state where x contains 0, the execution A .B will end in a state where x contains 4, while
execution B .A will end in a state where x contains 2. Even worse, the simultaneous execution
of A and B can even end in other states, as sometimes happens in practice. In this case,
the order in which the actions are scheduled matters. In order to distinguish between the
two types of situation, we will equip our graph with a relation � on paths, indicating when
they are equivalent in this sense, in order to obtain what is called an asynchronous graph.
This idea of taking into account commutation of actions in concurrent systems dates back
to Mazurkiewicz [Maz88] and has led to development of the theory of trace monoids [DR95,
DM97] of which asynchronous graphs are a “typed” variant, as well as more generally all truly
concurrent models [WN95] (see also Section 1.4).

In order to avoid two incompatible instructions being executed at the same time, most
operating systems provide mutexes, as introduced by Dijkstra [Dij68a]. Those are particular
kinds of resources which can be held by at most one process at a time: given a mutex a, a
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process can either lock or release the resource by respectively performing the instructions Pa
or Va, and if a process tries to lock a mutex which was already taken, it is then frozen until the
mutex is released. From the point of view of the semantics, the usage of those instructions has
two effects: firstly, it forbids some states (those in which more than one process would have
locked the mutex), and secondly it explicitly states that some schedulings are not equivalent.
For instance, the semantics of (A1;A2;A3)||(B1;B2;B3) and (Pa;A;Va)||(Pa;B;Va) are,
respectively,

A1 A2 A3

B1

B2

B3

A3A2

B1

B2

B3

A1

� � �
� � �
� � �

Pa A Va

Pa

B

Va

VaA

Pa

B

Va

Pa

Any two maximal paths in the first graph are equivalent, while the two maximal paths in the
second graph are not equivalent. Moreover, the second graph can be obtained from the first
one by removing vertices in the middle and adjacent edges (those vertices would correspond
to positions where the mutex a is locked twice): we explain in Chapter 1 that a semantics of
programs with mutexes can be generally obtained in this way, by associating an asynchronous
graph with a program, and then removing forbidden vertices.

Topological models for concurrency. In the asynchronous graph semantics presented
above, the executions of the program correspond to paths in the graph. Moreover, the squares
where the paths in the boundary are equivalent (i.e. those squares marked with “�”) can be
regarded as “filled squares” and the other ones as “empty squares”: intuitively, when a square
of the form (1) is filled, there is enough room to allow for a deformation, or homotopy, to exist
between paths A .B and B .A. In order to make this intuition more formal, it is tempting to
investigate another type of geometric model for programs, based on topological spaces instead
of graphs, in which an execution corresponds to a path and an equivalence corresponds to a
homotopy between paths. For instance, with the program (Pa;Pb;Vb;Va) || (Pb;Pa;Va;Vb),
is associated the topological space on the left below, obtained from [0, 1]× [0, 1] by removing
the darkened region (the points in this region would correspond to the states where either a
or b has been locked twice, which is forbidden):

Pa Pb Vb Va

Pb

Pa

Va

Vb

Pb

Pa

Va

Vb

Pb

Pa

Va

Vb

Pa

Pa

Pb

Pb

Vb

Vb

Va

Va

� �

� �

Pa Pb Vb Va

Pb

Pa

Va

Vb

deadlock
UN
SA
FE

UN
REACH
ABLE (2)

In this space, the paths starting from the beginning position (the lower left corner) and
which are “increasing” (i.e. going right and up) correspond to executions. For instance, the
dotted path corresponds to the second process executing Pb . Pa . Va; then the first process
executing Pa; then the second process executing Vb; and finally the first process executing
Pb . Vb . Va. Paths which are not increasing make no sense from a computational point of view:
they correspond to executions which go backwards in time at some point. We thus have
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to consider a variant of the notion of topological space which is directed in the sense that
the space comes equipped with a time direction, i.e. extra structure specifying which paths
can be considered as “increasing” or “directed”. One can then study the geometry of these
spaces, and in particular the structure of directed paths up to a suitable notion of homotopy,
which corresponds to equivalence classes of executions, up to commutation of independent
actions, by adapting (when possible) classical constructions from algebraic topology. The
topological semantics can also be precisely related to the asynchronous semantics via the
process of geometric realization: notice the similarity of the topological space on the left with
the asynchronous graph in the middle! If the situation seems to be quite simple and clear in
the above examples, many subtleties occur when more than two processes are involved, i.e.
when considering spaces of dimension greater than 2.

The use of geometry to model concurrent processes was first advocated as a fundamental
tool to solve the state space explosion problem by Pratt [Pra91]. It has led to many develop-
ments: a state of the art at the beginning of the century can be found in [Gou95] and a more
up-to-date and recent one in [FGH+16]. Recent developments include applications to dead-
lock detection [FGR98], distributed databases [YPK79, Pap83, LP81, Gun94, FRG06], state
space analysis [GR02, FGH+12], and more generally static analysis [GH05, BCC+11, H+16].

Some of the (directed) topological models for programs are detailed in Chapter 3, where
we also introduce and study a more “quantitative” variant, using a generalized notion of
metric space, where the distance between two points measures the time that an execution
would take to go from the first to the second state [MG16]. The resulting model, in the case
of concurrent programs using mutexes only, allows us to exhibit quite interesting invariants
in Chapter 4: they are non-positively curved, in the general sense introduced by Gromov for
metric spaces [Gro87], from which it follows that they enjoy many useful properties.

Cubical models for concurrency. In the same way that algebraic topology usually starts
from simplicial sets rather than directly topological spaces, many properties of programs are
more easily studied not directly on topological models, but on more algebraic ones. The most
widespread and used such model is the one of precubical sets, also called Higher-Dimensional
Automata (hda) in this context. These correspond to spaces formally obtained by gluing
cubes of any dimension along their faces (just as simplicial sets are made of simplices). They
can also be seen as a refinement of the model of asynchronous graphs described earlier, which
not only takes into account whether two actions commute or not, but also whether k actions
commute, for every k ∈ N: from a geometric standpoint these not only encode information
about the fundamental group (or category), but also higher ones. Of course, they can be
precisely related to topological models by the means of geometric realization. Their use to
model concurrency dates back to the beginning of the subject [Pra91, Gou96a, Gou01] and
coincide with the introduction of bisimulation semantics for those by van Glabbeek [vG91].
The need for a proper adaptation of classical geometric invariants such as homotopy and
homology in this context was first advocated in [GJ92] and has been developed considerably
since then [Gou95, Gau03, GG03, Fah04, Gra04, Gau05, Gra05, BW06, Gau06, Gau08, Gra09,
Gau10, Gau11, Kah13, Gau14a, DGG15], see also Section 3.1. In Chapter 2, we recall the
formal definition of precubical models for concurrency and construct adjunctions with more
classical models for concurrency (asynchronous transition systems, event structures, Petri
nets), generalizing those investigated by Winskel et al. [WN95], in order to make explicit the
way in which they are related to those.
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Verification of concurrent programs. One of the main interests in the connection be-
tween semantics of concurrent programs and geometry is that it provides us with a new point
of view on programs, thus allowing for the formulation of new algorithms for program verifi-
cation. For instance, consider the rightmost state space in (2). Illustrated is a deadlock point.
Starting from this point, there exists no non-constant increasing path; in other words, the
point corresponds to a state of the program in which no instruction can be executed. This
kind of undesirable behavior is specific to concurrent programs, and typically occurs when
processes are waiting for each other (e.g. to free a resource or to produce data). The points in
the lower left square are called unsafe: they correspond to states of the program from which
an execution might lead to a deadlock. The points in the upper right square are called un-
reachable: no directed path from the beginning position ends in that square, which indicates
the existence of states which can never occur during an execution. While this is not an error
per se, their presence is often the sign of a poor design in the program (or worse). Based
on the geometric characterization of such states (and others of similar interest), people were
able to formulate algorithms to compute them, thus providing guarantees about the safety of
programs [FGR98, FGH+16].

Another fundamental application of the geometric techniques is the reduction of the num-
ber of paths or states to explore, based on the idea that the evaluation of two homotopic
paths always lead to the same result. A first construction is provided by the category of
components [FGHR04, Hau05b, Hau05a, GH05, Hau06, GH07, GHK10], which identifies por-
tions of programs in which “nothing interesting happens” from the concurrency point of view,
thus providing us with a compact description of the geometry of the program. We show in
Chapter 2 (Section 2.5, see also [GHM13]) that this construction, arising from theoretical con-
siderations, is closely related to the technique of partial order reduction [God96], introduced in
order to improve verification of concurrent systems. A second construction is the computation
of the path space (the space of directed paths up to homotopy): once this space is computed,
it suffices to apply traditional (sequential) verification techniques on each representative of
each homotopy class of paths, in order to cover all possible schedulings of the program. The
implementation of an efficient algorithm to compute it is presented in Chapter 3 (Section 3.3,
see also [FGH+12]).

Computability with fault-tolerant protocols. Another area where geometric models
and tools have proven very successful is to determine whether a given task can be implemented
by concurrent programs, also called protocols in this context, in the presence of failures.
Typically, the consensus task consists in making all the process agree on a value, which is
chosen among those they initially have in their memory. In the case of two processes, this
was shown to be impossible by Fischer, Lynch and Paterson [FLP85] using a “connectedness
argument” on a certain graph, already quite geometric in nature, and was then generalized
to any number of processes in the presence of a single failure [BMZ88]. However, to show
results in the presence of more failures, people agreed that more powerful techniques would
be needed. A few years later, the conjecture that the k-set agreement task (a relaxed form
of consensus) cannot be solved in the general case, formulated in [Cha90], was shown [BG93,
SZ93, HS93]. Basically, the idea of Herlihy and Shavit was to generalize the previous argument
using, instead of a graph, a simplicial complex called the protocol complex which encodes all
the possible knowledge of the processes and their coherence. This approach turned out to
be quite fruitful and generalizes to many other tasks, see [HKR14] for a recent panorama
of the subject. The links between these geometric constructions and geometric models for
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concurrency described earlier were first hinted at, in simple cases, by Goubault [Gou96b,
Gou96c, Gou97] and fully formalized only recently in some of our work [GMT15]; this is
detailed in Chapter 5.

Geometric invariants of rewriting systems. In this memoir, concurrent systems should
be understood in a broad sense: we are more interested in understanding how general and
powerful geometric methods are than studying a particular computation model. In this
perspective, a string rewriting system can also be thought of as a concurrent program: here,
the state is constituted of a single string, and the various “processes” concurrently modify
some portion of it according to the rules, some actions being incompatible (the critical pairs).
The study of properties of monoids (or groups) through the homology of spaces (or chain
complexes obtained from resolutions) associated with those dates back to the beginnings of
algebraic topology, in the first half of last century. Those invariants were first linked with
properties of rewriting systems presenting monoids by Squier [Squ87]. He showed that a
monoid with a finite convergent presentation necessarily had finite homology groups in low
dimensions, and constructed a particular monoid for which it was not the case, thus showing
that rewriting is not universal to decide the word problem: not every finitely presented
decidable monoid admits a finite convergent presentation. The homological property was
then refined into a homotopical finiteness property [SOK94], and can be generalized in any
dimension, giving rise to a fine hierarchy of monoids [Bro87, Coh92]. We refer the reader to
Chapter 7 for a more detailed presentation of these aspects of rewriting.

Higher-dimensional rewriting systems. The starting point of algebraic topology is to
consider paths, paths between paths (called homotopies), homotopies between homotopies,
and so on. In the same vein, it is natural to extend rewriting in higher-dimensions and
consider rewriting paths between rewriting paths, rewriting paths between rewriting paths
between rewriting paths, and so on. A generalization of rewriting systems in order to achieve
this was proposed by Burroni [Bur93] under the name of polygraphs. Depending on the point
of view, they can be seen

— as higher-dimensional generalizations of rewriting systems,
— as higher-dimensional generalizations of presentations (from monoids to n-categories),
— as generalizations of presheaf categories such as simplicial and cubical sets (in the sense

that they are directed, and they contain cells of any “shape”),
— as non-abelian variants of resolutions (as initiated by Métayer [Mét03, LM09, LMW10]).

This last point hints at why they can also be themselves seen as a geometric model. Many
ongoing work study various aspects of these. Firstly, generalizations of traditional rewriting
techniques (for showing confluence and termination) have been proposed [Laf03, Gui04, Gui06,
Mim08, Mim10a, Mim14]. They are not straightforward: for instance, contrarily to string or
term rewriting systems, a finite rewriting system can give rise to an infinite number of critical
pairs [Laf03]. Secondly, polygraphs can also be used to keep track of higher-dimensional
coherence cells in presentations as developed by Guiraud and Malbos [GM09, GM12b, GM13,
GM12c, GMM+13, GM14, GGM15], which is closely related to the notion of polygraphic
resolution mentioned above, see Chapter 7 and 8 for more details. Thirdly, there is still some
debate about what one should expect from the notion of higher-dimensional rewriting. In
particular, as for now, in an n-dimensional rewriting system, the k-dimensional generators for
k 6 n are considered as building blocks for the structure (they freely generate an n-category)
and (n + 1)-dimensional generators as oriented relations between n-cells. However, it is
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sometimes desirable to allow rewriting at lower levels too. A first contribution toward the
definition of a generalized notion allowing this is presented in Chapter 8, see also [CM15].
Fourthly, the structure of higher-dimensional rewriting system is very nice from a theoretical
point of view, but, apart from restrictions in low dimensions, there is currently no practical
implementation of them. Some progress in this direction is reported in Chapter 10.

New points of view and research topics. We believe that the investigation of the
connections between concurrent computations and geometric models has three noticeable
byproducts: firstly, it helps to abstractly visualize the state space of programs and thus
to come up with new algorithms by better understanding their structure (for computing
deadlocks, trace spaces, etc.), secondly one can hope to meaningfully use the well-developed
tools and invariants from geometry (curvature, homology, etc.), thirdly the study of spaces
arising from programs brings new problems of purely geometric nature (properly defining
invariants for directed spaces for instance). This memoir aims at studying and developing
some of the aspects of this correspondence, through the definition and the study of particular
models for concurrent programs.

0.2 About this manuscript

This Habilitation à Diriger des Recherches summarizes some of my recent work. I have
tried to attribute clearly all the mentioned results, whether they are mine or not. The
only chapters where I do not claim any originality, except perhaps in the way of presenting
things, are Chapters 1 and 7, which are introductory. Except for particularly important or
enlightening ones, most proofs have been removed and can be found in the references to
detailed articles. We also have mentioned future work, because we think that those research
tracks are interesting and some other people might enjoy following them too; it also shows
that our results are often a step which is part of a larger programme. Many of the sections
can be read independently, even though they are in fact quite related.

Plan. In Chapter 0, as the reader has probably noticed, we provide a general introduction
to the present manuscript.

In Chapter 1, we begin by introducing a simple concurrent programming language, which
we use throughout the memoir to provide examples: we follow the presentation of [FGH+16]
and illustrate our techniques on a realistic language with manipulations of values, control flow
operations, concurrency and resources. Starting from the control flow graph of a program,
we introduce its interleaving semantics, which is then modified in order to obtain a truly
concurrent semantics, and present the most important properties a program should satisfy
with respect to this semantics.

In Chapter 2, we then explain how it can be generalized into a precubical semantics,
which encodes all the k-ary commutations of actions. We first recall general theorems about
presheaf categories, then introduce more specifically the category of precubical sets and use it
to provide a semantics for our programming language. In order to relate the resulting model
to more classical ones for concurrency (asynchronous transition systems, event structures and
Petri nets), we extend the adjunctions of Winskel et al. [WN95] to precubical sets. In order
to also relate it to existing techniques on a more practical side, we show that the abstract
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construction of the category of future components of Haucourt et al. [FGHR04] can be seen
as some form of generalized partial order reduction, as introduced by Godefroid [God96].

In Chapter 3, we first recall topological models for concurrency: usual topological spaces
have to be equipped with a notion of “time direction” and most constructions have to be
adapted accordingly. In order to provide these models with quantitative information (the
duration of an execution), we introduce a variant using metric spaces and relate it to topo-
logical models: the category of metric spaces lacking good properties, one has to work with
the relaxed variant of metric spaces introduced by Lawvere [Law73].

In Chapter 4, we study the particular case of programs using only mutexes, the most
widely used synchronization primitive in practice, exhibiting quite interesting properties.
Firstly, we show that the associated metric model has non-positive curvature, in the sense
of Gromov for metric spaces [Gro87], which has interesting consequences, and leads us to
formulate a reasonable definition of a non-positively curved precubical set, admitting such
spaces as metric realization. Secondly, we show that in this case homotopy and dihomotopy
(the directed variant of homotopy) coincide, by using higher-dimensional rewriting techniques.

In Chapter 5, we study the links between geometric models and topological tools used
in asynchronous computability theory. In particular, we explain how the protocol complex
of Herlihy et al. [HS99] can be reconstructed directly from the geometric semantics of the
protocols. The protocols complex can be obtained as some form of iterated subdivision of a
complex corresponding to the possible inputs; we also study directly this simplicial complex
and show that in the case where we start from the standard simplicial complex, the iterated
subdivision is collapsible: this provides a new constructive and purely geometric proof of this
fact, on which most impossibility results are based.

In Chapter 6, we describe a simple categorical model for another kind of practical con-
current system: distributed version control systems. Here, the operation of merging patches
is naturally modeled using pushouts and we observe that some patches are conflicting, in the
sense that they do not admit a pushout. In order to find a proper representation for files
with conflicts, we investigate a free finite cocompletion of the model and provide a concrete
description of it. This approach should help in solving many of the problems present in the
current implementations of version control systems.

In Chapter 7, we give a general introduction to rewriting systems and the geometric tech-
niques associated with them. Squier’s theorems [Squ87, SOK94] are notably presented: one
of them states that a monoid which admits a convergent rewriting system admits a finite
homotopy basis, i.e. a finite set of generators for the equality between relations, for every pre-
sentation. We also recall the definition of polygraphs, as a higher-dimensional generalization
of rewriting systems.

In Chapter 8, we extend the Knuth-Bendix completion algorithm in order to build presen-
tations of monoids which are coherent, i.e. equipped with a homotopy basis. We also explain
that adding superfluous generators can make the algorithm terminate in certain cases, and
provide a method to reduce the size of those presentations. Our results are illustrated by
experiments obtained from the implementation of a prototypical tool.

In Chapter 9, we introduce a notion of presentation modulo of a category. Traditionally,
a category is presented as a free category on a graph quotiented by a relation on morphisms;
here, we also allow a quotient on objects. We provide coherence conditions, so that the three
natural ways of identifying objects (quotient, localization, and full subcategory on normal
forms) coincide. We also hint at generalizations to presentations of 2-categories, which were
the original motivation for this work.
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In Chapter 10, we report on preliminary works toward the implementation of polygraphs,
by finding a suitable data-structure to represent the morphisms they generate. We begin by
illustrating our ideas on two simpler cases: the free category generated by a graph, and the
free n-category on an n-globular set.

Topics. Each of those chapters is concerned with a specific concurrent computing model:
our concurrent imperative programming language (Chapters 1 to 4), asynchronous protocols
(which can be seen as a particular case of the former, extended with failures, Chapter 5),
distributed version control systems (Chapter 6), or rewriting systems (Part II, Chapters 7
to 10). Each of them is also concerned with a geometric model: graphs and asynchronous
graphs (Chapters 1 and 6), precubical sets (Chapters 2 and 4), topological models (Chapters 3
and 5), metric models (Chapters 3 and 4), simplicial models (Chapters 5 and 6), polygraphs
(Part II, Chapters 7 to 10).

Even though the topics we address are apparently of quite diverse nature, especially those
in the distinct parts of the manuscript, the tools used to work on them are often common:
the use of category theory is pervasive, especially presheaf categories (Chapters 2 to 6 and
10), the cube property and residuation (Chapters 2, 4 and 9), the slice constructions for
labeling (Chapters 2, 5, 6 and 10), the collapse sequences (Chapter 5) and the Tietze equiv-
alences (Chapters 7 to 9) are essentially the same concept applied to simplicial complexes
or presentations, the equivalence between quotient and localization in presentations modulo
(Chapter 9) had already been investigated in order to define categories of components (Chap-
ter 2), higher-dimensional rewriting systems (Chapter 7 and following) are the tool which
allowed us to show the equivalence between homotopy and dihomotopy for non-positively
curved precubical sets (Chapter 4), etc.

Reader’s guide. The manuscript is divided in two parts, each of which contains an intro-
ductory chapter, and subsequent chapters which are more or less independent, so that the
whole manuscript does not have to be read linearly. The partial order in which the chapters
should be read is
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(dotted lines indicate recommended, but not required, dependencies). Part I is mostly con-
cerned with models for concurrency: Chapter 1 which presents the general ideas, Section 2.1
which recalls general properties of presheaf categories, and Section 2.2 which presents the pre-
cubical semantics have to be read before the remainder. Part II is concerned with extensions
of rewriting theory, of which the necessary knowledge is recalled in Chapter 7.

Notations. Generally, notations are introduced at the point where they are first used. We
only recall here the most important ones. We write [n] for the ordinal set with n elements
[n] = {0, 1, . . . , n− 1}, #X for the cardinal of a set X, f : A→ B for a morphism from A to
B, s : x� y for a path from a point x to a point y, and ∼ denotes the dihomotopy relation
between paths.
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0.3 Some personal remarks
A brief summary of my recent cursus. From 2005 to 2009, I have worked on my PhD
thesis [Mim08] under the supervision of Paul-André Melliès in the PPS team of Paris 7. In one
way or another, many of the topics I developed subsequently, some being presented here, were
already in germ: the cubical models were called asynchronous games at that time, and were
used to study linear logic instead of concurrent programs, but the spirit was the same. It was
during this period that I learned about the cube property and its consequences on residuation,
which turned out to be such a useful tool to tackle various problems I was faced with; I also
discovered and began to work on higher-dimensional rewriting, which is a fascinating subject
on which so much work remains to be done.

Starting from 2009 I began to work with Éric Goubault and Emmanuel Haucourt, as a
post-doc and then as a permanent researcher, at the Commissariat à l’Énergie Atomique and
at the École Polytechnique, where I gradually understood the interest of considering geometric
models to study concurrent programs, including its practical aspects by contributing to the
tool alcool [H+16]. In particular, the interest of resorting to topological models to study
programs, which are discrete by nature, was quite unexpected for me, but turned out to be a
remarkable source of new ideas and points of view.

As explained earlier, this manuscript does not mention some other work that I have done
since my PhD thesis, notably on methods for verifying hybrid systems using abstract inter-
pretation based on the domain of affine forms [BCM12, BCM14], models of hybrid systems
using non-standard analysis [BM11], particular presentations of monoidal categories [Mim11,
Mim15], and generators of musical streams for webradios [BM08, BBM11].

Acknowledgments. Thanks everyone! (this section will be filled later on...)
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Chapter 1

Modeling a concurrent language

This chapter is mostly based on [FGH+16] (chapters 1 and 2).

After introducing the programming language we will use as an illustration in this manus-
cript, and recalling the notion of associated control flow graph (Section 1.1), we detail its
concurrency primitives (Sections 1.2 and 1.3). We then introduce the asynchronous semantics
of programs (Section 1.4) and hint at higher-dimensional generalizations (Section 1.5).

1.1 The control flow graph of a program

In this memoir, we will be interested in models of concurrent programs. In order to illus-
trate our discussion, we consider an imperative programming language such as imp [Win93],
constituted of arithmetic expressions manipulating integers, boolean expressions, actions of
the form x:=e assigning to a variable x the evaluation of an arithmetic expression e, and
control-flow constructions such as conditional branching and loops. For instance, the pro-
gram on the left, computing the Syracuse sequence starting from 43. When analyzing such a
program, in order to perform optimizations or study its possible executions, it is often natural
and useful to consider the associated control flow graph (or cfg) as a representation. This is
depicted on the right for our example:

x := 43;
while x != 1 do (

if x mod 2 != 0 then
(x := 3*x; x := x+1)

else
x := x/2

);
print("Reached 1!")

sp x := 43 x != 1 x mod 2 != 0

¬(x mod 2 != 0)

x := 3*xx := x+1

x := x/2
¬(x != 1)

print("Reached 1!")

tp

We write Gp for the cfg of a program p, Vp for its set of vertices (or positions), Ep for its
set of edges (or transitions) and sp (resp. tp) for its beginning (resp. end) vertex. Its edges
are labeled either by actions of the program or by boolean conditions, in which case they are
drawn dotted. A most important feature of this graph is that the executions of the program
correspond to some of the paths in this graph, starting from the initial vertex, such paths
being called feasible. In order to verify that the program will not go wrong, one has to ensure

13
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that each of these paths does not lead to an error (such as performing a division by zero),
and various techniques have been developed in order to perform this, ranging from abstract
interpretation tools [Min11] to proof-assistants such as COQ [BBC+97]. We do not detail
these general techniques, because they are well-known and we are here mostly interested in
the problems that are specific to concurrent languages

1.2 Concurrent programs
Since we are interested in concurrency aspects, we suppose that our programming language

moreover contains a construction p1||p2 which means “execute the program p1 in parallel with
the program p2”, corresponding to parallel composition in theoretical languages (CCS, π-cal-
culus [Mil89]) or to spawning threads in concrete ones. A program which does not use this
construction is called sequential. For now, we assume that our language is sequentially con-
sistent, meaning that “the result of any execution is the same as if the operations of all
the processors were executed in some sequential order, and the operations of each individual
processor appear in this sequence in the order specified by its program”, as phrased by Lam-
port [Lam79]. It is therefore natural to define the cfg of p1||p2 as the tensor product (or
asynchronous product) Gp1 ⊗ Gp2 of the cfg of p1 and p2, whose paths will correspond to
interleavings of paths in p1 and p2: its vertices are pairs (x1, x2) of vertices in Gp1 and Gp2 ,
and an edge A : (x1, x2)→ (y1, y2) is either an edge A : x1 → y1 in Gp1 , in which case x2 = y2,
or an edge A : x2 → y2, in which case x1 = y1. For instance, the program on the left has the
graph on the right as cfg:

A;((B1;B2;B3)||(C1;C2));D

A

D

B1 B2 B3

B1 B2 B3

B1 B2 B3

C1

C2

C1

C2

C1

C2

C1

C2
(1.1)

Here, we can already observe a first problem purely related to the presence of concurrency:
the verification of concurrent programs is inherently combinatorially difficult.

Concurrency problem 1. The number of maximal execution traces can be exponential in
the size of the program, even without loops. For instance, one easily observes that a program
of the form A||A|| . . . ||A, with n copies of some action A in parallel, generates n! maximal
execution traces. This is called the state-space explosion problem [Cla09].

1.3 Resources
In practice, when two threads try to access a shared resource, such as memory, the result

is often unspecified. For instance, consider the program

x:=0; (x:=x+1 || x:=x+1) (1.2)

in which two threads concurrently increment a variable x whose value is initially 0. The first
intuition is that after the execution of the program, the variable x should contain the value 2.
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However, because of the way threads’ accesses to memory are implemented in practice, it
happens that the variable might also contain 1, or even a completely unrelated value (se-
quential consistency is not a valid assumption in practice!): in most programming languages
concurrent access to shared memory is unspecified. In order to achieve reasonably predictable
behavior when using shared memory, most operating systems provide a construction, called
a mutex (short for mutual exclusion), which is a resource that can be held by at most one
thread. Given such a mutex a, a thread can perform two operations on it [Dij68b]:

— lock the resource, which is modeled by the instruction Pa,
— release the resource, which is modeled by the instruction Va.

The system guarantees that a mutex can be locked at most once simultaneously: if a thread
tries to lock a resource that has previously been locked by another thread, it remains frozen
until the mutex is released (if multiple processes are frozen, only one of them is awaken when
the mutex is released). In order to guarantee predictable behavior, the program (1.2) should
thus be rewritten as

x:=0; (Pa;x:=x+1;Va || Pa;x:=x+1;Va) (1.3)

Another useful feature of mutexes is that they can be used to ensure that a sequence p of
instructions is atomic, i.e. will never be interrupted to execute another instruction performed
in parallel: in a subprogram of the form Pa;p;Va, we know that the instructions in p will not
be interleaved with instructions from other subprograms running in parallel which are also
using the locking and unlocking the mutex a in the same way. The portion of code between
Pa and Va is thus called a blocking section. The operations P and V are often referred to as
synchronization primitives because they help the programmer to regulate how threads will
execute wrt each other, and make it easier to reason about concurrent programs.

We thus extend once again our programming language to incorporate those constructions.
We suppose fixed a set R of resources together with a function κ : R → N which, with
every resource, associates its capacity, i.e. the number of threads that can lock it at once: a
mutex is the particular case of a resource of capacity one, but other capacities are also useful.
We also suppose that our language contains, for every resource a, two actions Pa and Va
whose intended effect was described above, which allows the implementation of most classical
concurrent data-structures [Dow09]. In order to be able to efficiently study the resulting
programs, we will need to make two assumptions on how those are used: conservativity and
coherence (see below and Section 1.4). These are very often satisfied in practice and make
the programs much more manageable theoretically.

Definition 1. A program is conservative when the number of times a resource has been
released minus the number of times it has been locked depends only on the position in the
cfg (and not on the execution path which has led to it).

Example 2. The program Pa;(while b do (Va;Pa));Va is conservative, as well as Pa||Pb,

Pa
b

Va

Pa

¬b
Va Pa

Pb

Pa

Pb b Pa

¬b ¬b

b

Pa

Pb

Pa;(while b do (Va;Pa));Va Pa||Pb while b do Pa

if b then Pa
else Pb



16 CHAPTER 1. MODELING A CONCURRENT LANGUAGE

but not the program while b do Pa (the number of times a is taken in the end position
depends on the number of loops) nor the program if b then Pa else Pb (which mutex is
taken in the end position depends on the chosen branch).

The naming comes from an analogy with physics, where a force is said to be conservative
when its action does not depend on the chosen path, but only on its endpoints. In this case
(and we will see that this also applies to ours), it derives from a potential on simply connected
parts of the space. For programs, this property can be shown to be equivalent to the fact
that the resource consumption is well-defined:

Definition 3. Given a program p, its resource consumption ∆(p) : R → Z gives, for each
resource a, the number ∆(p)(a) of resources a it has taken or released (depending on whether
this number is negative or positive), i.e. the difference between the number of Va instructions
and the number of Pa instructions encountered in an execution of p. It is defined by induction
on p by

∆(A) = 0 ∆(skip) = 0
∆(Pa) = −δa ∆(Va) = δa

∆(p;q) = ∆(p) + ∆(q) ∆(p||q) = ∆(p) + ∆(q)
∆(if b then p else q) = ∆(p) whenever ∆(p) = ∆(q)

∆(while b do p) = 0 whenever ∆(p) = 0

where A is an arbitrary action. Above, 0 denotes the constant function whose image is 0,
the addition of two functions is the pointwise addition and δa denotes the function such that
δa(a) = 1 and δa(b) = 0 for any b 6= a. Notice that the function is only partially defined
because of the side conditions in the cases of branching and loop.

The above definition should make it clear that whether a program is conservative can be
checked in linear time.

For a conservative program, the resource potential rp : Vp → R → Z is defined as the
function which with every vertex x, and every resource a, associates rp(x)(a) = κ(a)+∆(u)(a),
the residual capacity of a at position x, where u is any path from the initial vertex to x. The
operational semantics of the programming language is so that a path ending in a position x
such that rp(x)(a) < 0 for some resource a is not feasible, because it would correspond to a
situation where the resource has been locked more than what is authorized. Such a position is
thus forbidden and it is thus natural to remove those positions from the cfg of the program.

Definition 4. The pruned cfg Ǧp of a program p is its cfg restricted to vertices which are
not forbidden.

Example 5 (Swiss flag). Consider the following program p: Pa;Pb;Vb;Va || Pb;Pa;Va;Vb with
a, b ∈ R mutexes (κa = κb = 1), which is conservative and whose cfg Gp is drawn on the left.
The vertex x12 is forbidden because we have rp(x12)(a) = −1: in this position, the mutex a
would have been locked twice. By removing this position, as well as other forbidden ones, we
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obtain the pruned cfg Ǧp depicted on the right:

x00

x01

x02

x03

x04

x10

x11

x12

x13

x14

x20

x21

x22

x23

x24

x30

x31

x32

x33

x34

x40

x41

x42

x43

x44

Pb

Pa

Va

Vb

Pb

Pa

Va

Vb

Pa

Pa

Pb

Pb

Vb

Vb

Va

Va

x00

x01

x02

x03

x04

x10

x11

x13

x14

x20

x24

x30

x31

x33

x34

x40

x41

x42

x43

x44

Pb

Pa

Va

Vb

Pb

Pa

Va

Vb

Pa

Pa

Pb

Pb

Vb

Vb

Va

Va

(1.4)

This example is often called the Swiss flag because of the shape of the pruned cfg.
Two interesting observations can be made on the above example, in order to illustrate prob-
lems which can be detected on the cfg and are purely related to the presence of concurrency
and resources. Notice that there is no edge starting from the vertex x11. Such a vertex is
called a deadlock: an execution reaching this position will be stalled forever, and will never
be able to reach the terminal position x44, essentially because the two threads are mutually
waiting for the other to release a resource. This is generally the sign of a major conception
problem in the program. Dually, the vertex x33 is not reachable from the initial position x00:
such a position is witnessing the presence of dead code. In a critical system, every single piece
of code is usually written for some purpose, and the fact that some part of the code is formally
useless is generally a good indicator of some misconception on the part of the programmer
regarding the possible executions of the program.

Concurrency problem 2. A sensible program should have no deadlock (and, to a lesser
extent, no dead code).

The detection of such deadlocks depends only on the resource-related actions performed by
the program, which is why many articles focus on simplified languages containing only P
and V as actions, without memory manipulations or computations on values [FGR98, GR02,
Hau05b, GH05, FRG06, BH10, FGH+12].
Remark 6. The cfg actually allows one to detect potential deadlocks, i.e. positions which are
deadlocks if they are reachable. In order to ensure that such a position is actually a deadlock,
one should moreover ensure that it is reachable by a feasible path, i.e. one in which the
conditions are satisfied, which can be done using standard analysis techniques for programs
such as abstract interpretation. For instance, consider the program on the left, whose pruned
cfg is shown on the right:

if false then ((Pa || Pa);Va) else Pa
false

Pa . x

Pa . y
¬false

Pa

On the cfg, one can detect two potential deadlock points, x and y, however the program
never actually deadlocks because no execution can reach those points: the condition false is
never satisfied.
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1.4 Asynchronous semantics
In order to address the state-space explosion problem, one should observe that some

sequence of actions are observationally equivalent, meaning that they lead to the same state
when they are executed in the same state. More formally, writing V for the set of variables,
a state is an element of the set Σ = ZV × ZR, consisting of a pair of functions associating an
integer value with each variable, and its residual capacity with each resource. By induction,
it is not difficult to assign, to each sequential program p, a function JpK : Σ → Σ, called its
denotational semantics, which computes the state resulting from the execution of the program
in a given initial state [Win93, FGH+16]. To be more precise, this function is only partially
defined, since for instance Jy:=x/0K is not defined, nor is JPaK on states where the residual
capacity of a is 0, and the definitions can actually be modified in order to distinguish between
the two cases, the first one corresponding to an error and the other one to a feature of the
language. Two programs p and p′ are observationally equivalent when JpK = Jp′K: this means
that they will evaluate in the same way, in whichever state. Noticing that a path in the cfg
of a program can be seen as a program constituted of a sequence of actions, the observational
equivalence relation can be extended to paths, and is very interesting because it allows one
to reduces the number of paths to explore in order to verify a program: since two equivalent
execution paths exhibit similar behaviors, it is enough to check one path in each equivalence
class.

Observational equivalence on paths is undecidable however, which is why we are inter-
ested in equivalence subrelations, which are “as big as possible”, and generated from “local”
principles. One way to achieve this is to consider commutations relations:

Definition 7. Two actions A and B commute when JBK ◦ JAK = JAK ◦ JBK, or equivalently
when for every cfg containing a subgraph of the form

x y1

y2 z

A

B B

A

� (1.5)

the semantics of the two paths from x to z are the same.

Example 8. The actions x:=2*x and x:=x+1 do not commute, but the actions x:=2*x and
y:=y+1 do. More generally, two actions using distinct variables do commute (the only conflicts
in our language occur when a process reads on a variable while another one writes to it, or
two processes write on the same variable).
This suggests that the information of which actions are commuting should be incorporated in
the control flow graph: one should associate, with a program, not only a graph, but an asyn-
chronous graph, i.e. a graph equipped with a set � of pairs of paths labeled by A .B and B .A
and with the same source and the same target, as in (1.5), which are called independence
tiles. The equivalence relation ∼ on paths, defined as the smallest congruence containing � ,
is called dihomotopy, and is contained in observational equivalence. The equivalence class of
a path is often called a trace.

The construction for the cfg, sketched in previous sections, can be generalized in order to
associate an asynchronous graph instead of a graph as follows: Gp is defined as before except
that the tensor product G1 ⊗G2 of asynchronous graphs now adds an independence relation
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for every paths of the form (1.5) whenever A is an edge of G1 and B is an edge of G2, or
conversely. For instance, in (1.4), every square belongs to independence. The pruned cfg Ǧp
is obtained as before, by restricting (vertices, edges and independence) to vertices which are
not forbidden, and is called its asynchronous semantics.

Example 9. The asynchronous semantics of the program

p = (x:=1 || y:=2); (Pa;z:=x;Va || Pa;z:=y;Va)

where a is a mutex, is

sp � tp

x:=1

y:=2

y:=2

x:=1

Pa

z:=x

Va Pa

z:=y

Va

Pa

z:=y

Va Pa

z:=x
Va

which, as expected, encodes the fact that the actions x:=1 and y:=2 commute, but the actions
z:=x and z:=y do not.

Example 10 (Dining philosophers). Dijkstra’s well-known dining philosophers example can
be programmed as follows in our language [Hoa78]. We suppose given n mutexes ai, and n
processes pi of the following form, executed in parallel:

pi = Pai;Pai+1;A;Vai;Vai+1

where the indices i, above, are to be considered modulo n. For two and three processes, the
pruned cfg are

sp

tp

xd

xu

Pa1 Pa2 A Va1 Va2

Pa1 Pa2 A Va1 Va2

Pa2

Pa1

A

Va2

Va1

Pa2

Pa1

A

Va2

Va1

Pa1

Pa2

Va2

Va1

�

�

sp

tp

Pa1 Pa2

Pa1

Pa2

Pa3

Pa3

Pa2

Pa3

Pa2

Pa3

Pa1

Pa1

A

A

A

A

A

A

Va1

Va2

Va1
Va2

Va3

Va3

Va2

Va3

Va2
Va3

Va1

Va1

with all the squares in the independence relation in the asynchronous graph on the right.
For n philosophers, there are more than 22n states, and more than 2(n−1)2 maximal traces,
hence the state space and the path space are growing exponentially in the number of philoso-
phers (another illustration of the state-space explosion problem). In comparison, there are
only 2n − 1 classes of maximal traces up to dihomotopy, which is much less than the number
of traces without the quotient, see [FGH+16].
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We see that the dihomotopy relation can be quite useful in practice, by considering traces
instead of execution paths. However, there is nothing that guarantees for now that the
dihomotopy relation is included in observational equivalence. For instance, with A = x:=0
and B = x:=1, the asynchronous semantics of the program A||B is of the form (1.5), with
the two paths being in the independence relation, but the actions A and B obviously do not
commute. A program is coherent when this is the case:

Definition 11. A program is coherent when for every two dihomotopic paths t, u : x� y we
have JtK = JuK.

There are various ways of ensuring that a program is coherent [FGH+16]: either by adding
blocking sections to it, so that two actions accessing the same memory locations are mutually
exclusive, or by checking that it is the case using traditional verification techniques.
Remark 12. This formalization presented here follows the general POSIX philosophy [Gro13],
used in most languages, where the programmer has to ensure by himself, using synchroniza-
tion primitives, that concurrent accesses to shared resources are impossible. Another sound
approach would be to remove from the semantics all the independence tiles which are not
semantically valid. For instance, there would be one path up to dihomotopy in x:=1||y:=2,
but two in x:=1||x:=2.
In the following, we will implicitly consider only program which satisfy both the conservativity
and coherence condition.

Bibliographical references. The idea of taking in account commutation of actions in
concurrent systems dates back to Mazurkiewicz [Maz88], which has led to the development
of the theory of trace monoids [DR95, DM97], and the introduction of asynchronous au-
tomata by Zielonka as recognizing corresponding trace languages [Zie87]. Many variants of
structures adapted to the study concurrent systems, with a state and possibly independent
events, where then introduced and studied: asynchronous transition systems [Shi85, Bed88],
concurrent transition systems [Sta89], trace automata [Sta90], automata with concurrency re-
lations [Dro90], transition systems with independence [WN95]. A comparison between some
of those models can be found in [WN95, SNW96, Sta90, HS96, Mor05]. The formulation given
here is based on asynchronous graphs, and is close to labeled transition with independence;
it was chosen because it generalizes well, as explained in next section. On the practical side,
commutations between events have also been used as the starting point of partial order re-
duction techniques [God96], which are detailed in Section 2.5. Personally, I first encountered
those models through Melliès’ work on asynchronous game semantics [Mel04], which is based
on asynchronous graphs and aims at studying the concurrency inherent to proofs in the frame-
work of game semantics. I have further worked on this topic during my PhD thesis [Mim08],
notably studying the links with event structures [MM07] and focusing [Mim10b].

1.5 Toward higher-dimensional models
The asynchronous semantics is more informative than the cfg because it takes in account

whether two actions commute or not. However, there is no reason to stop at two actions,
and one naturally more generally wants to know whether a given set of n actions commutes
or not. For instance, in a program of the form A||B||C, it might happen that any pair of
actions (A and B, A and C, B and C) commute but the three actions cannot be executed in
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parallel, i.e. they do not “commute altogether”. This is typically the case with the program
Pa;Va || Pa;Va || Pa;Va where a is a resource such that κ(a) = 2: the associated pruned
asynchronous transition graph is

Pa

Pa

Va

Pa

Va
Pa

Va

Va

Pa

Va

Pa

Va

(1.6)

where all the squares are filled, but the interior of the cube is empty. Notice that there is no
vertex in the middle and the figure can thus be seen as a subdivided hollow cube. In order
to formalize this, we will use a generalization of asynchronous graphs called precubical sets.
An asynchronous graph consists of three kinds of objects: 0-dimensional ones (the vertices),
1-dimensional ones (the edges) and 2-dimensional ones (the independence tiles). A precubical
set will consist of sets of n-dimensional cubes for each n ∈ N, together with their faces. This
will be detailed in next chapter. This generalization essentially amounts to having the possi-
bility of distinguishing between a hollow n-cube from a filled one, generalizing the fact that
the asynchronous graphs allow one to distinguish between a hollow (non-commuting) square
from a filled one (commuting), thus exhibiting much richer and finer geometric invariants for
programs.
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Chapter 2

Cubical models for concurrency

The most convenient and widespread way to generalize the model of asynchronous graphs,
in order to incorporate formal cubes of arbitrary dimension, is based on precubical sets.
These are defined as the category of presheaves over a certain base category, and since we
will consider other sorts of presheaves, we begin by a general introduction about presheaf
categories and their properties (Section 2.1). We then introduce precubical sets and provide
a semantics of concurrent programs using those (Section 2.2) and recall some useful classical
theoretical constructions that can be performed on them (Section 2.3). Finally, we show that
this model is related to, or generalizes previously known ones, by constructing adjunctions
with most commonly used models for concurrency (asynchronous transition systems, event
structures and Petri nets, see Section 2.4) and showing that the category of future components
can be interpreted as a form of partial order reduction (Section 2.5).

2.1 Presheaf categories
We begin by introducing the general setting of presheaf categories. This summarizes all

the basic properties we will need on those, which will be used in many places in this memoir.

Definition 13. Given a category C, called a base category, we write Ĉ for the category of
presheaves over C, i.e. functors Cop → Set and natural transformations between them.

Presheaf categories enjoy many interesting properties, we only briefly recall some of those
that we will be using, and refer to standard textbooks for details [MM92]. We suppose fixed
an arbitrary presheaf category Ĉ.

Limits and colimits. The category Ĉ is always a topos: in particular, it has all small
limits and colimits. Moreover, the limits (and similarly for colimits) can be computed point-
wise: given a diagram F : J → Ĉ, we have for every object A ∈ C an induced diagram
FA : J → Set, obtained by evaluating the presheaves in the image at A, and we have
(limF )(A) ∼= limFA (in fact, this property generalizes straightforwardly to any functor cate-
gory DC with D (co)complete).

Representable presheaves. Any object B ∈ C induces a presheaf C(−, B) : Cop → Set,
which associates the set C(A,B) with an object A, and is induced by pre-composition on
morphisms. The Yoneda functor Y : C → Ĉ associates the presheaf C(−, A) with an object A,
and is defined on morphisms by post-composition. A presheaf of the form Y A, for some object

23
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A ∈ C, is called representable. The celebrated Yoneda lemma [Yon54] asserts that the elements
of a presheaf P ∈ Ĉ are classified by the morphisms originating from the representables:

Lemma 14 (Yoneda). Given an object A ∈ C, we have an isomorphism P (A) ∼= Ĉ(Y A,P ).

In particular, given two objects A,B ∈ C, we have C(A,B) = Y BA ∼= Ĉ(Y A, Y B), which
shows that the Yoneda functor is always full and faithful.

Realizations. We will see below that every presheaf is canonically a colimit of representa-
bles. Because of this, in order to define a functor Ĉ → D to a cocomplete category, it often
suffices to define this functor on the representables and extend it to all presheaves by col-
imit. This methodology includes in particular, the definition of the geometric realization of
cubical/simplicial/etc. sets. It can be formalized as follows.

Definition 15. Given a presheaf P ∈ Ĉ, its category of elements El(P ) is the category whose
objects are pairs (A, x) with A ∈ C and x ∈ P (A) and morphisms f : (A, x) → (B, y) are
morphisms f : A→ B in C such that P (f)(y) = x.

The category El(P ) can also be more abstractly defined as the comma category Y/P . Notice
that there is a projection functor π : El(C) → C. Now, suppose given a functor F : C → D
(which should be thought of as providing the realization FA of the representable presheaf
Y A, for any object A ∈ C). This functor induces a nerve functor NF : D → Ĉ defined on
an object B ∈ D by NFB = D(F−, B) (this generalizes the above definition of the Yoneda
functor, which is the particular case where F = IdC).

Proposition 16. Given a functor F : C → D from a small category C to a cocomplete
category D, the nerve functor NF : D → Ĉ admits a left adjoint RF : Ĉ → D, called the
realization along F , which is defined on objects P ∈ Ĉ by

RF (P ) = colim
(
El(P ) π−→ C F−→ D

)
It can also be described as LanY F , the left Kan extension of F along Yoneda, see (2.1).

In the particular case with D = Ĉ and F : C → Ĉ the Yoneda functor, the associated nerve
NY : Ĉ → Ĉ is defined, for P ∈ Ĉ and A ∈ C, by NY PA = Ĉ(Y A,P ) ∼= P (A) and thus NY is
isomorphic to the functor IdĈ . Its left adjoint is thus necessarily isomorphic to the identity
functor, and we deduce P ∼= colim

(
El(P ) π−→ C Y−→ Ĉ

)
: this shows that every presheaf is

canonically a colimit of representable functors, the diagram being given by the category of
elements of the presheaf.

A free cocompletion. The category Ĉ is the free cocompletion of the category C. Namely,
the situation can be thought of as follows: the forgetful functor from the category of cocom-
plete categories and cocontinuous functors to the category of categories has a left adjoint
(sending C to Ĉ and F to RY ◦F ), and the unit of the adjunction is given by Yoneda functors.
This explanation is however bound to remain informal, because of size issues (cocomplete
categories are not generally small), and a proper formulation is the following.

Proposition 17. Given a functor F : C → D from a small category C to a cocomplete
category D, the realization functor RF : Ĉ → D of Proposition 16 is, up to isomorphism,
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the only cocontinuous (i.e. colimit-preserving) functor which makes the following diagram
commute:

C
Y
��

F

��

Ĉ
RF
// D

(2.1)

Variants of the notion of cocompletion of a category are studied in details in Chapter 6.

Restrictions. Suppose given a functor F : C → D, which can typically be thought of as
exhibiting C as a full subcategory of D. The “restriction along F” admits both a left and
a right adjoint which can be described as follows. Any presheaf P ∈ D̂ induces a presheaf
P ◦ F op ∈ Ĉ, and this operation extends as a functor F ∗ : D̂ → Ĉ, defined on morphisms
φ : P → Q by (F ∗φ)A = φFA. Alternatively, this functor can be defined as F ∗ = NY ◦F . If we
suppose that the category C is small, this functor admits a left adjoint RY ◦F , often noted F!,
which can also be described as the left Kan extension functor LanF op : Ĉ → D̂ along F op.
This last formulation makes it clear that, dually, it also admits a right adjoint RanF op ,
often noted F∗ (these Kan extensions exist because the category Set is both cocomplete and
complete):

Proposition 18. Given a functor F : C → D with C small, the restriction functor F ∗ : D̂ → Ĉ
admits both a left and a right adjoint.

Tensor product. It happens quite often that the base category C on which we consider
presheaves is monoidal, with tensor denoted + and unit 0. In this case, one can canonically
equip the category Ĉ with a structure of (closed) monoidal category, making the Yoneda
embedding Y : C → Ĉ strong monoidal [Day70]. The Day tensor product P ⊗ Q of two
presheaves P,Q ∈ Ĉ is defined, for A ∈ C, by

(P ⊗Q) (A) =
∫ B,C∈C

C(A,B + C)× P (B)×Q(C) (2.2)

and admits Y (0) as unit. This tensor product can be seen as a cocontinuous extension of the
one on C, in the sense of Proposition 17 (generalized to bifunctors).

Graphs. In order to illustrate some of the previous concepts, consider the category of
graphs. This can be defined as the category Ĝ of presheaves over the category

G = 0
s
//

t
// 1

with two objects and two non-trivial arrows. A graph G ∈ Ĝ thus consists of two sets G(0), its
vertices, and G(1), its edges, together with two functions G(s), G(t) : G(1)→ G(0) associating
to each edge its source and target respectively.

The representable graphs Y 0 and Y 1 are respectively · and · → ·, for which the Yoneda
lemma can be easily verified directly. Consider the functor F : G → Top such that F (0)
is a point, F (1) is the interval I = [0, 1] equipped with the euclidean topology, and F (s)
(resp. F (t)) sends the point of F (0) to the point 0 (resp. 1) of F (1) = I. The associated
realization functor RF : Ĝ → Top is called the geometric realization functor and associates,
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with each graph, the corresponding topological graph, i.e. the “same” graph, but “drawn”
as a topological space. Conversely, the associated nerve NF : Top → Ĝ associates, with
each topological space X, the graph whose points are points in X, and edges are paths in X
(i.e. continuous functions I → X), with the expected source and target. Now consider the
terminal category G0 and denote by F : G0 → G the functor sending the object of G0 to the
object 0 of G. The associated restriction functor F ∗ : Ĝ → Ĝ0 ∼= Set sends a graph to its set
of vertices. Its left (resp. right) adjoint Set → Ĝ sends a set X to the discrete graph, with
no edge, (resp. the complete graph) with X as vertices. There is no monoidal structure on G
giving rise to a meaningful one on presheaves, and this concept will therefore be illustrated
on the next example.

Presimplicial sets. The fundamental example of presheaf category is the category of sim-
plicial sets, whose use is pervasive in algebraic topology [Hat02, GJ09]. We present here the
simpler variant of presimplicial sets. The presimplicial category 4 has natural numbers as ob-
jects and morphisms f : m→ n are strictly increasing functions f : [m]→ [n] where, given a
natural number n, we write [n] for the ordinal set {0, . . . , n− 1} with n elements. A presheaf S
over this category is called an (augmented) presimplicial set. The elements of S(n) are called
n-simplices and the functions between those are generated by ∂i : S(n + 1) → S(n), for
i ∈ [n+ 1], associating to a simplex its i-th face. Given n ∈ 4, the representable presheaf Y n
has, as k-simplices, the sets {j0, . . . , jk−1} ⊆ [n] such that j0 < j1 < . . . < jk−1 and the i-th
face of such a simplex is given by removing the element ji. If we exclude the object 0 from
the category 4, the resulting presheaves are called non-augmented presimplicial sets. The
traditional geometric realization of a non-augmented presimplicial set is its realization along
the functor sending an object n to the standard n-simplex, which is the subspace of Rn+1

consisting of points {(x0, . . . , xn) |
∑
i xi = 1}. The tensor product of two presimplicial sets

S and T has n-simplices (S ⊗ T )(n) =
∐
j+k=n S(j) × T (k) and the i-th face of a simplex

(x, y) ∈ S(j)× T (k) is (∂i(x), y) if i ∈ [j] and (x, ∂i−j(y)) otherwise.

2.2 The precubical semantics

2.2.1 Precubical sets

The main presheaf category we will be considering is the following one. It can be seen as
a variant of the presimplicial sets based on squares instead of triangles (and more generally
cubes instead of simplices).

Definition 19. The precubical category � is the category whose objects are natural numbers.
A morphism f : m → n is a word of length n over the alphabet {−,+, 0} containing m
occurrences of 0 (note that this implies m 6 n). The composite of two morphisms f : m→ n
and g : n→ p is obtained by replacing in g the i-th occurrence of 0 by the i-th letter of f for
every i ∈ [n].

Lemma 20. The precubical category is the free category with natural numbers as objects, and
morphisms generated by εεi : n→ n+ 1 with ε ∈ {−,+}, with n ∈ N and 0 6 i 6 n, subject to
the relations

εε
′
i ε

ε
j = εεj−1ε

ε′
i (2.3)

whenever i < j and ε, ε′ ∈ {−,+}.
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Definition 21. The category of precubical sets is the category �̂ of presheaves over this
category.
A precubical set C ∈ �̂ thus consists of a family of sets (C(n))n∈N together with maps
∂εi : C(n + 1) → C(n), with 0 6 i 6 n and ε ∈ {−,+}, where the map ∂εi is a notation
for C(εεi), satisfying relations which are dual to (2.3). An element c ∈ C(n) is called an
n-cube of C, ∂εi (c) is called a face of c (a lower, resp. upper face, when ε = −, resp. ε = +),
and given a morphism φ : n→ p in �, C(φ)(c) is called an iterated face of c. The dimension
of a precubical set C is the smallest natural number d ∈ N t {∞} such that C(n) = ∅
for n > d. A precubical set C is finite when it is finite-dimensional and each C(n) is finite.
The representable precubical sets are studied in Section 4.1.1.
Example 22. We write ~I for the precubical set of dimension 1, called the standard interval:
x

a
// y , with ~I(0) = {x, y}, ~I(1) = {a}, ~I(n) = ∅ for n > 2, ∂−0 (a) = x, ∂+

0 (a) = y.
Example 23. The geometric intuition underlying precubical sets is the following one. An
n-cell x of a cubical set should be seen as an n-dimensional cube, the (n− 1)-dimensional
cubes ∂−i (x) and ∂+

i (x) being respectively the source and target in dimension i of x. So for
example, a “cylinder” can be described as a precubical set C with

C(0) = {x, y} C(1) = {f, g, h} C(2) = {α} C(n) = ∅ for n > 2

with the following sources and targets, given by

∂−1 (α) = f ∂−0 (α) = h ∂−0 (f) = ∂+
0 (f) = ∂−0 (h) = x

∂+
1 (α) = g ∂+

0 (α) = h ∂−0 (g) = ∂+
0 (g) = ∂+

0 (h) = y

This cylinder can be pictured graphically as

y g
ee

α

x f
ee

h
??

or
x

h
//

f

��

α

y

g

��

x
h
// y

(in an unfolded representation)

Examples with higher-dimensional cubes can easily be given, but they are harder to draw...
The base category for graphs G can be recovered as the full subcategory of � on the objects 0
and 1. The inclusion functor G → � induces a restriction functor �̂ → Ĝ: every precubical
set C has an underlying graph, and for this reason we sometimes call the elements of C(0)
(resp. C(1)), vertices (resp. edges or transitions). The elements of C(2) are sometimes called
squares.

One can notice that the category � is monoidal, with tensor product being given on objects
by addition and “concatenation” on morphisms. With this monoidal structure in mind, the
category � has the following third description.
Lemma 24. The precubical category is the free monoidal category containing an object 1 and
two morphisms ε−, ε+ : 0→ 1, where 0 denotes the unit of the monoidal category.
In addition of providing a concise description of �, the above lemma has the following con-
sequence. Given a monoidal category C with I as unit, a co-precubical object (C, e−, e+)
consists of an object C ∈ C together with two morphisms e−, e+ : I → C. The category of
monoidal functors �→ C and monoidal natural transformations is equivalent to the category
of co-precubical objects and their morphisms. Moreover, this monoidal structure induces one
on precubical sets by (2.2), which can be described explicitly as follows:
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Definition 25. Given two precubical sets C and D, their tensor product C ⊗ D is the
precubical set defined by

(C ⊗D)(n) =
∐

i+j=n
C(i)×D(j)

for n ∈ N, and

∂εk(C ⊗D)(c, d) =
{

(∂εk(c), d) if 0 6 k < i

(c, ∂εk−i(d)) if i 6 k < n

for n ∈ N, 0 6 k < n, ε ∈ {0, 1} and (c, d) ∈ C(i)×D(j) ⊆ (C ⊗D)(n) with i+ j = n. This
tensor equips the category �̂ with a monoidal structure, whose unit is the precubical set C
reduced to one 0-cube.

This tensor product generalizes in particular the one described on graphs in Section 1.1: the
restriction functor �̂→ Ĝ is monoidal.

2.2.2 The precubical semantics

In order to generalize the constructions of Chapter 1, we consider a variant of precubical
sets whose edges are labeled.

Definition 26. Given a set L of labels, a labeled precubical set consists of a precubical
set C ∈ �̂ together with a function ` : C(1)→ L, associating a label to each edge, such that
for every 2-cube x ∈ C(2), any two parallel edges have the same label: ` ◦ ∂−i (x) = ` ◦ ∂+

i (x)
for i ∈ [2].

It can be checked that most constructions (colimits, tensor product) extend in the expected
way to the labeled case.

In the same way as in Chapter 1, one can associate, with each program p, a precubical
set Cp whose edges are labeled by actions or conditions:

— an action is still interpreted as the standard interval, labeled by the action,
— control-flow operations are interpreted using colimits, for instance Cp;q is obtained from

Cp and Cq by identifying the end vertex tp of the former with the source vertex sq of
the latter:

sp;q = sp Cp tp sq Cq tq = tp;q

— parallel composition is interpreted by the tensor product described above: we have
Cp||q = Cp ⊗ Cq.

Definition 27. The precubical semantics Čp of a program p is the labeled precubical set
obtained as the sub-precubical set of Cp whose n-cubes are those which do not have a forbidden
vertex as iterated face.

Example 28. Consider the program p which is Pa;Va||Pa;Va||Pa;Va. Depending on the
capacity of the resource a, the cubical semantics Čp of p is as follows:

— if κ(a) = 3 then Čp is a subdivided filled cube,
— if κ(a) = 2 then Čp is a subdivided hollow cube,
— if κ(a) = 1 then Čp is a subdivided “skeletal” cube reduced to its edges,
— if κ(a) = 0 then Čp only consists of 8 vertices.
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κ(a) = 3 κ(a) = 2 κ(a) = 1 κ(a) = 0
The precubical semantics is a labeled precubical set equipped with a distinguished beginning
vertex. Such a pointed precubical set is sometimes also called an higher-dimensional automa-
ton (or hda) and those have been the subject of many autonomous studies, notably studying
various notion of bisimulation between them [Pra91, vG91, vG06, FL13, FL14].

Notice that the precubical semantics of a program is always finite and thus satisfies the
following property, which will be of interest when studying the links with geometric realization
in Section 3.1:

Definition 29. A precubical set is locally finite if for every vertex x, there are only finitely
many cubes having x as iterated face.

2.2.3 Variants of precubical sets

The notion of precubical set admits many variants, as detailed in [GM03], for which
the above cubical semantics can be adapted in order to capture in detail various aspects of
programs.

Cubical sets. Cubical sets are akin to precubical sets, except that cubes can be degenerate:
some of the edges can be identities, etc. The cubical category � can be characterized as the free
monoidal category on an object 1, with morphisms generated by ε−, ε+ : 1→ 0 and η : 0→ 1
subject to the relations ε− ◦ η = ε+ ◦ η = id0. Presheaves on this category are called cubical
sets. Every cubical set C ∈ �̂, is thus equipped with functions ιi : C(n) → C(n + 1), for
i ∈ [n+ 1], sending an n-cube to the corresponding (n+ 1)-cube degenerated in dimension i.

The relation between precubical sets and cubical sets can be thought of as a generalization
of the following situation on sets. We write Set′ for the category of sets and partial functions
and Set∗ for the category of pointed sets. The forgetful functor Set∗ → Set has a left adjoint
and we write ? for the associated monad on Set. It is well-known that the category Set′
is isomorphic to the Kleisli category Set? and equivalent to the category Set∗: this roughly
says that a partial function f : A → B can also be seen as a total function f : A → B t {∗}
where f(a) = ∗ means corresponds to f not being defined on a ∈ A. Similarly, we write
PCSet = �̂ for the usual category of precubical sets, PCSet′ for the category of precubical
sets and partial functions (satisfying suitable axioms), and CSet = �̂ for the category of
cubical sets. The inclusion � → � induces a restriction functor CSet → PCSet, which
admits a left adjoint, and we write ? for the corresponding monad on PCSet.

Proposition 30 ([GM12a]). The category PCSet′ is isomorphic to the Kleisli category PCSet?
and equivalent to the category CSet.

This is useful in practice, since it can often be used to show that an adjunction between
precubical sets and some other model extends to an adjunction between cubical sets and
the other model with partial morphisms, by only showing that it is compatible with the
corresponding comonad, based on general theorems for lifting adjunctions [Mul94]. This is
explained in [GM12a] and will not be detailed here.
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Symmetric precubical sets. In models of concurrent programs, n-cubes with n > 2,
express the fact that n actions are independent. This independence relation is not fundamen-
tally directed: by permuting the directions in which the actions are performed, the actions
should remain independent. This means that whenever we have a cube, there is another cube
with the same edges as faces but in other directions, and this for every permutation of the
directions. In order for the models to retain good properties, one should keep track of these
relationship between the cubes (otherwise, the models contain many artificial “holes” due to
symmetries). This motivates the following variant of precubical sets. The symmetric precu-
bical category �S is the free symmetric monoidal category on two generators ε−, ε+ : 1→ 0,
and symmetric precubical sets are presheaves on this category. A symmetric precubical set
thus consists of a precubical set C equipped with a suitable action on C(n) of Sn, the sym-
metric group on n elements, for each n ∈ N. A notion of symmetric cubical set can be defined
similarly.

Labeled precubical sets. The category of labeled precubical sets, see Definition 26, is
most elegantly defined using a slice category construction, which generalizes easily to other
variants. The category Set is monoidal when equipped with the cartesian structure, and
every set L is equipped with a structure of co-precubical object, with ε−, ε+ : L → 1 both
being the terminal arrow. By Lemma 24, this induces a precubical set !L and this operation
extends to a functor ! : Set → �̂. More explicitly, the n-cubes of !L are words over L of
length n, and the i-th source and target of such a word are equal and obtained by removing
the i-th letter of the word.

Definition 31 ([GM12a]). The category of labeled precubical sets is the comma category �̂/ !.

This definition agrees with the one we have given earlier, and easily generalizes to the other
variants. It is sometimes not desirable to have two parallel cubes with the same label: locally,
a label should determine a cube. A labeled precubical set (C, `) is strongly labeled when for
every two n-cubes x, y ∈ C(n) such that `(x) = `(y) and ∂εi (x) = ∂εi (y) for every i ∈ [n] and
ε ∈ {−,+}, we have x = y.

Truncated precubical sets. For simplicity, or in order to compare to other low-dimensional
models, one is sometimes not interested in k-cubes for k greater than some fixed n. We
write �n for the full subcategory of � whose objects are in [n + 1]. The presheaves in �̂n
are called n-truncated precubical sets. As explained before, the canonical inclusion �n → �
induces a truncation functor �̂ → �̂n which admits both adjoints: this means that any ad-
junction with �̂n extends to an adjunction with �̂. Other variants can be truncated in the
same way.

2.3 Constructions on the precubical semantics
In this section, we recall some classical terminology as well as theoretical constructions

on precubical sets which will be used later on.

2.3.1 The fundamental category and groupoid

Suppose fixed a precubical set C. It has an underlying graph, and a path in this graph
will be called a dipath (for directed path): it consists of a sequence f1, . . . , fk of edges such
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that ∂+
0 (fi) = ∂−0 (fi+1). From now on, we will always refer to those as “dipaths” and keep the

denomination path for a path in the underlying non-directed graph: a path in C thus consists
of a composable sequence of edges, which are possibly reversed (i.e. “taken backwards”). We
write s : x � y to indicate that s is a path from a vertex x to a vertex y, and s : y � x for
the corresponding reversed path. An analogue of the independence relation in asynchronous
graphs can be recovered as follows:

Definition 32. We define a symmetric relation � on dipaths of length 2 as the smallest
symmetric relation such that, given two paths a . b and b′ . a′ of length 2 consisting of edges
a, b, a′ and b′, we have a . b � b′ . a′ whenever there exist a square α such that

a = ∂−0,1(α) b = ∂+
1,1(α) b′ = ∂−1,1(α) a′ = ∂+

0,1(α)

or symmetrically. Graphically, we have a square α as on the left, what we often schematically
picture as on the right

z

y

b=∂+
1,1(α) @@

α y′

∂+
0,1(α)=a′__

x
a=∂−0,1(α)

^^

∂−1,1(α)=b′

??

z

y

b
@@

� y′

a′
__

x
a

^^

b′

??
(2.4)

This relation is extended to (non-directed) paths of length 2 by imposing that, whenever there
is a square as above, we have a . b � b′ . a′, b . a � a′ . b′, a . b′ � b . a′ and b′ . a � a′ . b.

Definition 33. We write ≈ for the smallest equivalence relation on edges such that a ≈ a′

whenever there exists edges b, b′ for which a . b � b′ . a′. Its equivalence classes are called
events.

Two edges which are in the same event are called parallel. Such edges can be thought of as
different instances of a same event: for example, in the precubical semantics of programs,
different schedulings of the same action are parallel.

Generalizing the definitions of Section 1.4, a notion of (di)homotopy can also be defined:

Definition 34. The dihomotopy relation ∼̂ on paths is the smallest congruence wrt to con-
catenation which contains �. The homotopy relation ∼ is the smallest congruence which
contains � and such that a . a ∼ idx and a . a ∼ idy for every edge a : x→ y. The equivalence
class of a path s is sometimes written [s] and called a trace.

Example 35 (Cube without bottom). Consider the 2-dimensional precubical set below, where
all the squares are filled, except the bottom one:

x
y� � �

�
�

The two dipaths from x to y are homotopic but not dihomotopic. This is detailed in Exam-
ple 117.
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These notions should of course be thought of as the counterpart on precubical sets of the
classical ones on (directed) topological spaces, see Section 3.1 for more details, and share
many properties with those. In particular, the dihomotopy relation preserves the direction
(and length) of paths: a path which is dihomotopic to a dipath is necessarily a dipath.
Moreover two dihomotopic dipaths contain occurrences of the same events.

Definition 36. The fundamental category ~Π1(C) is the category whose objects are the ver-
tices of C and morphisms are dipaths up to dihomotopy. The fundamental groupoid Π1(C)
is the category with same objects and paths up to homotopy as morphisms.

Higher-dimensional generalizations of these notions are introduced and studied in Section 4.3.1.

2.3.2 Unfolding

Loops are notoriously difficult to handle in geometric models; for instance, many construc-
tions are only defined in the loop-free case (from practical ones such as verification techniques
to theoretical ones such as the notion of category of components). Fortunately, one can always
“unfold” loops in order to get rid of them as follows, at the cost of potentially producing an
infinite model. It is still useful in practice in order to study programs up to a certain depth
of loops. This unfolding process is also well-studied for many other models for concurrency
such as transition systems [WN95] or Petri nets [NPW81, Eng91, MMS97, HW08]. A pointed
precubical set (resp. asynchronous graph) consists of a precubical set (resp. asynchronous
graph) together with a distinguished vertex: in precubical semantics of programs, this vertex
typically corresponds to the beginning of the program. In the case of asynchronous graphs,
the unfolding is easily defined:

Definition 37 ([WN95]). Given a pointed asynchronous graph (G, x0), its unfolding is the
asynchronous graph G̃ whose vertices are the dihomotopy classes of dipaths originating at x0
and transitions and independence are defined as follows. For each transition a : x → y,
originating at vertex x which is reachable from x0 by a dipath s : x0 � x, there is a tran-
sition a : [s] → [s . a] in G̃. For each pair of paths of the form a . b : [s] → [s . a . b] and
b′ . a′ : [s]→ [s . b′ . a′], with [s . a . b] = [s . b′ . a′], we have a . b � b′ . a′.

This unfolding can be thought of as a directed variant of the classical notion of universal cover.
There is an obvious “projection” morphism π : G̃→ G sending a vertex [s], with s : x0 � x,
to x, and sending an edge a to itself. It can be shown that this morphism satisfies the dipath
lifting property: given a path s : x� y in G and a vertex x′ in G̃ such that π(x′) = x, there
is a unique dipath s′ : x′ → y′ in G̃ such that π(s′) = s, and this path is called the lifting of s′
at x′. It also satisfies a form of dihomotopy lifting property: the liftings of two dihomotopic
dipaths at the same vertex are dihomotopic.

In order to properly define the unfolding in the case of a pointed precubical set (C, x0),
a more general notion of “dipath” should be considered. A cube path in (x1, x2, . . . , xn) is
a sequence of cubes in C such that either xi is an iterated lower face of xi+1, or xi+1 is
an iterated upper face of xi for i ∈ [n]. For those, a notion of dihomotopy can be defined,
generalizing the one on dipaths [Fah05].

Definition 38 ([vG91, Fah05]). Given a pointed precubical set (C, x0), its unfolding C̃ is
the cubical set whose n-cubes are homotopy classes [x1, . . . , xk] of cube paths (x1, . . . , xk)
with xk ∈ C(n), and faces suitably defined.
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A projection morphism π : C̃ → C can be defined by sending an n-cube [x1, . . . , xk] to xk, and
it can be shown to enjoy expected lifting properties. It can also be shown that it corresponds,
on the geometrical side, to the notion of universal dicoverings of d-spaces via geometric
realization [Fah05], see Section 3.1.

2.3.3 Other constructions

Various other constructions can be defined on precubical sets, some of which will be intro-
duced later on, when needed. For instance, a “compressed” representation of the state space
of a precubical set can be obtained by computing the category of components of its fundamen-
tal category, this will be given in detail in Section 2.5.2. The geometric realization associates
a topological (directed) space with a precubical set thus allowing one to compute classical
invariants for those, such as homology groups; some of these are described in Chapter 3.

2.4 Comparing higher-dimensional models for concurrency
This section is mostly based on [GM12a].

As mentioned earlier, the choice of precubical sets comes quite naturally in order to
model higher commutations of actions, and has the advantage of being a well-established
description of geometric spaces. However, when introducing a new model for concurrency, one
is bound to compare it to pre-existing ones, in order to ensure that it constitutes an interesting
generalization and not a reinvention of the wheel. This is why we compare precubical sets to
other classical models, by constructing adjunctions, which extend some of those constructed
by Winskel et al. [WN95, NSW94] for 2-dimensional models, and refine the earlier work on the
subject, initiated by Goubault [Gou01]. We begin by recasting some classical adjunctions in
the setting of precubical sets. Most of the classical models do not encode higher-dimensional
commutations of events, so that we can in fact restrict to 2-dimensional precubical sets (or
even asynchronous graphs) as usually done, the only notable exception being the one of Petri
nets. For reasons explained in Section 2.2.3, we will focus on the category �̂S/ ! of labeled
symmetric precubical sets. The non-labeled case can be recovered using the following lemma,
which states that a non-labeled symmetric precubical set can always canonically be seen as a
labeled one, by labeling a transition by the corresponding event.

Lemma 39 ([GM12a]). The functor �̂S → Set sending a precubical set C to its set C(1)/ ≈
of events admits ! as left adjoint. Moreover, there is an embedding �̂S → �̂S/ ! which labels
a precubical set by its set of events.

In the following, we write HDA for the category of hda (i.e. pointed labeled symmetric
precubical sets) and construct adjunctions between this category and classical models for
concurrent systems. We also write HDAn for the category of n-truncated hda. By results
of Section 2.2.3, an adjunction between a category C and HDAn extends to an adjunction
between C and HDA.

2.4.1 Asynchronous transition systems

Recall that a transition system (S, i, E, T ), or ts for short, consists of a set S of states,
an initial state i ∈ S, a set E of events and a set T ⊆ S × E × S of transitions. In other
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words, a ts is simply a graph labeled in events with no parallel edges with the same label.
A ts is deterministic when any two transitions with the same source and label have the
same target. We write TS for the category of transition systems and the expected notion of
morphism. In order to take independence of actions in account, following the same pattern
as in Section 1.4, this notion has been refined into the notion of asynchronous transition
system (TS, I), or ats, where TS is a deterministic transition system and I is a set of pairs
of independent coinitial transitions such that whenever (x, a, y) and (x, b, y′) are independent
there exists a vertex z such that (y, b, z) and (y′, a, z) are transitions (such a vertex z is
necessarily unique by determinism). We write ATS for the corresponding category. Some
variants of this notion were mentioned at the end of Section 1.4.
Example 40. The CCS processes a .(b+ c), a .(b . c+ c . b) and a .(b|c) respectively induce the
following asynchronous transition systems:
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In the second example, no transitions are independent, whereas in the last one (y, b, y1)
and (y, c, y2) are.

We define a pair of functors F : HDA2 → ATS and G : ATS → HDA2. With any
hda C, one can associate a ts whose vertices are the elements of C(0), initial vertex is the
initial vertex of C, E is the set of labels of C, there is a transition (x, a, y) when there is an edge
x→ y in C labeled by a. This ts can be made deterministic by suitably quotienting vertices,
and the ats FC is defined as this ts such that for every square α ∈ C(2), the transitions
corresponding to ∂−0 (α) and ∂−1 (α) are independent. Conversely, the functor G associates
with an ats A the hda whose vertices are those of A, labels are the events of A, edges are the
transitions of A labeled by their event, and there is a square for each independence relation.
As expected,

Proposition 41 ([WN95, GM12a]). We have an adjunction F : HDA2
,,

⊥ ATSmm : G.
The induced comonad is the identity on ATS and the adjunction induces an equivalence if we
restrict HDA2 to the full subcategory of deterministic, strongly labeled hda. This adjunction
lifts to the variants of categories with partial morphisms, with similar properties.

2.4.2 Event structures

Event structures [NPW79, Win86] were introduced in order to abstract away from the
precise places and times at which events occur in distributed systems. The idea is to focus
on the notion of event and the causal ordering between them.

Definition 42. A (prime) event structure (E,6,#) consists of a poset (E,6) of events,
the partial order relation expressing causal dependency, together with a symmetric irreflexive
relation # called incompatibility satisfying

— finite causes: for every event e, the set {e′ | e′ 6 e} is finite,
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— hereditary incompatibility: for events e, e′ and e′′, e# e′ and e′ 6 e′′ implies e# e′′.
A configuration is a downward-closed set of compatible events. A morphism f : E → E′ of
event structures consists of a function between events which preserves configurations and is
locally injective, i.e. injective when restricted to a configuration. A labeled variant is easily
defined and we write LES for the corresponding category.

Example 43. The CCS processes a .(b+c), a .(b|c) and a .(b . c+c . b) respectively induce the fol-
lowing labeled event structures (to be read from bottom up, the continuous lines representing
the partial order and the dotted ones expressing incompatibilities):

b c

a

b c

a

c b

b c

a

Notice that in the last one, b and c appear twice: this is because we have figured the labels
and not the events (and two distinct events can of course have the same label).

We define a functor F : LES → HDA2 which, with an event structure, associates the
hda whose vertices are the configurations of the es, with ∅ as distinguished vertex, edges
are pairs (x, e) : x → x ∪ {e}, where x and x ∪ {e} are configurations and e an event not
occurring in x, with x as source and x ∪ {e} as target and the label of e as label, and every
square of edges is the border of a square. Conversely, we define a functor G : HDA2 → LES
as follows. Notice that there is intuitively no way of representing loops in event structures
which explains why we have to unfold hdas first. Given an hda A, we begin by constructing
its unfolding Ã (see Definition 38) and associate with it the event structure whose events are
the events of Ã (in the sense of Definition 33), and causal dependency is such that e 6 e′

when for every dipath in Ã with an instance of e′ there is an instance of e occurring before,
and e# e′ when no dipath in Ã contains both an instance of e and an instance of e′.

Proposition 44 ([SNW94, GM12a]). The composite functor G ◦ F is isomorphic to the
identity functor on LES: the category LES embeds fully and faithfully into HDA2.

Notice that we did not claim that F and G are part of an adjunction, because it is not the
case. Namely, consider the effect of the endofunctor T = F ◦G : HDA2 → HDA2: we have
pictured some hdas (on the left) together with their image under T (on the right):
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In the middle left example, x is the initial position and in the bottom two examples all the
squares for which it makes sense are filled with a 2-square. These examples are representative
of various kinds of behaviors that can happen:

— the top two examples show that “shared transitions” are “unshared”, and in particular
loops are unrolled,

— the example on the middle left shows that the unreachable vertices of the hda are
removed,

— the middle right example shows that the hda is made strongly labeled,
— the bottom example shows that if the hda contains “half of a cube” then the other

“half” of the cube is created.
If we write C for the hda in the left of examples, in the first three examples there is an
arrow TC → C (but not in the other direction), whereas in the last two examples there is a
natural arrow C → TC (but not in the other direction). So, there is no hope that T would be
either a monad or a comonad, and thus that F and G form an adjunction in either direction.
It can however be shown [SNW94, GM12a] that G is right adjoint to F if we restrict HDA2
to the full subcategory whose objects are strongly labeled and satisfy the cube property, which
states that if an asynchronous transition system contains half of a cube as in fourth example
then it also contains the other half of the cube, as well as two other variants of this property,
which are detailed in Chapter 4, see Definition 101. This adjunction can also be extended to
an adjunction between general event structures, in which conflict is not necessarily a binary
relation, and hda.

2.4.3 Petri nets

Petri nets are a well-known model for parallel computation, generalizing transition sys-
tems by using a built-in notion of resource. This allows us to derive a notion of indepen-
dence of events, which is much more general than the independence relation of asynchronous
transition systems. Numerous variants of Petri nets have been considered since they were
introduced [Pet66], and we work with the definition used by Winskel and Nielsen in [WN95],
since it is equipped with a notion of morphism which is well-suited for formal comparisons
with other models for concurrency:

Definition 45. A Petri net N , or pn, is a tuple (P,M0, E,
•−,−•) where

— P is a set of places,
— M0 ∈ NP is the initial marking,
— E is a set of events (or transitions),
— •− : E → NP and −• : E → NP are the precondition and postcondition functions.

A morphism of Petri nets (ϕ,ψ) : N → N ′ consists of a function ϕ : P ′ → P and a func-
tion ψ : E → E′ such that for every event e ∈ E, M ′0 = M0 ◦ ϕ, •ψ(e) = •e ◦ ϕ and
ψ(e)• = e• ◦ ϕ. We write PNet for the category of Petri nets. A variant where events are
labeled is defined easily and we write LPNet for the corresponding category.
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Example 46. The CCS processes a .(b+ c), a .(b|c) and a .(b . c+ c . b) respectively induce the
following labeled Petri nets:

a

b c

a

b c

a

b

c

c

b

In the diagrams above, we have used the usual notation for Petri nets: square nodes represent
transitions, circled ones represent places (with dots indicating tokens) and arrows represent
pre- and postconditions.
Remark 47. Following [WN95], we have chosen to define morphisms in the opposite direction
on places. With the adjunction with hda defined below in mind, this can be explained as
follows. Just as morphisms of hdas, morphisms of pns should preserve independence of
events: if two events e and e′ of a net N are independent and (ϕ,ψ) : N → N ′ is a morphism
of nets, then their images ψ(e) and ψ(e′) should also be independent. By contraposition, this
means that if both events ψ(e) and ψ(e′) depend on a common place p, then the events e
and e′ should depend on a corresponding common place ϕ(p).

The rest of this section constitutes its most novel part. We extend the previously con-
structed adjunctions between 1-bounded Petri Nets and asynchronous transition systems [WN95,
DS93, Muk92, vG99] to an adjunction between general Petri Nets and hda. For similar rea-
sons to previously, one needs to restrict to strongly labeled hda in order to obtain a well-
defined adjunction. We thus implicitly only consider strongly labeled hdas in the following.

A marking M of a pn P is a function in NP , which associates, with every place, the
number of resources (or tokens) that it contains. The sum M1 + M2 of two markings M1
and M2 is their pointwise sum. An event e induces a transition between two markings M1
andM2, that we writeM1

e→M2, whenever there exists a markingM such thatM1 = M+•e
and M2 = M + e•.

Cubical transition systems. We first introduce a general methodology for associating a
symmetric precubical set to a model for concurrent processes, which we will use in order to
associate an hda with a pn. Since monoidal functors preserve the unit of monoidal categories,
all precubical sets generated by co-precubical objects in Set, by the functor ! of Definition 31,
contain only one vertex. Cubical sets with multiple vertices can be generated by actions of the
labeling cubical set on the vertices, formalized as follows, in the same way that a transition
system can be seen as an action of the free monoid on labels over the states. The resulting
notion of cubical transition system (or cts) generalizes to the setting of cubical sets the notion
of step transition system [Muk92], which is a variant of transition systems in which multiple
events can occur simultaneously.

Definition 48 ([GM12a]). A cubical transition system (S, i, E, t, `, L) consists of
— a set S of states,
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— a state i ∈ S called the initial state,
— a set E of events,
— a transition function which is a partial function t : S ×

∐
n∈N !E(n)→ S,

— a set L of labels,
— a labeling function ` : E → L,

such that for every state x and every n-cell l of !E for which t(x, l) is defined,
1. if l = l1 . l2 for some cells l1 and l2 then t(x, l1) and t(t(x, l1), l2) are both defined and

we have t(x, l) = t(t(x, l1), l2),
2. t(x, ()) is defined and equal to x (where () denotes the 0-cell of !E),
3. for every symmetry σ : n→ n, t(x, !E(σ)(l)) is defined and equal to t(x, l).

Cubical transition systems are thus generalized transition systems, which modify state
upon incoming events. These differ from traditional transition systems in that they may
accept a transition under n events e1, . . . , en, specified by a transition under the word e1 . . . en
of !E. With this understanding in mind, the axioms have simple interpretations: for example
the first one states that the state reached under two simultaneous events e1 and e2 is the
same as the state reached under e1 followed by e2.

An n-cell l of !E is enabled at a position x if t(x, l) is defined. Every such cts defines
an hda C labeled by L whose n-cells are pairs (x, l) where x is a state and l is an n-cell
of !E which is enabled at x. Source and target functions are defined by ∂−i (x, l) = (x, ∂−i (l))
and ∂+

i (x, l) = t(t(x, ei), ∂+
i (l)) where ei is the i-th element of l and symmetries are de-

fined by σ(x, l) = (x, !E(σ)(l)). The labeling function is given by ! ` applied on the second
component and the initial state is (i, ε). The notion of morphism of cts can be defined
as expected, thus inducing a category CTS, and the operation defined above extends to a
functor CTS→ HDA [GM12a].

From Petri nets to hda. Suppose given a labeled Petri net N = (P,M0, E, pre, post, `, L).
The pre and post operations can be extended to the cells of !E by •() = •(∗) = 0,
•(l1 . l2) = •l1 + •l2, ()• = (∗)• = 0 and (l1 . l2)• = l•1 + l•2, thus enabling us to consider
the elements of !E as generalized events. We also generalize the notion of transition and
given two markings M1 and M2 and an event l ∈ !E, we say that there is a transition
M1

l→M2 whenever there exists a marking M such that M1 = M + •l and M2 = M + l•. In
this case, the event l is said to be enabled at the marking M1. The marking M2 is sometimes
denoted M1/l. A marking M is reachable if there exists a transition l such that M = M0/l
where M0 is the initial marking of N .

Every labeled Petri net N induces a cts (S, i, E, t, `, L) whose states S are the reachable
markings of the net, with the initial marking M0 as initial state, events E are the events of
the net, transition function t(M, l) is defined if and only if l is enabled at M and in this case
t(M, l) = M/l, with the set L as set of labels and ` : E → L as labeling function. It is routine
to verify that this actually defines a cts and thus an hda, denoted hda(N). Its n-cubes
consist of a marking M of the net and a list l of events which is enabled at M . Moreover, any
morphism between labeled Petri nets induces a morphism between the corresponding cts.
We denote by hda : LPNet→ HDA the functor thus defined.

From hda to Petri nets. We first introduce the notion of region of an hda, which should
be thought as a way of associating a number of tokens to each vertex of the hda and a pre-
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and postcondition to every transition of the hda, in a coherent way. A pre-region R of a
precubical set C is a sequence (Ri)i∈N of functions Ri : C(i)→ N× N such that

1. for every x ∈ C(0), R0(x) = (0, 0)
2. for every x ∈ C(i + 1) and (εk) ∈ {−,+}k, Ri+1(x) =

∑i
k=0R1(∂εk¬k(x)) where the

sum is computed coordinatewise on pairs of natural numbers and ∂ε¬k is a notation for
∂ε0∂

ε
1 . . . ∂

ε
k−1∂

ε
k+1 . . . ∂

ε
i , taking faces in every dimension except k.

Notice that, by the second property, a region is uniquely determined by the image of edges
in x ∈ C(1). We sometimes omit the index i since it is determined by the dimension of the
cube in argument and respectively write R′(x) and R′′(x) for the first and second components
of R(x), where x is a cube of C: these numbers intuitively specify a number of tokens that the
cube x, considered as a generalized transition, consumes and produces respectively. It can be
remarked that two edges which are part of the same event necessarily have the same image
under a pre-region; a pre-region R thus induces a function from the events of C to N × N,
that we still write R. A region of a precubical set consists of a pre-region R together with a
function S : C(0)→ N such that for every i-cube y ∈ C(i) whose 0-source is x and 0-target
is x′, there exists an natural number n such that (S(x), S(x′)) = (n+R′(y), n+R′′(y)).

Example 49. Consider the precubical set pictured on the left:

x3

x1

y1 ==

z x2

y3aa

x0
y0

aa

y2

==

y4
// x4

3

5

(3,1) <<

(5, 2) 4

(2,1)bb

6
(2,1)

bb

(3,1)

<<

(0,2)
// 8

A region (R,S) for this precubical set is for instance

R(y0) = (2, 1) R(y1) = (3, 1) R(y2) = (3, 1) R(y3) = (2, 1) R(y4) = (0, 2)

and
R(z) = (5, 2) S(x0) = 6 S(x1) = 5 S(x2) = 4 S(x3) = 3 S(x4) = 8

as depicted on the right.

With every strict hda C, we associate a labeled Petri net pn(C) whose
— places are the regions of C,
— events are the events of C, labeled as in C,
— pre and post functions are given on any event e and any place (R,S) by •e(R,S) = R′(e)

and e•(R,S) = R′′(e),
— initial marking M0 is M0(R,S) = S(x0), where x0 is the initial state of C.

This operation extends to a functor pn : HDA→ LPNet.

Theorem 50 ([GM12a]). We have an adjunction pn : HDA
--

⊥ LPNetll
: hda.

Example 51. If we restrict to 1-bounded nets, which are nets in which a place can contain
either 0 or 1 token, we recover the constructions of [WN95] for constructing an adjunction
between asynchronous transition systems and nets. For instance, consider the asynchronous
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transition system, depicted on the left of (2.5), with an empty independence relation.

z

y1

e2
>>

y2

e1
``

x
e1

``

e2

>>

a b c

d e

f g

h
i

e1 e2

0

0

(0,0) @@

1

(1,0)^^

1
(1,0)

^^

(0,0)

@@
(2.5)

The associated 1-bounded Petri net is shown in the middle. In this automaton the place d
corresponds to the region (R,S) such that R(e1) = (1, 0), R(e2) = (0, 0), S(x) = S(y2) = 1
and S(y1) = S(z) = 0, pictured on the right. Now, if we consider the same automaton with e1
and e2 independent, we obtain the same Petri net with the place h removed. In general, the
Petri net associated to an hda is infinite (even for very simple examples) and thus difficult
to describe, which is why we only have provided examples in the bounded case.

2.5 Partial order reduction and the category of components
This section is mostly based on [GHM13].

The work described in this section is motivated by the following, often asked, question:
how do geometric techniques compare to traditional verification techniques for concurrent
programs? In order to provide a first answer to this question, we compare two of the most
important techniques in each field. On the verification side, partial order reduction aims at
addressing the state space explosion problem by identifying transitions which can be per-
formed as early as possible without restricting the possible behaviors of the program. On the
other hand, the notion of category of components was introduced in order to obtain a small
representation of the state space (i.e. the fundamental category of a model of the program)
by forgetting about morphisms which are inessential, in the sense that they have no influ-
ence on the (future) behavior of the program. Although they originate from very distinct
considerations, we show that, perhaps surprisingly, these two techniques essentially amount
to the same thing for a large class of programs. This was first conjectured by Goubault and
Raussen [GR02], although it was limited to observations in particular cases, and we handle
the general case here.

We suppose fixed a concurrent alphabet (L, I), consisting of a set L of actions, and a
symmetric irreflexive relation I ⊆ L × L indicating when two actions are independent. For
simplicity, we suppose that our language does not contain resources, and two actions commute
as specified by I in the asynchronous semantics, as in the variant explained in Remark 12.
In practice, this means that we will consider here asynchronous graphs such that we have an
independence tile A .B � B .A if and only if A I B, e.g. we have the following models:

x:=2 ?? x:=1__

x:=1

__

x:=2

??

y:=2 ??

�
x:=1

__

x:=1

__

y:=2

??

x:=1 || x:=2 x:=1 || y:=2

where, obviously, x:=1 is independent from y:=2 but not from x:=2. It is enough to consider
labeled asynchronous graphs and not the full precubical model since partial order reduction
only depends on the 2-dimensional structure on the model.
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2.5.1 Partial order reduction

On labeled transition systems. The partial order reduction techniques are generally
formalized in the setting of labeled transition systems, or lts, consisting of a graph labeled
in L, whose vertices are often called states in this context. We begin by recalling the traditional
definitions on those. We say that an action A ∈ L is enabled in a vertex x when there exists
a transition labeled by A originating in x. We shall only consider lts, called lts with
independence, satisfying the two following conditions:

1. determinism: there are no distinct coinitial transitions with the same label,

2. independence: given actions A,B ∈ L which are independent and a transition x A→ y,
B is enabled at x if and only if it is enabled at y. When this is the case, we moreover
assume that we have a square

z

y

B
@@

y′

A
__

x
A

^^

B

??

i.e. the vertices reached from x by the paths A .B and B .A are the same (note that
A is necessarily enabled at y′ by symmetry of I).

Persistent sets are one of the most well-known techniques to reduce the number of exe-
cutions to be explored in order to check that a concurrent program cannot deadlock. They
are notably used in the spin model checker [Hol04]. For simplicity, we will only consider
this technique here, but we believe that the methodology is general enough to adapt to other
variants: stubborn sets [Val89], ample sets [Pel93], sleep sets [God96], etc.

Definition 52 ([God96]). Given a vertex x of a fixed lts, a set P of edges with x as source
is persistent in x, if for every nonempty sequence of transitions

x = x0
A0−−→ x1

A1−−→ x2 . . .
An−1−−−→ xn

from x that satisfy Ai /∈ P for i ∈ [n], we have Ai I A holds for every transition A ∈ P and
i ∈ [n]. Since lts are supposed to be deterministic, the set P can also be specified as a set of
actions enabled at x.

A single transition can be considered persistent whenever it can always be “pulled back” to
the state at which it was first enabled by permuting it with independent (not necessarily
persistent) transitions. More generally, persistent sets typically comprise the actions of a
conditional choice of some concurrent component, as illustrated in the following example.

Example 53. In the two lts below, the set of transitions from any state that are drawn in
double lines form a persistent set; we also have given programs whose semantics are the lts.

y:=2 5I

�
x:=1

Ui

x:=1

Ui

y:=2

??

y:=2 5I

�
x:=1

Ui

x:=1

Ui

y:=2

5I

y:=3
%9

x:=1 || y:=2 if z<0 then (x:=1||y:=2) else y:=3
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In the lts on the left, we have x:=1 and y:=2 running completely in parallel; thus, both
{x:=1} and {y:=2} are persistent sets at the initial state. In contrast, in the system on the
right, the transitions x:=1 and y:=2 are in conflict with y:=3; the only persistent set consists
of a “monolithic” component with no threads running concurrently, i.e. {x:=1, y:=2, y:=3} is
the only persistent set at the initial state.

Recall that a deadlock is a state in which no transition is enabled. The main interest of
persistent sets is to narrow the search for deadlocks in a concurrent program: given a choice of
persistent set for each state, a reachable deadlock is always reachable by a dipath containing
only transitions in the chosen persistent sets; it is therefore sufficient to explore a system
“along” persistent sets:

Proposition 54 ([God96]). Given a choice of a non-empty persistent set Px at each state x
that is not a deadlock, for each dipath x = x0

A0−−→ x1 . . . xn−1
An−1−−−→ y to a deadlock y, there

exists a dipath x = x′0
A′0−−→ x′1 . . . x

′
n−1

A′n−1−−−→ y such that A′i ∈ Px′i for all i ∈ [n].

One can always trivially take, for every state x, Px to be the set of all transitions enabled
at x, but previous proposition is interesting when the chosen persistent sets are as small as
possible.

On labeled asynchronous graphs. Any labeled transition system induces a labeled asyn-
chronous graph, with the same underlying labeled graph, and we have A .B � B .A if and
only if A I B. Reformulated in the setting of asynchronous graphs, the proof of the preceding
Proposition 54 is based on the following observation: for each dipath s : x � y leading to a
deadlock y and persistent set R at x, there exists a dipath t ∈ [s], i.e. s ∼ t, whose initial
transition is in R. This motivates our generalization of the definition of persistent sets to
asynchronous graphs.

We first recall some classical notions on asynchronous graphs [Mim08]. Given a dipath
s : x � z, a transition a : x → y is initial modulo dihomotopy in s if there exists a dipath
t : y � z such that s ∼ a . t. We write ı̃(s) for the set of such transitions. Two coinitial
dipaths s : x � y and t : x � z are compatible, written s ↑ t, if there exist cofinal dipaths
t′ : y � x′ and s′ : z � x′ such that s . t′ ∼ t . s′. In particular, all transitions that are
initial modulo dihomotopy in some dipath are pairwise compatible. We can now generalize
persistence to asynchronous graphs as follows:

Definition 55 ([GHM13]). Let P be a set of transitions in an asynchronous graph sharing
a state x as common source. The set P is dihomotopy persistent, if each dipath s : x � z is
compatible with all transitions in P provided that no transition in P is among its dihomotopy
initial ones, i.e. P ∩ ı̃(s) = ∅ implies s ↑ a for every a ∈ P .

Remark 56. A persistent singleton (a persistent set with a single element) corresponds to a
transition that is compatible with all dipaths with the same source.

It remains to show that the notion of dihomotopy persistent set is in fact a conservative
extension of the original one (Definition 52). The proof is based on the observation that in
each ag induced by an lts, a transition a : x→ y has a unique residual dipath s/a : y � z′

after a compatible dipath s : x � z; we say this kind of ag has compatible residuals. The
residual s/a of s after a has intuitively the “same effect” as s, once a has been performed.
This notion is also presented and studied in more details, in a slightly different setting, in
Chapter 9 (Section 9.2.1). We write εx for the empty path at x.
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Definition 57. Let a : x → y be a transition, let s : x � z be a dipath. The residual of s
after a, denoted by s/a, and the residual of a after s, denoted by a/s, are defined by induction
on the length of s by

εx/a = εy a/εx = a (a · s′)/a = s′ a/(a · s′) = ε (b · s)/a = b′ · (s/a′)

where, in the last case, we suppose that a 6= b and a′, b′ are transitions such that a · b′ � b · a′.
This definition can be extended in the expected way in order to define the residual t/s of a
dipath t after a coinitial dipath s.

It can be shown that every ag which is induced by an lts has compatible residuals: this
can be deduced from the fact that they satisfy the forward cube property [Mor05], already
encountered in Section 2.4.2, and detailed in Chapter 4, see Definition 101. In particular, we
see there that it corresponds to the fact that independence I is a binary relation:

Definition 58. An ag satisfies the forward cube property (or fcp) if for every three tiles as
shown on the left there exist three matching tiles as shown on the right:

y1
c
//

�
y

x3

bb

// y2

a′``

x1

b

OO

x
a

bb

�
�

OO

c′
// x2

b′

OO ⇒

y1
c
//

�

y

y2

a′aa

x1
�

b

OO

// y3
�

OO

x
a

``

c′
// x2

aa
b′

OO

Lemma 59. The induced ag of an lts satisfies the fcp.

Our main interest in this property is the following consequence:

Proposition 60 ([Mim08]). An ag with the fcp has compatible residuals.

This proposition is the main tool to show that in fact our definition of persistent set is a
conservative extension of the original one:

Proposition 61 ([GHM13]). Given an lts and a vertex x a set P of transitions is persistent
at x if and only if P is dihomotopy persistent at x in the induced ag.

With this result at hand, we refer to dihomotopy persistent sets in ag as persistent ones
from now on. Moreover, we have a further successful “soundness check” for our generaliza-
tion of persistent sets, namely, the fundamental fact about reachability of deadlocks “along”
persistent sets, namely Proposition 54, lifts to any ag.

Proposition 62 ([GHM13]). Given an ag and a choice of non-empty persistent set Px for
each non-deadlocking vertex x, a deadlock is reachable by a dipath if and only if it is reachable
by a dihomotopic dipath containing only persistent transitions.

2.5.2 The category of future components

The notion of category of components was introduced by Haucourt and others [Hau05b,
FGHR04, Hau05a, Hau06, FGH+16] as a way to provide a small representation of the state
space. The idea is the following: given a category C, which is typically the fundamental
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category of a geometric model of the program, see Definition 36, a smaller category can be
obtained by quotienting the category under morphisms which are “inessential”, in the sense
that they correspond to execution traces that do not fundamentally change the states which
can be attained in the past or the future. We reformulate here the construction of the category
of future components in the setting of (fundamental categories of) asynchronous graphs, as
well as related properties: we introduce the notion of future-reflecting trace, and the category
of future components is then defined as the quotient of the category of traces by a consistent set
of future-reflecting traces. After that, the crucial point is to make precise which transitions
are considered as inessential. Intuitively, one might expect that all persistent transitions
are inessential. However, the general definition of asynchronous graphs allows for peculiar
situations which do not occur in those which are generated by usual programs (for instance
persistent transitions might not be stable under residuation). Nevertheless, we will show, for
suitably “well-behaved” ag, that inessential transitions are the same as persistent ones and
that the category of future components does only contain states that do not enable persistent
transitions.

The first requirement for inessential transitions is that they do not influence any choices
that might lead to deadlocks. Intuitively, choices available in the future before and after
performing an inessential transition should be the same: they should be future reflecting in
the following sense.

Definition 63. A trace [s] : x� y is future-reflecting if for each position z reachable from y,
precomposition with [s] induces a bijection between traces from y to z and traces from x to z.

In other words, if a trace is future-reflecting, all choices in the future are already present
at its source. The notion of future-reflecting transition is close to the notion of persistent
transition; however, the two do not generally coincide as seen in the following examples.
Example 64. Consider the “cube without bottom” from Example 35:

x x0

x1

x2

yy0

y1

y2

� �
�

�
�

where all the squares are commuting, except the one formed by x→ x0 → y1 and x→ x2 → y1.
Now, both transitions x → x0 and x → x2 are persistent since they are compatible with all
other transitions from x. However neither of them is a future-reflecting trace. To see that
x→ x0 is not a future-reflecting trace, consider the trace [x0 → y1]. There is only one trace
from x0 to y1 but two from x to y1. The argument for x→ x2 is symmetric. The important
point to notice in this example is that the associated fundamental category (see Definition 36)
is not a poset. In fact, it can be shown that when the trace category is a poset (and this is
for instance the case for event structures), all persistent transitions are future-reflecting.
Example 65. Consider the asynchronous graph

x

		
�
��

// y

		
�

��

z0 // z1 // z2
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with two independence tiles x → y → zi+1 � x → zi → zi+1 for i = 0 and i = 1. It can be
obtained from two squares

x

��

//

�
y

��

z0 // z1

x′

��

//

�

y′

��

z′1
// z2

by identifying the edge x→ y with x′ → y′ and the vertex z1 with z′1. The transition x→ y is
persistent. However, it is not a future-reflecting trace since the trace [x→ z1] does not factor
through [x→ y]. Note that this ag is induced by an lts, but the situation is still pathological
in some sense because the path z0 → z1 → z2 contains two transitions which are part of the
same event. Such a situation will be called a déjà vu in the following, see Definition 71.

The basic idea of state space reduction used in the category of future components is that
future-reflecting transitions are not informative from a concurrency point of view and thus
need not be represented explicitly. So, starting from an asynchronous graph, one might be
tempted to consider the associated fundamental category (Definition 36) and quotient it by
all the future-reflecting traces, which amounts to formally turn them into identities. It turns
out that this crushes too much information about traces, see [FGHR04], in particular there
is no equivalence between the quotient and the category of fractions and no compositionality
result via van Kampen theorems. A suitable solution is to quotient wrt a subset of all future-
reflecting traces, namely those that are closed under composition and “residuals”; the formal
details are as follows.

Definition 66 ([FGHR04]). Given an asynchronous graph, a set Σ of traces is a system of
inessentials, or soi, if

1. each element of Σ is a future-reflecting trace,
2. Σ contains all empty traces and is closed under composition,
3. Σ is stable under pushout, i.e. for every trace [s] : x� z ∈ Σ and for any trace [t] : x� y,

there exists a pushout z [t′]−−→ x′
[s′]←−− y of z [s]←− x [t]−→ y and [s′] ∈ Σ.

In an ag satisfying the forward cube property, the pushout of an inessential trace along
another one can be computed as its residual, see Chapter 9 (Proposition 241): in this case,
condition 3. above amounts to suppose that Σ is closed under residuation.

Definition 67. A trace of an asynchronous graph is inessential if it belongs to the union of
all its systems of inessentials (which is a non-empty soi, maximal wrt inclusion).

Remark 68. The very similar notion of equational morphism will be introduced in Chapter 9,
based on similar considerations transposed in the framework of presentations of categories.

Definition 69. The category of future components of an asynchronous graph is its trace
category quotiented by inessential traces.

This construction amounts to forgetting inessential transitions by considering them as identi-
ties. Another point of view, formalized by the following proposition, is that this construction
removes states which enable inessential transitions: informally, passing through them does
not bring any new information about possible future traces (as no important choice can be
made by the program or the scheduler).
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Proposition 70 ([FGHR04]). Suppose given an asynchronous graph G, whose maximal soi
Σ is finite. Then the category of future components is the full subcategory of the fundamental
category ~Π1(G) whose objects are all states that do not enable any transition in Σ.

Finally, we introduce a last condition which will imply that the category of future components
yields the expected state space. Its role is to prevent situations such as the one described in
Example 65 from occurring:

Definition 71. A déjà vu is a transition a : x→ y such that there exists a dipath s : y′ � x
and a transition a′ : x′ → y′ which is in same event as a. An ag is déjà vu free if none of its
transitions are déjà vus.

In other words, an ag is déjà vu free if none of its dipaths contains two transitions that are
instances of the same event. Déjà vus are illustrated in Example 65; also, any ag with a
non-trivial cycle has déjà vus. With this final proviso, we obtain a formal correspondence
between inessential and persistent transitions, i.e. transitions a : x → y such that {a} is a
persistent set at x.

Theorem 72 ([GHM13]). In an asynchronous graph which is déjà vu free and has the forward
cube property, a transition is persistent iff it belongs to some soi (and in particular to the
maximal one, i.e. is inessential). If the fundamental category of the ag is finite, the category
of future components is the full subcategory containing all objects that do not enable persistent
transitions.

Thus, in a large class of common systems, including those generated by event structures
or Petri nets with acyclic causality, persistent singletons are in fact the same as inessential
morphisms (the asynchronous graphs satisfying the cube property are further studied and
detailed in Chapter 4). Despite the huge gap between the origins of the geometric approach
and the por technique, for those systems, we do not have only “obvious” similarities, but in
fact, a formal argument that inessential transitions are exploited in the same way.

This illustrates the practical relevance of the theoretical construction of the category of
future components and further results in [GH07], where state space reduction is performed for
general directed topological spaces. Glossing over details, Theorem 72 says that inessential
transitions are the same as persistent singletons. As a direct consequence, the construction
of the category of future components roughly amounts to the application of the por tech-
nique when we use only persistent singletons. Thus, we have found a common core of the
geometric approach and the por technique, while both approaches have additional heuris-
tics and methods to improve performance. There are favorable examples for the geometric
approach [FGH+12], which motivates future research, and some practical experiments have
already been performed inside the tool alcool [GH05].



Chapter 3

Geometric models for concurrency

In this chapter, we relate precubical models to more traditional models in geometry. We
first recall the topological models, as well as how they can be adapted in order to encompass
a notion of time direction (Section 3.1). Then, we introduce metric models, which are more
quantitative: in those, we can intuitively measure the time elapsed. For various reasons,
the category of metric spaces does not have good properties and we have to consider the
generalized notion of metric space introduced by Lawvere, and study some of its properties in
detail (Section 3.2). Finally, we briefly report on an implementation of an algorithm proposed
by Raussen in order to compute a small model of the trace space, i.e. the space of paths up to
reparametrization, which corresponds, from a computer scientific point of view, to executions
up to equivalence (Section 3.3). Intuitively, these techniques only apply to the control flow
graphs ignoring the labels, i.e. the manipulations of values, they should thus be complemented
by the previously described methods such as partial order reduction.

3.1 Directed topological spaces

Geometric realization. The precubical model presented in previous chapter can be seen
as a geometric object through the process of geometric realization. Namely, one can define a
functor F : �→ Top which, with every object n, associates the standard topological n-cube,
i.e. the set of points of Rn whose coordinates xi satisfy 0 6 xi 6 1. Since the category Top is
cocomplete, it extends as a cocontinuous functor RF : �̂→ Top, often written |−|, associating
to each precubical set C a topological space obtained by gluing topological cubes (one for
each n-cube of C) according to faces of C. More explicitly, we have

|C| =
∐
n∈N

(Cn × In)/ ≈

where Cn is equipped with the discrete topology, and ≈ is the equivalence relation generated
by relations (∂αi (x), p) ≈ (x, iαi (p)) for x ∈ Cn and p ∈ In−1.

Example 73. Consider the programs

Pa;Va;Pb;Vb || Pa;Va;Pb;Vb and Pa;Va;Pb;Vb || Pb;Vb;Pa;Va

47



48 CHAPTER 3. GEOMETRIC MODELS FOR CONCURRENCY

their precubical semantics and corresponding geometric realizations are respectively
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where the grayed squares denote holes.

Towards directed topological models. In the example above, the two topological spaces
are homeomorphic, whereas the two programs are quite different. For instance, there are four
execution traces up to equivalence in the first program, whereas there are only three in the
second one. This means that the topological realization forgets some important information:
in this case, this is of course the notion of time direction. This can also be illustrated in the
following way. We have seen in Section 1.4 that, from a semantic point of view, dihomotopy
is the right notion of equivalence between dipaths in a precubical set C, corresponding to
executions of programs. Now, a path in C induces a path in its geometric realization |C|,
and it can be shown that two paths in C are homotopic if and only if the corresponding
paths in |C| are homotopic, see below. However there is no way of recovering the dihomotopy
relation in the topological setting, which is the meaningful one.

Directed topological spaces. This suggests that the notion of topological space should
be adapted in order to incorporate a notion of time direction. The most widely accepted
notion up to now is Grandis’ definition of d-spaces:

Definition 74 ([Gra03]). A d-space (X, dX) consists of a topological space X equipped
with a set dX of paths in X, called dipaths, which contains constants paths and is closed
under concatenation and partial reparametrizations. A morphism f : (X, dX) → (Y, dY ) is
a continuous map f : X → Y which preserves dipaths. We write dTop for the resulting
category.

For instance, the d-space ~I consists of the unit interval equipped with weakly increasing
paths as dipaths. This d-space represents dipaths, in the sense that for a d-space X we have
dX ∼= dTop(~I,X), and this is actually an isomorphism of topological spaces if we equip dX
with the compact-open topology. More generally, the object ~I is exponentiable, meaning that
we have an isomorphism dTop(X × ~I, Y ) ∼= dTop(dX, Y ~I) for arbitrary d-spaces X and Y .
We write I for the unit interval with only constant paths as dipaths. Two paths f, g : ~I → X

are dihomotopic when there is a homotopy H : I → X
~I from f to g, i.e. H(0) = f and

H(1) = g, such that the intermediate paths H(t) are dipaths for every t ∈ I. As in the
case of precubical sets (see Definition 36), one can define the fundamental category ~Π1(X)
of a d-space X as the category of points and dipaths up to dihomotopy [Gra03], and the
fundamental groupoid can also be defined similarly.

Directed geometric realization. The category of d-spaces is complete and cocomplete,
and we write �C� for the directed geometric realization of the precubical set C, sending the
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standard n-cube (as a precubical set) to ~In. In particular, given a program p, the space
�Čp� is called its geometric semantics and can be thought of as a continuous analogues of the
precubical semantics. Notice that in most papers, this geometric semantics is defined directly
as a colimit of d-spaces, e.g. [FGR98, FGH+12], but its definition essentially coincides with
the one given here, up to minor details [FGH+16]. Given a dipath f in C, we write �f� for the
induced dipath in �C�. Given two dihomotopic dipaths f , g in C, their realizations �f� and
�g� are dihomotopic. Fajstrup has shown that for reasonable precubical sets (called geometric,
see Definition 77) the converse is true:

Theorem 75 ([Faj05]). Given a geometric locally finite precubical set, the induced functor
�−� : ~Π1(C)→ ~Π1(�C�) is full and faithful.

The proof goes by suitably subdividing the d-spaces in “squares”, and is a particular case of
a general cubical approximation theorem [Kri13].

Many classical constructions and properties on topological spaces extend to the directed
setting. For instance, Fajstrup has proposed a generalization of the notion of covering space in
the directed setting [Faj03, FR08, Faj11, FGH+16] (but her approach is not the only possible
one [GHK09]), and the geometric realization of the unfolding of a geometric precubical set,
see Section 2.3.2, is precisely its universal dicover [Fah05]. Also, analogue of the Seifert-van
Kampen theorem were shown by Goubault and Grandis [Gou03, Gra03].

Other models. The notion of d-space we use here is far from being the only setting intro-
duced in order to be able to consider directed paths.

Historically, the notion of partially ordered space (or pospace) came first [Eil41, Nac65],
originating in the study of positive cones of topological vector spaces occurring in functional
analysis: it consists in equipping a topological space with a partial order (whose graph is
closed in the product topology). Those spaces are convenient to work with, but their main
drawback is that they cannot represent spaces containing nontrivial directed loops, and thus
cannot model programs with while loops.

In order to overcome this limitation, the notion of local pospace was introduced by Fa-
jstrup, Raussen and Goubault [FRG06]. A local pospace is a suitable sheaf of pospaces, i.e. a
space such that every point admits a neighborhood with a pospace structure in a coherent way.
Unfortunately, the resulting category is rather ill-behaved: it is finitely complete but lacks
infinite products, the natural embedding of the category of pospaces into the category of local
pospaces is not full, some colimits of local pospaces do not preserve the topology, etc. Never-
theless most finite precubical sets can be realized in the category of local pospaces [FRG06]:
this category is nice enough if we restrict to computer-scientific applications.

The notion of stream, introduced by Krishnan [Kri09], bears nicer categorical properties.
A stream is a cosheaf of locally preordered spaces: it consists of a topological space such that
each open subset U is equipped with a preorder in such a way that for all open coverings
(Ui)i∈I of U , the preorder on U is the least preorder containing all the preorders on the
Ui. This model turns out to be very close to d-spaces: there is an adjunction between the
categories of streams and d-spaces, which induces an isomorphism between subcategories that
can explicitly be characterized [Hau12].

The preceding list is not exhaustive: approaches based on model categories [Gau03, Gau08,
Gau14b, BW06, Wor10], and locally presentable categories [FR08] have also been investigated
in this context.
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Geometric precubical sets. A reasonably simple and general form of topological space
obtained by “gluing cubes” is the following one. Many geometric properties of these objects,
which are part of the family of polyhedral complexes, are known [BH09], some of which will
be used in Chapter 4.

Definition 76. A cubical complex K is a topological space of the form K = (
⊔
λ∈Λ I

nλ) /≈
where Λ is a set, (nλ)λ∈Λ is a family of natural numbers, and ≈ is an equivalence relation,
such that, writing pλ : Inλ → K for the restriction of the quotient map

⊔
λ∈Λ I

nλ → K, we
have

1. for every λ ∈ Λ, the map pλ is injective,
2. given λ, µ ∈ Λ, if pλ(Inλ) ∩ pµ(Inµ) 6= ∅ then there is an isometry hλ,µ : Jλ → Jµ from

a face Jλ of Inλ to a face Jµ of Inµ such that pλ(x) = pµ(y) if and only if y = hλ,µ(x).

A directed cubical complex is defined similarly, as d-space of the from K =
(⊔

λ∈Λ
~Inλ
)
/≈.

Not every realization of a precubical set is a cubical complex, such as the graph · //
// · with

two vertices and two edges. It turns out that a good characterization of precubical sets giving
rise to cubical complexes is the following one:

Definition 77 ([Faj05]). A precubical set K is geometric when it has no self-intersection (two
iterated faces in distinct directions of a cube in K are distinct) and common faces of largest
dimension (two cubes admitting a common face admit a common face of largest dimension).

Example 78. Consider the following precubical sets of dimension 1
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(1) and (3) are not self-intersecting but fail to have largest common faces, (2) is self-intersecting
and (4) is geometric.
We investigated those in [MG16]. The geometric precubical sets C can also be more abstractly
characterized as those such that for every cube x ∈ C, the slice category x/El(C) is a meet
semilattice, and moreover it can be shown that:

Proposition 79 ([MG16]). The geometric realization of a geometric precubical set is a cubical
complex, and the directed geometric realizations of geometric precubical sets are precisely the
directed cubical complexes.

Except for degenerated cases, the precubical semantics of programs satisfy this condition.

Invariants of directed topological spaces. As illustrated in Example 73, the classical
invariants of topology (homotopy type, homotopy and homology groups, etc.) are rather
weak since they do not distinguish between models which arise as geometric semantics of very
different programs, and many attempts in order to find better notions in the directed case have
been made. Directed notions of homotopy equivalence have been proposed [GG03, Gra05,
Gau06, Gra09, Gau11, Gau14a], there are some approaches based on model categories [Gau03,
BW06], directed variants of homology [GJ92, Gou95, Fah04, Gra04, Gau05, Kah13, DGG15].
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3.2 Metric models
This section is mostly based on [MG16].

In order to gain more quantitative information about processes, it would be desirable to
be able to use metric spaces instead of topological spaces: the idea is that the length of a
path should correspond to the duration of its execution. We will see in Section 4.2 that
this also provides us with new tools and notions, such as the curvature of the space. The
basic idea here is to do “as usual”: define a functor from the category � to metric spaces,
which associates In with n (the product of n copies of the standard interval, seen as a metric
space with the euclidean topology) and extend it cocontinuously in order to realize every
precubical set. However, the category of metric spaces is unfortunately not cocomplete, and
the previous methodology will not work on the nose. For instance, in the coproduct of two
metric spaces, two points coming from the two distinct spaces should intuitively be at an
infinite distance, and this is not allowed by the definition of a metric. This suggests that we
should generalize the definition of metric spaces in order to obtain a category with better
properties, and it turns out that the notion of metric space proposed by Lawvere [Law73]
provides us with an interesting such category. The idea of using those as a directed model
was also proposed by Grandis [GM03, Gra09]. Here, we provide a detailed study of this
category and its relationships with other models. It will notably be used in Chapter 4 in
order to link geometric properties of some programs with the curvature of corresponding
metric models.

3.2.1 Generalized metric spaces

Recall that ametric space (X, d) consists of a setX equipped with a metric d : X×X → [0,∞],
i.e. a function such that, given x, y, z ∈ X, we have

(1) point equality: d(x, x) = 0
(2) triangle inequality: d(x, z) 6 d(x, y) + d(y, z)
(3) finite distances: d(x, y) <∞
(4) separation: d(x, y) = d(y, x) = 0 implies x = y
(5) symmetry: d(x, y) = d(y, x)

Definition 80. A generalized metric space is defined as above, but keeping only the first two
axioms. We write GMet for the category of those spaces, with non-expansive functions as
morphisms f : X → Y , i.e. dY (f(x), f(y)) 6 dX(x, y) for every points x, y ∈ X.

This notion, also sometimes called hemi-metric space, was proposed by Lawvere based on
the observation that it corresponds to a category enriched in V = [0,∞] equipped with a
suitable monoidal category structure [Law73]. Moreover, it encompasses most generalizations
of metric spaces commonly found in literature: extended metrics (satisfying all axioms except
(3)), pseudometrics (except (1) and (4)), quasimetrics (except (5)), hemimetrics (except (4)
and (5)), etc. In the following, we will always refer to this notion when considering “metric
spaces”.
Example 81. Given a, b ∈ R, we write [a, b] for the interval equipped with the usual metric
given by d(x, y) = |y − x|. We write

−−→
[a, b] for the same interval metrized by d(x, y) = y − x

when x 6 y and d(x, y) =∞ when x > y. In particular, we often write I (resp. ~I) instead of
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[0, 1] (resp.
−−→
[0, 1]) for the (directed) standard interval. Similarly, we write R (resp. ~R) for the

(directed) real line. This space is sometimes called the Sorgenfrey line [Sor47], see also [GL13].

Example 82. The directed unit circle ~S1 is the set of complex points of the form ei2πθ, with
θ ∈ R, equipped with the distance d(x, y) =

∧{
ρ− θ

∣∣∣ x = ei2πθ, y = ei2πρ, ρ > θ
}
.

3.2.2 Limits and colimits

Since the category V is complete and cocomplete, by general results about enriched cat-
egories [BCSW83], the category GMet has small limits and colimits. This will in particular
allow us to properly define the metric realization of a precubical set in Section 3.2.6. More
explicitly, those can be computed as follows:

Proposition 83 ([MG16]). The forgetful functor GMet→ Set admits both a left and a right
adjoint, thus limits and colimits can be computed in Set and equipped with suitable distances:

— Given a family (Xi, di)i∈I of metric spaces, its product (resp. coproduct) is the set∏
i∈I Xi (resp.

∐
i∈I Xi), respectively equipped with the distances

d∏Xi
((xi), (yi)) =

∨
i∈I

di(xi, yi) d∐Xi
(x, y) =

{
di(x, y) if x, y ∈ Xi

∞ otherwise

— Given a pair of morphisms f, g : (X, dX)→ (Y, dY ), their equalizer is the equalizer set
Z = {x ∈ X | f(x) = g(x)} equipped with the restriction of dX as distance.

— Given a pair of morphisms f, g : (X, dX) → (Y, dY ), their coequalizer is the set Y/≈,
where ≈ is the smallest equivalence relation such that y ≈ y′ whenever there exists
x ∈ X with y = f(x) and y′ = g(x), equipped with the following distance. Given two
points x, y ∈ Y , a “chain” from x to y is a sequence of points x1, y1, x2, y2, . . . , xn, yn ∈ Y
such that x = x1, yi ≈ xi+1, and yn = y. The length of such a chain u is defined to
be l(u) =

∑n
i=1 d(xi, yi). The distance between two points x, y ∈ Y/≈ is the infimum

of the lengths of chains from a representative of x to a representative of y.

Example 84. Consider the spaces (In, dn) indexed by n ∈ N with In = [0, 1] and distance
dn(x, y) = |y − x|/n. The colimit Iω =

∐
n∈N In/≈ where ≈ identifies points 0, resp. 1, in

various In is the colimit of the sets equipped with the distance dω such that given x ∈ In and
y ∈ Im,

dω(x, y) =


0 if x, y ∈ {0, 1}
|y − x|/n if n = m

(x/n+ y/m) ∨ ((1− x)/n+ (1− y)/m) otherwise

In particular, we have dω(0, 1) = 0, which shows that coequalizers of separated spaces are not
necessarily separated. Notice that, in the space Iω, if we “cut in the middle” all the intervals
we obtain two “star-shaped” spaces which are both separated. The space Iω can then be
obtained as a pushout of the two spaces (over the discrete space with N as points), showing
that separated spaces are also not closed under pushouts (in GMet, however the category of
quasi-metric spaces is complete and cocomplete for instance).
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3.2.3 Symmetric spaces

The full subcategory SGMet of symmetric metric spaces is interesting. In particular,
there is an obvious forgetful functor SGMet→ Top sending a metric space (X, d) to the setX
equipped with the topology generated by open balls, of the formBε(x) = {y ∈ X | d(x, y) < ε}
for some x ∈ X and ε > 0: since the maps in SGMet are non-expansive, they are continuous
wrt the induced topology. We will see that the situation is much less obvious in the case of
(non-symmetric) metric spaces.

This category is closed under small limits and colimits and moreover,

Proposition 85 ([MG16]). The forgetful functor SGMet ↪→ GMet admits a left adjoint
sending a space (X, d) to the symmetric space (X, d) where the metric d is called the symmetric
metric generated by d and is defined by

d(x, y) =
∧

x=x0,x1,...,x2n,x2n+1=y

n∑
i=0

d(xi+1, xi) + d(xi+1, xi+2)

It also admits a right adjoint sending (X, d) to the space (X, d∨) where d∨(x, y) = d(x, y)∨d(y, x).
The forgetful functor thus preserves limits and colimits.

Example 86. For instance, consider the “directed plane” ~R2, whose distance is given by
d((x1, x2), (y1, y2)) = d~R(x1, y1)∨d~R(x2, y2), and d~R is similar to the one on ~I, see Example 81.
The left and right adjoint of the proposition respectively equip R2 with the distances d and
d∨ such that

d((x1, x2), (y1, y2)) =
{
|y1 − x1| ∨ |y2 − x2| if (y1 − x1)(y2 − x2) > 0
|y1 − x1|+ |y2 − x2| if (y1 − x1)(y2 − x2) 6 0

and

d∨((x1, x2), (y1, y2)) =
{
|y1 − x1| ∨ |y2 − x2| if (y1 − x1)(y2 − x2) > 0
∞ if (y1 − x1)(y2 − x2) 6 0

3.2.4 Underlying topological space

As mentioned above, for metric spaces it is not clear how one should define a forgetful
functor GMet→ Top. Before presenting our answer, we would first like to explain why other
“intuitive” options are not satisfactory. Given a space (X, d) and x ∈ X, one can construct
past and future open balls of radius ε > 0, defined by

Bε
−(x) = {y ∈ X | d(y, x) < ε} Bε

+(x) = {y ∈ X | d(x, y) < ε}

Considering the topology generated by future open balls is intuitive, but leads to a topology
which is too fine: for instance, the map f : ~I → ~I such that f(t) = 0 if t < 0.5 and f(t) = 1
otherwise would be continuous wrt this topology. Another option could also consider the
topology generated by sets of the form Bε

−(x)∪Bε
+(x). However, an easy computation shows

that in ~R2, the resulting topology is the discrete one. Namely, a generating open set is drawn
on the left below (continuous lines mean that the border is included and dotted ones that the
border is excluded). In the middle right, an open set is shown (it is obtained by intersecting
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two generating open sets as drawn on the middle left). Finally, by intersecting two such open
sets, we can obtain an open set reduced to a point, as shown on the right.

We hope to have convinced the reader that the forgetful functor GMet → Top should be
defined as the composite GMet→ SGMet→ Top where the first functor GMet→ SGMet
is the left adjoint to the forgetful functor constructed in Proposition 85 and the second functor
SGMet→ Top is the forgetful functor described above. Notice that Example 86 illustrates
why the left adjoint (and not the right one) is suitable here.
Remark 87. Given a symmetric space (X, d) and x, x′, y, y′ ∈ X, we have

|d(x′, y′)− d(x, y)| 6 |d(x′, y′)− d(x, y′)|+ |d(x, y′)− d(x, y)| 6 d(x, x′) ∨ d(y, y′)

when the distances are finite, the last step using the well-known “reverse triangle inequality”.
The distance d can thus be seen as a morphism d : X × X → [0,∞] in SGMet and is
continuous wrt the induced topology. For non-symmetric metric spaces the distance is not
necessarily continuous wrt to the induced topology. For instance, in ~R2 (see the figure on the
left),

x y
y′

xy y′

when y “moves” vertically to y′, the value of d(x, y) suddenly “jumps” from a finite value
to ∞. Similarly, in ~S1 (figure on the right), when y moves to y′, the value of d(x, y) jumps
from 0 to 2π.

Proposition 88 ([MG16]). The forgetful functor GMet → Top preserves finite limits and
small coproducts.

Remark 89. The functor does not preserve coequalizers. Namely, if we consider the colimit
of Example 84, the colimit as topological spaces has points 0 and 1 separated in Iω, whereas
dω(0, 1) = 0 and thus the points are not separated in the topological space associated with
the colimit of generalized metric spaces.

3.2.5 Directed paths

A path in a metric space (X, d) is a continuous function γ : I → X (which is not required
to be non-expansive). Its length ‖γ‖ ∈ [0,∞] is defined by

‖γ‖ =
∨
n∈N

∨
0=t0<t1<...<tn=1

∑
i

d(γ(ti), γ(ti+1))

When the length is finite the path is called a dipath (or a rectifiable path). One can also
define a dihomotopy between dipaths, as a homotopy whose intermediate paths are directed.
The terminology comes from the fact that, in the case of generalized metric spaces, the metric
encodes a notion of direction as illustrated in following example.
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Example 90. In the directed circle ~S1 (see Example 82), directed paths are those which are
“turning counter-clockwise”, i.e. maps of the form t 7→ eiθ(t) where θ : I → [0, 2π] is increasing
modulo 2π.

Since maps are required to be non-expansive, we cannot expect every dipath to be represented
by a morphism I → X, but the following can be shown:

Lemma 91. Given a separated space X, rectifiable traces are in bijection with morphisms−−→
[0, a]→ X sending distance to length, for some a > 0.

Proposition 92 ([Gra03, MG16]). The operation which, with a metric space, associates its
underlying topological space together with the set of directed paths defines a functor GMet→ dTop.

3.2.6 Geometric realization of precubical sets

Since the category GMet is cocomplete, we can define the metric realization of a precu-
bical set as follows.

Definition 93 ([MG16]). The metric realization (resp. directed metric realization) of a pre-
cubical set C is its image |C| (resp. �C�) under the cocontinuous extension of the functor
� → GMet sending an object n to In (resp. ~In). The (directed) metric semantics of a
program p is

∣∣∣Čp∣∣∣ (resp. �Čp�).
We sometimes write |C|Top and |C|GMet to distinguish between the geometric realization in
topological spaces and metric spaces, etc.

Example 94. For instance the metric semantics of the program (A||B);C is shown on the
left below:

Notice that the length of a path corresponding to an execution is precisely the duration of the
corresponding execution if we assume that every action takes a unit of time to be performed.
In particular, the semantics of two actions in parallel, such as A and B above, is the cartesian
product of their semantics, where the distance is the maximum of the componentwise distances
(see Proposition 83): the time taken to run two processes in parallel is the maximum of the
time taken to run each process.

In order to show that these notions are reasonable and conservatively extend previously
established constructions, we have shown two important properties that they satisfy. Firstly,
the realization commutes with the forgetful functor to topological spaces. Secondly, the
dipaths in the directed metric semantics coincide, up to dihomotopy, with execution paths of
the program.

Topology of the metric realization. One of the main technical tools in order to show
the first property, is the notion of escape distance, which is inspired by [BH09]. Given a
point x ∈ |C|, this distance ε(x) is defined as the infimum over cubes c containing x in their
realization of the distance from x to a face of c not containing x. Its main interest is the fact
that, given a point y contained in a cube which does not also contain x, a path from x to y
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will have length at least ε(x). For instance, consider the following realization, consisting of
two (filled) unit squares:

x y

We have ε(x) = 0.5 and clearly no path from x to y can be smaller than this, because it
has to go through the segment face in the middle. In particular, given points x, y ∈ |C|
belonging to the realization of a common cube c, and such that d|C|(x, y) < ε(x), the distance
between x and y in |C| coincides with the distance in the realization of c. In the case of
geometric precubical sets, we have ε(x) > 0 for every point x ∈ |C|, see [BH09, Section 7.33],
and therefore the distance in the realization locally coincides with the distance in In.

Theorem 95 ([MG16]). The geometric realization of a locally finite geometric precubical
set C commutes with the forgetful functor U : GMet→ Top, i.e. U (|C|GMet) ∼= |C|Top.

Proof. The proof, which is technical, is summarized here. First, the property can be shown
in the case where C is finite as follows. As a colimit, the metric realization of C is the
quotient of the space X =

∐
n∈N

∐
x∈C(n) I(n) by a relation R. The space UX is compact, as

a finite coproduct of compact spaces, and thus (UX)/R too. Moreover, since the spaces In are
separated, and C is without self-intersections (because it is geometric), the space U(X/R) is
also separated, because the distance locally coincides with the one in In as explained above.
Finally, the identity function (UX)/R → U(X/R) can be shown to be continuous. It is
therefore a homeomorphism, because any continuous function f : X → Y with X compact
and Y separated is so, by a well-known general theorem.

This extends to the case where C is only supposed to be locally finite as follows. Given a
point x ∈ |C|, its carrier c is the smallest cube of C which contains x in its realization, and
we write Cc for the link of c, i.e. the smallest precubical subset of C containing the cubes of C
having c as iterated face. Because C is locally finite, Cc is finite and we can apply the above
reasoning. Since the distance is locally determined by the one in In, every point x in |C| has
a neighborhood which is isometric to a neighborhood of x in |Cc|, and we conclude.

Because of Proposition 85, and the definition of the forgetful functor GMet → Top, the
above theorem can also easily be applied to the directed geometric realization.

Dihomotopy classes of dipaths. Given a precubical set C, we have seen in Theorem 75
that the dipaths up to dihomotopy in C coincide with dipaths up to dihomotopy in �C�dTop.
The proof of [Faj05] adapts to the metric setting:

Theorem 96 ([MG16]). Given a geometric locally finite precubical set, the induced functor
�−�GMet : ~Π1(C)→ ~Π1(�C�GMet) is full and faithful.

Other properties of the realization. Finally, we briefly list some other interesting prop-
erties of the metric realization of a precubical set C which are shown in [MG16] and apply to
metric semantics of programs:

— it is separated when C is locally finite (see the proof of Theorem 95),
— it is a length space: the distance between two points x and y is the infimum of lengths

of paths from x to y,
— it is complete when C is finite-dimensional,
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— it is geodesic when C is finite-dimensional.
Moreover, we conjecture that the canonical embedding of an n-cube into the realization of a
finite-dimensional geometric precubical set is an isometry.

3.3 Computing the trace space
This section is mostly based on [FGH+12].

We would finally like to briefly report on the work we did in order to improve and imple-
ment an algorithm originally proposed by Raussen [Rau10], and refer to the article [FGH+12]
for details: properly presenting the algorithm would require introducing too much material
for this memoir, and moreover most of the theory was developed by Raussen, not us. This
section does not use the metric notions introduced in previous section. We have handled
the case of simple programs, which are of the form p = p0||p1|| . . . ||pn−1 where the pro-
cesses pi are sequences of actions (they may contain manipulations of resources of arbitrary
capacity, but no control-flow construction such as branching and loops). It has since then
been extended to more general programs [Rau12a, Rau12b, Faj14, FGH+16], but this restric-
tion makes the semantics particularly simple to handle while capturing an important class of
programs: in this case, the geometric semantics Gp consists of an n-cube minus l removed
k-cubes, corresponding to forbidden regions and called holes, with 0 6 k 6 n,

The trace space of the geometric semantics is the topological space of dipaths from the be-
ginning to the end point, up to reparametrization. Our goal is to compute its path-connected
components, i.e. the set of dipaths up to dihomotopy, corresponding from an operational
point of view to the behaviors the programs can exhibit. Using a boolean matrix M of size
l×n (the number l of holes times the number n of processes), one can encode a subspace GM
of Gp obtained by infinitely extending downwards each hole in a number of directions (we
extend the i-th hole in the direction j whenever Mi,j = 1). When each hole is extended in at
least one direction (the matrix has non-null rows) the corresponding trace space can be shown
to be either empty or contractible, i.e. it contains at most one dihomotopy class of traces.
Moreover, whether the trace space of GM is empty or not can be efficiently tested using the
characterization of deadlocks in geometric semantics of simple programs [FGR98, FGH+16];
a matrix for which the trace space is non-empty is called alive. Finally, one can determine
whether two matrices correspond to a same dihomotopy class of traces directly by computing
the intersection of matrices (a simple operation that we do not detail here); we say that two
matrices are connected when this is the case. Therefore one can compute connected compo-
nents of the trace space by computing connected components of alive matrices. The resulting
algorithm has been implemented as a prototype and was shown to be efficient on simple
cases, for instance execution times on the example of n dining philosophers (Example 10) are
comparable to those of the model-checker spin [Hol04], even though this latest program is
much optimized whereas our implementation could be largely improved, but consumes much
less memory (for 13 philosophers, we use around 60 MB whereas spin is using swap and does
not terminate in a reasonable time).

In fact, not only the connected components of the trace space can be recovered in this
way, but also the higher-dimensional geometric structure: the alive matrices can be organized
into a prod-simplicial set (a presheaf whose representables can be thought of as products of
simplices, see [Koz08]), whose geometric realization can be shown to be homotopy equivalent
to the trace space [Rau10]. Using this fact it can be shown that very general spaces can be
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obtained as trace spaces of simple programs; for instance Ziemiański has shown that for any
finite dimensional simplicial complex S on n vertices, there exists a simple program p with n
threads whose trace space is homotopy equivalent to the disjoint union of the complex S and
an (n− 2)-dimensional sphere [Zie15].



Chapter 4

Programs with mutexes only

Among the low-level synchronization primitives, mutexes are largely the most used ones.
This motivates our study, in this chapter, of the specific case of programs using only this
kind of resources. We study their geometric semantics and show that they satisfy two notable
properties.

Firstly, we show that the metric semantics is non-positively curved, or npc for short, in
the sense of Gromov [Gro87]. We believe that this is an important observation since, in
many ways, non-positively curved spaces are “simpler” to work with than general spaces:
topological invariants are much simpler, e.g. the homology and homotopy groups have no
torsion, their universal covering space is contractible [BH09], etc. Geometrically, such spaces
can be characterized as those in which going from one side to the other of a (geodesic) triangle
does not take longer than it would in the plane. Examples of spaces which do not have this
property are easily given. For instance, consider a triangle drawn on an a sphere, as on the
left below:

x
y

x y

One can easily be convinced that the shortest path to go from the point x to the point y of the
triangle, drawn with dots, is longer than the corresponding one on the plane: the sphere tends
to “increase” distances and is thus not npc. Of course, a similar reasoning would hold with an
empty cube as shown on the right. However, if the cube is filled then this is not true anymore,
and in fact a filled cube is npc. Actually, among spaces obtained by gluing cubes (roughly
geometric realizations of precubical sets), those which are npc can be characterized as those
in which every border of a cube is filled. This motivates our introduction of the notion of
a “non-positively curved precubical complex”, whose metric realization is always npc, using
an algebraic counterpart of this property. Interestingly, the resulting notion fundamentally
relies on the cube property, already encountered (Sections 2.4.2 and 2.5.1), which characterizes
systems in which conflict is binary. It is thus not so unexpected that programs using mutexes
only should give rise to such spaces, since mutexes precisely express binary exclusions.

Secondly, by definition, two dihomotopic paths are homotopic, but the converse is not
generally true. We however show that it always holds for spaces arising as semantics of

59
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programs using only mutexes, and our main tool to show it is our characterization of npc
precubical complexes.

We begin by introducing the notion of non-positively curved precubical set, of which
precubical models of programs with mutexes are an instance (Section 4.1), and then relate
those to traditional non-positively curved metric spaces (Section 4.2). Finally, we show the
coincidence of homotopy and dihomotopy in those models (Section 4.3).

4.1 Non-positively curved precubical sets

4.1.1 A definition

In order to be able to formulate the notion of npc for precubical sets, we will need the
following very useful combinatorial description of the representable precubical sets [Cra95].
We write Y : �→ �̂ for the Yoneda embedding.

Lemma 97. Given n ∈ �, the cubes in Y n are in bijection with strings in {−, 0,+}n, the
k-cubes in Y nk being the strings containing the letter 0 exactly k times, and given u ∈ Y nk,
the face ∂−i (u) (resp. ∂+

i (u)) is obtained from u by replacing the i-th letter 0 by − (resp. +).

Example 98. For instance, with n = 0, 1, 2, we have

ε −
0
// + −−

−0
//

0−
��

00

−+

0+
��

+− +0
// ++

Y 0 Y 1 Y 2

(here ε denotes the empty word).

We have Y nk = ∅ for k > n and there is only one element in Y nn (the string 0n). The
standard hollow n-cube (or the border of the n-cube), denoted ∂Y n, is the precubical set
obtained from Y n by removing the cell in Y nn. A fact that will sometimes be useful in
the following is that the faces of the standard n-cubes naturally index morphisms computing
iterated faces of an n-cube: given a precubical set C, an n-cube x ∈ C(n) and u ∈ {−, 0,+}n,
we write

∂u(x) = ∂u0
0 ◦ ∂

u1
1 ◦ . . . ◦ ∂

un−1
n−1 (x)

where ui ∈ {−, 0,+} is the i-th letter of u and by convention ∂0
i (x) = x. We also need to

introduce the following family of precubical sets.

Definition 99. Given u ∈ {−,+}n, we write Λu for the precubical subset of ∂Y n whose
cubes v ∈ {−, 0,+}n are those having at least one letter in common with u (i.e. there exists i,
with 0 6 i < n, such that vi = ui). The precubical set Λu can alternatively be defined from
∂Y n by removing all cubes having the vertex u as iterated face, where u = u0 . . . un−1 with
− = + and + = −.

Definition 100. Given a morphism f : D → E between precubical sets, we say that a
precubical set C lifts the morphism f , when for every morphism h : D → C, there exists a



4.1. NON-POSITIVELY CURVED PRECUBICAL SETS 61

unique morphism g : E → C such that h = g ◦ f .

D

f

��

h
// C

E

g

>>

One of the fundamental axioms satisfied by npc precubical sets are the following ones: the
first intuitively states that if a precubical set contains half the border of a 3-cube then it also
contains the other half of the border, and the other one that if it contains the border of an
n-cube then it contains a unique n-cube having it as border.

Definition 101. A precubical set C has the cube property when it lifts the canonical inclusions
of Λ+−+, Λ−+−, Λ−−− and Λ+++ into ∂Y 3:

+++

++−

++0 99

+00 +−+
+0+
OO

00+ −++

0++ee

+−−
+0−
OO

+−0
99

0−0 −−+
0−+
ee

−0+
OO

−−−
0−−

ee

−−0

99

+++

++−

++0 99

0+0 −++

0++ee

+−−
+0−
OO

00− −+−
0+−
ee

−+0
99

−00 −−+
−0+
OO

−−−
0−−

ee

−0−
OO

−−0

99

−+−
−+0
yy

0+−
%%

−++ −00 −−−
−−0
yy

−0−
OO

0−−
%%

++−00−

−−+
−0+
OO

0−+ %%

0−0 +−−

+−0yy

+0−
OO

+−+

−+−
−+0
yy

0+−
%%

−++
0++
%%

0+0 ++−
++0
yy

−−+
−0+
OO

0−+ %%

+++00+ +00 +−−

+−0yy

+0−
OO

+−+
+0+
OO

Λ+−+ Λ−+− Λ−−− Λ+++

We say that C has the n-cube filling property when it lifts the canonical inclusion ∂Y n ↪→ Y n.

The precubical sets of interest in the following can be characterized as follows:

Definition 102 ([MG16]). A precubical set is non-positively curved (or npc) when

1. it is geometric,
2. it satisfies the cube property,
3. it satisfies the n-cube filling property for every n > 3.

Proposition 103. The precubical semantics of a program (with mutexes only) is npc.

Proof. Given a program p, it easy to show that the precubical set Cp (before removing for-
bidden vertices) is npc: one can check that the required properties are preserved by gluing
along vertices and taking tensor product. The precubical semantics is defined as Čp = Cp \X
where X is the set of forbidden vertices. It is easy to show that properties 1. (geometricity)
and 3. (lifting of ∂Y n ↪→ Y n for n > 3) above are still satisfied for Čp. However, the cube
property requires a little more care. Writing L = Λ+−+ and R = Λ−+−, we notice that the
hollow 3-cube ∂Y 3 can be obtained by gluing L and R along their “border” (i.e. by identi-
fying the vertices and edges with the same names in both precubical sets). Suppose given a
morphism L→ Čp: we are going to show that it can be extended as a morphism ∂Y 3→ Čp.
By abuse of notation, we identify L with its image in Čp and simply say that Čp “contains” L.
Since Cp satisfies the cube property, it also contains R. Thus, in Čp, L can be completed as
a hollow 3-cube unless the vertex −+− is forbidden. We write A, B and C for the actions
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respectively labeling the edges of the form 0εε′, ε0ε′ and εε′0, with ε, ε′ ∈ {−,+}: L and R in
Cp are respectively labeled as

+++

++−

C 99

� +−+
B

OO

� −++

Aee

+−−
B
OO

C
99

� −−+
A
ee

B
OO

−−−
A

ee

C

99

+++

++−

C 99

� −++

Aee

+−−
B
OO

� −+−
A
ee

C
99

� −−+
B
OO

−−−
A

ee

B

OO

C

99

Suppose that −+− is forbidden. Since none of the vertices in L is forbidden, there exists
a resource a such that either rp(−+−)(a) = 1 and B is Va, or rp(−+−) = −1 and B is Pa.
Suppose that we are in the first case (the other case is similar), i.e. B = Va. Notice that we
have rp(−−−) = 0. Necessarily, we have A = Pa (otherwise rp(++−) = rp(−+−) = 1 and the
vertex ++− would be forbidden) and C = Pa (otherwise −++ would be forbidden). But in
this case, we have rp(+−+) = −2 and therefore +−+ would be forbidden, contradicting the
hypothesis that Čp contains L. All other cases can be handled by similar reasoning.

We finally mention a useful generalization of the cube property. In an npc precubical
set, if we have half the border of a cube, then we have the other half by the cube property
and therefore we have the cube itself. This can be formally stated as the fact that we have a
lifting of the canonical inclusion Λu → Y n for u ∈ {−,+}3. In fact, it can be shown that this
is also true for higher-dimensional cubes:

Proposition 104 ([MG16]). An npc precubical set C lifts all inclusion morphisms Λu ↪→ Y n
for n > 3 and u ∈ {−,+}n.

4.1.2 The link condition

We now show that our definition allows us to show a property which is a combinatorial
analogue of Gromov’s link condition, which is recalled in Section 4.2. It is generally expressed
in terms of a “flagness” condition on the “link” of vertices in the complex. We extend here
the definition of link to precubical sets and show that a similar characterization of npc can
be formulated in terms of those links.

Definition 105. Given a precubical set C the link of C, written link(C), is the (augmented)
presimplicial set whose n-simplices are pairs (u, y) with u ∈ {−,+}n and y ∈ C(n). Given
i ∈ [n], the i-th simplicial face of such an n-simplex (u, y) is given by ∂i(u, y) = (u′, ∂uii (y))
where u′ is the word u with the i-th letter removed. Given a vertex x ∈ C(0), the link of x
is the presimplicial subset link(x) of link(C) consisting of simplices having (ε, x) as iterated
face.

Example 106. Consider the precubical set C on the left. The link of the vertex x is shown on
the right:

z′ y1oo //

α

z

y3

OO

xa
oo

b

OO

c
// y2

OO

a b
α
// c
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Geometric precubical sets which are non-positively curved can be characterized by a lifting
condition on the links. We write Z : 4 → 4̂ for the Yoneda embedding of the presimplicial
category into presimplicial sets (in order to avoid confusions, the notation Y is reserved here
for the Yoneda embedding Y : � → �̂). We have Znk = ∅ for k > n and Znn is reduced
to one element (the simplex [n]). The standard hollow n-simplex ∂Zn is the presimplicial set
obtained from Zn by removing the top-dimensional simplex in Zn, and there is a canonical
inclusion ∂Zn ↪→ Zn.

Definition 107. A presimplicial S ∈ 4̂ set is flag if, for every natural number n > 3 and
morphism f : ∂Zn → S, there exists a unique morphism g : Zn → S making the following
diagram commute, where the vertical arrow is the standard inclusion:

∂Zn_�

��

f
// S

Zn

g

==

In Example 106, one can see that a point in the link corresponds to an edge in the
precubical set, a 1-simplex to a square, and so on. This can be formally stated as follows,
and shown by a direct application of the Yoneda lemma:

Lemma 108 ([MG16]). Given a precubical set C and a vertex x ∈ C(0), there is a bijec-
tion between presimplicial morphisms Zn → link(x) (resp. ∂Zn → link(x)) and morphisms
Y n→ C (resp. Λu → C) sending u to x.

Finally, using this correspondence and Proposition 104, one can show the following charac-
terization of npc precubical sets.

Theorem 109 ([MG16]). A geometric precubical set C is npc if and only if for every vertex
x ∈ C(0) the presimplicial set link(x) is flag.

4.2 Non-positively curved spaces

4.2.1 CAT(0) spaces

We now recall the classical notion of npc space, with the aim of showing that this notion
is a topological counterpart of the notion introduced for precubical sets (Definition 102). This
notion has led to numerous developments, but we only mention basic definitions here, and
refer the reader to standard texts for a more detailed presentation of the subject [Gro87,
BH09, GdLH+90]. In the rest of this section, for simplicity, we only consider symmetric
generalized metric spaces, since the topology of a space does not depend on its direction.

Definition 110. A geodesic triangle ∆(x, y, z) in a geodesic metric space X consists of three
points x, y, z and three geodesics joining any pair of two. A comparison triangle for a
geodesic triangle ∆(x, y, z) consists of an isometry − : ∆(x, y, z) → R2 whose image is a
geodesic triangle ∆(x, y, z), where R2 is equipped with the usual euclidean distance dR2 .

We now recall the definition of non-positively curved space based on the comparison axiom
of Cartan, Alexandrof and Topogonov. This is the origin of the name CAT(0), where the 0
refers to the fact that strictly positive or negative curvature can also be defined in a similar
way.
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Definition 111. A geodesic triangle ∆(x, y, z) is CAT(0) when there exists a comparison
triangle ∆(x, y, z) such that for any two points p, q ∈ ∆(x, y, z), we have d(p, q) 6 dR2(p, q). A
geodesic metric space is CAT(0) when every geodesic triangle is CAT(0), and locally CAT(0)
or non-positively curved (or npc) when every point admits a neighborhood which is CAT(0).

These spaces enjoy many nice properties such as being (locally) uniquely geodesic and con-
tractible. We refer the reader to [BH09] for more details about those.

Other notions of curvature can be defined if we consider other “model spaces” instead
of R2 in which we take our comparison triangles. In particular, we can consider the stan-
dard 2-sphere S2 equipped with the distance d such that d(x, y) ∈ [0, π] is defined by
cos(d(x, y)) = 〈x, y〉. A space is CAT(1) when for every triangle ∆(x, y, z) whose diame-
ter is less than 2π, there exists a comparison triangle ∆(x, y, z) in S2, such that we have
d(p, q) 6 dS2(p, q) for every points p, q ∈ ∆(x, y, z).

4.2.2 The Gromov link condition

In this section we recall the characterization given by Gromov [Gro87] of CAT(0) cubical
complexes, see also [BH09, II.5.4 and II.5.20]. We first introduce some necessary definitions.

Definition 112 ([BH09, 7.14]). Given a geodesic metric space X and a point x ∈ X, the link
linkX(x) of x in X is the set of geodesics γ : [0, a] → X such that γ(0) = x, equipped with
the compact-open topology, quotiented by the relation identifying two paths which coincide
on an interval of the form [0, ε[ for some ε > 0, i.e. the “directions” from x pointing into X.
This space can be metrized using the angle between two such directions.

This notion of link can be formally related to the one introduced for precubical sets in Def-
inition 105 by observing that the former is a geometric realization of the latter (where the
standard n-simplex is realized as a spherical simplex with edges of length π/2).

Definition 113. An abstract simplicial complex is flag if whenever the complex contains
the 1-skeleton of a simplex, it also contains the simplex: given vertices x1, . . . , xk such that
{xi, xj} are simplices for every pair of indices i, j, the set {x1, . . . , xk} is also a simplex.

Again, this notion corresponds to the one of Definition 107 through the geometric realization.
Finally, we can explain in which way our conditions for non-positively curved precubical

sets (Definition 102) correspond to the traditional geometric one.

Theorem 114 ([MG16]). Given a finite dimensional geometric precubical set C, the following
are equivalent:

(i) |C| is non-positively curved
(ii) in |C| the link of every point is CAT(1)
(iii) in |C| the link of every vertex is a flag complex
(iv) in C the link of every vertex is a flag complex
(v) C satisfies the cube condition

Moreover, the following are equivalent:
(i’) |C| is CAT(0)
(ii’) |C| is uniquely geodesic
(iii’) |C| is non-positively curved and simply connected
(iv’) C satisfies the cube condition and is simply connected
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Proof. First, notice that because C is supposed to be finite dimensional, its realization
is geodesic, see Section 3.2.6. The equivalence between (i), (ii) and (iii) is due to Gro-
mov [Gro87], see also [BH09, Thm. 5.20]. The equivalence between (iii) and (iv) is immedi-
ate and the equivalence between (iv) and (v) was shown in Theorem 109. The equivalence
between (i’), (ii’) and (iii’) is due to Gromov [BH09, Thm. 5.5]. The equivalence between
(iii’) and (iv’) follows from the equivalence between (i) and (v).

4.2.3 Towards more general spaces

The notion of npc precubical set can be relaxed in many ways, and we would like to
investigate the properties of the resulting spaces. In particular, in light of the correspondence
between event structures and precubical sets (see Section 2.4.2), the cube property can be
subdivided in two conditions: one expresses a stability property, roughly the fact that depen-
dency is generated by a partial order and not some more complicated relation, and the other
one expresses the fact that conflicts are binary. The spaces satisfying the stability part only
are interesting (they correspond to general event structures) and the corresponding spaces
seem to satisfy a “directed variant” of the CAT(0) condition. Also, we have investigated
spaces generated by programs using mutexes only: can we characterize those generated by
resources of capacity at most k? One might expect the resulting precubical sets to satisfy
lifting properties starting from dimension k + 1 instead of 3, but again this is left for future
work.

4.3 Homotopy and dihomotopy
As explained in Chapter 1, the dipaths in the precubical semantics Čp of a program p

correspond to executions of the program and the dihomotopy equivalence relation on them
(Definition 34) is an approximation to observational equivalence between them, i.e. in order
to study a program it is enough to consider its dipaths up to dihomotopy. However, from a
topological point of view, the homotopy relation (Definition 34) is much more natural – and
studied – than dihomotopy. By definition, two dipaths which are dihomotopic are necessarily
homotopic, but the converse is not generally true, as illustrated in Example 35. We show
here that for npc precubical sets however, the two relations coincide.

4.3.1 The fundamental 2-category

We supposed fixed an npc precubical set. In order to show our property, we will show that
any homotopy between two dipaths can be rewritten as a dihomotopy. For this reason, we do
not want to quotient dipaths right away, as in the definition of the fundamental category or
groupoid (Definition 36), which suggests introducing the following 2-categories.

Definition 115 ([MG16]). The fundamental 2-category ~Π2(C) associated with C is the 2-cat-
egory whose

— 0-cells are the vertices of C,
— 1-cells are generated by (non-reversed) edges of C: 1-cells are dipaths in C and com-

position is given by concatenation,
— 2-cells are freely generated by

γa,bb′,a′ : a . b ⇒ b′ . a′
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whenever a, b, a′, b′ are transitions such that a . b � b′ . a′, and quotiented by the smallest
congruence (wrt both compositions) such that

(γb
′,c′

c′′,b′′ ◦ ida′′) ◦ (ida′ . γa
′,c
c′,a′′) ◦ (γa,bb′,a′ . idc) = (idc′′ . γa

′′′,b′′′

b′′,a′′ ) ◦ (γa,c
′′′

c′′,a′′′ . idb′′′) ◦ (ida . γb,cc′′′,b′′′)

γb
′,a′

a,b ◦ γ
a,b
b′,a′ = ida . b (4.1)

for transitions such that all the involved morphisms are defined. Graphically,

b
//

� c

���

a
??

c′′
��

b′ //

a′

??

c′

��

b′′
//

�
a′′

?? =

b
//

c′′′

���

c

��

�a
??

c′′
��

b′′′ //

b′′
//

a′′′

??

a′′

??

�

b

��

�a
??

b′ //

a
��

a′ //

b

??

�
= a

//
b
//

The horizontal composition will be denoted as concatenation (.), in sequential order, whereas
the vertical composition will be denoted as usual (◦), in categorical order, thus following the
usual convention for monoidal categories.

Two dipaths f, g : x� y in C are dihomotopic if and only if there exists a 2-cell α : f ⇒ g in
~Π2(C). In the 2-category ~Π2(C), if γa,bb′,a′ is defined, then the transitions a′ and b′ are uniquely
determined from a and b because C is geometric as an npc precubcial set. Moreover, if γa,bb′,a′
is defined then γa

′,b′

a,b is also defined, and is an inverse for γa,bb′,a′ by (4.1): in fact, the 2-category
is a category enriched in groupoids.

Definition 116 ([MG16]). The fundamental 2-groupoid Π2(C) associated with C is the
2-category whose

— 0-cells are the vertices of C,
— 1-cells are generated by edges of C or their reverse: 1-cells are paths in C and compo-

sition is given by concatenation,
— 2-cells are freely generated by

γa,bb′,a′ : a . b ⇒ b′ . a′

whenever a, b, a′, b′ are possibly reversed transitions such that a . b � b′ . a′, and

ηa : idx ⇒ a . a
εa : a . a ⇒ idy

whenever a : x → y is a possibly reversed transition, and quotiented by the smallest
congruence (wrt both compositions) such that

(γb
′,c′

c′′,b′′ ◦ ida′′) ◦ (ida′ . γa
′,c
c′,a′′) ◦ (γa,bb′,a′ . idc) = (idc′′ . γa

′′′,b′′′

b′′,a′′ ) ◦ (γa,c
′′′

c′′,a′′′ . idb′′′) ◦ (ida . γb,cc′′′,b′′′)
(4.2)
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γb
′,a′

a,b ◦ γ
a,b
b′,a′ = ida . b (4.3)

(ida . εa) ◦ (ηa . ida) = ida (4.4)
(εa . ida) ◦ (ida . ηa) = ida (4.5)

εa ◦ ηa = idε (4.6)
γa,a
a′,a′
◦ ηa = ηa′ (4.7)

εa′ ◦ γa,aa′,a′ = εa (4.8)

(γa,b
′

b,a′ . ida′) .(ida . γ
a,b

b′,a′
) ◦ (ηa . idb) = idb . ηa′ (4.9)

(ida′ . γb
′,a

a′,b
) ◦ (γb,aa′,b′ . ida) ◦ (idb . ηa) = ηa′ . idb (4.10)

(εa′ . idb) ◦ (ida′ . γ
b′,a
a′,b) ◦ (γb,a. ida) = idb . εa (4.11)

(idb . εa′) ◦ (γa,b
′

b,a′
. ida′) ◦ (ida . γa,bb′,a′) = εa . idb (4.12)

for possibly reversed transitions a, a′, a′′, b, b′, b′′, c, c′, c′′ such that all the involved mor-
phisms are defined.

In string diagrammatic notation, the generators γa,bb′,a′ , ηa and εa are drawn as

a b

b′ a′

a a
a a

and the relations of Definition 116 can be pictured as

a b c

a′

b′

c′

c′′ b′′ a′′

=

a b c

c′′′

b′′′

a′′′

c′′ b′′ a′′

a b

b′ a′

a b

=

a b

a b

a

a

a

=

a

a

a

a

a

=

a

a

a a =

a a

a′ a′

=
a′ a′

a a

a′ a′
=

a a
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b

a
a

b′

b a′ a′

=

b

b a′ a′

b

a
a

b′

a′ a′ b

=

b

a′ a′ b

b a a

b′

a′
a′

b

=

b a a

b

a a b

b′

a′

a′

b

=

a a b

b

By definition of the generating 2-cells, we have that two paths f, g : x� y in C are homotopic
if and only if there exists a 2-cell α : f ⇒ g in Π2(C).
Example 117. Consider the hollow cube without bottom C of Example 35, drawn on the left
as the precubical set obtained from ∂Y 3 by removing the “bottom” face 0−0. This precubical
set is not npc but we can still define a fundamental 2-category, except that some members of
the equations may not be defined. The fact that the two paths f = −−0 . 0−+ and g = 0−− .+−0
are homotopic is witnessed by the following 2-cell φ : f ⇒ g in Π2(C) drawn on the right,
from left to right instead of top to bottom for space constraints:

−−+
0−+

//

−0+
%%

00+
+−+

+0+
yy

−++
0++
// +++

−00
−+−
−+0
OO

0+−
//

0+0
++−
++0
OO

+00

−−−

−−0

OO

0−−
//

−0−
99

00−
+−−

+0−
ee

+−0

OO +0+

+0+
0++ ++0

0−+ −0+ −+0 0+− +0− +−0

−−0
−0−

0−−

4.3.2 Rewriting homotopies as dihomotopies

By definition, the 2-cells of Π2(C) are equivalence classes of 2-cells in the free 2-category
generated by the generating 2-cells γa,bb′,a′ , ηa and εa, quotiented by the equivalence relation ≡
generated by the relations. An element of such an equivalence class is called a formal 2-cell.
We say that a formal 2-cell φ rewrites to a 2-cell ψ, what we write φ V ψ, when ψ can be
obtained from φ by iteratively replacing the left member of a relation in some context by
the right member of the relation in the same context, where the relation is one of the eleven
relations of Definition 116 or three other derivable relations, see [MG16]. For instance the
formal 2-cell on the left rewrites to the formal 2-cell on the right using the relation (4.3):

V (4.13)

More formally, we can introduce a 3-category with the above free 2-category as underlying
2-category, and 3-cells generated by the relations oriented from left to right, and we would
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have φV ψ precisely when there exists a 3-cell from φ to ψ in this 3-category. We refer the
reader to Chapter 7 (Section 7.2) for the definition of polygraphs, which are a generalization
of rewriting systems in which those results can be properly formulated. By suitably rewriting
a formal 2-cell, one can always arrive at a formal 2-cell in “canonical form”. Those are much
easier to handle and will help us show our result.

Definition 118. A formal 2-cell φ is a canonical form when it is of the form ididx for some
0-cell x, which we write Zx, or there exists a canonical form ψ such that φ is of one of the
four following forms:

Ga,f,gf ′,a′ψ = (γa,ff ′,a′ . idg) ◦ (ida . ψ)

Hf,a,g,h
g′,a′ ψ = (idf . a . γa,gg′,a′ . idh) ◦ (idf . ηa . idg . h) ◦ ψ

Ea,fψ = (εa . idf ) ◦ (ida . ψ)

for some transitions a, a′ and morphisms f , f ′, g, g′, h. Graphically,

Zx = Hf,a,g,h
g′,a′ ψ =

i

ψ
g

a

f a g′ a′ h

Ga,f,gf ′,a′ψ =

a h

ψ
f

f ′ a′ g

Ea,fψ =

a g

ψ
a

f

The operations G, H and E on 2-cells are called operators. Notice that the operator Ea,f
transforms a 2-cell ψ : g ⇒ a . f into a 2-cell Ea,fψ : a . g ⇒ f . Similarly, the “type” for other
operators is

Ga,f,gf ′,a′ : h ⇒ f . g  a . h ⇒ f ′ . a′ . g

Hf,a,g,h
g′,a′ : i ⇒ f . g . h  i ⇒ f . a . g′ . a′ . h

Ea,f : g ⇒ a . f  a . g ⇒ f

Proposition 119 ([MG16]). Every formal 2-cell φ rewrites to a canonical form.

Example 120. The morphism (4.13) is not a canonical form in either of the two formal 2-cells.
However, it can be rewritten to the following formal 2-cell (where we have also indicated the
0- and 1-cells):

H
idx,a,b,idy
b′,a′ G

a,idy ,idy
idx,a Zy =

bx

y

x′ y′
a b′ a′
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A formal 2-cell in canonical form is not, in general, a normal form. One can show that
a canonical form of the form XEHY (where X and Y are composites of operators and we
omit indices) can always be rewritten to a canonical form of the form XGY or XHEY , and
XGHY to XHGY . By severely abusing notations, this can be summarized as

EH V G or HE GH V HG (4.14)

From these relations, it is easy to show that if a canonical form contains a H (i.e. is of the
form XHY ) then it can be rewritten to one which contains a H in first position (i.e. of the
form HX) and if it contains an E (i.e. is of the form XEY ) then it can be rewritten to one
of the form XEY where Y does not contain an H. Since a morphism of the form HX always
contains a reversed transition in its target, by contraposition if we know that the target does
not contain reversed transitions (i.e. a is a dipath), we will be able to show that there is a
canonical form without H in it, and similarly for E, from which we will be able to deduce that
it is in fact a dihomotopy: in this way we are able to rewrite any homotopy into a dihomotopy!

Namely, suppose that two dipaths f, g : x� y in C are homotopic, i.e. there exists a 2-cell
α : f ⇒ g in Π1(C). By Proposition 119, this 2-cell has as representative a formal 2-cell in
canonical form. Suppose that this formal 2-cell is not a dihomotopy, i.e. that it is composed
of a generator ηa or a generator εa. We suppose that it is composed of a generator ηa (the
other case is essentially similar, although a bit more involved): this means that α can be
expressed as a composite of operators, one of them being H (because H is the only operator
containing ηa). By the above discussion, it is equal to a formal 2-cell of the form α = HX,
where X is a composite of operators. But this is not possible because of the definition of H:
α would necessarily contain a reversed transition in its target, which is not the case because
the target was supposed to be a dipath. In this way, one sees that α is equal to a formal 2-cell
which is a composite of generators not involving ηa or εa, i.e. a dihomotopy, and we have:

Theorem 121 ([MG16]). The canonical embedding ~Π1(C)→ Π1(C) is full and faithful, i.e.
two dipaths in C are dihomotopic if and only if they are homotopic.

4.3.3 Extensions

There are many possible extensions of this work, which are mentioned in [MG16].

The theory of compact closed categories. Our axiomatization of the fundamental cat-
egory is an extension of the theory of compact closed categories. For instance, in the case
where C is the terminal 2-dimensional precubical set, ~Π2(C) is the free compact closed cat-
egory containing an object which is unidimensional (this notion, which can be expressed in
any compact closed category, characterizes vector spaces of dimension 1 in the category of
finite vector spaces and linear maps [MG16]). These relationships with classical algebraic
structures should be explored further.

Homological invariants. As mentioned in Section 3.1, finding a good notion of homology
for directed spaces is not easy and still an active subject of research. However, in the case
of npc precubical sets homotopy and dihomotopy coincide and we therefore have some hope
of being able to extract meaningful information about the directed space using traditional
homology. This was in fact one of the original motivations for this work, but it turned out to
be more difficult than expected and so is left for future work.
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A convergent rewriting system. We have defined a notion of canonical form by hand,
but of course it would be more satisfactory if canonical forms could be obtained as the
normal forms for some convergent rewriting system, see Chapter 7. In fact, we conjecture
that the rewriting system obtained by orienting relations from left to right is convergent. We
believe that Guiraud’s techniques based on derivations [Gui06] can be used in order to show
the termination of the rewriting system. Confluence is quite tedious to check. Because of
the “Yang-Baxter” rule (4.2) there is an infinite number of critical pairs as discovered by
Lafont [Laf03]. We could still be able to handle those families of critical pairs (as done by
Lafont), however this requires beforehand to establish the existence of canonical forms as we
did in previous section: it would therefore require strictly more work than done here. As a
byproduct of this result, we expect to be able to show that in Π2(C) (and therefore also in
~Π2(C) by Theorem 121) there is at most one homotopy between any two paths (of course,
when C satisfies the cube property and other hypothesis).

An axiomatization of homotopies between homotopies. We have seen in Section 3.1
(Theorem 75) that dihomotopy in a precubical set corresponds to dihomotopy in its directed
geometric realization. We conjecture that this result extends one dimension higher, i.e. that
two formal 2-cells in Π2(C) (resp. ~Π2(C)) are equal (i.e. in the same equivalence class mod-
ulo the relations) if and only if the corresponding homotopies (resp. dihomotopies) in C
are homotopic, thus bringing a geometric justification for our axiomatic definition of Π1(C)
and ~Π2(C).

Fundamental n-categories. Finally, it would be interesting to study the higher-dimensio-
nal structure of fundamental categories, i.e. define and study the notion of a fundamental
n-category for precubical sets.
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Chapter 5

A geometric approach to
asynchronous computability

In this chapter, we draw and study some links between geometric models presented here
and work in the field of fault-tolerant distributed computing. There, people are concerned with
designing algorithms and, when possible, solving so-called decision tasks on a given distributed
architecture, in the presence of faults. The seminal result in this area was established by
Fisher, Lynch and Paterson [FLP85], who proved the existence of a simple task that cannot
be solved in a message-passing system (or in shared memory [LAA87]) with at most one
potential crash. In particular, there is no way in such a distributed system to solve the
very fundamental consensus problem: each processor starts with an initial value in local
memory, typically a natural number, and should end up with a common value, which is one
of the initial values. Later on, Biran, Moran and Zaks developed a characterization of the
decision tasks that can be solved by a (simple) message-passing system in the presence of one
failure [BMZ88]. The argument uses a “similarity chain”, which can be seen as a connectedness
result of a representation of the space of all reachable states, called the protocol complex [HS99]
or the view complex [Koz12]. Of course, this argument turned out to be difficult to extend to
models with more failures, as higher-connectedness properties of the protocol complex matter
in these cases. This technical difficulty was first tackled, using homological considerations,
by Herlihy and Shavit [HS93] (and independently [BG93, SZ93]): there are simple decision
tasks, such as k-set agreement, a weaker form of consensus, that cannot be solved for k < n in
the wait-free asynchronous model, i.e. shared-memory distributed protocols on n processors,
with up to n − 1 crash failures. Then, the full characterization of wait-free asynchronous
decision tasks with atomic reads and writes (or equivalently, with atomic snapshots) was
described by Herlihy and Shavit [HS99]: this relies on the central notion of chromatic (or
colored) simplicial complexes, and their (chromatic) subdivisions. All these results stem from
the contractibility of the “standard” chromatic subdivision, which was completely formalized
only recently [Koz12, GMT14, Koz15] and corresponds to the protocol complex of distributed
algorithms solving layered immediate snapshot protocols. A first contribution of ours was to
show formally that the iterated subdivision is collapsible, and will be detailed in Section 5.3.

Over the years, the geometric approach to problems in fault-tolerant distributed com-
puting has been very successful, see [HKR14] for a fairly complete up-to-date treatment.
One potential limitation however is that for some intricate models, it is extremely difficult to
produce their corresponding protocol complex. We believe that the geometric models for con-
currency can shed some light on this, through the exploration of links between the geometric

73
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semantics of the synchronization and communication primitives we are considering on a given
distributed architecture, and the protocol complex. The interest is that the semantics of such
synchronization primitives is much simpler to write down than the protocol complex, which is
very error-prone to describe. We advocate that the calculation of protocol complexes can be
performed directly from the formal semantics of the underlying synchronization primitives.
First ideas in this direction were explored by Goubault [Gou96b, Gou96c, Gou97], although
they were limited to simple particular cases.

In order to instantiate this link, we will be considering the simple model of shared-memory
concurrent machines with crash failures, where processors compute and communicate through
shared locations, and where reads and writes are supposed to be atomic. This model can also
be presented as atomic snapshot protocols [AAD+93, And93, Lyn96], where processors are
executing the following instructions: scanning the entire shared memory (and copying it into
their local memory), computing in their local memory, and updating their “own value”, i.e.
writing the outcome of their computation in a specific location in global memory, assigned to
them only.

We begin by recalling the computation model, expressing it as a particular case of the
language used in this memoir (Section 5.1), then show how the protocol complex can be
recovered from the corresponding geometric model (Section 5.2), and finally show that the
iterated chromatic subdivision of the standard simplicial complex is collapsible (Section 5.3).

5.1 Asynchronous computability

This section is mostly based on [GMT15]. It mainly introduces and reformulates well-known
definitions [HKR14].

5.1.1 Atomic snapshot protocols

Protocols. In this chapter, we consider only programs of the following specific form, fol-
lowing the atomic snapshot shared memory model. As explained above, this specific form has
the advantage to allow for the description of the state space in a very convenient way (the
protocol complex). A program consists of n processes pi executed in parallel:

p = p0 || . . . || pn−1

Each of the processes has a local memory cell li and a global memory cell mi, containing
values in a fixed set V of values. An element of Vn will thus be called a memory and a state
is a pair (l,m) ∈ Σ with Σ = Vn × Vn. We suppose that the set of values is countable, e.g.
we manipulate integers as in Chapter 1, so that we have an encoding 〈x, y〉 ∈ V of pairs of
values x, y ∈ V, and more generally an encoding 〈m〉 ∈ V of n-uples of values m ∈ Vn. Each
process pi alternatively does two actions:

— update: it writes in its global memory cell a value depending on its local one,
— scan: it writes in its local memory cell a value depending on the previous value of its

local memory cell as well as the contents of the global memory.
A process thus has the form

pi = while true do ( mi := fi(li)︸ ︷︷ ︸
update

; li := gi(li,m)︸ ︷︷ ︸
scan

)
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where fi : V → V and gi : V × Vn → V are arbitrary fixed functions, and a protocol π is
entirely determined by the families of functions fi and gi of the various processes. A protocol
is full-information when fi = idV for every i ∈ [n], i.e. every process fully discloses its local
state in the global memory. The fact that, in the scan phase, the process reads the whole
global memory is the reason why it is called atomic snapshot. It is well known [Lyn96] that
those are equivalent, with respect to their expressiveness in terms of fault-tolerant decision
tasks they can solve, to the protocols based on atomic registers with atomic reads and writes,
where processes read one global memory cell at a time (some further admissible simplifications
of protocols are mentioned in Section 5.1.3). Also, notice that there is no synchronization
whatsoever between processes (for instance, a process cannot wait for another one to compute
its value), which is why such a protocol is called wait-free.

Failures. We are interested here to what programs can compute in the presence of failures.
We thus suppose that at any moment a process might die which means that it stops executing
actions, and it stops modifying its local or global memory. The tasks to perform we are
interested in will thus have to specify what the acceptable values are for any set of alive
processes: we are only interested in the values computed by processes which did not die. In
order to formally specify failures, we would need to modify the execution model presented
in Chapter 1, hopefully in a way which is clear to the reader. Notice that because our model is
asynchronous, if, after scanning, a process pi does not see any change in the global memory cell
of a process pj , it cannot decide whether the process pj has died or is simply slow performing
its update, and this will be the cause of much of the trouble of designing correct protocols.

Execution traces. In order to simplify notations, we write ui (resp. si) for the update
(resp. scan) action of the i-th process, mi:=fi(li) (resp. li:=gi(li, 〈m〉)):

pi = while true do ( ui ; si )

Notice that as written above the program is not coherent (any two executions are equivalent
since there is no use of synchronization primitives). In order to be so, one should at least
use blocking sections in order to express the fact that the actions ui and sj are incompatible,
since ui writes on mi and sj reads m (and thus mi), and we implicitly suppose that this is
the case in the following. Thus, with two processes respectively executing only two and one
round of the loop, the precubical semantics will be

u0
//

s0
//

�

u0
//

s0
//

�
//

s1

OO

�

//

OO

//

OO

�

//

OO

s1

OO

u0
//

u1

OO

s0
//

OO

u0
//

OO

s0
//

OO

u1

OO (5.1)

We write Ai = {ui, si} and A =
⋃
i∈[n]Ai for the set of actions. A word in A∗i is well-bracketed

if it belongs to (uisi)∗ and by extension a word u ∈ A is well-bracketed if proji(u) is well-
bracketed for every i ∈ [n] where proji : A∗ → A∗i is the obvious projection, keeping only
the letters in Ai. The execution traces are (in bijection with) well-bracketed words over A
and two traces are equivalent if and only if they are related by the smallest congruence ∼
such that ujui ∼ uiuj and sjsi ∼ sisj for every i, j ∈ [n] such that i 6= j. As explained in
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Chapter 1, given a protocol, we have, for every well-bracketed word u ∈ A∗, a denotational
semantics JuK : Σ→ Σ which associates the state resulting from the execution of the trace u
with every initial state (l,m), and given two traces u, v such that u ∼ v, we have JuK = JvK.
A state (l′,m′) ∈ Σ is reachable when there there is an initial state (l,m) ∈ In × Vn (see
below) and an execution trace u such that JuK (l,m) = (l′,m′). Notice that the first thing a
process does is to update the global memory, without reading it, so actually the semantics of
an execution trace only depends on the local memory l: given an execution trace u, we have
JuK (l,m) = JuK (l,m′) for all memories l,m,m′ ∈ Vn.

5.1.2 Tasks

From now on, we suppose given two distinguished sets of values I and O, respectively
called input and output values, the elements of V \ (I ∪ O) being called intermediate values.
The elements of In × Vn ⊆ Σ are called initial states. We suppose that when a process pi
has computed an output value, by which we mean li ∈ O, it will not change it anymore:
for every x ∈ O and m ∈ Vn, we suppose that gi(x,m) = x. We also suppose fixed an
element ⊥ ∈ I ∩ O standing for an unknown value: a process containing ⊥ in its local
memory can be considered as having died immediately after the beginning, or as no longer
participating in the computation. Given a memory l ∈ Vn, we write ∂i(l) for the memory
obtained from l by replacing the i-th value by ⊥, which is called a face of the memory: the
notation and terminology are motivated by the fact that memories can be structured into
simplicial complexes, as we will see in Section 5.1.5.

The problems we are interested in solving are called “tasks”, and are specified by a relation
stating given an initial local memory state, which are the acceptable local memory states after
an execution of the protocol which is long enough so that every process has decided upon an
output value. The case where a process dies at the beginning of the execution is modeled
as its local state li being ⊥, and we impose that the acceptable states in this case should be
coherent with those in the case where the process did not die: if a process p finishes without
hearing from process q, it does not necessarily mean that q has crashed, this latter process
might just be slow, and therefore p has to react in the same way in both situations.

Definition 122 ([HKR14]). A task Θ is a relation Θ ⊆ In × On such for every (l, l′) ∈ Θ
and i ∈ [n],

1. li = ⊥ if and only if l′i = ⊥,
2. there exists l′′ ∈ On such that (l, l′′) ∈ Θ and (∂i(l), ∂i(l′′)) ∈ Θ.

A geometric intuition of the two conditions of the definition is given in Remark 130 below.
The domain of a wait-free task Θ is dom Θ = {l ∈ In | ∃l′ ∈ On, (l, l′) ∈ Θ} and its codomain
is codom Θ = {l′ ∈ On | ∃l ∈ In, (l, l′) ∈ Θ}.
Example 123. In the binary consensus problem each process starts with a value in {0, 1} and
should end in the same set, thus I = O = {0, 1,⊥}, in such a way that in the end all the
values chosen by the different processes are the same, and chosen among the initial values of
the alive processes. For instance, with n = 2, the corresponding task is

Θ =
{
(b⊥, b⊥), (⊥b,⊥b), (bb′, bb), (b′b, bb)

∣∣ b, b′ ∈ {0, 1}}
In the case n = 2, we will also consider the variant called binary quasi-consensus, which
restricts the output so that it cannot happen that p1 decides 0 and p0 decide 1 at the same
time: the corresponding task is Θ \ {(10, 10)}.
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The fact that a protocol agrees with such a specification is formalized as follows. We write
Aω for the set of infinite sequences of actions in A. The notion of well-bracketed sequence
can be extended to those in the expected way.

Definition 124 ([HKR14]). A protocol solves a task Θ when for every l ∈ dom Θ, and well-
bracketed infinite sequence of actions u ∈ Aω which is fair, i.e. the projection on Ai is infinite
for each i ∈ [n], there exists a finite prefix u′ of u such that (l, l′) ∈ Θ where l′ is the local
memory after executing u′, i.e. (l′,m′) = Ju′Kπ (l,⊥n).

In an execution, the number ri of rounds for a process is the number of times the loop has
been executed in an execution. If we suppose that there is only a finite number of possible
initial values, by König’s lemma, there is an upper bound on the number of rounds necessary
for each process to reach an output value, and since executing a process longer does not
change the decided output value, we can suppose that all the processes run exactly r rounds
before deciding an output value.

5.1.3 Variants of protocols

In order to reason about protocols it is often convenient to restrict as much as possible the
protocols we consider as well as their possible executions, without changing task solvability,
in order to make the state-space as small and regular as possible, so that it is easier to reason
about.

A first easy remark is that if a protocol π solves a task Θ then the protocol π′ such that
fπ
′ = idV and gπ

′ = gπ ◦ (idV ×
∏
i f

π) also solves the task, and we can therefore restrict
to full-information protocols. The other usually assumed restrictions are more subtle since
they concern executions, and would require the modification of the execution model in order
to be formally introduced. A protocol is layered if the loops of the various processes are
synchronized: no process starts its (k + 1)-th round before every process has ended its k-th
round. A layered protocol is clean memory if the contents of the whole global memory are reset
to ⊥n at each round (sometimes layered protocols are implicitly supposed to be so, but not
in this manuscript). A protocol is immediate snapshot when it is restricted to the executions
such that after a scan has been performed, no update can be performed unless no other scan
can be performed: the rounds of two processes are either concurrent or sequentially ordered,
in the first case the immediate snapshot assumption amounts to suppose that all the reads
are performed concurrently and then all the write are performed concurrently. For instance,
with three processes, the execution u0u1s1s0u2s2 is immediate snapshot, but u0u1s0u2s1s2 is
not: after the prefix u0u1s0 the scan s1 can be performed so that doing u2 is not allowed.
These assumptions are not restrictive: a task is solvable if and only if it is solvable by a
clean-memory layered immediate snapshot full-information protocol [HS99].

In some of the following examples, we will assume that dom Θ contains only the memory l
such that li = i, and its faces, and call this a protocol with standard input. Moreover,
the protocol complex (see Section 5.1.5) for an arbitrary task can be obtained by suitably
renaming and amalgamating protocol complexes with standard input, and we will therefore
study protocol complexes mostly in this case.

5.1.4 The view protocol

One can build a category of full-information protocols as follows.
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Definition 125 ([GMT15]). Consider the category whose objects are protocols π operating
on values V as objects, and a morphism φ : π → π′ witnesses the fact that π can simulate π′:
it consists of functions φi : V → V and φ′i : V → V (respectively translating local and global
memories), indexed by i ∈ [n], such that φi is the identity when restricted to I, and the
following diagrams commute for i ∈ [n]:

V
φi ��

fπi
// V
φ′i��

V
fπ
′

i

// V

V × Vn
φi×
∏
i
φ′i ��

gπi
// V
φi
��

V × Vn
gπ
′
i

// V

The category Prot of full-information protocols is the subcategory whose morphisms φ are
such that φ′i = idV for every i ∈ [n].

The definition of this category is not entirely satisfactory since it requires morphisms φi
to be defined even on values that never occur in reachable memories. If we slightly modify
the definition of morphisms and impose that φi should be suitable partial functions, it can
be shown that the category Prot admits an initial object [GMT15]: the view protocol π^,
also called the generic protocol in normal form [HS99], defined as follows. We have fi(x) = x
for x ∈ V (i.e. the protocol is full-information) and gi(x,m) = 〈x, 〈m〉〉 for x ∈ V and
m ∈ Vn: when reading the global memory, the protocol stores (an encoding as a value of)
the pair constituted of its current local memory x and (an encoding as a value of) the global
memory m it has read. A view for a process i is a value that can occur as the local memory li
for some reachable state (l,m) and we write Viewsi(In) for the set of views that can be
obtained starting from In. The view protocol roughly exchanges its “full history” at each
step, one can therefore expect that it is the “most general” one. This is shown in [HS99] and
can be categorically reformulated as follows:

Proposition 126 ([GMT15]). The view protocol is initial in the category of full-information
protocols. In particular, given any protocol π, there exists a unique family of functions
φi : Viewsi(In) → V indexed by i ∈ [n], such that φi(x) = x for x ∈ I, and such that
for every 〈x, 〈m〉〉 ∈ Viewsi(In),

φi (〈x, 〈m〉〉) = gπi

(
φi(x),

(
fπj ◦ φj (mj)

)
j∈[n]

)
Suppose that a task Θ is solvable by some protocol, in a given number r of rounds. Of

course, the above results generalize to the case where we consider views which are reachable
not from any local state in In but only those in dom Θ. By the initiality of the view protocol,
this means that we can associate an output value with each view obtained after executing
r rounds of each process, in such a way that after each execution the specification Θ is
satisfied. Because of this, it is enough to study the structure of the views after r rounds, as
we will do in the next section.

5.1.5 The protocol complex

Since the set of possible inputs (resp. outputs) is closed under face operations, one can
encode them as an abstract simplicial complex whose vertices are the possible inputs for the
various processes and the simplices indicate when they are coherent, which means that they
can occur in a same input.



5.1. ASYNCHRONOUS COMPUTABILITY 79

Definition 127. An (abstract) simplicial complex (K,K) consists of a set K of vertices
together with a set K of finite subsets of K, called simplices, such that K is non-empty,
contains the vertices as singletons, and is closed under taking subsets. A simplex σ is a face
of a simplex τ when σ ⊆ τ .

Definition 128. The input complex K−(Θ) is the smallest abstract simplicial complex with
[n] × (I \ {⊥}) as set of vertices, which contains, for any initial local memory l ∈ dom Θ a
simplex σ = {(i, x) ∈ [n]× V | li = x 6= ⊥}. The output complex K+(Θ) is defined similarly
from codom Θ.

Notice that those complexes have another structure: their vertices are colored by process
numbers and simplices contain only vertices of distinct colors. Constructions on these will be
detailed in Section 5.3.1.
Example 129. In binary consensus and quasi-consensus tasks of Example 123, with n = 2,
the input complexes are the same and shown on the left, and the output complexes are
respectively shown in the middle and the right:

0⊥
01

00 ⊥0
10

⊥1 11 1⊥

0⊥ 00 ⊥0

⊥1 11 1⊥

0⊥
01

00 ⊥0

⊥1 11 1⊥

For the vertices, instead of writing (i, x), we write ⊥ . . .⊥x⊥ . . .⊥ (with x 6= ⊥ at the i-th
position): for instance, we write 1⊥ instead of (0, 1), meaning that the process 0 starts with
value 1. This has the advantage of generalizing to a notation for all simplices as illustrated
above. The corresponding tasks are depicted in Example 133.
Remark 130. In Definition 122, the two conditions for defining a task Θ can be interpreted as
follows. The first one imposes that Θ relates k-simplices of the input complex with k-simplices
of the output complex. Given a simplex σ of the input complex, the simplices in relation by Θ
with σ induce a subcomplex of the output complex. The second condition says that faces
of σ are in relation with faces of this subcomplex.

The discussion in the previous section suggests that the structure of the possible views
contains all the information about which decisions a protocol can make, since it is the universal
one, and thus to introduce the following complex.

Definition 131. Given a number r of rounds, the r-iterated (full-information) protocol com-
plex Kr is the smallest abstract simplicial complex whose vertices are pairs (i, li) where
i ∈ [n] and l is a local memory resulting from the execution of r rounds for each process
in the view protocol, i.e. a view, such that for each such local memory l, there is a simplex
{(0, l0), . . . , (n− 1, ln−1)}. This construction of course extends to the case where the number
of rounds is not the same for all processes, and is coded by r ∈ Nn.

Example 132. The local views for each process are determined by the operational semantics,
as in the two following examples with two processes, starting from the standard input:

Global ⊥ ⊥

Local 0 1

u0
//
0 ⊥

0 1

s0
//

0 ⊥

0⊥ 1

u1
//

0 1

0⊥ 1

s1
//

0 1

0⊥ 01

Global ⊥ ⊥

Local 0 1

u0
//
0 ⊥

0 1

u1
//
0 1

0 1

s1
//
0 1

0 01

s0
//
0 1

01 01
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There is a third potential outcome of the computation, symmetric to the first case, in which
process 1 would do its update and scan before process 0 does. Putting this together, ac-
cording to Definition 131, we get the well known protocol complex for one round and two
processes [HS99]:

0, (0⊥) 1, (01) 0, (01) 1, (⊥1)

The encoding of the local states, i.e. vertices in the graph above, is as follows. The identifier
of the process whose local view is the number before the comma, e.g. the state 0, (0⊥) above
is the local view of process 0. The group of numbers or ⊥ within parentheses, e.g. (0⊥)
in the state above, is a condensed notation for the local state where l0 = 〈0, 〈0,⊥〉〉, see
Section 5.1.1. Similarly, state 1, (01) denotes the local view of processor 1, with local state
such that l1 = 〈1, 〈0, 1〉〉.
The previous considerations are the starting point of the work of Herlihy [HS99], who (con-
siderably) extended those. One can show that there is a protocol implementing a task if and
only if there is a color-preserving simplicial map

f : Kr → K+(Θ) (5.2)

from the r-iterated protocol complex for some number r of rounds to the output complex,
which respects the task in the sense that the output associated to a given input should
be an image in Θ (see the example below). This is actually sometimes even taken as the
definition of a protocol. In the case of layered immediate snapshot protocols, this r-iterated
protocol complex can be described as some form of subdivision of the input complex, called
the chromatic subdivision (see Theorem 153), which is such that the subdivision χ(∆n) of
the standard n-simplex ∆n is k-connected for every k ∈ N. This implies that the (iterated)
subdivision χr(K−(Θ)) of the input complex preserves the connectivity properties of the input
complex K−(Θ). Now, it is a well-known fact that a simplicial map, such as (5.2), preserves
the connectivity of the space, and one can thus obtain impossibility results roughly as follows:
if the input complex is k-connected, while the output complex is not, we know that there can
be no simplical map (5.2) and thus no protocol solving the task. Many other invariants have
also been considered in order to show impossibility results [HKR14].
Example 133. The binary consensus task described in Example 123 can be represented by
dotted arrows from the input to the output complex:

0⊥
01

00 &&
$$⊥0

10

&&

0⊥ 00 ⊥0

**

44

((

66

⊥1 11 88
::1⊥
88

⊥1 11 1⊥

Notice that the vertices ⊥0 and 1⊥ are path-connected in the input complex, and will remain
so after subdivisions. Since their images (respectively ⊥0 and 1⊥) are not connected in the
output complex, there is no simplicial map from a subdivision of the input complex to the
output complex which respects the task, and therefore no protocol implementing this task.
The situation is different for the binary quasi-consensus task:

0⊥
01

00 &&
$$⊥0

10

&&

0⊥ 00 ⊥0

**

44

,,

((

66

44

⊥1 11 88
::1⊥
88

⊥1 11 1⊥
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For reasons similar to before, there is no simplicial map which respects the task from the
input complex to the output complex. However, there exists one after one subdivision of the
input complex and therefore the task can be implemented by a protocol:

(0⊥)⊥ ++(0⊥)(⊥0) ))(0⊥)(⊥0) ''⊥(⊥0) 0⊥ ⊥0

--

11

(0⊥)(⊥1) (1⊥)(⊥0)
////

(0⊥)(⊥1) (1⊥)(⊥0)
11

--⊥(⊥1) 33(1⊥)(⊥1) 55(1⊥)(⊥1) 77(1⊥)⊥ ⊥1 1⊥

(for clarity, we have only shown the images of the simplicial map on edges).

5.2 A geometric construction of the protocol complex

This section is mostly based on [GMT15].

We have seen that the protocol complex is a central construction for studying asynchronous
protocols. We show here how to reconstruct it from the geometric semantics. Our hope is
that this should be of help for designing protocol complexes for other primitives where it is
difficult to directly come up with the right notion of protocol complex, whereas the geometric
semantics is already available. For this reason, we believe that it is interesting to understand
the details of the correspondence instead of using too abstract reasoning, which might not be
available for other models.

5.2.1 The geometric semantics

The geometric semantics of asynchronous read-write atomic snapshot protocols can be
given as follows. Since we want to describe the state-space where the loops have been executed
a given number of rounds, the resulting spaces are acyclic and the geometric semantics can
either be given in terms of d-spaces, or in the simpler model of pospaces. We suppose given
r ∈ Nn specifying the number of rounds for each of the n processes.

Definition 134 ([GMT15]). The geometric semantics Xn
r is the directed space

Xn
r =

∏
i∈[n]

[0, ri] \
⋃

i,j∈[n]
k∈[ri], l∈[rj ]

Uki ∩ Slj

endowed with the product topology and product order induced by Rn, where n, ri ∈ N,
u, s ∈ R with 0 < u < s < 1, and

— Uki =
{
x ∈

∏
i∈[n][0, ri]

∣∣∣ xi = k + u
}
stands for the region where the i-th process up-

dates the global memory into its local memory for the k-th time,
— Slj =

{
x ∈

∏
i∈[n][0, ri]

∣∣∣ xj = l + s
}
stands for the region where the i-th process scans

the global memory with its local memory for the l-th time.
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For instance, the spaces X2
(2,1) and X2

(1,1,1) are respectively

u0 s0 u0 s0

u1

s1
U0

1∩S
0
0

U0
0∩S

0
1

U1
1∩S

1
0

U1
0∩S

1
1

t0

t1

t0

t1

t2

The geometric semantics defined here corresponds to the one introduced in Chapter 3. For
instance, the space on the left is essentially the directed geometric realization of (5.1).

In [GMT15], we have shown how to explicitly associate a dipath fu : I → Xn
r with every

execution trace u ∈ A∗ of r rounds and we have shown constructively that two equivalent
dipaths are dihomotopic. Of course, the hard part is now to show the converse property, i.e.
that given two execution traces u, v ∈ A∗, a dihomotopy fu ∼ fv implies u ∼ v. This is done
by first showing that both execution traces up to equivalence and dipaths up to dihomotopy
are in bijection with colored interval orders:

Definition 135. Let (Ix)x∈X be a family of intervals on the real line (R,6). This family
induces a poset (X,�), where ≺ is defined by x ≺ y whenever s < t for every s ∈ Ix and
t ∈ Iy, and such a poset is called an interval order [Fis70]. We denote by x‖y the independence
relation: x‖y whenever ¬(x ≺ y) and ¬(y ≺ x).

An [n]-colored interval order consists of an interval order (X,�) and a labeling function
` : X → [n] such that two elements with the same label are comparable.

The intuition behind our construction is that every pair of update and scan defines an “in-
terval”, colored by the process performing those. This can be formalized by explicitly con-
structing the maps of the following theorem.

Theorem 136 ([GMT15]). One can construct maps as schematically depicted below:

traces in A∗
up to equivalence

oo
bijection

// [n]-colored
interval orders section

//
dihomotopy classes
of dipaths in Xn

r

retraction
oo

the pair on the right being a deformation retract.

Proof. We only briefly describe the first map. We associate a labeled interval order (X,�)
with any execution trace u ∈ A∗ as follows. We denote by ri the number of occurrences of ui
in u, and by uki and ski the respective k-th occurrence of ui and si. The set X is then defined as
X = {(i, k) | k ∈ [ri], i ∈ [n]}. Any embedding of u in the real line induces an interval order
by setting I(i,k) = [uki , ski ]. More precisely, X is then endowed with the partial order such
that (i, k) ≺ (i′, k′) whenever ski < uk

′
i′ , i.e. ski occurs before uk′i′ . We can label this interval

order (X,�) by the projection ` : (i, k) 7→ i, and hence produce an [n]-colored interval order
since u is supposed to be well-bracketed. The inverse of this map can be obtained by suitably
“linearizing” a partial order.

As an illustration, in X2
(1,1), the following dipaths, which represent the three possible
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dihomotopy classes, correspond to the following interval orders and execution traces:

u0 s0

u1

s1

t0

t1

u0 s0

u1

s1

t0

t1

u0 s0

u1

s1

t0

t1

[u1, s1] ≺ [u0, s0] [u0, s0] ‖ [u1, s1] [u1, s1] ≺ [u0, s0]
u1s1u0s0 u0u1s0s1 u0s0u1s1

5.2.2 Recovering the protocol complex

The protocol complex captures the views of the various processes and their coherence, i.e.
when they can occur simultaneously in an execution. In particular, the maximal simplices
correspond to the views of all the processes and we can therefore expect that they correspond
to executions up to equivalence. This provides us with a way to generate the protocol complex:
we start from the dihomotopy classes of dipaths, we consider them as maximal simplices, and
close them under faces. By Theorem 136, it is equivalent to consider colored interval orders
instead of dihomotopy classes, which turns out to be simpler technically.

First, the view can be extracted from a labeled interval order as follows. The definition is
technical so we omit it here, see [GMT16], and write V k

i for the interval order corresponding
to the view of the k-th scan of the i-th process. We are now in a position to give a new
equivalent combinatorial description of the protocol complex, using interval orders:

Definition 137. The interval order complex is the simplicial complex whose
— vertices are ((i, k), V k

i ) where i stands for the i-th process, k for the round number,
— maximal simplices are {((0, r0), V r0

0 ), . . . , ((n, rn), V rn
n )} such that there is an interval

order as in the previous proposition whose restriction to (i, ri) is V ri
i .

In that case we say that it is the interval order complex on r rounds and for n+ 1 processes.

Example 138. Consider again the one round, two process case of Example 132. We have
represented below the protocol complex, and decorated its maximal simplices, i.e. edges, with
the corresponding dipaths modulo dihomotopy above, and the corresponding interval order
below:

0, (0⊥) 0≺1 1, (01) 0 1 0, (01) 0�1 1, (⊥1)

The local view of process 0 which is 0, (0⊥) comes from the restriction to 0 of the interval order
0≺1, subscript of the leftmost edge in the graph above: an interleaving trace corresponding
to this interval order is u0s0 leading to local state (0⊥) on process 0. Similarly, 1, (01)
corresponds to the local state l1 = (01) for process 1, both for the restriction 0≺1 of 0≺1 to V1

1
(corresponding to a trace u0s0u1s1, as in the trace superscript of the edge on the left of
the graph above) and for the restriction 0 1 of 0 1 to V 1

1 (corresponding to a trace u0u1s0s1
for instance, as in the trace superscript of the middle edge of the graph above).
Example 139. An example of interval order complex with traces corresponding to the execu-
tion for 2 processes, 2 rounds is depicted at Figure 5.1. Note that this is not the classical
iterated chromatic subdivision in three parts at each round [HKR14], i.e. a 9 edge complex,
because the protocols we are considering are not supposed to be layered. In Figure 5.2, we
show the interval order complex for 3 processes and 1 round. Note again that we do not have
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0, ((0 )((0 )1)) 0, ((0(01))(01))
0 1

0

OO

1

^^ OO

1, ((0(01))(01))

0, ((0 ) )

0

��

// 1

0

OO @@

// 1

OO

1, ((0 )((0 )1))

0 1

0

OO @@

// 1

OO
0 // 1

0

OO

//

@@

1

OO

0, ((0 )1)

0 // 1

0

OO @@

// 1

OO^^

1, ((0 )(01))

0 1

0

OO @@

// 1

^^ OO

0, ((0 )(01))

0 1oo

0 //

@@OO

1

^^ OO

1, (0(01))

0 1oo

0

OO

1

^^ OO

0 1oo

0

OO @@

1

^^ OO

0, ((01)(01))

0 1

0

OO @@

1

^^ OO

1, ((01)(01))

0 // 1

0

OO @@

1

^^ OO

1, ( ( 1)) 0, ((0( 1))( 1))
0 1

��

oo

0

OO

1oo

^^ OO
0 1

0

OO

1oo

^^ OO

1, (0( 1))
0 1oo

0

OO

1oo

^^ OO
0, ((01)( 1))

0 1oo

0

OO @@

1oo

^^ OO
1, ((01)( 1))

0 1

0

OO @@

1oo

^^ OO
0, ((01)1)

0 // 1

0

OO @@

1oo

^^ OO
0 // 1

0

OO @@

1

OO

1, ((0( 1))( 1)) 1, ((01)((01)1))

0 1

0

OO @@

1

OO

0, ((01)((01)1))

Figure 5.1 – Interval order complex, together with corresponding traces, of 2 processes, 2
rounds.

exactly the same picture as in [HKR14]: to the 13 triangles in [HKR14], we have to add the
6 extra blue triangles that make the complex not faithfully representable as a planar shape,
which correspond to non-immediate snapshot executions. For instance, the upper left blue
triangle is labeled with the interval order where 0 is not comparable to both 1 and 2, and 2
is less than 1. An interleaving trace (up to equivalence) corresponding to this interval order
is given on the same figure: u0u2s2u1s1s0.

In order to compare our construction with the traditional one, we need to restrict to inter-
val orders corresponding to layered immediate snapshot executions. The following theorem
shows that once we have done this, we recover the usual notion of protocol complex, which
corresponds to a chromatic subdivision by Theorem 153 recalled in the next section.

Theorem 140 ([GMT15]). Layered immediate snapshot executions correspond to interval
orders such that J ≺ K and I is not comparable with J implies I ≺ K. The subcomplex
of the interval order complex on one round, restricted to immediate snapshot executions, is
isomorphic to the chromatic barycentric subdivision of the input complex.

5.3 Collapsibility of the protocol complex
This section is mostly based on [GMT14].

As already mentioned in the previous section, the protocol complex for layered immediate
snapshot executions corresponds to a particular subdivision of the input complex, which is a
colored simplicial complex called the chromatic subdivision. Moreover, one of the main prop-
erties of this subdivision is that it preserves the connectivity of the complex. This is shown
in [HS99] (Corollary 4.13), in a non-constructive way, by considering the various possible ex-
ecutions generating the protocol complex. Here, we considerably rework the definition of the
chromatic subdivision, expressing it in more abstract terms, which allows us to constructively
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0 : 0⊥⊥

1 : ⊥1⊥2 : ⊥⊥2

1 : 012
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Figure 5.2 – Interval order complex with traces of 3 processes, 1 round.

show that it is contractible when applied to standard simplices, and thus preserves connec-
tivity. Moreover, our proof is of purely combinatorial nature, not referencing the execution
model of protocols. The same result was proved independently by Kozlov [Koz15], however
our proof has the advantage of being easily extended to the case of iterated subdivisions.

5.3.1 Labeled simplicial complexes

The notion of (abstract) simplicial complex was already recalled in Definition 127.

Definition 141. We write SC for the category of simplicial complexes with morphisms
f : K → K ′ the functions f : K → K ′ between sets of vertices preserving simplices and
locally injective: for every simplex σ ∈ K, the restriction of f to σ is injective.

Instead of working with simplicial complexes, all the developments performed in this sec-
tion could have been done in a suitable presheaf category, as explained in Section 5.3.5.
However, simplicial complexes are easier to manipulate, and give rise to much simpler no-
tations, which is why we use them here. The standard simplices are of course of particular
interest in the category of simplicial complexes, since they constitute the analogue of rep-
resentable objects. Given a finite set I, we write ∆I for the standard I-simplicial complex,
with I as vertices and subsets of I as simplices. We often write ∆n instead of ∆[n]. Given
a simplicial complex K and a simplex σ ∈ K, we write K \ σ for the largest subcomplex
of K not containing σ. This allows us to also define horns ΛIp, with p ∈ I, as ΛIp = ∆I \ σ
where σ is the simplex I \ {p}. In fact, there is a small indexing problem, since ∆0 should
in fact be considered as a (−1)-simplex (we are considering augmented simplicial sets). In
order for the pictures below to make sense, we implicitly suppose that I is non empty and
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shift dimensions by one (in case of doubt, the article [GMT14], on which this section is based,
does have correct indices).

Writing Inj for the category of finite sets and injections, we have a functor ! : Inj→ SC
sending a finite set I to ∆I and a function to itself. This allows us to define labeled simplicial
complexes by a slice construction. Since we will only need to take labels in N, we define

Definition 142. We write CSC = SC/ ! for the category of colored simplicial complexes.

An object in this category consists of a simplicial complex K together with a morphism
` : K → !N. Because morphisms are locally injective, this amounts to a function ` : K → N
such that any two vertices x, y ∈ σ in a simplex σ have distinct colors `(x) 6= `(y). In partic-
ular, any standard simplicial complex ∆n is canonically colored by the inclusion ` : [n]→ N.

5.3.2 Collapsibility

The main tool we are going to use in order to show that a space is contractible, and thus
n-connected for every n > 0, is the notion of collapse introduced by Whitehead [Whi39].
Collapsibility is a stronger property than contractibility since there are contractible spaces
which are not collapsible (the Bing house with two rooms is an example of this): collapses
constitute a tractable way of “reducing” a complex without changing its homotopy type,
but those do not form a complete set of operations to generate homotopy equivalence (in
fact, in the more general setting of finite CW-complexes, the Whitehead torsion measures the
obstruction of a homotopy equivalence being generated by collapses or their inverses [Whi50]).
These are analogue in the setting of simplicial complexes of Tietze-equivalence which will be
discussed in Chapters 7 and 8.

Definition 143. A simplex τ is a free face of a simplex σ in a simplicial complex K
when τ ( σ (τ is a strict face of σ), σ is a maximal simplex and the only maximal sim-
plex having τ as face. In this situation, the inclusion (K \ τ) ↪→ K is called a collapse step.
A collapse step is elementary when dim τ = dim σ − 1. A collapse is a morphism composed
of collapse steps and a complex is collapsible when there exists a collapse ∆0 → K, which
“reduces K to a point”.

The prototypical example of a collapse is to replace a simplex ∆I by a horn ΛIp. For instance,
we can replace ∆3 by Λ3

1 without changing the homotopy type:

1
01

012
012

0 02 2
←↩

1
01 012

0 2

(the corresponding inclusion is from the right to the left).
Example 144. Consider the following simplicial complex, whose set of vertices is {0, 1, 2, 3}
and whose maximal simplices are {0, 1, 2} and {1, 2, 3}, depicted on the left. The simplices
{0} and {0, 1} are free faces of {0, 1, 2}, respectively giving rise to the following collapses, in
the middle and the right. On the contrary, the simplices {1} and {1, 2} are not free faces.

1

120
01

02
012 123 3

13

23

2

1

12123 3
13

23

2

1

120
02

123 3
13

23

2
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It is well-known that restricting to elementary collapses is not restrictive [Whi39, GMT14]:

Lemma 145. Every collapse can be obtained as a composition of elementary collapse steps.

5.3.3 The chromatic subdivision

In this section, we adapt the usual definition of the barycentric subdivision to the colored
case. The abstract definition we based ours on is folklore, see for instance [GJ09]. We first
begin by introducing a category of graphs (distinct from the usual presheaf definition such as
the one of Section 2.1) that will be used in the following.

Definition 146. We write Graph for the category of graphs G = (VG, EG), with EG ⊆ VG×VG,
which are irreflexive: (x, y) ∈ EG implies x 6= y. A morphism f : G→ H consists of a function
f : VG → VH such that for every (x, y) ∈ EG, we have (f(x), f(y)) ∈ EH .

A useful construction when studying a simplicial complex is its poset of faces which is
the poset of non-empty simplices of the complex ordered by inclusion. In Definition 147, we
introduce a variant of this definition, which we call the graph of elements of the complex (by
analogy with the category of elements of a presheaf such as a presimplicial set). We introduce
this variant because its generalization to colored simplicial complexes (see Definition 151)
naturally gives rise to graphs with cycles (see Example 152) which do not correspond to posets
anymore: this also explains the peculiar definition of graphs we consider in Definition 146,
which can be seen as a generalization of the notion of poset allowing some cycles.

Definition 147. The graph of elements El(K) of a simplicial complex K is the graph whose
elements are the non-empty simplices of K and there is an edge τ → σ whenever τ ( σ. This
construction extends to a functor El : SC→ Graph.

Definition 148. The nerve of a graph G = (VG, EG) is the simplicial complex NG whose
vertices are those of G and simplices are sets of the form {x1, . . . , xn} with an edge xi → xj
for any i < j. This construction extends to a functor N : Graph→ SC.

Definition 149. The barycentric subdivision functor is χ = N ◦ El.

Example 150. Consider ∆2 (on the left), the associated graph El(∆2) is pictured in the middle
and χ(∆2) = N(El(∆2)) on the right:

0

1 2

{0, 1, 2}

{0, 1}

99

{0, 2}

OO

{1, 2}

ee

{0}

OO 99

BB

{1}

JJ

ee 99

{2}

\\

ee OO

{0}

{0, 1} {0, 1, 2} {0, 2}

{1} {1, 2} {2}

The previous definitions can be adapted to the colored case as follows, providing an
abstract reformulation of the usual definition of the standard chromatic subdivision [HS99].
We define a functor ! : Inj → Graph which associates, with a set X, the graph with X as
set of vertices and pairs (x, y) ∈ X ×X with x 6= y as edges. The category of colored graphs
is the slice category Graph/ !N.
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Definition 151. We define a functor El : SC/ !N→ Graph/ !N which, with every simplicial
complex K, associates the graph whose vertices are pairs (σ, i) where σ ∈ K and i ∈ `K(σ),
labeled by i, and there is an edge (τ, i)→ (σ, j) whenever

1. i 6= j,
2. τ ⊆ σ,
3. j 6∈ `K(τ) or σ ⊆ τ .

In the other direction, we define a functor N : Graph/ !N → SC/ !N which, with a colored
graph (G, `), associates the simplicial complex with VG as set of vertices, labeled by `, simplices
being sets of the form {x1, . . . , xn} such that there is an edge xi → xj whenever i < j. The
standard chromatic subdivision functor is

χ = N ◦ El : CSC → CSC

Example 152. Consider the labeled complex ∆2. The colored graph El(∆2) is:

012, 2 --ss **

012, 1oo -- 012, 0oo

01, 1

OO

// 01, 0ll

dd

02, 2

::

// 02, 0ll

dd

12, 2

::

// 12, 1ll

OO

0, 0

DD

OO
44

66

1, 1

jj

hh

44

66

2, 2

jj

hh

OO

ZZ

(the second component of vertices indicate the color) and χ(∆2) = N(El(∆2)) is

0, 0

01, 1 02, 2

01, 0 012, 2 012, 1 02, 0

012, 0

1, 1 12, 2 12, 1 2, 2

(all the triangles are filled).
We can now formally state the reason of our interest in this construction:

Theorem 153 ([HS99]). The full-information protocol complex of layered immediate snapshot
protocols with r rounds is the chromatic subdivision of the input complex iterated r times.

This can be understood as follows in the case where the input is standard, i.e. the input
complex is the standard simplicial complex ∆n. By applying Definition 151, the simpli-
cial complex χ(∆n) can be explicitly described as follows. Its vertices are pairs (V, i) with
V ⊆ [n] and i ∈ V and simplices are the sets σ = {(V0, i0), . . . , (Vd, id)} which are, for every
p, q ∈ [d+ 1],

1. well-colored: ip = iq implies p = q,
2. ordered: Vp ⊆ Vq or Vq ⊆ Vp
3. transitive: ip ∈ Vq implies Vp ⊆ Vq
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(these three points correspond precisely to the three points of Definition 151). Here, i ∈ Vj
means that the process j sees what the update of the i-th process has written, i.e. this
corresponds to an execution where sj occurs after ui, and the conditions can be interpreted
as:

1. we only consider coherence of views of distinct processes,
2. in an execution, given two processes, the scan of the first has to occur after the update

of the other, or the contrary, or both (it cannot happen that none of the two processes
sees what the other has written),

3. if a process sees another, then the latter cannot see more than the former.
The last condition is maybe the most intriguing. For instance, the execution trace u0u1s0u2s1s2
violates this condition since, after its execution, the views Vi of processes i are respectively
V0 = {0, 1}, V1 = {0, 1, 2} and V2 = {0, 1, 2}: we have 1 ∈ V0 but not V1 ⊆ V0. The reason for
this is that the execution trace is not immediate snapshot. It can actually be shown that if
we remove the third condition, we obtain precisely the full-information protocol complex for
layered (non-immediate snapshot) protocols.

5.3.4 The standard chromatic subdivision of the standard colored simpli-
cial complex is collapsible

One of the main result of ours in this section is the following one:

Theorem 154 ([GMT14]). The standard chromatic subdivision χ(∆n) of the standard n-sim-
plex is collapsible.

The proof is quite subtle and technical, and requires one to show many intermediate results
about the interaction between collapse and elementary geometric operations (taking the star
of a simplex, the (colored) join of two simplicial complexes, etc.). It is performed by con-
structing an explicit sequence of collapse steps, which can be illustrated on χ(∆2), depicted in
Example 152. Notice that there is an inclusion ∆2 ↪→ χ(∆2) sending the standard 2-simplicial
complex to the central 2-simplex of χ(∆2), whose vertices are those of the form (012, i) with
i ∈ [2]. Our goal is to show that this inclusion is a collapse, which will be enough to conclude
since ∆2 can easily be shown to be collapsible. This can be done by the following sequence
of collapse steps:

←↩ ←↩ ←↩

5.3.5 Chromatic presimplicial sets

In order to be able to use the machinery presented in Section 2.1, we briefly explain how
colored simplicial complexes can be embedded into a presheaf category.

Definition 155 ([GMT14]). The chromatic presimplicial category 4! has objects non-empty
subsets I of N and morphisms are inclusions. Presheaves over this category are called chro-
matic presimplicial sets.
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Remark 156. Notice that this category is really “close” to the category4 of presimplicial sets.
Given I ⊆ N there is a unique increasing bijection ιI : I → [#I], where #I is the cardinal
of I, and we can define a functor 4! → 4 sending I to #I and a morphism f : I → J
to ιJ ◦ f ◦ ι−1

I . This enables us for instance to easily define the geometric realization of a
chromatic presimplicial set as the realization along the composite functor 4! →4→ Top.

We define a functor U : CSC → 4̂! which, with a simplicial complex K ∈ CSC, associates
the chromatic presimplicial set UK such that the image of an object I and a morphism J ⊆ I
are respectively

UK(I) = {σ ∈ K | `(σ) = I} UK(J ⊆ I) : UK(I) → UK(J)
σ 7→ {x ∈ σ | `(x) ∈ J}

Conversely, we define a functor F : 4̂! → CSC which, with a presimplicial set P ∈ 4̂!,
associates the simplicial complex with FP =

∐
i∈N P ({i}), a vertex x ∈ P ({i}) being labeled

by i, and set of simplices

FP = {P ({i} ⊆ I) (σ) | σ ∈ P (I) and i ∈ I}

Proposition 157. The functor F is left adjoint to U and the induced comonad F ◦ U is the
identity. The functor U is thus an embedding.

A definition of a collapse (step) can easily be formulated in this setting by mimicking the
one for simplicial complexes (Definition 143), and one can show that in this category,

Lemma 158 ([GMT14]). Collapses are stable under pushouts with coinitial morphisms. In
particular, elementary collapse steps are generated by pushouts of inclusions ΛIp → ∆I of
horns into standard simplicial complexes along coinitial morphisms.

5.3.6 Contractibility of the iterated chromatic subdivision

We can now prove that the iterated chromatic subdivision χr(∆n) of the standard simpli-
cial complex is contractible, as follows. First, one can notice that the functor χ : 4̂! → 4̂! is
entirely determined by the images of the representable objects, i.e. the standard simplices.

Proposition 159 ([GMT14]). We write χ∆ : 4! → 4̂! for the functor obtained as the
“restriction of χ to representables”, i.e. χ∆ = χ ◦ Y where Y : 4! → 4̂! is the Yoneda
embedding: this functor associates χ(∆I) with I and the obvious embedding χ(∆J)→ χ(∆I)
with an inclusion J ⊆ I. Then the cocontinuous extension of χ∆ as a functor 4̂! → 4̂! is the
functor χ.

Using the previous proposition, it can be shown that

Proposition 160 ([GMT14]). The functor χ preserves collapses.

Proof. By Lemma 145, it is enough to show that χ preserves elementary collapse steps f , which
can be obtained as pushouts along inclusions ΛIp ↪→ ∆I by Lemma 158, as the morphism f

on the pushout diagram on the left below. Since the functor χ is a realization along χ∆, it



5.3. COLLAPSIBILITY OF THE PROTOCOL COMPLEX 91

is left adjoint to the nerve associated with χ∆ and thus preserves colimits. In particular, the
pushout diagram on the left is sent to the pushout diagram on the right:

K ′

∆I

==

K

f
``

ΛIp

`` ??

χ(K ′)

χ(∆I)

99

χ(K)

χ(f)dd

χ(ΛIp)

dd ::

If we can show that the inclusion χ(ΛIp) ↪→ χ(∆I) is collapse, we will be able to conclude
by Lemma 145: χ(f) will be a collapse as a pushout of a collapse. This is indeed the case
and can be shown as a variant of the proof of Theorem 154. We only illustrate the fact that
χ(Λ2

p) ↪→ ∆2 is a collapse by decomposing it as a sequence of (elementary) collapse steps:

←↩ ←↩ ←↩ ←↩

←↩ ←↩ ←↩ ←↩

From this, we can almost immediately deduce:

Theorem 161 ([GMT14]). Given a collapsible colored simplicial complex K, χ(K) is also
collapsible. In particular, iterated chromatic subdivisions of the standard simplex χr(∆n) are
collapsible.

In particular, the full-information protocol complex of layered immediate-snapshot proto-
cols with standard input over r rounds is χr(K), and is thus collapsible and k-connected for
every k ∈ N. In [GMT14], we claimed that our methods should be general enough to show
a similar result in the non-layered case and more. Indeed, Benavides and Rajsbaum have
extended the above methods to show that the iterated subdivision of the standard simplicial
complex corresponding to the read-write model is collapsible [BR15].
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Chapter 6

A categorical theory of patches

This chapter is mostly based on [MG13].

Version control systems (or vcs, such as subversion, git or Darcs) offer a very concrete
and interesting case of concurrent model. These are used to store documents (mainly text),
which are concurrently edited by multiple people. The servers containing those documents are
called repositories. These vcs mainly implement two operations: when a user is happy with
the modifications he has brought to his local copy the document, he can commit them, which
stores the modifications on the server; he can also update his files by pulling new modifications
performed by others from the server. For efficiency reasons, the whole file is not transmitted
each time, but only a patch storing the differences between the current and the last version.

One of the main difficulties to address here is that there is no global notion of “time”:
patches are only partially ordered. For instance consider a repository with one file A and two
users u1 and u2. Suppose that u1 modifies file A into B by committing a patch f , which is
then imported by u2, and then u1 and u2 concurrently modify the file B into C (resp. D)
by committing a patch g (resp. h). The evolution of the file is depicted on the left and the
partial ordering of patches in the middle:

C D

B
g

``

h

>>

A

f

OO

g h

f

]] AA

E

C

h/g >>

D

g/h``

B
g

``

h

>>

A

f

OO

Now, suppose that u2 imports the patch g or that u1 imports the patch h. Clearly, this file
resulting from the merging of the two patches should be the same in both cases, call it E.
One way to compute this file, is to say that there should be a patch h/g, the residual of h
after g, which transforms C into E and has the “same effect” as h once g has been applied,
and similarly there should be a patch g/h transforming D into E. Thus, after each user
has imported changes from the other, the evolution of the file is as pictured on the right
above. This suggests somehow considering a category with files as objects and morphisms as
patches, and modeling residuals as pushouts in this category. To the best of our knowledge,
our article [MG13] is the first to propose this simple idea. Most usual vcs (such as git)
do not seriously take residuation of patches into account and only implement heuristics (e.g.

93
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recursive 3-way merge) in order to be able to apply multiple concurrent patches, Darcs however
tries to do this properly by “commuting patches”, but considering the commutation relation
expressing g .(h/g) ∼ h .(g/h) instead of the residuation operation does not easily allow us to
consider universal properties. A notion of residuation is also investigated in the community of
operational transformations [RNRG96], various formalizations for those have been proposed,
but their categorical properties are rarely studied.

As expected, not every pair of coinitial morphisms have a pushout in the category of files:
this reflects the fact that two patches can be conflicting (for instance if two users modify
the same line of a file), otherwise the patches are said to be compatible. Representing and
handling such conflicts in a coherent way is one of the most difficult issues in implementing
a vcs (as witnessed for instance by the various proposals for Darcs: mergers, conflictors,
graphictors, etc. [R+13]). We believe that instead of trying various possible axiomatizations
for the operations on patches and waiting for someone to come up with a corner case, one
should start from the universal properties the model should satisfy and then work out the
implementation details. In this case, our proposal is to compute a free completion under
pushouts of the category of files. This category can easily be shown to exist for abstract
reasons, and our main contribution is to work out a concrete description of it, which results
in a new representation of files with conflicts, roughly as a preordered set of lines.

Among other works concerned with this problem, we would like to mention other in-
teresting approaches using inverse semigroups in [Jac09], homotopy type theory [AMLH14].
Houston described ideas similar to ours in a series of blog posts [Hou12, Hou14]. Finally, to
our great excitement, the present work has also been used as the theoretical basis for a new
experimental version control system named Pijul [BLM15].

We introduce a category modeling files and patches (Section 6.1) and provide a concrete
description of its free conservative finite cocompletion (Section 6.2). Finally, we briefly men-
tion some possible extensions of this work (Section 6.3).

6.1 A category of files and patches
We begin by investigating a model for a simplified vcs: it handles only one file and

the only allowed operations are insertion and deletion of lines (modification of a line can be
encoded by a deletion followed by an insertion). We suppose fixed a set L = {a, b, . . .} of lines
(typically, L is the set of words over some alphabet, such as the utf-8 characters). A file is
a word A = a0a1 . . . an−1 over lines, which will be represented here as a function A : [n]→ L,
where n ∈ N is the number of lines in the file. A morphism f : A → B between two files
A : [m] → L and B : [n] → L is an injective increasing partial function f : [m] → [n] such
that ∀i ∈ [m], B ◦ f(i) = A(i) whenever f(i) is defined. Such morphism is called a patch.

Definition 162 ([MG13]). The category L has files as objects and patches as morphisms.

Notice that the category L is isomorphic to the simplicial category when L is reduced to one
element, so that it can be thought of as a labeled variant of it.

The category L is strictly monoidal, the tensor A ⊗ B of two files A : [m] → L and
B : [n] → L, being the file A ⊗ B : [m + n] → L being defined as (A ⊗ B)(i) = A(i) if
i < m and (A ⊗ B)(i) = B(i −m) otherwise, the unit being the empty file I : [0] → L, and
tensor being defined on morphisms in the obvious way. The following proposition shows that
patches are generated by the operations of inserting and deleting a line (which is why we
defined morphisms in this way):
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Proposition 163 ([MG13]). The category L is the free monoidal category containing L
as (subcollection of) objects and containing, for every line a ∈ L, morphisms ηa : I → a
(insertion of a line a) and εa : a → I (deletion of a line a) such that εa ◦ ηa = idI (deleting
an inserted line amounts to doing nothing).

Example 164. The patch corresponding to transforming the file abc into dadeb, by deleting the
line c and inserting the lines labeled by d and e, is modeled by the partial function f : [3]→ [5]
such that f(0) = 1 and f(1) = 4 and f(2) is undefined. Graphically,

a
b
c

d
a
d
e
b

The deleted line is the one on which f is not defined and the inserted lines are those which
are not in the image of f . In other words, f keeps track of the unchanged lines.

6.2 The free conservative cocompletion

6.2.1 The general approach

Suppose that A is a file which is edited by two users, respectively applying patches
f1 : A→ A1 and f2 : A→ A2 to the file. For instance,

a c c b
f1←− a b

f2−→ a b c d (6.1)

Now, each of the two users imports the modification from the other one. The resulting file,
after the import, should be the smallest file containing both modifications on the original file:
accbcd. It is thus natural to state that it should be a pushout of the diagram (6.1). Now, it
can be noticed that not every diagram in L has a pushout. For instance, the diagram

a c b
f1←− a b

f2−→ a d b (6.2)

does not admit a pushout in L. In this case, the two patches f1 and f2 are said to be
conflicting.

In order to represent the state of files after applying two conflicting patches, we investigate
the definition of a category P which is obtained by completing the category L under all
pushouts. Since, this completion should also contain an initial object (i.e. the empty file), we
are actually defining the category P as the free completion of L under finite colimits: recall
that a category is finitely cocomplete (has all finite colimits) if and only if it has an initial
object and is closed under pushouts [Mac98]. Intuitively, this category is obtained by adding
files whose lines are not linearly ordered, but only partially ordered, such as on the left of

a

�� ��

c

��

d

��

b

a
<<<<<<< HEAD
c
=======
d
>>>>>>> 5c55...
b

(6.3)
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which would intuitively model the pushout of the diagram (6.2) if it existed, indicating that
the user has to choose between c and d for the second line. Notice the similarities with the
corresponding textual notation in git on the right. The name of the category L reflects the
fact that its objects are files whose lines are linearly ordered, whereas the objects of P can be
thought as files whose lines are only partially ordered. More formally, the category is defined
as follows.

Definition 165. The category P is the free finite conservative cocompletion of L: it is (up to
equivalence of categories) the unique finitely cocomplete category together with an embedding
functor Y : L → P preserving existing finite colimits, such that for every finitely cocomplete
category C and functor F : L → C preserving existing finite colimits, there exists, up to
unique isomorphism, a unique functor F̃ : P → C preserving all finite colimits and satisfying
F̃ ◦ Y = F :

L

Y
��

F
// C

P
F̃

??

Above, the term conservative refers to the fact that we preserve colimits which already exist
in L (we will only consider such completions here). Since the category L̂ is the free cocom-
pletion of L (see Section 2.1), one can expect that the finite conservative cocompletion can
be obtained as a full subcategory of L̂. The following folklore theorem, often attributed to
Kelly, shows that it is indeed the case:

Theorem 166 ([Kel82, AR94]). The conservative cocompletion of the category L is equivalent
to the full subcategory of L̂ whose objects are presheaves which preserve finite limits, i.e. the
image of a limit in Lop (or equivalently a colimit in L) is a limit in Set (and limiting cones
are transported to limiting cones). The finite conservative cocompletion P can be obtained by
further restricting to presheaves which are finite colimits of representables.

In the above theorem, the Yoneda functor Y : L → L̂, can be shown to corestrict into a
functor Y : L → P, providing the unit of the completion [AR94].

Extracting a concrete description of the category P from the above proposition is a chal-
lenging task, because we a priori need to characterize firstly all diagrams admitting a colimit
in L, and secondly all presheaves in L̂ which preserve those diagrams. We introduce here a
general methodology to build such a category.

6.2.2 The case of unlabeled insertions

In order to ease our presentation, we first consider here the variant of the model where only
insertions of lines are allowed and the set L of lines contains only one element. The case of
multiple lines will be obtained as a labeled variant using a slice construction (Section 6.2.3) and
the extension to deletions of lines can be obtained by slightly generalizing the computations
done here (Section 6.2.5)

In this section, we suppose that L is reduced to an element (so that we will not mention the
labels), and still denote by L the subcategory of the previously defined category L restricted
to total injective increasing functions as morphisms. Proposition 163 can easily be adapted
to show that L is now the free monoidal category containing a morphism η : 0→ 1, and the
category can also be described as the free category generated by morphisms sni : n → n+ 1,



6.2. THE FREE CONSERVATIVE COCOMPLETION 97

for i ∈ [n + 1], subject to the relations sn+1
i ◦ snj = sn+1

j+1 ◦ sni for 0 6 i < j < n. The second
description can be obtained from the first one by defining sni = idi⊗η ⊗ idn−i. Notice that
the category G = 1 //

// 2 described in Section 2.1, such that Ĝ is the category of graphs,
is the full subcategory of L on the objects 1 and 2: the object 1 is the object of vertices, 2 is
the object of edges, and s1

0, s
1
1 : 1→ 2 respectively correspond to source and target maps (we

sometimes omit the superscript for those maps). This functor induces a restriction functor
I∗ : L̂ → Ĝ which will allow us to consider vertices, edges, paths, etc. in a presheaf of L̂.

In order to simplify computations, it will be useful to describe an object of L as a colimit
of objects of the subcategory G. As explained in Section 2.1, the inclusion functor I : G → L
induces a nerve functor NI : L → Ĝ such that NI(n) = L(I−, n). An easy computation shows
that the image NI(n) of n ∈ L is a graph with n vertices, so that its objects are isomorphic
to [n], and there is an arrow i→ j for every i, j ∈ [n] such that i < j. For instance,

NI(3) = 0 // 331 // 2 NI(4) = 0 // ++
221 // ++2 // 3

It is therefore easy to check that this embedding is full and faithful, i.e. morphisms in L
correspond to natural transformations in Ĝ. The functor I : G → L is thus dense in the
following sense, see [MM92] for details.

Definition 167. A functor F : C → D is dense if it satisfies one of the two equivalent
conditions:

(i) the associated nerve functor NF : D → Ĉ is full and faithful,
(ii) every object of D is canonically a colimit of objects in C: for every D ∈ D,

D ∼= colim(El(NFD) π−→ C F−→ D) (6.4)

The second equivalent condition essentially means that every object is the realization of its
nerve, i.e. D = RF ◦ NF (D), except that the realization functor RF might not be defined
everywhere because the category D is not supposed to be cocomplete. The formula (6.4) is
supposed to make this clear, but the category El(NFD) can be replaced by the equivalent
comma category F/D, whose definition is simpler. For instance, the initial graph NI(0) is
the colimit of the empty diagram, and the graph NI(3) is the colimit of the diagram

NI(2) NI(2)

NI(1)
NI(s1) ,,

NI(s1) 66

NI(1)
NI(s0)hh NI(s1) 66

NI(1)
NI(s0)hh

NI(s0)rr
NI(2)

**

:: ff 88 dd

tt

We now investigate some properties of the free finite conservative cocompletion P of L.
Since the functor I is dense, every object of L is a finite colimit of objects in G, and G does not
have any non-trivial colimit. One could thus expect the free conservative finite cocompletion P
of L to be the same as the free finite cocompletion of the category G. We will see that this is
not the case because the image in L of a non-trivial diagram in G might still have a colimit.
By Theorem 166, the category P is the full subcategory of L̂ of presheaves preserving limits,
which we now describe explicitly. This category will turn out to be equivalent to a full
subcategory of Ĝ (Theorem 173). We should first remark that those presheaves satisfy the
following properties:



98 CHAPTER 6. A CATEGORICAL THEORY OF PATCHES

Proposition 168 ([MG13]). Given a presheaf P ∈ L̂ which is an object of P,
1. the underlying graph of P is finite,
2. for each non-empty path x� y there exists exactly one edge x→ y (in particular there

is at most one edge between two vertices),
3. P (n + 1) is the set of paths of length n in the underlying graph of P , and P (0) is

reduced to one element.

Proof. We suppose given a presheaf P ∈ P, which is seen as a continuous presheaf in L̂ by
Theorem 166. Given any natural number n > 1, the object n + 1 is the colimit in L of the
diagram

2 2 2 2
1
s1

1 ;;

1
s1

0cc s1
1 ;; s1

0aa

. . .

s1
1 ==

1
s1

0cc s1
1 ;;

1
s1

0cc (6.5)

with n + 1 occurrences of the object 1, and n occurrences of the object 2. Therefore, for
every n ∈ N, P (n+ 1) is isomorphic to the set of paths of length n in the underlying graph.
Moreover, since the diagram

2 2 2 2
1

s1
1

,,

s1
1 <<

1
s1

0bb s1
1 << s1

0aa

. . .

s1
1 ==

1
s1

0bb s1
1 <<

1
s1

0bb

s1
0

rr2

(6.6)

with n+ 1 occurrences of the object 1 also admits the object n+ 1 as colimit, we should have
P (n+ 1) ∼= P (n+ 1)× P (2) between any two vertices x and y, i.e. for every non-empty path
x � y there exists exactly one edge x → y. Also, since the object 0 is initial in L, it is the
colimit of the empty diagram. The set P (0) should thus be the terminal set, i.e. reduced to
one element. Finally, since I is dense, P should be a finite colimit of the representables NI(1)
and NI(2), the set P (1) is necessarily finite, as well as the set P (2) since there is at most one
edge between two vertices.

Conversely, we wish to show that the conditions mentioned in the above proposition
exactly characterize the presheaves in P among those in L̂. In order to prove this, by
Theorem 166, we have to show that presheaves P satisfying these conditions preserve fi-
nite limits in L, i.e. that for every finite diagram D : J → L admitting a colimit we have
P (colimD) ∼= lim(P ◦ Dop). It seems quite difficult to characterize the diagrams admit-
ting a colimit in L, however the following lemma shows that it is enough to check diagrams
“generated” by a graph which admits a colimit.

Lemma 169 ([MG13]). A presheaf P ∈ L̂ preserves finite limits if and only if it sends the
colimits of diagrams of the form

El(G) πG−−→ G I−→ L (6.7)

to limits in Set, where G ∈ Ĝ is a finite graph such that the above diagram admits a colimit.
Such a diagram in L is said to be generated by the graph G.

Proof. In order to check that a presheaf P ∈ L̂ preserves finite limits, we have to check
that it sends colimits of finite diagrams in L which admit a colimit to limits in Set, and
therefore we have to characterize diagrams which admit colimits in L. Suppose given a
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diagram K : J → L. Since I is dense, every object of L is a colimit of a diagram involving
only the objects 1 and 2 (see Definition 167). We can therefore suppose that this is the case
in the diagram K. Finally, it can be shown that diagram K admits the same colimits as a
diagram containing only s1

0 and s1
1 as arrows (these are the only non-trivial arrows in L whose

source and target are 1 or 2), in which every object 2 is the target of exactly one arrow s1
0

and one arrow s1
1. For instance, the diagram in L below on the left admits the same colimits

as the diagram in the middle, which is shown on the right.

2 3

1s1
0

^^

s1
1
��

s2
2s

1
1 @@

1

s1
0

��

s2
0s

1
0

^^

1

s1
0ll2

2 2 2

1

s1
1 @@

1

s1
0^^

s1
1 @@

s1
1 ''

1

s1
0^^

s1
1 @@

1

s1
0ww

s1
0^^

2

0 // 1 // 552 // 3

Any such diagramK is obtained by gluing a finite number of diagrams of the form 1
s1

1
// 2 1

s1
0
oo

along objects 1, and is therefore of the form El(G) π−→ G I−→ L for some finite graph G ∈ Ĝ:
the objects of G are the objects 1 in K, the edges of G are the objects 2 in K and the source
and target of an edge 2 are respectively given by the sources of the corresponding arrows s1

1
and s1

0 admitting it as target. For instance, the diagram in the middle above is generated
by the graph on the right. The fact that every diagram is generated by a presheaf (is a
discrete fibration) also follows more abstractly and generally from the construction of the
comprehensive factorization system on Cat [Par73, SW73].

Among diagrams generated by graphs, those admitting a colimit can be characterized as
follows.

Lemma 170 ([MG13]). Given a graph G ∈ Ĝ, the associated diagram (6.7) admits a col-
imit in L if and only if there exists n ∈ L and a morphism f : G → NIn in L̂ such
that every morphism g : G → NIm in L̂, with m ∈ L, factorizes uniquely through NIn:

G
f
//

g
22NIn // NIm

Proof. Follows from the existence of the partially defined left adjoint RI to NI , in the sense
of [Par73], given by the fact that I is dense (see Definition 167).

From the previous lemma, one can obtain the following, more concrete, characterization of
diagrams admitting colimits:

Lemma 171 ([MG13]). A finite graph G ∈ Ĝ induces a diagram (6.7) in L which admits a
colimit if and only if it is

1. acyclic: for any vertex x, the only path x� x is the empty path,
2. connected: for any pair of vertices x and y there exists a path x� y or a path y � x.

We can finally deduce that the conditions we have found for colimit-preserving presheaves
provide in fact a complete characterization.

Proposition 172 ([MG13]). The free conservative finite cocompletion P of L is equivalent
to the full subcategory of L̂ whose objects are presheaves P satisfying the conditions of Propo-
sition 168.
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Proof. By Lemma 169, the category P is equivalent to the full subcategory of L̂ whose objects
are presheaves preserving limits of diagrams of the form (6.7) generated by some graph G ∈ Ĝ
which admits a colimit, i.e. by Lemma 171 the finite graphs which are acyclic and connected.
We write Gn for the graph with [n] as vertices and edges i→ (i+ 1) for 0 6 i < n− 1. It can
be shown that any acyclic and connected finite graph can be obtained from the graph Gn,
for some n ∈ N, by iteratively adding an edge x → y for some vertices x and y such that
there exists a non-empty path x� y. Namely, suppose given an acyclic and connected finite
graph G. The relation 6 on its vertices, defined by x 6 y whenever there exists a path x� y,
is a total order, and therefore the graph G contains Gn, where n is the number of edges of G.
An edge in G which is not in Gn is necessarily of the form x → y with x 6 y, otherwise it
would not be acyclic. Since by Proposition 168, see (6.6), the diagram generated by a graph
of the form

. . .

is preserved by presheaves in P (which corresponds to adding an edge between vertices at the
source and target of a non-empty path), it is enough to show that presheaves in P preserve
diagrams generated by graphs Gn. This follows again by Proposition 168, see (6.5).

One can notice that a presheaf P ∈ P is characterized by its underlying graph since P (0)
is reduced to one element and P (n) with n > 2 is the set of paths of length n in this underlying
graph: P ∼= I∗(I∗P ). We can therefore simplify the description of the cocompletion of L as
follows:

Theorem 173 ([MG13]). The free conservative finite cocompletion P of L is equivalent to
the full subcategory of the category Ĝ of graphs, whose objects are finite graphs such that for
every non-empty path x � y there exists exactly one edge x → y. Equivalently, it can be
described as the category whose objects are finite sets equipped with a transitive relation <,
and functions respecting the relation.

In this category, pushouts can be explicitly described as follows:

Proposition 174 ([MG13]). With the last above description, the pushout of a diagram in P

(B,<B) f←− (A,<A) g−→ (C,<C)

is B t C/∼ with B 3 b ∼ c ∈ C whenever there exists a ∈ A with f(a) = b and f(a) = c,
equipped with the transitive closure of the relation inherited by <B and <C .

6.2.3 Labeled files

The construction can be extended to the labeled case by using a comma category con-
struction. The forgetful functor L̂ → Set sending a presheaf P to the set P (1) admits a right
adjoint ! : Set→ L̂. Given n ∈ N∗ the elements of !L(n) are words u of length n over L, with
!L(sn−1

i )(u) being the word obtained from u by removing the i-th letter. The free conservative
finite cocompletion P of L is the slice category L/ !L, whose objects are pairs (P, `) consist-
ing of a finite presheaf P ∈ L̂ together with a labeling morphism ` : P → !L of presheaves.
Alternatively, the description of Theorem 173 can be straightforwardly adapted by labeling
the elements of the objects by elements of L (labels should be preserved by morphisms), thus
justifying the use of labels for the vertices in the following examples.
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Remark 175. One could also want to allow changing the contents of a line in patch: merging
files, the patch changing a line a to a′ and the patch deleting a and inserting a′ instead do
not behave in the same way. In this case, we would consider the comma category L/ !. In
this case, we would get a similar description for P except that morphisms are not required
to preserve labels. We did not do so here because traditional vcs do not allow for such
operations.

6.2.4 Examples of pushouts

In this section, we give some examples of merging, i.e. pushouts, of patches.
Example 176. Suppose that starting from a file ab, one user inserts a line a′ at the beginning
and c in the middle, while another one inserts a line d in the middle. After merging the two
patches, the resulting file is the pushout of

a′

a

c

b

f1←−
a

b

f2−→
a

d

b

which is

a′

a

c d

b

Example 177. Write G1 for the graph with one vertex and no edges, and G2 for the graph with
two vertices and one edge between them. We write s, t : G1 → G2 for the two morphisms in
P. Since P is finitely cocomplete, there is a coproduct G1 +G1 which gives, by the universal
property, an arrow seq : G1 +G1 → G2:

G2

G1

s
::

// G1 +G1

seq

OO

G1oo

t
dd

or graphically s
<<

//

seq
OO

oo

t
bb

that we call the sequentialization morphism. This morphism corresponds to the following
patch: given two possibilities for a line, a user can decide to turn them into two consecutive
lines. We also write seq′ : G1 +G1 → G2 for the morphism obtained similarly by exchanging
s and t in the above cocone. Now, the pushout of

seq←−− seq′−−→ is

which illustrates how cyclic graphs appear in P during the cocompletion of L.
Example 178. With the notations of the previous example, by taking the coproduct of two
copies of idG1 : G1 → G1, there is a universal morphism G1 +G1 → G1, which illustrates how
two independent lines can be merged by a patch (in order to resolve conflicts).

id•
<<

//

merge
OO

oo

id•
bb

6.2.5 Patches with deletions

The methodology should generalize in order to compute the free conservative finite co-
completion of the category L as introduced in Definition 162, i.e. with deletions of lines. The
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category G we should now consider is the full subcategory of L on the objects 0, 1 and 2, and
we still write I : G → L for the inclusion functor. This category is the free category on the
graph on the left subject to the relations on the right:

0
s0

0
// 1

d0
0

oo

s1
0

//

s1
1

// 2d1
0

oo

d1
1

oo

s1
0s

0
0 = s1

1s
0
0

d0
0d

1
0 = d0

0d
1
1

d0
0s

0
0 = id1

d1
0s

1
0 = id2

d1
1s

1
1 = id2

d1
1s

1
0 = s0

0d
0
0

d1
0s

1
1 = s0

0d
0
0

Moreover, Proposition 168 can be generalized as follows:

Proposition 179. Given a presheaf P ∈ L̂ which is an object of P,
1. the sets P (1) and P (2) are finite,
2. P (0) is reduced to one element ?,
3. given vertices x, y ∈ P (1) there is at most one edge x→ y in P (2),
4. the only vertex x ∈ P (1) such that there is an edge x→ x in P (2) is ⊥ = P (d0

0)(?),
5. P (n) is isomorphic to the set of n-uples of vertices (xi)i∈[n] such that there is an edge

xi → xj for every i, j ∈ [n] with i < j.

Proof. The first point follows from the fact that every object in P should be obtained as a
finite colimit of representables. The other points follow from the preservation of some colimits
in L. Respectively, we have that 0 is initial in L, and

2
id
��

1

s1
1
@@

s1
1
��

2 1

s1
0

^^

s1
0

��

2
id
OO

0

2

OO

1
s1

1

OO

s1
0

OO

2 2

1

s1
1
@@

s1
1 ''

1

s1
0

^^ s1
1
@@

1

s1
0ww

s1
0

^^

2

2 is the colimit of the diagram on the left, 0 is the coequalizer shown in the middle, and n is
the colimit of a suitable diagram (we have shown the diagram for n = 3 on the right).

The restriction of Ĝ to presheaves satisfying the above conditions can be seen as the
category of graphs with partial morphisms. The situation is a variant of the following well-
known one. A pointed set (A, ?) consists of a set together with a distinguished element ? ∈ A,
a morphism between those is supposed to preserve the distinguished element, and we write
pSet for the resulting category. We also write PSet for the category of sets and partial
functions. We can define functor F : PSet → pSet, sending a set A to (A t {?} , ?) and a
partial function f : A→ B to its total extension Ff : At {?} → B t {?} sending an element
on which f is not defined to ?. This functor is easily seen to be an equivalence of categories:
a partial function is the same as a total function which might return a “default value”. In
the case of an element P ∈ Ĝ with P (0) = {?}, the presheaf P can be seen as a graph with
default values as follows: the elements of P (1) (resp. P (2)) are the vertices (resp. edges) and
P (0) can simply be ignored since it is trivial. The vertex ⊥ = P (d0

0)(?) plays the role of a
default value for vertices, and for every vertex x ∈ P (1) there is an edge P (d1

0)(x) : ⊥ → x
and an edge P (d1

1)(x) : x → ⊥ playing the role of a default value for edges whenever the
image of the source or the target of an edge is not defined.
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Example 180. Given a natural number n ∈ L, the graph NIn ∈ Ĝ is such that

NIn0 = L(I0, n) ∼= {?}
NIn1 = L(I1, n) ∼= [n] t {⊥}
NIn2 = L(I2, n) ∼= {(i, j) ∈ [n]× [n] | i < j} t {(⊥, i) | i ∈ [n]} t {(i,⊥) | i ∈ [n]} t {(⊥,⊥)}

It can thus be pictured as
⊥

0 1 2
. . .

n− 1

Proposition 181 ([MG13]). Consider the full subcategory of Ĝ whose objects are presheaves
P such that P (0) is reduced to one element ?, there is at most one edge ⊥ → ⊥, and for every
x ∈ P (0) there is at most one edge ⊥ → x and at most one edge x→ ⊥, where ⊥ = P (d0

0)(?).
This category is equivalent to the category of graphs and “partial morphisms”: the functions
on objects and morphisms are partial, and the image of an edge is defined if and only if both
the image of its source and target are.
In particular, it is easy to check that a morphism f : NIm → NIn in Ĝ is the same, under
the correspondence of the previous proposition, as a partial increasing function [m] → [n],
and thus that the functor I is dense. We believe that the conditions given in Proposition 179
are sufficient to characterize the presheaves preserving the colimits existing in L and that the
rest of the proof goes through as in Section 6.2.2.
Conjecture 182. The free conservative finite cocompletion of L is the full subcategory P
of L whose objects are presheaves satisfying the conditions of Proposition 179.
Finally, the extension to the labeled case should be the following one.
Conjecture 183. The free conservative finite cocompletion of L is the category P whose
objects are triples (A,<, `) where A is a set of lines, < is an irreflexive relation on A, and
` : A→ L associates a label with each line, and morphisms f : (A,<A, `A)→ (B,<B, `B) are
partial functions f : A → B such that for every a, a′ ∈ A both admitting an image under f ,
we have `B(f(a)) = `A(a), and a <A a′ implies f(a) <B f(a′).
In this category, the natural way of modeling the insertion of a line in a file (A,<, `) is to add
a new element x to A, with the desired label, and extend the relation so that y < x for every
line before x and x < y for every line after x. The deletion of a line is obtained by removing
the corresponding element of A and restricting < and `.
Example 184. Suppose that starting from a file abc, one user inserts a line d after a and the
other one deletes the line b. The merging of the two patches (in P) is the pushout of

a

d

b
c

f1←−

a

b
c

f2−→

a

c

which is

a

d

c

i.e. the file adc. Notice that the morphism f2 is partial: b has no image.
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Contrarily to what is stated in Conjecture 183, we have claimed in [MG13, Theorem 20]
that the category resulting from the cocompletion could be described as the category whose
objects are triples (A,<, `), where < is a transitive relation (which may contain loops), and
morphisms are partial functions preserving the relation and labels, and that pushouts are
computed by the obvious generalization of Proposition 174. However, while writing this
memoir, we became aware of the following counterexample found by Houston [Hou14], which
shows that our claim was incorrect. We believe that the version presented here is the right
answer, but we prefer to state it as a conjecture for now until the result is published. We
have traced back the error to an incorrect computation of pushouts: the diagram on the left

1
s1

1
// 2 1

s1
0
oo

s1
1
// 2 1

s1
0
oo

2

1

f 22

s1
1
// 2

@@

1
s1

0
oo

f ′
OO

s1
1
// 2

^^

1
s1

0
oo

f ′′ll

does not admit 3 as pushout (contrarily to the case of Section 6.2.2 where L has total mor-
phisms). For instance, the cocone on the right such that f(0) (resp. f ′(0), resp. f ′′(0)) is 1
(resp. undefined, resp. 0) does not induce a universal arrow g : 3→ 2. Intuitively, if it existed,
the morphism g should be such that g(0) = 1, g(1) is undefined and g(2) = 0, but such a
morphism would not be strictly increasing.

Houston’s counterexample is as follows. Consider the file ace and the following three
possible patches from this file:

1. insert b and d in order to obtain the file abcde,
2. insert b′ and d′ in order to obtain the file ab′cd′e,
3. delete c in order to obtain the file ae.

The file obtained by applying both first and second patches is shown on the left, and if we
then also apply the third patch we obtain the file in the middle left. The file obtained by
applying both first and third patches is shown in the middle right, and if we then also apply
the second patch we obtain the file on the right.

a

b

b′

c

d

d′

e a

b

b′

d

d′

e a b d e a

b

b′

d

d′

e

(1) ∨ (2) ((1) ∨ (2)) ∨ (3) (1) ∨ (3) ((1) ∨ (3)) ∨ (2)

For clarity, we have not drawn the transitive edges: the relation < is the transitive closure of
the adjacency relation of the graphs. The file in the middle left and the one on the right are
not equal, whereas they should be since pushouts are supposed to be associative. Of course,
in the category P described in Conjecture 183, the two sequences of pushouts give rise to the
same answer, which is the transitive closure of the diagram on the right above.

6.3 Future work

Handling structured documents. We believe that the interest of our methodology lies
in the fact that it adapts easily to other more complicated base categories L than the two
investigated here. We plan to investigate variants of the model extended in order to cope with



6.3. FUTURE WORK 105

different file types (containing text, or more structured data such as xml trees) and multiple
files (which can be moved, deleted, etc.).

A natural way to model xml files is to consider, for L, the category whose objects are
trees with vertices labeled in L, and morphisms are partial injective functions preserving
dependencies and labels. For instance, adding a paragraph to an html file as in

<html>
<body>

<p>Hello world!</p>
</body>

</html>

 

<html>
<body>

<p>Hello world!</p>
<p>How are you today?</p>

</body>
</html>

would be modeled by the following morphism of labeled trees:

<html>

<body>

<p>

 

<html>

<body>

<p> <p>

Similarly, a file system could be modeled as the comma category Set+/L, i.e. sets of files
labeled in actual files, where Set+ is the category of partial injective functions. The suitable
cocompletion of those categories remains to be investigated.

Modeling repositories. A repository is the server containing all the patches pushed by
the various participants. These patches are naturally ordered by their order of creation: a
patch depends on the patches which were already applied in the local copy of the user when
he has created it. For instance, suppose that there are three users u0, u1 and u2 and the
following scenario happens:

— u0 creates a patch f , which is then imported by users u1 and u2,
— concurrently u0 creates a patch g, u1 creates a patch g′ and u2 creates a patch g′′,
— u0 imports the patch g′ and creates a patch h,
— in the end all the users upload their patches on the repository.

We suppose that the patches g and g′ are compatible, as well as g′ and g′′, i.e. they have
a pushout in L, but g and g′′ are not compatible, as well as g′′ and h. The partial order
of the patches, as well as their compatibility, is naturally encoded as an event structure, see
Section 2.4.2. For instance, the one corresponding to the situation described above is depicted
on the left:

h

g

@@

g′

^^

g′′

f

]] @@
77

{f, g, g′, h}

{f, g, g′}
h
OO

{f, g}

g′ 77

� {f, g′}

ghh

g′′
// {f, g′, g′′}

{f}

ggg g′ 66

g′′
// {f, g′′}

�
g′

77

∅
f
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The associated asynchronous graph (see Section 2.4.2) is depicted on the right. Its vertices
correspond to the possible states of conflict-free repositories and the states of all possible
repositories can be obtained as the vertices of the asynchronous graph associated with the
event structure obtained from the one above by removing conflict: the effect of the cocom-
pletion is to formally remove all possible conflicts. For each such state of repository, the
corresponding file can be obtained, starting from the empty file, by applying (residuals of)
patches according to any path from ∅ to the state. We believe that most usual operations on
repositories can be modeled in this context: cherry-picking (importing only one patch from
another repository), using branches, removing a patch, etc.

Adding inverses. It would also be interesting to explore axiomatically the addition of
inverses for patches, in order to model the reverting of an already applied patch. Notice that
if we start from a category L which is a connected groupoid, it already has finite colimits and
the completion will not change it. This means that inverses have to be added after conflicts
have been resolved: one has to be able to distinguish between “positive patches” (those doing
something) and their inverses (which are reverting preceding patches). Otherwise any file is
a good resolution for a conflict since there is a morphism between any two files anyway.

Algorithmic operations. Once the theoretical setting will be clearly established, we plan
to investigate algorithmic issues; in particular, how to efficiently represent and manipulate
the conflicting files, which are objects in P. Some work in this direction has already been
undertaken by Becker, Lepigre and Meunier, during the implementation of the version control
system Pijul [BLM15], which is based on the patch theory described in this chapter.
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Chapter 7

Higher-dimensional rewriting
systems

We present a generalization of rewriting systems and their techniques to higher dimensions:
polygraphs, that we will often simply be calling higher-dimensional rewriting systems. Those
were independently introduced by Street [Str76, Pow91] (under the name of computad) and
Burroni [Bur93] for the following motivations. Firstly, string rewriting systems can be thought
of as variants of presentations of monoids, with oriented relations, which often helps deciding
the word problem. Since a monoid is a category with only one object, can we generalize the
notion of rewriting system in “higher dimension” in order to obtain an oriented presentation
of an n-category? Secondly, we would like to see a clear inductive pattern emerge: an n-di-
mensional rewriting system can also be considered as a signature for an (n+ 1)-dimensional
rewriting system. Thirdly, the notion of CW-complex, i.e. roughly spaces built up by gluing
disks, has turned out to be central in (algebraic) topology: what is an algebraic counterpart
of these topological structures?

The resulting setting is very rich and still an active subject of research. Many of the
properties of rewriting or homotopy in this context are still to be discovered; we try here to
sketch a brief panorama of the field, omitting many details. We will mostly need only the
definitions in low dimension (in Chapter 8 and 9 in particular), but our work is a part of this
general context, and we believe that it is necessary to present it in order to properly motivate
what we have done. We begin by recalling string rewriting systems before generalizing them.
Unless otherwise stated, the rewriting systems we consider are implicitly supposed to be finite
in order to simplify some formulations, since we will not need the general case.

We begin by recalling basic properties of string rewriting systems (Section 7.1) and then
show how this traditional rewriting setting can be extended to higher dimensions by poly-
graphs (Section 7.2).

7.1 String rewriting systems

We begin by recalling the main properties of string rewriting systems. This presentation
is of course far from being exhaustive, we refer to [BN99, BKd03] for details.
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7.1.1 Presentations of monoids

String rewriting systems have been originally introduced by Thue in order to study word
problems in monoids [Thu14]: from our perspective, these can provide small descriptions (pre-
sentations) of monoids, on which many computations can be performed, such as computing
the homology of the monoid.

Definition 185. A string rewriting system, or srs, P = (P1, s, t, P2) consists of a set P1,
called the alphabet of generators, or signature, and a set P2 of rules together with two functions
s, t : P2 → P ∗1 associating with each rule its source and target respectively, which are words
over P1.

We often write ρ : u ⇒ v for a rule ρ ∈ P2 with s(ρ) = u and t(ρ) = v, and 〈P1 | P2〉 for an
srs (implicitly, the elements of P2 come with their source and target and we sometimes omit
the names of the rules when they are not relevant). We write u ⇒ v whenever there exists
a rule ρ : u ⇒ v, and ∗⇔ for the smallest congruence (wrt to concatenation) containing ⇒.
We sometimes write ⇒P instead of ⇒ (and so on) when we need to distinguish between
various rewriting systems. The monoid ‖P‖ presented by such a string rewriting system is
‖P‖ = P ∗1 /P2, the quotient of the free monoid over P1 by the relation ∗⇔, and P is said to be
a presentation of any monoid isomorphic to ‖P‖.
Example 186. Consider the string rewriting system P = 〈a, b | γ : ba ⇒ ab〉. The monoid it
presents is (isomorphic to) N× N equipped with componentwise addition.
Notice that a monoid always admits a presentation, as shown in the following lemma. How-
ever, we are interested in ones which are reasonably small and have good properties in order
to be able to perform computations on those.

Lemma 187. Given a monoid (M, ·, 1), its standard presentation PM , which is the srs with
PM1 = M \ {1} and PM2 = {u1u2 → v | u1 · u2 = v}, is a presentation of M .

7.1.2 Tietze transformations

Two srs P and Q are said to be Tietze-equivalent when they present the same monoid,
i.e. ‖P‖ ∼= ‖Q‖. Given an srs P , the following operations produce a new srs P ′:

1. adding a definable generator : given a 6∈ P1 and u ∈ P ∗1 , we consider the srs

P ′ = 〈P1, a | P2, a⇒ u〉

2. adding a derivable relation: given u, v ∈ P ∗1 such that u ∗⇔P v, consider the srs

P ′ = 〈P1 | P2, u⇒ v〉

It is easy to see that these operations, called Tietze transformations, produce an srs which
is Tietze-equivalent to the original one, as well as their converses, i.e. going from P ′ to P .
Tietze has shown that they actually form a complete set of operations generating the Tietze
equivalence:

Proposition 188 ([Tie08]). Two string rewriting systems P and Q are Tietze-equivalent if
and only if P can be transformed into Q by using the two above operations and their converses.
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7.1.3 Confluence in abstract rewriting systems

In order to study the properties of a rewriting system, one can abstract away from the
structure of words, which suggests considering the following framework [Hue80]:

Definition 189. An abstract rewriting system, or ars, (P0, s, t, P1) is a graph, with P0 as set
of vertices, P1 as set of edges and s, t : P1 → P0 as source and target functions.

We write x → y whenever there exists an edge with x as source and y as target, ∗→ for the
reflexive transitive closure of → and ∗↔ for the equivalence relation generated by →. In the
case where x ∗→ y, we say that x rewrites to y. By analogy with previous case, we write ‖P‖
for the quotient set P0/

∗↔, which is called the set presented by the ars. We now recall the
basic properties considered in rewriting theory:

Definition 190. An ars is
— terminating when there is no infinite sequence of vertices (xi)i∈N with xi → xi+1 for

every i ∈ N,
— Church-Rosser when for every vertices y, y′ such that y ∗↔ y′ there exists a vertex z

such that y ∗→ z and y′ ∗→ z,
— confluent when for vertices x, y, y′ such that x ∗→ y and x ∗→ y′ there exists a vertex z

such that y ∗→ z and y′ ∗→ z,
— locally confluent when for x, y, y′ such that x → y and x → y′ there exists a vertex z

such that y ∗→ z and y′ ∗→ z,
— convergent when both terminating and confluent.
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Church-Rosser confluence local confluence

Clearly, Church-Rosser implies confluence, and is in fact equivalent to it. Moreover, con-
fluence implies local confluence, but the converse is not true. Newman’s lemma shows that
termination is enough to ensure that this is the case.

Lemma 191 ([New42]). A terminating and locally confluent abstract rewriting system is
confluent (and Church-Rosser).

Proof. Since it is terminating, the relation → is well-founded, and by well-founded induction
on it, we show that the local confluence property at a vertex x implies the confluence property
at x. The base cases are immediate. Otherwise, we have a diagram of the form

x

}} !!
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∗
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∗
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ih y′
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which can be closed using either the local confluence hypothesis (lc) or the induction hy-
pothesis (ih).

A vertex x such that there exists y with x → y is called reducible, and a normal form when
it is not reducible. In a terminating and (locally) confluent ars, a normal form x̂ can be
canonically associated with each vertex x as follows. If we start from x and construct a
sequence x = x0 → x1 → x2 → . . . of vertices, this sequence will necessarily be finite, the last
vertex is a normal form written x̂, and because of confluence it only depends on x, not on the
chosen path. This provides a canonical representative of equivalence classes of vertices under
the relation ∗↔: two vertices x and y are such that x ∗↔ y if and only if x̂ = ŷ.

Any string rewriting system P induces an abstract rewriting system Q with Q0 = P ∗1 ,
Q1 = P2, and same source and target functions, which enables us to apply the previous
definitions and lemma to srs. Given two words u, v ∈ P ∗1 , the word problem consists in
determining whether they have the same image under the quotient morphism P ∗1 → ‖P‖.
Thus, when the srs is finite and convergent, the word problem is decidable by computing
normal forms as above: the elements of the monoid ‖P‖ are in bijection with normal forms
and two words in P ∗1 are in the same equivalence class if and only if they have the same
normal form.

7.1.4 Reduced rewriting systems

As a first application of Tietze transformations, it can be shown that one can restrict to
reduced srs without loss of generality. Computations (of resolutions for instance, see below)
are easier to perform on srs with this assumption.

Definition 192. An srs P is reduced when for every rule ρ : u⇒ v in P2, u is a normal form
wrt P \ {ρ} and v is a normal form wrt P .

Proposition 193 ([KB70, Mét83, Squ87]). Any convergent srs is Tietze-equivalent to a
reduced and convergent one.

Proof. A convergent srs P can be transformed into a reduced one by successively applying
the following operations, in this order, until they cannot be applied anymore:

1. if P2 contains a rule ρ : u⇒ v with v reducible, replace it by ρ′ : u⇒ v̂,

2. if P2 contains two parallel rules ρ, ρ′ : u⇒ v, remove ρ′,

3. if P2 contains a rule ρ : u⇒ v and a rule σ : w1uw2 ⇒ w, remove σ.

u

ρ′ �)

ρ %9 v
∗��
v̂

u
ρ
�1

ρ′
-A v

w1uw2
σ

p�
w1ρw2

�1
w

∗ �.

w1vw2

∗m�
ŵ

1. 2. 3.

(the above diagrams should make it clear that the transformations do not change the gen-
erated relation on words in P ∗1 ). The transformations can be checked to preserve finiteness,
termination and confluence of the srs.



7.1. STRING REWRITING SYSTEMS 113

7.1.5 Rewriting paths

Any abstract rewriting system P generates a free category P ∗: the free category on the
graph P with vertices as objects and paths as morphisms. Notice that we have x ∗→ y if and
only if there exists a morphism from x to y: the category allows us to consider the various
rewriting paths between two vertices, as opposed to only wondering if a path exists.

For string rewriting systems a category of rewriting paths can be defined similarly, and
has more structure: it is equipped with a monoidal tensor product induced by concatenation
of words. More precisely, suppose fixed a set P1 of generators. Any monoidal category C
with P ∗1 as underlying monoid of objects induces an srs with the morphisms of C as rewriting
rules, and this operations extends to a functor between suitable categories which admits a
left adjoint. Thus, any srs P induces a free monoidal category P ∗ and we write P ∗2 for its
set of morphisms. More explicitly, the category P ∗ has P ∗1 as set of objects and morphisms
are freely generated by triples (u, ρ, w), often simply written uρw and called rewriting steps,
with u,w ∈ P ∗1 and ρ : v ⇒ v′ ∈ P2 with type

uρw : uvw ⇒ uv′w

quotiented by the exchange law:

wu2w
′v1w

′′
wu2w′σw′′

�/
wu1w

′v1w
′′

wρw′v1w′′ *>

wu1w′σw′′  4

= wu2w
′v2w

′′

wu1w
′v2w

′′ wρw′v2w′′

/C for all
{
u1

ρ⇒ u2 and v1
σ⇒ v2 in P2

w, w′ and w′′ in P ∗1 .

(7.1)
There are obvious left and right actions of P ∗1 on P ∗2 , respectively sending (u,wρw′) to uwρw′
and (wρw′, u) to wρw′u, which extend to all morphisms in a way compatible with composition
and identities. The tensor product of two morphisms f : u⇒ u′ and g : v ⇒ v′ in P ∗2 is then
defined by fg = u′g ◦ fv = fv′ ◦ ug. From a rewriting point of view, the morphisms in P ∗2
correspond to rewriting paths, where the paths do not take into account the order of rewriting
steps at disjoint positions in a word.

7.1.6 Critical branchings

In string rewriting systems, obstructions to confluence are generated by minimal ones
which are called critical branchings, as we now recall. We suppose fixed an srs P . A
branching of P is a pair (f : u ⇒ v, g : u ⇒ w) of morphisms of P ∗2 with a common source;
it is local when f and g are both rewriting steps. A local branching is independent when it
is of the form (f ′v, ug′) or (vf ′, g′u) for some rewriting steps f ′ : u ⇒ u′, g′ : v ⇒ v′, and
overlapping when it is not independent and f and g are distinct. A branching is critical when
it is overlapping and minimal for the order generated on branchings by (f, g) 4 (ufv, ugv), for
any words u and v. A critical branching is sometimes also called a critical pair . A branching
(f : u⇒ v, g : u⇒ w) is confluent when there exist a pair of 2-cells f ′ : v ⇒ u′ and g′ : w ⇒ u′

in P ∗2 . Notice that P is (locally) confluent when all of its (local) branchings are confluent. In
order to test local confluence, it is enough to test it on critical branchings:

Lemma 194. An srs is locally confluent if and only if all its critical branchings are confluent.
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Example 195. Consider again the presentation given in Example 186: P = 〈a, b | ba ⇒ ab〉.
The rewriting system has no critical branchings and the normal forms are words of the form
ambn for m,n ∈ N, which shows that this is indeed a presentation of N× N.
Example 196. As a slightly more involved example than the previous one, consider the vari-
ation P = 〈a, b | γ : ba⇒ ab, µ : bb⇒ 1〉. The two critical branchings are confluent:

bba

µa

��

bγ
�3
bab

γb��
abb

aµk�a

bbb

µb

��
bµ

��
b

and the normal forms are words of the form ambn with m ∈ N and n ∈ {0, 1}, which shows
that ‖P‖ is isomorphic to N× (N/2N).

7.1.7 Presentations of categories

If we think of monoids as the particular cases of categories with only one object, and of
monoidal categories as the particular cases of 2-categories with only one 0-cell, it is natural
to generalize the notion of presentation from monoids to categories.

Definition 197. A presentation of a category, also called a 1-dimensional rewriting system
or categorical rewriting system or a 2-polygraph,

P = (P0, s0, t0, P1, s1, t1, P2)

consists of three sets P0, the objects generators, P1, the morphism generators and P2, the
rewriting rules, together with functions s0, t0 : P1 → P0, associating with each morphism
generator its source and target, and functions s1, t1 : P2 → P ∗1 associating with each rewriting
rule its source and target:

P1
s0

~~ t0
~~

i1
��

P2
s1

~~ t1~~

P0 P ∗1
s∗0
oo

t∗0

oo

such that s∗0 ◦ s1 = s∗0 ◦ t1 and t∗0 ◦ s1 = t∗0 ◦ t1. The graph P0 P1
s0
oo

t0
oo is often called the

signature of the presentation, and P ∗1 denotes the morphisms of the category it generates,
i.e. its paths, i1 : P1 → P ∗1 is the canonical injection, sending an edge to the corresponding
path of length one and s∗0, t∗0 : P ∗1 → P0 are the respective canonical extensions of s0 and t0,
associating with each path its source and target. To be precise, one should also consider the

structure of category on P0 P ∗1
s∗0
oo

t∗0

oo as part of the data of a 2-polygraph.

Notice that we recover Definition 185 of srs as the particular case where P0 is reduced to
one element. All the previous developments generalize to this setting with suitable minor
modifications: ‖P‖ is now a presented category, and P ∗ is now a 2-category with P ∗2 as set
of 2-cells. This explains why we have denoted the morphisms of P ∗ with double arrows in
various previous diagrams, and we will allow ourselves to either speak of objects/morphisms
or 1-cells/2-cells in a monoidal category.
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7.2 Polygraphs

7.2.1 Definition

An inductive pattern for the definition of polygraph should be clear from the following
remark in previous definition of categorical rewriting system. We define a 1-polygraph as
being an abstract rewriting system, i.e. a graph. Now, notice that the set of “terms” P ∗1 in a
2-polygraph P is freely generated by a graph, i.e. a 1-polygraph. This suggests the following
inductive definition (imprecisely stated here, see [Bur93] for a proper detailed definition):

Definition 198. A 0-polygraph is a set. Given n ∈ N, an (n + 1)-polygraph consists of
an n-polygraph P , which generates an n-category with P ∗n as set of n-cells, together with
a set Pn+1 of rewriting rules and two functions sn, tn : Pn+1 → P ∗n associating with each
rule a source and a target in a “globular way”, i.e. such that s∗n−1 ◦ sn = s∗n−1 ◦ tn and
t∗n−1 ◦ sn = t∗n−1 ◦ tn when n > 0.

An (n+1)-polygraph P freely generates an (n+1)-category P ∗ and presents an n-category ‖P‖,
obtained from P ∗ by identifying any two n-cells which are the respective source and target of
an (n+1)-cell. We will sometimes consider∞-polygraphs, which are obtained as the inductive
limit of this construction. For concision, we do not present the morphisms of polygraphs, but
those of course do form a reasonable category.

An (n + 1)-polygraph thus provides us with a notion of presentation of an n-category,
i.e. an n-dimensional rewriting system. The extension of traditional rewriting techniques is
the subject of active ongoing work [Bur93, Laf03, GM09, Mim10a, GM12b, GM13, GM12c,
GGM15], which is far from being a simple generalization of well-known rewriting techniques.
For instance, Lafont was the first to observe that a finite 2-dimensional rewriting system can
give rise to an infinite number of critical pairs [Laf03], contrarily to the case of string and
term rewriting systems. By elaborating on this observation, Guiraud and Malbos were able
to show that a convergent 2-dimensional rewriting system does not necessarily have finite
derivation type [GM09] (in the sense of Definition 202 below, generalized to 2-categories),
contrarily to the case of presentations of categories recalled in the next section.
Example 199. As an example of a 2-dimensional rewriting system, consider the simplicial cat-
egory 4 with natural numbers as objects and increasing functions f : [m]→ [n] as morphisms
f : m → n (this is a variant of the presimplicial category presented in Section 2.1), studied
in [Mac98, Laf03]. This category is monoidal, with tensor product being given by addition
on objects and by “juxtaposition” on morphisms. It admits a presentation with P1 = {1},
P2 =

{
µ : 1⊗2 ⇒ 1, η : 1⊗0 ⇒ 1

}
and

P3 = { α : µ ◦ (µ⊗ id1)V µ ◦ (id1⊗µ), λ : µ ◦ (η ⊗ id1)V id1, ρ : µ ◦ (id1⊗η)V id1 }

(implicitly, we are presenting a 2-category and P0 is thus reduced to one element). The same
methodology as before can be used in order to show that ‖P‖ ∼= 4, i.e. that P is indeed a
presentation of 4: the critical branchings are confluent and the normal forms are in bijection
with morphisms in 4. From this presentation, many properties can be deduced, for instance
the fact that monoidal functors from 4 to a monoidal category C correspond to monoids in C.
Remark 200. As noticed by Lafont [Laf03], in order to show that a 2-dimensional rewriting
system P is a presentation of a 2-category C, one does not necessarily need to have a convergent
rewriting system: it is enough to “invent” a notion of canonical form for morphisms in P ∗2
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modulo the congruence generated by P3, show that every element of P ∗2 is equivalent to a
canonical form, and that canonical forms are in bijection with 2-cells in C. This is in fact the
technique we have been following in Chapter 4 in the proof of Theorem 121, see also [Mim14]
for other examples.

Inherent to the definition of polygraphs, is the generation of the free n-category P ∗ an n-
polygraph generates. Sometimes, it is desirable to generate an n-category with more structure,
typically with inverses. For instance, a notion of presentation of a groupoid, which includes the
widely used notion of group presentation as particular case, can be defined as in Definition 197,
except that P ∗1 now denotes the morphisms in the free groupoid generated by the underlying
graph, i.e. the non-directed paths. For this, and other, reasons, a more general notion of
polygraph was introduced by Batanin [Bat98a] which parametrizes the free constructions by
a monad on globular sets. We will only need a particular case here: given n, p ∈ N with p 6 n,
we call an (n, p)-polygraph P a “polygraph” in which the definition has been modified so that
cells are invertible in every dimension k with k > p. The terminology comes from the fact that
the generated n-category is in fact an (n, p)-category, i.e. has k-cells invertible in dimension
k > p. Similarly, an (n+ 1, p)-polygraph P presents an (n, p)-category ‖P‖. In particular, an
(n, n)-polygraph is an n-polygraph in the previous sense. In order to be clearer, we write P>k
instead of P ∗k for the set of freely generated k-cells when the dimension k is supposed to be
invertible.

7.2.2 Coherent presentations

In order to obtain more precise invariants of monoids, or categories, one can be interested
not only in the rewriting paths, but also in how those rewriting paths relate to each other
and how a relation between those can be generated. For this reason, one can be interested in
coherent presentations of categories.

Definition 201. A coherent presentation of a category C is a (3, 1)-polygraph P such that
1. the category presented by the underlying (2, 1)-polygraph of P is C,
2. in the (3, 1)-category P ∗ generated by P there is a 3-cell between any pair of parallel

2-cells or, equivalently, in the (2, 1)-category ‖P‖ presented by P there is at most one
2-cell between any pair of 1-cells.

A typical invariant one can compute using this notion is the following one:

Definition 202. Given a (2, 1)-polygraph P presenting a category C, we say that P has
finite derivation type, or fdt, when it can be extended as a coherent presentation with a
finite number of 3-cells.

This notion is an invariant of the presented category in the sense that if a category C admits
a finite presentation with fdt then any finite presentation of C has fdt [SOK94], and in this
case we simply say that C has fdt.

Squier has shown that if a category C admits a convergent presentation P , then it can
be completed into a coherent presentation by considering each critical branching, arbitrarily
closing it by confluence, and adding a 3-cell with source and target corresponding to this dia-
gram. Since a finite rewriting system has only finitely many critical branchings, the following
theorem can be deduced:

Theorem 203 ([SOK94]). A category C admitting a finite convergent presentation has fdt.
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Example 204. The presentation P of Example 196 for N × (N/2N) can be completed into a
coherent one by adding as 3-cells

P3 = { A : aµ ◦ γb ◦ bγ V µa, B : µbV bµ }

This is a fundamental result for the following reason. A finitely presented monoidM which is
not fdt but has decidable word problem has also been exhibited by Squier [SOK94, Laf95]:
by the previous theorem, this means that there is no hope of finding a convergent presentation
for M . Another way to state this is that we cannot always use convergent rewriting to decide
the word problem.

Apart from considering finiteness, we will see in next section that more quantitative in-
variants can also be extracted. For those reasons, we are not interested in knowing whether
there exists a coherent presentation (in fact every presentation can always be extended into a
coherent one by adding 3-cells of all possible shapes), but rather in constructing ones which
are as small as possible. This will be the subject of Chapter 8.

7.2.3 Resolutions and homology

We have seen that by considering the “higher-dimensional structure” of monoids, one
can obtain useful invariants on categories. There is no reason to stop at dimension 3, as
we would like to briefly mention now. The notion of coherent presentation can be gener-
alized in arbitrary dimension by (∞, 1)-polygraphic resolutions, as defined by Guiraud and
Malbos [GM12c], which are a variant of Métayer’s polygraphic resolutions [Mét03], which
themselves generalize, in the polygraphic context, the well-known notion of projective resolu-
tion of a module.

Definition 205 ([Mét03, GM12c]). An (∞, 1)-polygraph P is a resolution of a category C if
1. the category presented by the underlying (2, 1)-polygraph of P is C,
2. in the (∞, 1)-category P ∗ generated by P , there is a (k + 1)-cell between any pair of

parallel k-cells for k > 2.
Given n > 2, a category is fdtn if it admits a resolution which is finite in every dimen-
sion k 6 n.

Notice that fdt3 is what we have simply been calling fdt in previous section. Those res-
olutions are analogue to projective resolutions, in the sense that they can be shown to be
cofibrant replacements in the folk model structure on (∞, 1)-Cat [LMW10, AM11, GM12c],
in which categories generated by (∞, 1)-polygraphs are cofibrant objects. The coherent pre-
sentation of a category C constructed by Squier can in fact be extended into a resolution by
having (n+1)-generators induced by critical n-uples (in particular, 3-generators are generated
by critical branchings, as before), see [GM12c], and the category is thus fdt∞.

Those properties are of homotopical nature: the polygraphs precisely encode the shapes
and boundaries of the cells. However, as is well-known from algebraic topology, by considering
properties of homological nature, one can often obtain interesting information (even though
it is much less precise than the homotopical one) which is much easier to compute. In this
setting, it can be done as follows [Mét03]. With each polygraph P , one can associate a chain
complex ZP of free Z-modules, called its abelianization, and defined as

ZP = · · · ∂2
// ZP2

∂1
// ZP1

∂0
// ZP0
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where the definition of boundary maps ∂n derives from the source and target maps sn and
tn of the polygraph P . Given a category C, between any two resolutions P and Q there is a
morphism of resolutions f : P → Q, which is unique up to chain homotopy, and therefore their
abelianizations are homotopically equivalent, in the usual sense of chain complexes. From it
follows that the homology does not depend on the choice of resolution:

Definition 206. Given a category C, its homology H∗(C) is defined as H∗(ZP ) where P is
any polygraphic resolution of C.

In fact, this definition can be shown to coincide with the traditional definition of homology
in the case of monoids [LM09].

Finally, we would like to briefly explain how these homological invariants can be useful.
We have mentioned above that, given a convergent presentation P of a category C, we have
a resolution of C where P0 is the set of objects of C, P1 gives generators for morphisms of C,
P2 gives the rewriting rules, P3 the critical branchings, etc. From this we deduce that

— the rank ofH0(C) is a lower bound on the number of object generators of a presentation
of C,

— the rank of H1(C) is a lower bound on the number of morphism generators of a pre-
sentation of C,

— the rank of H2(C) is a lower bound on the number of relations of a presentation of C,
— etc.

In fact, Squier’s first result [Squ87] (which was then shown to be implied by Theorem 203)
stated that a finite convergent rewriting system has homology groups of finite rank in dimen-
sion up to 3, thus enabling him to show that a particular monoid did not have a convergent
presentation.
Example 207. Consider the monoid with the following presentation

M = 〈a, b, b′, c | ρ0 : ab′bbc⇒ 1, ρ1 : abb′bc⇒ 1, ρ2 : abbb′c⇒ 1〉

which is clearly convergent, and write P for the resolution described above: in particular,
we have P1 = {a, b, b′, c}, P2 = {ρ0, ρ1, ρ2} and P3 = ∅ (there are no critical branchings). In
the chain complex ZP , the map ∂2 : ZP3 → ZP2 is zero because P3 is empty, and the map
∂1 : ZP2 → ZP1 is defined by ∂2(ρi) = a+ 2b+ b′ + c for every index i. Therefore H2(M) is
of rank 2 and we know that any presentation of M necessarily has at least two relations, a
fact which would have been difficult to establish directly.



Chapter 8

A homotopical completion
procedure

This chapter is mostly based on [GMM+13].

In this chapter we will be interested in the following question: given a presented monoidM ,
how can we build a reasonably small coherent presentation of it? When starting from a
convergent presentation of the monoid, a coherent presentation is easily given by Newman’s
lemma: it is enough to add a 3-cell corresponding to a confluence diagram for each critical pair.
When the rewriting system is not convergent, the Knuth-Bendix completion algorithm [KB70]
can be used in many cases in order to complete it into a convergent rewriting system and
thus obtain a coherent presentation. Instead of performing this in two steps (first completing
the rewriting system and then extracting a convergent presentation), we have proposed an
enhanced completion procedure which combines both, which we call a homotopical completion
algorithm.

Adding generators. The Knuth-Bendix procedure only exploits one kind of transforma-
tion in order to complete a rewriting system: given a critical pair v f⇐ u

g⇒ w it adds a
rule h : v ⇒ w (or its converse), which is derivable since h = f−1 ◦ g. In particular, adding
it does not change the monoid presented by the rewriting system: this is an instance of
a Tietze transformation. However, there is another kind of Tietze transformation, adding
definable generators, which is rarely exploited by the completion procedure (although some
heuristics have been investigated in the context of group theory [Sim94] and term rewriting
systems [KB70, Les84]). Could the procedure be improved by also adding new generators
during completion? On the theoretical level, an affirmative answer has been brought by Ka-
pur and Narendran [KN85] who considered the usual Artin presentation P of the monoid B+

3
of positive braids with 3 strands (with its alternative graphical representation on the right):

tst
ρ⇒ sts

ρ⇒ with s = and t = (8.1)

They show that there exists no finite convergent string rewriting system, with the same
generators s and t, that presents the monoid B+

3 . However, they consider the string rewriting
system Υ with three generators s, t and a new generator a (standing for the product st) and

119
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two relations st ⇒ a and sts ⇒ tst. This rewriting system Υ is Tietze-equivalent to the
rewriting system P , but applying the Knuth-Bendix completion procedure on it terminates,
giving rise to the convergent rewriting system Υ′ with s, t, a as generators, and rules

ta
α⇒ as st

β⇒ a sas
γ⇒ aa saa

δ⇒ aat (8.2)

Thus, adding a superfluous generator has made completion possible. The reason why the
completed rewriting system Υ′ is Tietze-equivalent to the original rewriting system P can be
understood by considering its four confluent critical branchings:

aa

sta

βa )=

sα  4 sas

γ

J^

A
��

aat

sast

γt *>

saβ  4 saa

δ

J^

B
��

aaas

C

��
sasas

γas +?

saγ �3

aata

aaα^r

saaa δa

:N

aaaa

D

��

aaast
aaaβey

sasaa

γaa +?

saδ �2 saaat
δat
%9 aatat

aaαt

J^

(8.3)

The cellA : (βa)V (sα)◦γ witnesses the fact that the rule γ is superfluous since γ = (sα)−1◦(βa)
and, similarly, the cell B proves that δ = (saβ)−1 ◦ (γt) is superfluous. Finally, the rule β
witnesses the fact that the generator a is superfluous (it is equivalent to st). We are left with
the rule α where a has been substituted by st, i.e. ρ : tst ⇒ sts in (8.1). As we will see,
this example is far from being isolated, thus justifying the use of Tietze transformations as a
central concept to study existing extensions and refinements of completion procedures, such
as Pedersen’s morphocompletion [Ped89], or to introduce new ones.

A homotopical reduction procedure. The additional information contained in coherent
presentations can also help one to reduce a presentation by removing superfluous generators,
rules and homotopy generators. For instance, we have already mentioned that the cell A
in (8.3) indicates that the rule γ is superfluous. Similarly, the rule β indicates that the
generator a is superfluous since it is equivalent to the product st, and we will see that super-
fluous homotopy generators in (8.3) can be also removed by computing critical triples of the
rewriting system. All these operations of removing superfluous data from a presentation are
again examples of Tietze transformations. Based on these, we introduce here a homotopical
reduction procedure for coherent presentations which minimizes a coherent presentation, such
as one obtained from our homotopical completion procedure. The general idea of this work
is thus to give ways to mutate presentations using Tietze transformations in order to come
up with presentations satisfying various properties: convergence, coherence, minimality, etc.

Applications in algebra and representation theory. Coherent presentations also ap-
pear as a fundamental structure in representation theory (in particular through the examples
of Artin and plactic monoids). One of the motivations of the results presented here is to apply
constructive rewriting methods to compute coherent presentations for these algebraic struc-
tures arising in geometry. For instance, Tits’ theorem [Tit81] states that an Artin group has
a coherent presentation where coherence cells are given by its parabolic subgroups of rank 3
(a similar result holds for Artin monoids). The original proof relies on geometry, we give here
a constructive methodology that has since been used to obtain a coherent presentation for
any Artin monoid and group [GGM15]. We also apply our completion methods to the plactic
monoid, used in the representation theory of semisimple Lie algebras [Lit96].
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Plan of the chapter. We begin by studying in more detail the notion of coherent presen-
tation of a monoid introduced in the previous chapter (Section 8.1), then we introduce our
coherent completion and reduction algorithm (Section 8.2), and finally illustrate some of its
applications on examples (Section 8.3).

8.1 Coherent presentations of monoids

8.1.1 Definition

As explained in Chapter 7, a presentation of a monoid is a particular instance of a 2-poly-
graph P , with P0 being reduced to one element, P1 being the set of generating letters and
P2 being the set of rules. This presentation freely generates a 2-category (which is also a
monoidal category) with P ∗2 as set of 2-cells, and also a (2, 1)-category with P>2 as set of
2-cells (P>2 is roughly P ∗2 with inverses added).

Example 208. Consider the presentation P with P1 = {s, t, a} as generators, and whose rules
in P2 are the four rules of (8.2). The following composite of rewriting steps is a morphism
in P ∗2 : (saγ) ◦ (δa) ◦ (aaα) : sasas ⇒ aaas; it occurs in the border of the cell C in (8.3).
Similarly, the composite (sα) ◦ γ ◦ (βa)−1 : sta ⇒ sta is a morphism in the groupoid P>2 ,
which is the border of the cell A in (8.3).

Here, we will say that a (3, 1)-polygraph is an extended presentation: it consists of a pre-
sentation P together with a set P3 of homotopy generators and two functions s2, t2 : P3 → P>2
specifying their source and target. The homotopy relation generated by such an extended pre-
sentation is the equivalence relation ≡P3 (or simply ≡) on parallel 2-cells which is stable under
context and composition:

— for any f and g in P>2 and any u and v in P ∗1 , f ≡ g implies ufv ≡ ugv,
— for any h : u′ ⇒ u, f, g : u⇒ v and k : v ⇒ v′ in P>2 , f ≡ g implies h◦f ◦k ≡ h◦ g ◦k.

Definition 209. A coherent presentation is a extended presentation P such that the homo-
topy relation generated by P3 relates every pair of parallel 2-cells.

Example 210. The presentation P of Example 208 can be extended into a coherent presenta-
tion with the three diagrams A, B and C of (8.3) as its set of 3-cells. For instance, we have
s2(A) = βa and t2(A) = sα ◦ γ. Notice that, since the 2-cells of P>2 are invertible, different
choices for the source and target of 3-cells could still give a coherent presentation, such as
s1(A) = (βa)−1 ◦ (sα) and t1(A) = γ−1.

In the same way that rewriting systems present monoids, a coherent presentation presents
a 2-category. Namely, given a coherent presentation P , one can define a 2-category, de-
noted by P>2 /P3, as the 2-category P>2 whose 2-cells have been quotiented by the homotopy
relation ≡P3 . Notice that this 2-category always has its 2-cells invertible.

8.1.2 Transformations of coherent presentations

Starting from a non-convergent presentation of a monoid, the Knuth-Bendix procedure
provides a (convergent) presentation on the same set of generators, but a monoid can also
admit other presentations with different sets of generators. The notion of Tietze transforma-
tion [Tie08], recalled in Section 7.1.2, describes a complete set of elementary transformations
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on presentations, leaving the presented monoid unchanged. In [GGM15], a corresponding no-
tion has been introduced for extended presentations, defined as the composites of the following
elementary transformations:

1. add a generator T +
u : for u in P ∗1 , add xu to P1 and δu : u⇒ xu to P2,

2. add a relation T +
f : for f : u ⇒ v in P>2 , add χf : u ⇒ v to P2 and Af : f V χf to

P3,
3. add a 3-cell T +

(f,g): for f ≡P3 g in P>2 , add Ψ : f V g to P3,

4. remove a generator T −x : for α : u ⇒ x in P2, with x ∈ P1 and u ∈ (P1 \ {x})∗,
remove x and α and replace x by u in the relations and 3-cells and α by 1u in the
3-cells,

5. remove a relation T −α : for A : f V α in P3, with α ∈ P2 and f ∈ (P2 \ {α})∗,
remove α and A and replace α by f in the 3-cells,

6. remove a 3-cell T −A : for A : f V g in P3 with f ≡P3\{A} g, remove A.
1.

u
δu %9 xu

2.

Af ��u

f

�#

χf

;Ov

3.

Ψ ��u

f

�#

g

;Ov

4.

u
α %9 x

5.

A ��u

f

�#

α

;Ov

6.

B �� A��u

f

�#

g

;Ov

A Tietze transformation is a finite composite of elementary Tietze transformations. The no-
tion of Tietze-equivalence on presentations can be generalized to extended presentations: P
and Υ are Tietze-equivalent extended presentations if they are Tietze-equivalent as presenta-
tions and when there is an equivalence of categories (P>2 /P3) ∼= (Υ>2 /Υ3), see [GGM15]. In
particular, coherent presentations of a same monoid are Tietze-equivalent. As in the case of
presentations, we have for extended presentations:

Theorem 211 ([GGM15]). Two finite extended presentations are Tietze-equivalent if, and
only if, there exists a Tietze transformation between them.

8.1.3 Computing coherent presentations

For a string rewriting system, Newman’s lemma (see Lemma 191) states that confluence
is equivalent to local confluence, which in turn is equivalent to confluence of critical pairs
(see Lemma 194). This result can be reformulated as follows in the setting of coherent
presentations.

A family of generating confluences of P is a set of 3-cells over P>2 that contains, for every
critical branching (f, g) of P , one 3-cell whose shape is

v f ′

�+
σf,g
��

u

f ';

g #7

u′

w g′

5I

If P is confluent, it always admits at least one family of generating confluences. Given a
convergent presentation P , we denote by S(P ) the extended presentation obtained from P
by adjoining a chosen family of generating confluences of P . The presentation S(P ) is only
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defined up to that choice, but two families of generating confluences give Tietze-equivalent
extended presentations [GM12c]. Squier proved the following result, often called the Squier
(homotopical) theorem, from which Theorem 203 can in fact be proved.

Theorem 212 ([SOK94]). Let P be a (finite) convergent presentation of a monoid M. The
extended presentation S(P ) is a (finite) coherent and convergent presentation of M.

Several examples of this construction are given in [Laf95]. Squier proved that the property, for
a finite presentation of a monoid M, to be extendable into a finite coherent presentation is an
invariant of M, that is, one given finite presentation of M is extendable into a finite coherent
presentation if, and only if, all of them are [SOK94]. However, there are finitely presented
decidable monoids with no finite coherent presentation (such an example was exhibited by
Squier). For such a monoid, starting with a finite presentation, there is no hope to obtain
a finite convergent presentation, by using the Knuth-Bendix procedure or other methods,
with the same set of generators or another one. Conversely, if the Knuth-Bendix procedure
terminates on a finite presentation, then it can be extended into a finite coherent presentation.

8.2 Homotopical completion and reduction procedures
As seen in Section 8.1.3, Squier’s theorem extends a convergent presentation into a coher-

ent one. With the Knuth-Bendix completion procedure, those are the two basic ingredients
of the homotopical completion procedure we present, extended by a homotopical reduction
procedure whose goal is to eliminate superfluous cells.

8.2.1 The homotopical completion procedure

This procedure, denoted by HC, interleaves the Knuth-Bendix completion and Squier’s
theorem to produce a coherent and convergent presentation from a terminating presentation:
it examines the critical branchings one by one, potentially adding 2-cells to reach a convergent
presentation, but also 3-cells that tend towards forming a coherent presentation.

Let P be a terminating presentation, seen as an extended presentation with no 3-cell.
Thereafter, we always assume that termination is due to a fixed total termination order. For
every critical branching (f, g) : u⇒ (v, w) of P , the procedure HC computes 2-cells f ′ : v ⇒ v̂
and g′ : w ⇒ ŵ in P ∗2 , where v̂ and ŵ are some normal forms for v and w, respectively. There
are two possibilities:

— if v̂ = ŵ, the dotted 3-cell A is added, as in situation (a),
— otherwise, for example if v̂ < ŵ, the Tietze transformation T +

g′−1◦g−1◦f◦f ′ is applied to
add the dotted 2-cell χ and 3-cell A, as in (b).

(a) v f ′

�-
A��

u

f &:

g $8

v̂ = ŵ

w g′

2F

(b) v
f ′ %9

A��

v̂

u

f &:

g $8 w
g′
%9 ŵ

χ

EY

The adjunction of new 2-cells can create new critical branchings: the procedureHC iterates
this operation until it reaches, potentially after an infinite time, a stable extended presentation
HC(P ). From a computational point of view, an application of Squier’s theorem to the
result of the Knuth-Bendix completion on P would require one to compute again all the
critical branchings explored during completion, while the HC procedure computes 3-cells
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during completion. The properties of the Knuth-Bendix procedure and Squier’s theorem
induce the following result.

Theorem 213 ([GMM+13]). Let P be a terminating presentation of a monoid M. The
extended presentation HC(P ) is a coherent and convergent presentation of M and it is finite if,
and only if, the presentation P is finite and the homotopical completion procedure terminates.

Example 214. The Kapur-Narendran presentation B+
3 = 〈s, t, a | α : ta ⇒ as, β : st ⇒ a〉

has two non-confluent critical branchings, resulting in the adjunction of the 2-cells γ and δ
as in (8.2) and the 3-cells A and B as in (8.3). The 2-cells γ and δ generate two new
critical branchings that are confluent: the HC procedure adds two extra 3-cells C and D and
terminates with this finite coherent and convergent presentation of the monoid B+

3 .

8.2.2 An optimized homotopical completion procedure

The procedure HC computes a coherent and convergent presentation that contains, in
general, superfluous 3-cells, in the sense that they are not necessary to relate all the par-
allel 2-cells. To eliminate them, we apply a homotopical reduction mechanism in dimen-
sion 3: it computes the critical triple branchings to produce relations between 3-cells and
to eliminate some of them by Tietze transformations. A critical triple branching (f, g, h) is
a triple of distinct rewriting steps with common source, such that each one overlaps with
at least one of the other two, and that is minimal for the order 4 generated by relations
(f, g, h) 4 (ufv, ugv, uhv) for every such triples (f, g, h) and words u, v.

Let P be a convergent and coherent presentation. The homotopical reduction in dimen-
sion 3 builds, for each critical triple branching (f, g, h) of P , a 4-cell Ω with shape
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as follows. We consider the branching (f, g) and use confluence to get f ′1 and g′1 and, then,
coherence to build the 3-cell A. We proceed similarly with the branchings (g, h) and (f, h).
Then, for the branching (f ′1, f ′2), we use convergence to get g′′ and h′′ with û as common
target, and the 3-cell B′ by coherence. We do the same operation with (h′1, h′2) to get A′.
Finally, we get the 3-cell C ′ by coherence. The source and the target of Ω are made of
generating 3-cells of P in context: they have shape uXv where X is a generating 3-cell and u
and v are (identities on) words. If one of those generating 3-cells appears only once and in an
empty context (u = v = 1), then Ω is used as a definition of X in terms of the other 3-cells:
X is removed by a Tietze transformation.

A coherent and convergent presentation on which no 3-cell can be removed by homotopical
reduction in dimension 3 is called reduced. The optimized homotopical completion procedure
HC applies homotopical reduction in dimension 3 after HC. Since the procedure acts by
Tietze transformations only, we get:
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Theorem 215 ([GMM+13]). Let P be a terminating presentation of a monoid M. The
extended presentation HC(P ) is a reduced coherent and convergent presentation of M, that
is finite if, and only if, the presentation P is finite and the homotopical completion procedure
HC terminates.

Example 216. After the procedure HC is applied to the Kapur-Narendran presentation of the
monoid B+

3 , we have four critical triple branchings, overlapping on the words sasta, sasast,
sasasas and sasasaa. On sasta, we get the 4-cell

aata
aaα %9
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��

aaas

sasta

γta &:

saβa %9

sasα #7

saaa

δa

L`
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��
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�)
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γta *>

sasα  4

q aaas

C

��
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γas
.B

saγ  4
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aaα`t

saaa δa

6J

This 4-cell proves that C is superfluous in the coherent presentation: it appears only once in
the boundary of Ω1, in an empty context (unlike A and B). Then, we consider the critical
triple branching with source sasast:

aaast
aaaβ %9
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��

aaaa
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γast ';

saγt %9

sasaβ #7

saaat
δat

%9
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��
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saaat

δat
%9 aatat
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For the same reasons, the 4 cell Ω2 allows us to remove D, leaving only the 3-cells A and B
to form a reduced coherent and convergent presentation of the monoid B+

3 . The other two
critical triple branchings on words sasasas and sasasaa do not generate any other relation.
Indeed, since the relations are weight-homogeneous (they relate words with the same weight,
where s and t have weight 1 and a has weight 2), all the words that occur in the 4-cells
corresponding to sasasas and sasasaa have weight 10 and 11, respectively. Since A and
B have respective weights 4 and 5, their potential occurrences in those 4-cells must be in
non-empty contexts.

8.2.3 The homotopical completion-reduction procedure

After the procedure HC, we get a reduced coherent and convergent presentation of the
considered monoid. Its underlying presentation is, in general, not minimal since homotopical
completion has potentially adjoined superfluous 2-cells to get confluence. However, for each of
those extra 2-cells, a 3-cell has also been added to fill the corresponding confluence diagram:
a Tietze transformation can be used to remove both of them.

Given a coherent presentation P , we call homotopical reduction in dimension 2 the follow-
ing process. For each 3-cell A of P3, its source and target are made of reduction steps uαv,
where α is a generating 2-cell and u and v are words. If one such α appears only once and
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in an empty context (u = v = 1), both α and A are removed by a Tietze transformation. On
the special case of HC(P ), every superfluous 2-cell appears once and in an empty context in
the boundary of its associated 3-cell. The homotopical completion-reduction procedure HCR
applies homotopical reduction in dimension 2 after HC. Since the procedure acts by Tietze
transformations only, we get:

Theorem 217 ([GMM+13]). Let P be a terminating presentation of a monoid M. The
extended presentation HCR(P ) is a coherent presentation of M, whose underlying presenta-
tion is contained in P , and it is finite if, and only if, the homotopical completion procedure
terminates.

Example 218. After the procedure HC is applied to the Kapur-Narendran presentation of the
monoid B+

3 , we have a coherent presentation with three generators s, t and a, four 2-cells α,
β, γ and δ and two 3-cells A and B, corresponding to the adjunction of γ and δ respectively.
They are removed by the HCR procedure, yielding a coherent presentation of B+

3 with the
2-cells α and β only, and no 3-cell. Informally, for two words on {s, t, a} that represent the
same element in the monoid B+

3 , there is only one proof of their equality modulo α and β.

8.2.4 Completion and reduction on generators

As proved by Kapur and Narendran [KN85], and recalled at the beginning of this chapter,
the introduction of superfluous generators can be necessary for completion to terminate.
These generators can of course be added by hand before the completion, but we briefly
indicate here a possible heuristic, based on algebraic properties observed on the examples
in Section 8.3. Indeed, in those cases, it always helps completion to add generators of the
quasicenter of each submonoid. More precisely, for a given presentation P of a monoid M,
we seek minimal elements u of P ∗1 such that uX = Xu holds in M for some subset X of
P1, maximal with this property. Such a property is possible to observe during completion:
one computes the products ux and xu for u a word of bounded length and x a generator. If
uX = Xu for a set X of generators, one adds a new generator (u) and a relation u ⇒ (u).
Moreover, the cardinality of X seems to determine a way to extend to (u) the termination
order used for completion (see 8.3.3).

Whether the generators have been added before or during homotopical completion, one
can remove them at the end. Indeed, each superfluous generator (u) comes with a defining
relation α : u⇒ (u), so that a Tietze transformation removes both of them (and replaces (u)
by u and α by the identity in the boundary of the other 2-cells and 3-cells). Applied to the
result of the HCR completion on the Kapur-Narendran presentation of the monoid B+

3 , this
contracts the obtained coherent presentation (with no 3-cell) to the Artin presentation of the
monoid B+

3 , proving that this is also a coherent presentation with no 3-cell.

8.3 Applications

The results mentioned in this section were obtained with the help of a prototype imple-
mentation; an online version (unfortunately much slower than the offline one) is available at
http://www.lix.polytechnique.fr/Labo/Samuel.Mimram/rewr/.

http://www.lix.polytechnique.fr/Labo/Samuel.Mimram/rewr/
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8.3.1 The braid monoid

The Artin presentation. The monoid B+
n of positive braids on n strands is defined by

B+
n = 〈s1, . . . , sn−1 | sisi+1si = si+1sisi+1 for 1 6 i < n− 1, sisj = sjsi for |i− j| > 2〉

(8.4)
This presentation, called Artin presentation, is known to be minimal, so that one wants to
compute a minimal coherent presentation of the monoid B+

n by extending it. In [Tit81], Tits
proved a result that implies that a coherent presentation is given by 3-cells whose boundaries
are in one of the Artin submonoids of rank 3 of B+

n , i.e. the boundary of each 3-cell is
made of copies of the three relations involving only three given distinct generators. As a
direct consequence, the Artin presentation with no 3-cell is a coherent presentation of the
monoid B+

3 , but this result fails to say anything about B+
4 and does not give an explicit

description of the coherence cells of B+
n for n > 5. Unfortunately, the homotopical completion

cannot be used either in practice because it does not terminate on the Artin presentation:
indeed, as proved by Kapur and Narendran, any orientation of a relation sts = tst generates
a relation stsstk = tsk+1ts for every k > 1 that must be contained in every convergent
presentation [KN85].

The Kapur-Narendran presentation. As far as we know, the adjunction of the super-
fluous generator for B+

3 , as seen in the introduction, has not been studied for B+
n with n > 3.

There are several possible generalizations, but we define the Kapur-Narendran presentation
of B+

n as the one obtained from Artin presentation by adjunction of superfluous generators
corresponding to a Coxeter element for each Artin submonoid of B+

n , namely all the products
si1 · · · sik for every 1 6 i1 < · · · < ik < n. Our experiments lead to positive results for the
cases n = 4 and n = 5, see Table 8.1. We have also tested the Kapur-Narendran presentation
on well-known generalizations of the braid monoids known as Artin monoids and got a finite
coherent and convergent presentation for the Artin monoids of types B2, B3, B4 and F4 (the
braid monoid B+

n is the Artin monoid of type An−1). An open question is to determine if the
Kapur-Narendran presentation yields a finite coherent and convergent presentation for any
braid monoid and, more generally, for other types of Artin monoids.

The Garside presentation. The Kapur-Narendran presentation is contained in a bigger
presentation called the Garside presentation [Gar69]. For B+

3 , the Garside presentation is
obtained from the Artin one by adjunction of superfluous generators (st), (ts) and (sts)
corresponding to products st, ts and sts respectively: the element sts is the generator of
the quasicenter of B+

3 and the elements s, t, st and ts are all its divisors. On the Garside
presentation, the homotopical completion procedure produces a finite coherent and convergent
presentation with five generators, twelve relations and 24 3-cells; the corresponding normal
forms are known as Deligne’s normal forms [Del72]. Deligne has proved in [Del97] that this
coherent presentation of B+

3 can be reduced to one with six relations

st⇒ (st) ts⇒ (ts) s(ts)⇒ (sts) t(st)⇒ (sts) (st)s⇒ (sts) (ts)t⇒ (sts)

and two 3-cells:

(st)s
�,

��sts

(<

"6

(sts)

s(ts)
2F

(ts)t
�,

��tst

(<

"6

(sts)

t(st)
2F

The homotopical completion-reduction, applied to the Garside presentation, gives a new,
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constructive proof of this result [GGM15]. In fact, it goes even further: the 3-cells are used
to remove the relations (st)s ⇒ (sts) and (ts)t ⇒ (sts) and, then, the relations st ⇒ (st),
ts ⇒ (ts) and s(ts) ⇒ (sts) remove the generators (st), (ts) and (sts). This leaves the
generators s and t, the relation t(st) ⇒ (sts), projected onto tst ⇒ sts, and no coherence
cell, yielding another proof that Artin presentation with no 3-cell is a coherent presentation
of B+

3 .
The Garside presentation exists for every monoid B+

n and, more generally, for every Artin
monoid: in the spherical case (such as B+

n ), its generators are made of the generator of
the quasicenter of every Artin submonoid, plus all of its divisors. On this presentation,
the homotopical completion-reduction procedure also applies, extending Deligne’s result to
non-spherical Artin monoids. Moreover, in [GGM15], Gaussent, Guiraud and Malbos apply
homotopical reduction further to get an explicit coherent presentation of every Artin monoid,
thus, in particular, giving a constructive proof of Tits’s result. For the particular case of
B+

4 , the homotopical completion-reduction procedure gives a (minimal) coherent presentation
made of Artin presentation with exactly one coherence cell, known as the Zamolodchikov
relation:

stsrst %9 strsrt %9 srtstr %9

��

srstsr %9 rsrtsr

tstrst

%9

%9

rstrsr

ey

tsrtst %9 tsrsts %9 trsrts %9 rtstrs %9 rstsrs

3G

The Brieskorn-Saito presentation. For the monoid B+
3 , it is defined by the adjunction

to Artin presentation of a generator (sts) for sts [BS72]. This presentation is known in
general for Artin monoids and obtained by adjunction of the generator (when it exists) of
the quasicenter of each Artin submonoid. Those generators produce special normal forms
that, up to our knowledge, are not yet linked to a convergent presentation. Contrarily to
Garside’s generators, Brieskorn-Saito’s generators come in a finite number for every Artin
monoid, motivating the search for a finite convergent presentation on those generators to give
a solution to the still-open word problem for general Artin groups. Our experiments show
that, on the Brieskorn-Saito presentation, the homotopical completion procedure gives a finite
coherent and convergent presentation for the monoids B+

3 , B+
4 and B+

5 , but also for other
Artin monoids such as the ones of type B3 and, interestingly, of type Ã2: this last example is
an Artin monoid of affine type, for which the Garside presentation is infinite.

8.3.2 The plactic monoid

The Knuth presentation. The plactic monoid Pn of rank n is given by the Knuth pre-
sentation:

Pn = 〈x1, . . . , xn | xjxixk = xjxkxi for i < j 6 k and xixkxj = xkxixj for i 6 j < k〉.

This monoid originates in the work of Schensted [Sch61], Knuth [Knu70], Lascoux and
Schützenberger [LS81]. It has found several applications, such as in representation the-
ory [Lit96] because of its strong connection to Young tableaux: semistandard Young tableaux
correspond to elements of the plactic monoid and Schensted’s insertion algorithm gives a way
to compute normal forms for the Knuth presentation of the plactic monoid. In the case n = 2,
the Knuth presentation has two generators x1 = a and x2 = b and two relations α : baa⇒ aba
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and β : bba ⇒ bab. This terminating presentation (for the deglex order generated by a < b
for example) is already convergent: the homotopical completion procedure yields a homotopy
basis with exactly one coherence cell βa V bα : bbaa ⇒ baba. Moreover, the convergent
presentation has no critical triple branching: hence the computed coherent presentation of
the monoid P2 is minimal.

In the case n = 3, with generators a, b and c, the Knuth presentation has eight relations,
three pairs corresponding to the three plactic submonoids over two of the three generators,
plus two relations involving all three generators: γ : cab ⇒ acb and δ : bca ⇒ bac. For the
monoid P3, the Knuth presentation is not confluent anymore (on words cbba, ccbaa, ccbab)
and homotopical completion adds three more relations: ε : cbab ⇒ bcba, ϕ : cbaba ⇒ cacba
and ψ : cbcba ⇒ cbacb. At the end of the process, we get a finite coherent and convergent
presentation with 27 3-cells, corresponding to all the critical branchings. The presentation
also has 29 triple critical branchings, and homotopical reduction uses four of them to eliminate
four 3-cells. Then, the removal of the three extra relations and their corresponding coherence
cells, added by completion, yields a homotopy basis with 20 coherence cells for the Knuth
presentation of the monoid P3.

For higher values of n, the homotopical completion procedure cannot succeed on the Knuth
presentation. Indeed, as in the case of braid monoids, a proof similar to the one of Kapur and
Narendran for the monoid B+

3 shows that the infinite family of relations cbckdca = cbackdc,
for every natural number k, must be part of any convergent presentation of the monoid Pn.

The column presentation. The analogy with Young tableaux leads one to introduce a
finite number of superfluous generators to the Knuth presentation of Pn, representing all the
possible columns in semistandard Young tableaux: one generator (xik · · ·xi1) for every possible
1 < k 6 n and 1 6 i1 < · · · < ik 6 n, together with the corresponding defining relation
xik · · ·xi1 ⇒ (xik · · ·xi1). The column generators have an important property in plactic
monoids: indeed, the center (and the quasicenter) of the plactic monoid Pn is generated by
exactly one element: xn · · ·x1. Thus the column generators for Pn are exactly the generators
of the quasicenters of all the plactic submonoids of Pn.

From the column presentation, homotopical completion yields a finite coherent and con-
vergent presentation of Pn (as in [CGM12, Hag14]). In particular, for the monoid P4, we get
the following construction. Starting with the Knuth presentation with four generators and
20 relations, we add the eleven column generators (ba, ca, cb, da, db, dc, cba, dba, dca, dcb,
dcba) and the corresponding relations to get 15 generators and 31 relations. Homotopical
completion results in a finite coherent and convergent presentation with 115 relations and
621 3-cells. Then, homotopical reduction in dimension 3 uses the triple critical branchings
to reduce the number of 3-cells to 212. The removal of the 84 relations and 3-cells added
during homotopical completion, then of the eleven superfluous generators and their defining
relations, finally produces a coherent presentation made of the Knuth presentation of the
monoid P4 and 128 3-cells.

8.3.3 The Chinese monoid

The standard presentation. The Chinese monoid Chn of rank n is defined by

Chn = 〈x1, . . . , xn | xjxkxi = xkxixj = xkxjxi for i 6 j 6 k〉.
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It is a variant of the plactic monoid discovered in [DK94]. For n = 2, the Chinese monoid co-
incides with the plactic monoid P2: its standard presentation (with the orientation baa⇒ aba
and bba ⇒ bab) is convergent and, with the same 3-cell as P2, forms a coherent pre-
sentation of Ch2. For higher values of n, the presentation of Chn (with the orientation
xkxixj ⇒ xjxkxi and xkxjxi ⇒ xjxkxi) is not convergent anymore, but it can be finitely
completed (without change of generators) by adjunction of the relations xkxjxkxi ⇒ xkxixkxj
for 1 6 i < j < k 6 n. The homotopical completion-reduction yields a coherent presentation
made of the standard presentation extended with 12 3-cells for Ch3, 56 for Ch4 and 176 for
Ch5.

The quasicentral presentation. The (quasi)center of the monoid Chn is generated by
the element xnx1 [CEH+01]. Thus, the generators of the quasicenters of all the Chinese
submonoids of Chn are exactly the elements xjxi for 1 6 i < j 6 n. Our experiments,
conducted up to n = 5, show that the adjunction of those elements as superfluous generators
still allow completion to reach a finite convergent presentation. Moreover, the obtained finite
convergent presentation gives a rewriting-based procedure to compute the column normal
form [CEH+01]. For the completion, a special order has to be chosen (corresponding to
the column normal form), such as a weight lexicographic order, where each xi has weight 1
and (xjxi) has weight 2, and with an order on generators that satisfies (xlxi) > (xkxj) if
i 6 j 6 k 6 l with i 6= j or k 6= l. This last inequality can be determined automatically from
the fact that (xkxi) commutes with l− i elements and (xkxj) with k− j and, by assumption,
we have l − i > k − j.

8.4 Future work
These homotopical completion procedures have been implemented in some proof-of-concept

piece of software, and much work remains to be done in order to understand better the struc-
tures put to use and how to efficiently manipulate them. The idea of adding superfluous
generators seems very promising, but we have only been able to provide heuristics to do so
which have to be refined and supported by more experiments. Finally, the approach developed
here handles generators, relations and homotopy generators uniformly; its likely extension to
higher dimensions will be investigated in future work, in relation with methods for construct-
ing minimal presentations of algebraic structures. A first step in this direction would be to
generalize our method to the case of Lawvere theories which are to term rewriting systems
what monoids are to string rewriting systems.

Also, it would be interesting to investigate the use of refined techniques for showing conflu-
ence. For instance, Yudin [Yud15] has recently started investigating possible extensions of the
work presented here for non-terminating rewriting systems, using van Oostrom’s decreasing
diagrams [Oos94].
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Coherent presentations
Monoid Presentation Gen. Rel. Rel. comp. Hom. gen. Hom. gen. red.

B+
3

Artin 2 1 ∞† ∞† 0†
Kapur-Narendran 3 2 4 4 2
Brieskorn-Saito 3 2 4 6 2
Garside 5 4 12 24 8

B+
4

Artin 3 3 ∞† ∞† 1†
Kapur-Narendran 7 7 47 356 31
Brieskorn-Saito 7 7 46 378 35

B+
5

Artin 4 6 ∞† ∞† 4†
Kapur-Narendran 15 17 692 48260 ?
Brieskorn-Saito 15 17 598 28384 ?

P2 = Ch2
Knuth 2 2 2 1 1
Column 3 3 3 1 1

P3
Knuth 3 8 11 27 23
Column 7 12 22 42 30

P4
Knuth 4 20 ∞† ∞† ?†
Column 15 31 115 621 212

P5 Column 31 66 531 6893 ?

Table 8.1 – Results of experiments indicating, for various sets of generators, the number of
generators, relations (before and after completion), and homotopy generators (before and
after homotopy reduction by 4-cells) of the completed rewriting system. Values marked “†”
arise from theoretical computations, and “?” indicate computations too big to be performed
in reasonable time with our prototype implementation.
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Chapter 9

Presentations modulo of categories

This chapter is mostly based on [CM15].

The setting of higher-dimensional rewriting systems (or polygraphs) recalled in Chapter 7
is very useful to provide small descriptions of n-categories, from which many computations
can be performed in order to compute invariants of the presented category. However, there
is an inherent limitation to the n-categories which can be described in this way, in higher-
dimensions: any category admits a presentation (see Lemma 187), but this is not true for
n-categories with n > 1, as we now explain. Given an (n+ 1)-polygraph P , the presented n-
category is ‖P‖ = P ∗n/Pn+1 is obtained from the n-category freely generated by the underlying
n-polygraph by quotienting n-cells by the congruence generated by elements of Pn+1. Thus,
no quotient is performed on k-cells for 0 6 k < n and the underlying (n − 1)-category of
‖P‖ is free. From this point of view, this is a limitation of polygraphs: an n-category whose
underlying (n− 1)-category is not free cannot be presented by a polygraph.

This can be better understood by trying to present the monoidal category (i.e. 2-category
with only one 0-cell) 4×4 with tensor product extending componentwise the one of 4, the
simplicial category: the underlying monoid of objects is N × N, which is not a free monoid.
Recall from Example 199 that the monoidal category 4 admits a presentation P with one
1-generator P1 = {a}, two 2-generators P2 = {µ : aa⇒ a, η : 1⇒ a} and three relations
P3 = {α, λ, ρ} respectively stating that the multiplication µ is associative and admits η as
left and right unit. If we try to construct a presentation for 4 × 4, seen as consisting
of “two copies” of the above category 4, we are led to consider a presentation containing
“two copies” of the previous presentation: we consider a presentation P with P1 = {a, b}
as 1-generators (where a and b respectively correspond to the objects (1, 0) and (0, 1)), with
P2 = {µa, ηa, µb, ηb} as 2-generators (with µa : a ⊗ a ⇒ a, µb : b ⊗ b ⇒ b, etc.), and with
P3 = {αa, λa, ρa, αb, λb, ρb} as relations. If we stop here adding relations, the presented cate-
gory has {a, b}∗ as underlying monoid of objects, which is not right: recalling the presentation
for N × N seen in Example 186, we should moreover add a relation γ : ba = ab. However,
such a relation between 1-generators is not allowed in the usual notion of presentation (only
relations in guise of 2-cells are allowed). In order to provide a meaning to this, three con-
structions are available: restrict P to some canonical representatives of objects modulo the
equivalence generated by γ (typically the words of the form ambn), quotient the monoidal
category ‖P‖ presented by P by γ, or formally invert the morphism γ in ‖P‖. We show that
under reasonable assumptions on the presentation, all the three constructions coincide, thus
providing one with a notion of coherent presentation modulo a relation such as γ. As a first
step toward this situation, we study here the simpler case of presentations of categories and

133
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introduce a notion of presentation modulo for those, leaving the case of 2-categories for future
work.

This work can somehow be seen as an extension of traditional techniques of rewriting
modulo an equational theory [BN99], in the case where the equational theory can itself be
oriented as a convergent rewriting system, called an equational rewriting system.

We begin by introducing the notion of presentation of a category modulo a rewriting sys-
tem (Section 9.1) and study some of its properties when the rewriting system is convergent
(Section 9.2) in order to show that, under suitable assumptions, the three natural construc-
tions for the presented category coincide (Section 9.3). We finally discuss some extensions of
this work (Section 9.4).

9.1 Presentations of categories modulo a rewriting system

9.1.1 Presentations of categories

Recall from Chapter 7 the definition of a presentation for a category:

Definition 219. A presentation P = (P0, s0, t0, P1, s1, t1, P2):

P1
s0

~~ t0
~~

i1
��

P2
s1

~~ t1~~

P0 P ∗1
s∗0
oo

t∗0

oo

consists of a graph (P0, s0, t0, P1), the elements of P0 (resp. P1) being called object (resp.
morphism) generators, together with a set P2 of relations (or 2-generators) and two functions
s1, t1 : P2 → P ∗1 such that s∗0 ◦ s1 = s∗0 ◦ t1 and t∗0 ◦ s1 = t∗0 ◦ t1. The category ‖P‖ pre-
sented by P is the category obtained from the category generated by the graph (P0, s0, t0, P1)
by quotienting morphisms by the smallest congruence wrt composition identifying any two
morphisms f and g such that there exists α ∈ P2 satisfying s1(α) = f and t1(α) = g.

In the following, we often simply write (P0, P1, P2) for a presentation as above, leaving the
source and target maps implicit. We write f : x → y for an edge f ∈ P1 with s0(f) = x
and t0(f) = y, and α : f ⇒ g for a relation with f as source and g as target. We sometimes
write α : f ⇔ g to indicate that α : f ⇒ g or α : g ⇒ f is an element of P2, and we
denote by ∗⇔ the smallest congruence such that f ∗⇔ g whenever there exists α : f ⇒ g
in P2 ( ∗⇔ is also the smallest congruence wrt composition generated by ⇔). More precisely,
a presentation P generates a (2, 1)-category (i.e. a 2-category with invertible 2-cells), the
category presented by P is obtained from this 2-category by identifying 1-cells when there is
a 2-cell in between [Bur93, Laf03], and we write α : f ∗⇔ g for such a 2-cell.

9.1.2 Presentations modulo

In a presentation P of a category, relations are generated by elements of P2: the morphisms
of the free category on the underlying graph will be quotiented by those in order to obtain the
presented category. We now extend this notion in order to also allow for quotienting objects
in the process of constructing the presented category.
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Definition 220 ([CM15]). A presentation modulo (P, P̃1) consists of a presentation of cat-
egory P = (P0, P1, P2) together with a set P̃1 ⊆ P1, whose elements are called equational
generators.

The morphisms of ‖P‖ generated by the equational generators are called equational mor-
phisms. Intuitively, the category presented by a presentation modulo should be the “quotient
category” ‖P‖/P̃1, as explained in the next section, where objects equivalent under P̃1 (i.e.
related by equational morphisms) are identified. We believe that the reason why presentations
modulo of categories were not introduced before is that they are unnecessary, in the sense
that we can always convert a presentation modulo into a regular presentation, see Lemma 224
below. However, the techniques developed here extend in the case of 2-categories (this will be
developed in a subsequent article) and moreover, our framework already enables us to easily
obtain interesting results on presented categories, see Section 9.3.3.

Definition 221. Given a presentation modulo (P, P̃1), we define the quotient presentation
P/P̃1 as the presentation (P ′0, P ′1, P ′2) where

— P ′0 = P0/ ∼=1 where ∼=1 is the smallest equivalence such that x ∼=1 y whenever there
exists a generator f : x→ y in P̃1, and we denote [x] the equivalence class of x ∈ P0,

— the elements of P ′1 are f : [x]→ [y] for f : x→ y in P1,
— the elements of P ′2 are of the form α : f → g for α : f → g in P2, or αf : f → id[x] for

f : x→ y in P̃1.

We will sometimes need to consider presentations modulo with “arrows reversed”:

Definition 222. Given a presentation modulo (P, P̃1), the presentation modulo (P op, P̃ op
1 )

is given by P op = (P0, P
op
1 , P op

2 ) where P op
1 = {fop : y → x | f : x→ y ∈ P1} and where

P op
2 = {αop : fop ⇒ gop | α : f ⇒ g} with fop = fop

1 ◦ ... ◦ f
op
k for f = fk ◦ . . . ◦ f1 and where

P̃ op
1 is the subset of P op

1 corresponding to P̃1.

9.1.3 Quotient and localization of a presentation modulo

As explained above, we want to quotient our presentations modulo by equational mor-
phisms, in order for the equational morphisms to induce equalities in the presented category.
Given a category C and a set Σ of morphisms, there are essentially two canonical ways to
“get rid” of the morphisms of Σ in C: we can either force them to be identities, or to be iso-
morphisms, giving rise to the following two notions of quotient and localization of a category.
These are standard constructions in category theory and we recall them below.

Definition 223. The quotient of a category C by a set Σ of morphisms of C is a category C/Σ
together with a quotient functor Q : C → C/Σ sending the elements of Σ to identities, such
that for every functor F : C → D sending the elements of Σ to identities, there exists a unique
functor F̃ such that F̃ ◦Q = F .

Such a quotient category always exists for general reasons [BBP99] and is unique up to
isomorphism. Given a presentation modulo (P, P̃1), the category presented by the associated
(non-modulo) presentation P/P̃1 described in Definition 221, corresponds to considering the
category presented by the (non-modulo) presentation P and quotienting it by P̃1.

Lemma 224. Suppose given a presentation modulo (P, P̃1). The categories ‖P‖/P̃1 and
‖P/P̃1‖ are isomorphic.
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A second, slightly different construction, consists in turning elements of Σ into isomor-
phisms (instead of identities):
Definition 225. The localization of a category C by a set Σ of morphisms is the cate-
gory C[Σ−1] together with a localization functor L : C → C[Σ−1] sending the elements of Σ to
isomorphisms, such that for every functor F : C → D sending the elements of Σ to isomor-
phisms, there exists a unique functor F̃ such that F̃ ◦ L = F .
In the case where the category is presented, its localization admits the following presentation.
Lemma 226. Given a presentation P = (P0, P1, P2) and a subset Σ of P1, the category
presented by P ′ = (P0, P

′
1, P

′
2) where P ′1 = P1 t

{
f : y → x

∣∣∣ f : x→ y ∈ Σ
}

and where

P ′2 = P2 t
{
f ◦ f ⇒ id, f ◦ f ⇒ id

∣∣∣ f ∈ Σ
}
is a localization of the category ‖P‖ by Σ.

Example 227. Let us consider the category C = x
f
//

g
// y with two objects and two non-

trivial morphisms. Its localization by Σ = {f, g} is equivalent to the category with one object
and Z as set of morphisms (with addition as composition), whereas its quotient by Σ is the
category with one object and only identity as morphism. Notice that they are not equivalent.
The description of the localization of a category provided by the universal property is often
difficult to work with. When the set Σ has nice properties, the localization admits a much
more tractable description:
Definition 228 ([GZ67, Bor94]). A set Σ of morphisms of a category C is a left calculus of
fractions when

1. the set Σ is closed under composition : for f and g composable morphisms in Σ, g ◦ f
is in σ.

2. Σ contains the identities idx for x in P0.
3. for every pair of coinitial morphisms u : x→ y in Σ and f : x→ z in C, there exists a

pair of cofinal morphisms v : z → t in Σ and g : y → t in C such that v ◦ f = g ◦ u.
4. for every morphism u : x → y in Σ and pair of parallel morphisms f, g : y → z such

that f ◦ u = g ◦ u there exists a morphism v : z → t in Σ such that v ◦ f = v ◦ g.
t

y

g ??

z

v
^^

x
u

__

f

??
x

u
// y

f
//

g
// z

v
// t

Theorem 229 ([GZ67, Bor94]). When Σ is a left calculus of fractions for a category C, the
localization C[Σ−1] can be described as the category of fractions whose objects are the objects
of C and morphisms from x to y are equivalence classes of pairs of cofinal morphisms (f, u)
with f : x→ i ∈ C and u : y → i ∈ Σ under the equivalence relation identifying two such pairs
(f1, u1) and (f2, u2) when there exist two morphisms w1, w2 ∈ Σ such that w1 ◦ u1 = w2 ◦ u2
and w1 ◦ f1 = w2 ◦ f2, as shown on the left:

i1
w1
��

x

f1
@@

g1 ��

j y

u2��

u1
^^

i2
w2

OO

k

i

h
AA

j

w
]]

x

f
AA

y

u
]]

g @@

z

v
]]
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identity on an object x is the equivalence class of (idx, idx) and composition of two morphisms
(f, u) : x → y and (g, v) : y → z is the equivalence class of (h ◦ f, w ◦ v) : x → z where the
morphisms h and w are provided by property 1 of Definition 228.

In such a situation, the following property often enables one to show that there is a full and
faithful embedding of the category into its localization:

Proposition 230 ([Bor94]). Given a left calculus of fractions Σ for a category C, if all the
morphisms of Σ are mono, then the inclusion functor F : C → C[Σ−1] is faithful, where F is
the identity on objects and sends a morphism f : x→ y to (f, idy).

Given a presentation modulo, when the (abstract) rewriting system on objects given by the
equational generators is convergent, normal forms for objects provide canonical representatives
of objects modulo equational generators, and therefore we are actually provided with three
possible and equally reasonable constructions for the category presented by a presentation
modulo (P, P̃1):

1. the full subcategory on ‖P‖ whose objects are normal forms wrt P̃1,
2. the quotient category ‖P‖/P̃1,
3. the localization ‖P‖[P̃−1

1 ].
The aim of this article is to provide reasonable assumptions on the presentation modulo
ensuring that the first two categories are isomorphic, and equivalent to the third one. We
introduce them gradually.

9.2 Confluence properties

In this section, we introduce a series of local conditions that our presentations modulo
that are sufficient to ensure that the constructions recalled above to coincide. These can
be seen as a generalization of classical local confluence properties in our context in which
rewriting rules correspond to equational generators only, and in which we keep track of 2-cells
witnessing local confluence.

9.2.1 Residuation

We begin by extending, to our setting, the notion of residual, which is often associated
with a confluent rewriting system in order to “keep track” of rewriting steps once others have
been performed [Lév78, BKd03, DDG+15].

Assumption 1. We suppose fixed a presentation modulo (P, P̃1) such that
1. for every pair of distinct coinitial generators f : x → y1 in P̃1 and g : x → y2 in P1,

there exists a pair of cofinal morphisms g′ : y1 → z in P ∗1 and f ′ : y2 → z in P̃ ∗1 and a
relation α : g′ ◦ f ⇔ f ′ ◦ g in P2,

y1
g′
// z

x
f
OO

g
//

α⇐⇒
y2

f ′
OO

2. there is no infinite path with generators in P̃1.
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These assumptions ensure in particular that the (abstract) rewriting system on vertices
with P̃1 as set of rules is convergent. Given a vertex x ∈ P0, we write x̂ for the associ-
ated normal form. For every pair of distinct morphisms (f, g), as in the first assumption,
we suppose fixed an arbitrary choice of a particular triple (g′, α, f ′) associated with it, and
write g/f for g′, f/g for f ′ and ρf,g for α. The morphism g/f (resp. f/g) is the residual of
g after f (resp. f after g): intuitively, g/f corresponds to what remains of g once f has been
performed. It is natural to extend this definition to paths as follows:

Definition 231. Given two coinitial paths f : x → y and g : x → z and P ∗1 such that
either f or g is in P̃ ∗1 , we define the residual g/f of g after f as above when f and g are
distinct generators, and by induction with f/f = idy and

g/ idx = g idx /f = idy (g2 ◦ g1)/f = (g2/(f/g1)) ◦ (g1/f) g/(f2 ◦ f1) = (g/f1)/f2

(by convention the residual g/f is not defined when neither f nor g belongs to P̃ ∗1 ). Graphi-
cally,

id
//

g

OO

id
//

g/ id=g
OO

f
//

id
OO

f
//

id /f=id
OO

f/(g2◦g1)
//

g2

OO

f/g1
//

g2/(f/g1)
OO

g1

OO

f
//

g1/f

OO

f1/g
//
f2/(g/f1)

//

g

OO

f1
//

f2
//

g/f1

OO

(g/f1)/f2

OO

It can be checked that residuation is well-defined on the morphisms of the free category P ∗1
in the sense that it is compatible with associativity and identities, and moreover it does not
depend on the order in which rules are applied, see Lemma 235. In order for the definition to
be well-founded, and thus always defined, we will make the following additional assumption.

Assumption 2. There is a weight function ω1 : P1 → N, and we still write ω1 : P ∗1 → N
for its extension as morphism of category to the category corresponding to the additive
monoid (N,+), such that for every generator g ∈ P1 and f ∈ P̃1, we have ω1(g/f) < ω1(g).

Remark 232. In order to simplify the presentation, we did not present the most general
axiomatization for the weight function. An important point is that it induces a well-founded
ordering on elements of P ∗1 and satisfies properties similar to monomial orderings:

— it is compatible with composition: if ω1(g) < ω1(g′) then ω1(h ◦ g ◦ f) < ω1(h ◦ g′ ◦ f),
— identities are minimal elements: ω1(id) < ω1(f) for every f 6= id; in particular, we

have ω1(g) < ω1(h ◦ g ◦ f) for f, h 6= id.
In order to study confluence of the rewriting system provided by equational morphisms,
through the use of residuals, we first introduce the following category, which allows us to
consider, at the same time, both residuals g/f and f/g of two coinitial morphisms f and g.

Definition 233. The zig-zag presentation associated with the presentation modulo (P, P̃1)
is the presentation Z = (Z0, Z1, Z2) with Z0 = P0, Z1 = P1 t P̃1 (generators in P̃1 are of the
form f : B → A for some generator f : A → B in P̃1) and relations in Z2 are of the form
g◦f ⇒ (f/g)◦(g/f) or f ◦f ⇒ idy for some pair of distinct coinitial generators f : x→ y ∈ P̃1
and g : x→ z ∈ P1.
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By suitably extending the weight function of Assumption 2 to morphisms in Z∗1 , one can
show that this presentation is convergent, and normal forms correspond to taking residuals:

Lemma 234 ([CM15]). The rewriting system on morphisms in Z∗1 with Z2 as rules is con-
vergent. Given two coinitial morphisms f : x → y in P̃ ∗1 and g : x → z in P ∗1 , the normal
form of g ◦ f is (f/g) ◦ (g/f).

As a direct corollary of the convergence of the rewriting system, one can show that Defini-
tion 231 makes sense:

Lemma 235 ([CM15]). The residuation operation does not depend on the order in which
equalities of Definition 231 are applied.

Moreover, by using Lemma 234, one can show that a “global” version of the residuation
property (Assumption 1) holds:

Proposition 236 ([CM15]). Given two coinitial morphisms f : x → y in P̃ ∗1 and g : x → z
in P ∗1 , there exists a relation α : (g/f) ◦ f ∗⇔ (f/g) ◦ g.

9.2.2 The cylinder property

In the previous section, we have studied residuation, which enables one to recover a
residual g/f of a morphism g after a coinitial equational morphism f . We now strengthen our
hypothesis in order to ensure that if two morphisms are equal (wrt the equivalence generated
by P ∗2 ) then their residuals after a same morphism are equal, i.e. equality is compatible with
residuation.

Assumption 3. The presentation (P, P̃1) satisfies the cylinder property: for every triple of
coinitial morphism generators f : x → x′ in P̃1 (resp. in P1) and g1, g2 : x → y in P ∗1 (resp.
in P̃ ∗1 ) such that there exists a relation α : g1 ⇔ g2, we have f/g1 = f/g2 and there exists a
2-cell g1/f

∗⇔ g2/f . We write α/f for an arbitrary choice of such a 2-cell:

x′
g1/f

++

g2/f

33α/f y′

x

f

OO

g1
**

g2

44α y

f/g1=f/g2

OO

As in previous section, we would like to extend this “local” property (f and α are supposed
to be generators) to a “global” one (where f and α can be composites of cells):

Proposition 237 (Global cylinder property [CM15]). Given coinitial morphisms f : x→ x′

in P̃ ∗1 (resp. in P ∗1 ) and g1, g2 : x→ y in P ∗1 (resp. in P̃ ∗1 ) such that there exists a composite
relation α : g1

∗⇔ g2, we have f/g1 = f/g2 and there exists a 2-cell g1/f
∗⇔ g2/f .

The proof of previous proposition requires generalizing, in dimension 2, the termination con-
dition (Assumption 2) and the construction of the zig-zag presentation (Definition 233).

Definition 238. The 2-zig-zag presentation associated with (P, P̃1) is Y = (Y0, Y1, Y2) with
Y0 = P0, Y1 = PH

1 t PV
1 (where the morphisms of PH

1 are called horizontal of the form
fH : A → B for some morphism f : A → B in P1 and similarly for the morphisms in PV

1
which are called vertical), and the 2-cells in Y2 = Y H

2 t Y V
2 are either
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— horizontal 2-cells: Y H
2 = PH

2 tP2
H (i.e. relations in P2 taken forward or backward, and

decorated by H)
— vertical 2-cells: given two generators f : x → y and g : x → z in P1 such that f or g

belongs to P̃1, we have a relation ρV
f,g : (g/f)H ◦ fV ⇒ (f/g)V ◦ gH in Y V

2 :

x′
(g/f)H

// y′

x

fV

OO

gH
//

ρV
f,g=⇒

(f/g)V

OO

The rewriting system on the 2-cells in Y ∗2 is the following: for every 2-cell α : g1 ⇔ g2 : x→ y
in P2, for every coinitial 1-cell f : x → x′ in P1 such that either f or both g1 and g2 belong
to P̃ ∗1 , there is a rewriting rule

((f/g1)V ◦ αH) • ρV
f,g1

V ρV
f,g2
• ((α/f)H ◦ fV)

x′
g1/fH

++

ρV
f,g1

y′

x

fV

OO

gH
1

**

gH
2

44αH y

(f/g1)V

OO

V

x′
(g1/f)H

++

(g2/f)H

33(α/f)H

ρV
f,g2

y′

x

fV

OO

gH
2

44 y

(f/g1)V

OO (9.1)

where ◦ (resp. •) denotes horizontal (resp. vertical) composition in a 2-category.
In order to ensure the termination of the rewriting system, we suppose the following.

Assumption 4. There is a weight function ω2 : PH
2 → N such that for every α : g1 ⇒ g2

in Y ∗2 and f in P1 such that α/f exists we have ω2(α/f) < ω2(α). We use the same notation
ω2 :

(
PH

2 t P2
H)∗ → N for the function such that ω2(α) = ω2(α) and both horizontal and

vertical compositions are sent to addition (N being a commutative additive monoid, this
definition is compatible with the axioms of 2-categories, such as associativity or exchange
law).

Corollary 239. The rewriting system (9.1) is convergent.

Proposition 237 follows easily, by a reasoning similar to that used for Proposition 236.
The cylinder property has many interesting consequences for the residuation operation,

as we now investigate.

Proposition 240 ([CM15]). In the category ‖P‖, every equational morphism is epi.

Proof. Suppose given f : x→ y in P̃ ∗1 , and g1, g2 : y → z in P ∗1 such that g1 ◦ f
∗⇔ g2 ◦ f . By

Proposition 237, we have g1 = (g1 ◦ f)/f ∗⇔ (g2 ◦ f)/f = g2.

Proposition 241 ([CM15]). In the category ‖P‖, every morphism g admits a pushout along
a coinitial equational morphism f given by g/f .

Proof. By Proposition 236, we have (g/f) ◦ f ∗⇔ (f/g) ◦ g and (g/f, f/g) can be shown to
form a universal cocone by using Propositions 237 and 240.
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9.3 Comparing presented categories

9.3.1 The category of normal forms

We show here that with our hypotheses on the rewriting system, the quotient cate-
gory ‖P‖/P̃1 can be recovered as the following subcategory of ‖P‖, whose objects are those
which are in normal form for P̃1.

Definition 242. The category of normal forms ‖P‖↓ P̃1 is the full subcategory of ‖P‖ whose
objects are the normal forms of elements of P0 wrt rules in P̃1. We write I : ‖P‖↓ P̃1 → ‖P‖
for the inclusion functor.

Theorem 243 ([CM15]). The category ‖P‖ ↓ P̃1 is isomorphic to the quotient category
‖P‖/P̃1.

Proof. One shows that ‖P‖↓ P̃1 satisfies the universal property defining the quotient category.
The global cylinder property shown in Proposition 237 is helpful here to ensure that the
required functors are properly defined.

9.3.2 Equivalence with localization

We now show that the previous two constructions (quotient and normal forms) also coin-
cide with the third possible construction which consists in formally adding inverses for equa-
tional morphisms. First, notice that we can use the description of the localization ‖P‖[P̃−1

1 ]
as a category of fractions given in Theorem 229:

Lemma 244 ([CM15]). The set of equational morphisms of ‖P‖ is a left calculus of fractions.

Proof. We have to show that the set of equational morphisms satisfies the four conditions
of Definition 228: the first two (closure under composition and identities) are immediate,
the third one follows from Proposition 236, and the last one is ensured by the fact that all
equational morphisms are epi by Proposition 240.

Our proof of the equivalence is based on the embedding of the presented category into the
localization provided by Proposition 230. In order for the hypothesis of this proposition to
hold, we first need to impose that the same properties hold for the opposite presentation as
for the presentation itself:

Assumption 5. The presentation modulo (P op, P̃ op) satisfies Assumptions 1, 2, 3 and 4.

This implies that the duals of previously shown properties hold for ‖P‖. For instance, by
the dual of Proposition 240, all equational morphisms are mono, from which follows, by
Proposition 230:

Proposition 245 ([CM15]). The canonical functor ‖P‖ → ‖P‖[P̃−1
1 ] is faithful.

Definition 246 ([CM15]). A presentation modulo satisfying assumptions 1 to 5 is called
coherent.

Theorem 247 ([CM15]). Given a coherent presentation modulo (P, P̃1), the categories ‖P‖/P̃1
and ‖P‖[P̃−1

1 ] are equivalent.
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Proof. Consider the functor F : ‖P‖ ↓ P̃1 → ‖P‖[P̃−1
1 ] defined as the composite of the

inclusion functor I : ‖P‖ ↓ P̃1 → ‖P‖, introduced in Definition 242, with the localization
functor L : ‖P‖ → ‖P‖[P̃−1

1 ], see Definition 225. The functor F is faithful since it is the
case for both I and L by Proposition 245. It is also full. Namely, by Theorem 229, given
any two objects x̂ and ŷ of ‖P‖ ↓ P̃1, a morphism from F (x̂) = x̂ to F (ŷ) = ŷ in ‖P‖[P̃−1

1 ]
is of the form (f, u) with f : x̂ → z and u : ŷ → z equational. Since ŷ is a normal form,
we necessarily have u = idŷ and thus (f, u) = Ff . Finally, given an object y ∈ ‖P‖[P̃−1

1 ],
there is a morphism u : y → ŷ in P̃ ∗1 to its normal form which induces an isomorphism y ∼= ŷ
in ‖P‖[P̃−1

1 ]. The functor F is thus an equivalence of categories.

9.3.3 An example: the dihedral category D•4

As an illustration of our results, we study presentations of a family of categories arising as
variants of the dihedral groups. Recall that the dihedral group Dn is the group of isometries of
the plane preserving a regular polygon with n faces. This group is generated by a rotation r of
angle 2π/n and a reflection s, and can be described as the free group over the two generators
r and s quotiented by the congruence generated by the three relations s2 = id, rn = id and
rsr = s. We consider here a variant of this group: the category D•n of isometries of the
plane preserving a regular polygon with n faces together with a distinguished vertex (the
category thus has n objects). For instance, the category D•4 is pictured on the left below, the
distinguished vertex of the square being pictured by a black triangle:

r1

$$s1
//

s2
oo

r2
��

r4

OO

s4
//

r3

dd s3
oo

r4
��

r1

$$s1
//

s2
oo

r2
��

r1

dd

s4
//

r4

OO

r3
$$

r3

dd s3
oo

(9.2)

This category D•4 admits a presentation P with 4 objects and 8 generating morphisms, as
pictured on the left above, satisfying the 12 relations:

ri+3 ◦ ri+2 ◦ ri+1 ◦ ri = id sj+1 ◦ sj = id rj ◦ sj+1 ◦ rj = sj

sj ◦ sj+1 = id rj+3 ◦ sj+2 ◦ rj+1 = sj+1

for i ∈ {1, . . . , 4} and j ∈ {1, 3}, where the indices are to be taken modulo 4 so that they lie
in {1, . . . , 4}.

The methodology introduced earlier can be used to show that by quotienting (resp. lo-
calizing) by Σ = {r2, r4}, we obtain a category which is isomorphic (resp. equivalent) to D•2:
intuitively, “forgetting” about those rotations quotients the square under symmetry wrt an
horizontal axis. We thus consider the presentation modulo (P, P̃1) with P̃1 = Σ. Unfor-
tunately, this presentation does not satisfy the assumptions required to apply our results;
for instance, there is no residual of r2 after s2. It is thus necessary to complete the pre-
sentation in order to have the confluence properties (namely, the residuation and cylinder
properties). In rewriting theory, when a rewriting system is not confluent, one usually tries
to complete it (typically using a Knuth-Bendix completion algorithm) in order for confluence
to hold. Similarly, we can transform our presentation using a series of Tietze transformations
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(see Section 7.1.2) while preserving the same presented category, in order to obtain another
presentation of the same category which satisfies the required assumptions.

We first consider the presentation P ′ obtained from P by adding the generator r4 = r3◦r2◦r1
and its defining relation, as well as the derivable relations r4 ◦ r4 = id and r4 ◦ r4 = id. We
can now define r2/s2 as r4, if we consider r4 as an equational morphism. Fortunately, the
following lemma shows that we can quotient, or localize, by r4 instead of r4, and we therefore
define P̃ ′1 = {r2, r4}:

Lemma 248. Let P be a presentation of category such that there exist f and g in P1 and
two relations f ◦ g ⇔ id and g ◦ f ⇔ id in P2. Let Σ be a subset of P1 not containing f
nor g. Then the quotients (resp. localizations) of ‖P‖ by Σt{f}, Σt{f, g}, and Σt{g} are
isomorphic.

In this way, we have transformed the presentation (P, P̃1) into a presentation (P ′, P̃ ′1) for which
we can now define the residual r2/s2. Similarly, in order for all the required residuals to be
defined, we modify P ′ using Tietze transformations by adding generators r1 = r4 ◦ r3 ◦ r2 and
r3 = r2 ◦ r1 ◦ r4 and modifying the set of relations. Finally, we end up with a presentation P ′′
which has 11 morphism generators ri, si, rk, as shown on the right of (9.2), and 16 relations:

sj+1 ◦ sj = id r1 ◦ s2 ◦ r1 = s1 rk ◦ rk = id r2 ◦ r1 = r3 ◦ r4 s3 ◦ r2 = r4 ◦ s2

sj ◦ sj+1 = id r3 ◦ s3 ◦ r3 = s4 rk ◦ rk = id r3 ◦ r2 = r4 ◦ r1 r2 ◦ s1 = s4 ◦ r4

for i ∈ {1, . . . , 4}, j ∈ {1, 3} and k ∈ {1, 3, 4}, which is considered modulo P̃ ′′1 = {r2, r4}.
This presentation modulo is coherent. It satisfies convergence assumption 1, and residuals
are defined by

r2/s2 = r2/r1 = r4 r4/s1 = r4/r1 = r2 s1/r4 = s4 r1/r4 = r3 s2/r2 = s3 r1/r2 = r3

For termination assumption 2, we define ω1 as equal to 1 on s1, s2, r1 and r1 and 0 on other
morphism generators. The cylinder assumption 3 follows from considering 5 diagrams. For
termination assumption 4 we define ω2 as 1 on relation generators such that the only morphism
generators occurring in the source or the target are r1, r1, s1 or s2, and as 0 otherwise. It can
be checked similarly that (P ′′op, (P̃ ′′1 )op) satisfies the assumptions. Therefore ‖P ′′‖ ↓ {r2, r4}
is isomorphic to ‖P ′′‖/ {r2, r4} by Theorem 243, and equivalent to ‖P ′′‖[{r2, r4}−1] by The-
orem 247, the left-to-right part of the equivalence being an embedding by Proposition 245.
An explicit (non-modulo) presentation for the quotient can be obtained by Lemma 224, and
this presentation is Tietze equivalent to the canonical presentation of D•2. We finally obtain
the following result:

Theorem 249 ([CM15]). The category D•2 is isomorphic to the quotient D•4/ {r2, r4}, embeds
fully and faithfully into the category D•4, and is equivalent to the localization D•4[{r2, r4}−1].

Remark 250. In this case, since r2 and r4 are already invertible in ‖P‖, we moreover have
D•4[{r2, r4}−1] ∼= D•4.

This illustrates the fact that, even though restricted for now to categories, the tools developed
in this article enable one to obtain interesting results about presented categories.
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9.4 Future work
As illustrated in the example above, the properties we have shown allow us to obtain

interesting results. We would like to briefly mention some currently studied extensions to this
work.

Other termination properties. The assumption that the rewriting systems we are con-
sidering are terminating is sometimes too strong and we would like to investigate some variants
of this condition. In particular, Dehornoy et al. have given conditions on a presented monoid
under which a monoid embeds into its enveloping groupoid [DDG+15]: this is a particular
case of the situation we are considering, since taking the enveloping groupoid amounts to
localize wrt every generator. However, a monoid being a category with only one object, there
is no hope that the rewriting system formed by all the generators is terminating since they all
trivially loop! In fact, Dehornoy uses a different condition (we do not say weaker because it
is not clear that termination implies this condition), and we would like to investigate a likely
generalization to the case of localization.

Extension to presentations of 2-categories. The case of presentations of categories
is however somehow limited since, by Lemma 224, for every presentation modulo there is a
presentation (without modulo) presenting the same category. As explained in the introduction
of this chapter, this is not the case for presentations of 2-categories, which is thus more
interesting. We have good hope that our proof techniques extend to this case. We would
like to briefly mention some of the adjustments necessary to cover this case. Firstly, since
the exchange law in a 2-category ensures that two disjoint rewrites commute, it is enough
to impose the existence of suitable residuals for critical pairs only (this is, in our context,
a variant of Newman’s lemma), and similarly the cylinder property only has to be imposed
for triples of coinitial rewriting rules forming a critical triple. Secondly, since in practice not
all operations (residuation for instance in our example) are compatible with the exchange
law, one actually has to explicitly handle this law and work in the setting of sesquicategories.
Thirdly, the precise notion of equivalence between 2-categories is subtle. For instance, the
canonical “inclusion” functor ‖P‖↓ P̃2 ↪→ ‖P‖, exhibiting the restriction to 1-cells in normal
form as a “sub-2-category” of ‖P‖, is in fact a lax 2-functor: the 0-composition of two 1-cells
in normal form is not necessarily a normal form, but always normalizes to one.



Chapter 10

Toward an implementation of
polygraphs

We have seen in previous chapters that the setting of polygraphs is very rich and enables
one to perform many computations on the presentations of categories, or even coherent pre-
sentations or resolutions. It would of course be desirable to have a program which could help
handling the inherent combinatorial complexity of those structures. The typical operations
that such a program could perform would be: implement Tietze transformations (the use of
the program would guarantee that we have not changed the presented category), compute
(partial) resolutions from convergent presentations, orient and complete presentations using
the Knuth-Bendix algorithm, compute the homology of a resolution, etc. As mentioned in
Chapter 8, a prototype of such a tool for coherent presentations of monoids has been im-
plemented but this remains low-dimensional and, to the best of our knowledge, no tool for
handling rewriting in higher-categorical structures exists. The only related tool we are aware
of is Globular [BCK+15] which allows the formalization of morphisms in semistrict higher
categories, but provides no automation or rewriting tools as for now.

The main difficulty here is to provide a concrete and reasonably efficient data structure
for representing the n-cells in the n-category P ∗ freely generated by an n-polygraph P . For
instance, a naive approach could be to consider the formal composites of generators in Pn,
i.e. roughly define P ∗n as the smallest set of terms such that

— P ∗n contains every n-generator of Pn,
— if f, g ∈ P ∗n are two i-composable terms then “g ◦i f” is also a term of P ∗n .

However, one would then have to explicitly work modulo the axioms of n-categories (such as
the exchange laws), which is very difficult because there is apparently no reasonable notion
of canonical representative form for terms modulo the axioms. Our approach consists in
generalizing an inductive data structure whose elements are (up to isomorphism) the globular
sets in order to obtain one which is able to represent polygraphs: the elements of this data
structure should be (up to isomorphisms) the n-cells of the category generated by an n-
polygraph. Notice that the notion of equivalence here (isomorphism) is much simpler than
the previous one (the laws of n-categories). The case of polygraphs is however much more
difficult than the case of globular sets, in particular because n-polygraphs are not presheaf
categories for n > 3 [MZ01, Che12], so that the generalization is not immediate. The first
ideas on this approach started being developed during the author’s PhD thesis [Mim08], see
also [Mim14], and were later on inspired by Batanin’s approach using monoidal globular
categories [Bat98b] and Burroni’s logographs [Bur12]. The results mentioned in this chapter
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are preliminary and still need to be developed and checked in order to give rise to a proper
implementation. However, we would like to present our current ideas on how to approach the
problem and propose a data structure which we think could be used to represent polygraphs.
The examples are given in the OCaml language.

Before we begin, we would like to emphasize an important point about our goal. We want
to find out a data structure which is able to faithfully represent the mathematical objects we
are interested in, mainly polygraphs here, but not necessarily fully. This means that we do
not require every element of the data structure to correspond to a mathematical object: those
for which it is the case can be characterized as satisfying certain invariants. The preservation
of these invariants is usually ensured by preventing the user from directly manipulating the
data structures: a library offers functions to manipulate those, and if the user only uses these
functions, the invariants will be maintained.

Since the structure of polygraph is intricate, we first present our main ideas for an imple-
mentation on simpler cases: the construction of the free category on a graph (Section 10.1)
and the free ω-category on a globular set (Section 10.2). Finally, we explain how these con-
structions could be generalized to polygraphs (Section 10.3).

10.1 The free category on a graph in OCaml
Before even considering globular sets, we would like to illustrate some ideas on the par-

ticular case of the category of graphs: given a representation of a graph, we would like to
represent the morphisms of the category it freely generates, i.e. its paths, in a way which will
generalize later on.

10.1.1 Graphs

A graph consists of two sets (of vertices and edges). Because our machines are finite, we
will only consider finite graphs, so that the elements of the sets can be represented by any
data type which is at least countable (or can be thought so), typically an integer (of type int)
which is called an identifier . A first implementation of a data structure to represent graphs
could be the following one:

type vertex = int
type edge = int
type graph = {

vertices : vertex list;
edges : (edge * (vertex * vertex)) list;

}

A graph is thus represented as a record consisting of a set (concretely, a list) of vertex
identifiers and a set of edge identifiers together with their source and target. The fact that
elements of the sets are coded as integers makes it hard to maintain coherence. For instance
we have to ensure that identifiers are unique, so that if we want to compute the coproduct of
a graph with itself we have to arbitrarily rename identifiers to avoid clashes:

8 5
// 2 t 8 5

// 2 = 4 7
// 3 5 3

// 2

If those identifiers are referred to in other parts of the program, they have to be renamed
accordingly. Another, more “cosmetic”, point is that there is no deep reason for using these
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identifiers: we would like a graph to contain no data, and to correspond to a pure structure
of pointers in memory. Finally, as illustrated by the coproduct example above, we need to
generate fresh identifiers: it is of course possible to use a global counter, but this is not really
modular.

All these defects can be corrected if we remark that we have a canonical source of unique
identifiers: memory locations. Namely, when a new data structure is allocated in memory, it
is of course placed at a disjoint location. Contrarily to e.g. C, there is no way to know the
memory location in OCaml (because data can be moved around by the garbage collector);
however, we can check whether two data structures are at the same memory location, and
this is actually all we will need. We have at our disposal two types of comparison: structural
equality = which tests if data structures contain the same values, and physical equality ==
which tests if two data structures are stored at the same memory location. Of course, physical
equality implies structural one, but the converse is not true:

# let a = (1,2);;
val a : int * int = (1, 2)
# let b = (1,2);;
val b : int * int = (1, 2)

# a == a;;
- : bool = true
# a == b;;
- : bool = false

# a = a;;
- : bool = true
# a = b;;
- : bool = true

From this point of view, values of type unit ref should really be considered as points: they
consist of memory cells which can only contain the value (), which is the only element of the
terminal type unit, but they can of course have different memory locations. In a set-theoretic
interpretation, the memory acts as a Grothendieck universe, containing all the things we will
ever be able to construct or manipulate (we suppose here that the memory is infinite or at
least that we never run out of memory). This suggests modifying the definition of graphs as
follows:

type vertex = unit ref
type edge = vertex * vertex

type graph = {
vertices : vertex list;
edges : edge list;

}
with the convention that we should compare vertices (resp. edges) using physical equality
only. For instance, the graph on the left is constructed as on the right:

x

f

��

h

YY

g
// y

let x = ref ()
let y = ref ()
let f = (x,x)
let g = (x,y)

let h = (x,x)
let gr = { vertices = [x;y];

edges = [f;g;h] }
(10.1)

and the comparison of vertices (resp. edges) gives the expected results:
# x == y;;
- : bool = false
# x == x;;
- : bool = true

# f == h;;
- : bool = false
# f == f;;
- : bool = true

Notice that not every value of type graph encodes a valid graph: an actual graph should
be such that for every element (x,y) of the list of edges, the values x and y have to be
members of the list of vertices. This is a first example of invariant that has to be maintained
by a library providing functions to manipulate such data structures. Apart from solving the
technical problems raised above, we will see that this approach generalizes to globular sets
and polygraphs.
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10.1.2 The free category on a graph

It is well-known that the forgetful functor U : Cat → Graph, sending a category to its
underlying graph admits a left adjoint −∗ : Graph → Cat associating, with a graph G,
the category G∗ with the vertices of G as objects and paths from x to y in G as morphisms
from x to y. We would like to implement the construction of G∗, i.e. to have a data struc-
ture to represent the morphisms in G∗ and perform the usual operations on those, typically
composing them. Of course, the paths can be represented as lists of composable generators
in G, and composition can simply be implemented as concatenation of lists. Those lists can
be considered as canonical representatives of formal composites of edges, modulo the laws of
category (associativity and neutral elements): the normal forms for those consist in bracket-
ing compositions on the right and removing identities. In higher dimensions, we do not know
any such canonical representative, so we would like to investigate instead another possible
representation, using a labeled variant of the structure of graph.

10.1.3 Labeled graphs

Suppose given a graph G called signature. A labeled graph is an object in the slice cate-
gory Graph/G, i.e. a graph H together with a morphism of graphs ` : H → G. For instance,
considering G the graph of (10.1) drawn again on the left below, the graph H in the middle
(with integers as vertices and edges) can be labeled by `(0) = `(1) = `(2) = x, `(3) = y,
`(4) = `(5) = f , `(6) = g:

x

f

��

h

YY

g
// y 0 4

// 1 5
// 2 6

// 3 x0
f4
// x1

f5
// x2

g6
// y3 (10.2)

In the following, we write xi for a vertex i with x as label, and similarly for edges. In this
case, the vertex xi is called an instance of x, and i the identifier of xi. With this convention,
the graph H above, together with its labeling, can be drawn as on the right. The type of
labeled graphs is easily defined as a variant of the type of graphs:
type lvertex = vertex ref
type ledge = lvertex * edge * lvertex

type lgraph = {
lvertices : lvertex list;
ledges : ledge list;

}

Above, a labeled edge is defined as an instance of a vertex in the base graph, coded as a
memory cell containing the labeling vertex. Again, the identifier is implicitly coded by the
memory location of the cell. For instance the graph H above can be defined as

let x0 = ref x
let x1 = ref x
let x2 = ref x
let y3 = ref y

let f4 = (x0,f,x1)
let f5 = (x1,f,x2)
let g6 = (x2,g,y3)

let h = {
lvertices = [x0;x1;x2;y3];
ledges = [f4;f5;g6]

}

Again, not every value of type lgraph encodes a valid graph. Apart from issues similar to
the case of graphs, the labeling function, being supposed to be a morphism of graph, has to
commute with source and target. In our encoding, this means that every edge (xi,f,xj) has
to satisfy the conditions !xi == fst f and !xj == snd f.
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10.1.4 Representing the free category

It can now be noticed that labeled graphs provide a representation for morphisms in the
free category generated by G. For instance, the graph (10.2) provides a representation for the
morphism g ◦ f ◦ f , which is canonical up to the choice of identifiers. In order to make this
assertion precise, we should also take in consideration the source and target of morphisms
(respectively x0 and y3 in the example), and consider the category Cospan(Graph/G):

Definition 251. Given a category C with enough colimits, the bicategory Cospan(C) has the
objects of C as 0-cells, a 1-cell A → B is a pair (s : C → A, t : C → B) of morphisms of C,
called a cospan and written (s, C, t) : A→ B, and 2-cell between (s, C, t) and (s′, C ′, t′) is an
isomorphism f : C → C ′ making the following diagram commute:

C

f

��

A

s
>>

s′   

B

t′~~

t
``

C ′

Horizontal composition is given by pushout and vertical composition is induced by composi-
tion in C.

Notice that, contrary to more usual habits, we consider only isomorphisms as 2-cells. Given
a bicategory B, such as Cospan(C), there is an induced quotient category B obtained by
identifying any two 1-cells between which there is a 2-cell, with composition induced by the
horizontal composition of the bicategory. The category G∗ can then be described as a full
subcategory of Cospan(Graph/G) as follows. In Cospan(Graph/G), a cospan is said to be
graded when its source and target are graphs without edges; a graded cospan (s, C, t) : A→ B
in Cospan(Graph/G) is said to be linear when it is a finite sequence of edges glued along
vertices such as in (10.2), i.e. formally

— its source and target graph A and B are reduced to one vertex,
— C is finite,
— a vertex in C is the source and the target of exactly one edge, except the image under s

(resp. t) of the vertex of A (resp. B) which is the source (resp. target) of exactly one
edge and the target (resp. source) of none.

Equivalently, the last condition can be replaced by the requirement that C should be acyclic.
Finally, we suppose fixed a set with one element {?}. An object A is canonical when it is
reduced to one vertex whose identifier is ?, i.e. it is of the form A = x? for some vertex x
of G.

Proposition 252. The category G∗ is isomorphic to the full subcategory of Cospan(Graph/G)
whose objects are canonical ones and morphisms are (equivalence classes of) linear cospans.

For instance, a linear cospan between canonical objects is shown on the left below:

x?
s
// x3

f2
// x1

g6
// // y4 y?

t
oo x?

s
// x12

f56
// x1

g43
//// y98 y?

t
oo x?

s
// x1 x?

t
oo

Notice that the identifiers do not really matter here (this is akin to the fact that terms
are usually considered modulo α-conversion in λ-calculus): for instance, the span on the
left is isomorphic to the span on the middle, and they are thus considered as equal in the



150 CHAPTER 10. TOWARD AN IMPLEMENTATION OF POLYGRAPHS

quotient category. This equivalence class corresponds to the morphism g ◦ f in G∗ via the
correspondence of Proposition 252, and similarly the equivalence class of the span on the right
above corresponds to the morphism idx of G∗. Composition corresponds to “gluing graphs
along endpoints”; for instance, the fact that f ◦ f composed with g is g ◦ f ◦ f , corresponds
to the following pushout:

x0
f0
// x1

f1
// x2 x0

g0
// x1

x?

OO

x?

aa ==

x?

OO  
x9

f2
// x4

f1
// x0

g5
// x1

x?

OO

x?

OO

In the correspondence established by Proposition 252, only the linear graphs represent free
morphisms. The reason for this should be intuitively clear from the following three examples
of non-linear spans:

x?
s
// x1

f3

��

h8

XX
x?

t
oo x?

s
// x3

f2
// x1

g6
// // y4 y?

t

dd x?
s
// x7 x2

g8
// // y1 y?

t
oo

10.1.5 Generating the free category

The fact that, inside the category of cospans of labeled graphs, those corresponding to
free morphisms are the linear ones is not really necessary for our purpose. In practice, all
we will need is the fact that those spans can be generated by composing suitable morphisms
corresponding to the edges of the signature graph G. Moreover, in higher dimensions, there
is no known condition generalizing the linearity condition, but the generation principle will
still hold.

With any edge f : x → y of G as on the left, one can canonically associate a cospan of
labeled graphs JfK as on the right:

x
f
// y  x?

s
// x0

f0
// y1 y?

t
oo (10.3)

and those generate the category G∗, i.e. by composing them we obtain only linear spans and
all of them can be obtained in this way:

Proposition 253. The category G∗ is isomorphic to the full subcategory of Cospan(Graph/G)
whose objects are canonical ones and morphisms are generated by morphisms of the form JfK
for some edge f of G.

10.1.6 Renaming objects

In the previous construction, the 2-cells allow for renaming identifiers in the morphisms,
but not in the objects. For instance, the following two spans

x0
s
// x1

f0
// y2 y0

t
oo x5

s
// x1

f0
// y2 y2

t
oo

intuitively represent the same morphism, but there is currently no way of identifying them
because 2-cells relate only 1-cells with the same source and the same target: with respect
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to this, the situation here is quite similar to the one described in Chapter 9. This explains
why in the previous construction we had to choose an arbitrary identifier name ? for objects
(if we had allowed any identifier, we would have obtained a category which is equivalent,
but not isomorphic, to the category G∗). It would be much more satisfactory to change
the notion of “2-cell” in order to allow for renaming objects too. Another related point is
that Cospan(Graph/G) is naturally structured as a bicategory, and we can expect in higher
dimensions that we will have to consider weak higher categories, which are notoriously subtle
and difficult to manipulate, so we had rather avoid them if we could.

This suggests considering a “category” with labeled graphs as 0-cells, cospans of labeled
graphs as 1-cells and as 2-cells f : (s, C, t) ⇒ (s′, C ′, t′), between 1-cells (s, C, t) : A → B
and (s′, C ′, t′) : A′ → B′, triples (f0, f1, f2) of isomorphisms making the following diagram
commute

A
f0 ��

s
// C
f1��

B
t
oo

f2��

A′ s
// C ′ B′

t′
oo

This data does not even form a bicategory, because we are considering 2-cells between 1-cells
which do not have the same source or target. We will see in the next section, that the right
structure for it is the notion of monoidal globular category introduced by Batanin.

10.2 The free category on a globular set

In this section, we generalize the construction of the free category on a graph to the
free ∞-category on a globular set. As in the previous section, the representation we ob-
tain is not necessarily the simplest or most efficient one, although it is reasonable (Batanin’s
trees [Bat98b, Str98] are arguably simpler for this task), but will extend to the case of poly-
graphs.

10.2.1 Globular sets

Globular sets generalize graphs in the sense that they allow edges between edges, edges
between edges between edges, and so on.

Definition 254. The globular category has integers as objects and morphisms are generated
by sn, tn : n→ n+ 1 quotiented by the relations

sn+1 ◦ sn = tn+1 ◦ sn sn+1 ◦ tn = tn+1 ◦ tn

A presheaf G in ˆ is called a globular set, and an element of Gn is called an n-cell or an
n-generator. Given n ∈ N, we write n for the full subcategory whose objects are integers k
with k 6 n; presheaves over this category are called n-globular sets. More generally, given a
category C, a functor op → C is called a globular object in C.

Notice that, because of the inclusion functor n → n+1, every (n + 1)-globular set has
an underlying n-globular set. An (n + 1)-globular set G thus consists of an n-globular set
together with a set Gn+1 of (n + 1)-cells and suitable morphisms sn, tn : Gn+1 → Gn. This
suggests defining an n-generator (i.e. an element of Gn) as a value of the type on the left:
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type generator = {
dim : int;
label : generator option;
source : generator;
target : generator;

}

let rec dummy = {
dim = -1;
label = None;
source = dummy;
target = dummy;

}
An n-generator thus consists of a dimension (the integer n) and a source and target (n−1)-gen-
erator. For now, the field label can be ignored since it will always be filled with None. Since,
with this type, every generator has to have a source and a target, for 0-generators we will use
the convention that their source and target are always the “dummy (−1)-generator” shown
on the right above. Invariants for the values of this type should be maintained by our library,
such as the globular identities for a generator g:

g.source.source == g.target.source g.source.target == g.target.target

Finally, an n-globular set can simply be implemented as a set of generators together with an
underlying (n − 1)-globular set (we do not need the source and target functions since every
generator is equipped with its source and target):

type gset = {
dim : int;
generators : generator list;
prev : gset;

}

Again, we use a “dummy (−1)-globular set” as underlying globular set of a 0-globular set.
Here also, invariants should be maintained by our library such as, for a globular set gs distinct
from the dummy one:

gs.prev.dim + 1 = gs.dim
List.for_all (fun g -> g.dim = gs.dim) gs.generators
List.for_all (fun g -> List.memq g.source gs.prev.generators) gs.generators

In examples below, we will sometimes use assertions in order to ensure that this is the case.
Morphisms between n-globular sets can easily be defined in the same recursive way: a

morphism f : G → H consists of a suitable function fn : Gn → Hn between n-generators,
and a morphism between the underlying (n − 1)-globular sets of G and H. This suggests
implementing morphisms as values of the following type:

type morphism = {
dim : int;
source : gset;
target : gset;
map : (generator,generator) Mapq.t;
prev : morphism;

}

The values of type (’a,’b) Mapq.t encode set-theoretic finite functions from ’a to ’b: the
module Mapq is similar to the module Map of the standard OCaml library, except that val-
ues are compared with physical equality instead of structural one (here, as explained in
Section 10.1.1, physical equality is the only meaningful one between generators). The signi-
fication for the members of the records of type morphism should otherwise be pretty clear.
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10.2.2 Basic functions on globular sets

Most of the expected category-theoretic functions on globular sets can be implemented
with this data structure. In order to illustrate this, we will sketch here how coproduct,
quotient and pushouts of globular sets can be implemented. As a first example, the forgetful
functor which, with an (n+ 1)-globular set, associates the underlying n-globular set is easily
defined on objects by

let prev gset = gset.prev

(and similarly on morphisms). This functor admits a left adjoint which allows one to see an
n-globular set as an (n+ 1)- one by adjoining to it an empty set of (n+ 1)-cells. This functor
can be implemented on objects by

let degenerate gset = {
dim = gset.dim + 1;
generators = [];
prev = gset;

}

In the following, we will use some simple functions such as the sequential composition of two
morphisms. We will not detail their implementation:

seq : morphism -> morphism -> morphism

the application of a morphism to a generator

app : morphism -> generator -> generator

the inclusion of a globular set into a given bigger one

inclusion : gset -> gset -> morphism

the identity morphism

id : gset -> morphism

which is easily deduced from the previous function by let id gs = inclusion gs gs, and
so on. Moreover, for clarity, the code we have presented up to now was simplified a bit,
mostly in terms of notations. From now on, we will provide verbatim copies of the code as
it is actually implemented. In practice, we do not access directly the members of records
but use helper functions: in this way, the code will be easier to adapt if the data structure
changes (which of course happened many times when elaborating the library, either because
something was wrong or to improve the efficiency). For instance, we use the following function
to retrieve the dimension of a globular set

let dim gset = gset.dim

and a new globular set is created using

let create ~generators ~prev () =
let dim = dim prev + 1 in
assert (List.for_all (fun g -> G.dim g = dim) generators);
{ dim; generators; prev }
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notice that this also allows us to ensure that dimensions of generators did not get mixed up.
The functions for manipulating generators (such as G.dim above) are in the module G and
those for manipulating morphisms are in the module M.

Most functions are of course implemented in a recursive way. For instance, the non-disjoint
union of two globular sets is computed by

let rec union s1 s2 =
assert (dim s1 = dim s2);
let dim = dim s1 in
if dim < 0 then dummy else

let prev = union (prev s1) (prev s2) in
let generators = Listq.union (generators s1) (generators s2) in
create ~generators ~prev ()

Notice that because we use physical equality in order to compare generators, it is easy to
implement a function

copy : gset -> morphism

which, given a globular set G, creates a new globular set G′ which is isomorphic to G but
uses disjoint identifiers from G (i.e. Gn ∩ G′n = ∅ for every dimension n), and returns the
isomorphism G ∼= G′:

let rec copy s =
let dim = dim s in
if dim < 0 then M.dummy else

let f’ = copy (prev s) in
let g_copy g =

let source, target =
if G.dim g = 0 then G.dummy, G.dummy
else M.app f’ (G.source g), M.app f’ (G.target g)

in
G.create ~name:(G.name g) ~source ~target ()

in
let map = Mapq.of_list (List.map (fun g -> g, g_copy g) (generators s)) in
let generators = List.map (Mapq.app map) (generators s) in
let target = create ~generators ~prev:(M.target f’) () in
M.create ~map ~prev:f’ ~source:s ~target ()

The categorical coproduct of two globular sets

coprod : gset -> gset -> morphism * morphism

can then be implemented as the non-disjoint union of two fresh copies of the globular sets.
The function returns the two arrows of the cocone:

let coprod s1 s2 =
let i1, i2 = copy s1, copy s2 in
let s1’, s2’ = M.target i1, M.target i2 in
let s = union s1’ s2’ in
let i1’, i2’ = M.inclusion s1’ s, M.inclusion s2’ s in
M.seq i1 i1’, M.seq i2 i2’
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Quotients of globular sets can be implemented in the same way. First a module for
manipulating equivalence relations can easily be implemented, typically by representing an
equivalence relation R ⊆ X ×X on a set X as a set of pairs (x, x̂) consisting of an element x
and an arbitrarily chosen canonical representative x̂ of the equivalence class of x. A globular
equivalence relation on a globular set G, consists of a family (Rn ⊆ Gn×Gn)n∈N of equivalence
relations which are compatible with source and target maps: for x, y ∈ Gn+1, x Rn+1 y
implies Gsn(x)RnGsn(y) and Gtn(x)RnGtn(y). The quotient of a globular set by a globular
equivalence relation can be implemented using the canonical representatives provided for
equivalence classes of cells by the equivalence relation module. This can be used to compute
the coequalizer of two morphisms f1 and f2 by

let coeq f1 f2 =
assert (M.dim f1 = M.dim f2);
assert (eq (M.source f1) (M.source f2));
assert (eq (M.target f1) (M.target f2));
let rec equiv f1 f2 =

if M.dim f1 < 0 then Q.dummy else
let r = equiv (M.prev f1) (M.prev f2) in
let r = Q.degenerate ~set:(M.target f1) r in
let r = List.fold_left (fun r g -> Q.add r (M.app f1 g) (M.app f2 g)) r

(generators (M.source f1)) in
List.fold_left (fun r g -> Q.add r g g) r (generators (M.target f1))

in
let e = equiv f1 f2 in
let s = M.target f1 in
Q.set e

where Q is the module implementing operations on globular equivalence relations. Finally,
pushouts can be implemented using their usual expression in terms of coproduct and coequal-
izer:

let pushout f1 f2 =
assert (M.dim f1 = M.dim f2);
assert (eq (M.source f1) (M.source f2));
let i1, i2 = coprod (M.target f1) (M.target f2) in
let g = coeq (M.seq f1 i1) (M.seq f2 i2) in
M.seq i1 g, M.seq i2 g

With slightly more work, universal maps (from a coproduct, a coequalizer or a pushout) can
also be computed.

10.2.3 Labeled globular sets

There is an obvious functor n-Cat → ˆ
n, sending an n-category to the underlying

n-globular set, and this functor admits a left adjoint sending a globular set G to the free
n-category G∗ it generates [Str98, Lei04]. As explained in the introduction, in order to de-
scribe the cells of G∗, we could have considered formal composites of generators, i.e. values
in the type

type cell =
| Generator of generator
| Composition of cell * int * cell
| Identity of cell
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but these should have been considered modulo the theory of n-categories, which is very
difficult to handle. Instead, we generalize the approach described in Section 10.1 for graphs.

We suppose fixed a signature n-globular set G, and our goal is to describe the free n-cat-
egory G∗ it generates. The idea is that an n-cell should be represented by a labeled globular
set, i.e. an object in the slice category ˆ/G (those are easily implemented: we simply have to
use the label field in the structure generator). Moreover, one needs to take into account the
source and targets: each such globular set has a source and a target, which are (n−1)-globular
sets, which themselves have source and target, and so on. This suggests considering n-cospans
in the category ˆ/G:

Definition 255 ([Bat98b]). We write Octn for the category corresponding to the poset whose
elements are ([n]× {−,+}) t {n}, and such that n is a maximum element and (i, ε) < (j, ε′)
if and only if i < j. An n-span in a category C is a functor Octop

n → C and an n-cospan is an
n-span in Cop.

In particular, a 0-cospan is an object of C, a 1-cospan is a cospan in C (in the sense of
Definition 251), and we have also shown below the diagrams corresponding to 2- and 3-
cospans in C (all the squares commute):

A A

A−0

<<

A+
0

bb A

A−1

<<

A+
1

bb

A−0

OO
66

A+
0

hh
OO

A

A−2

<<

A+
2

bb

A−1

OO
66

A+
1

hh
OO

A−0

OO
66

A+
0

hh
OO

(10.4)

Example 256. Consider the 2-globular set G with G0 = {x, y}, G1 = {f : x→ y, g : y → y}
and G2 = {α : f ⇒ f}, which can be drawn as on the left

x
f
//

α

Rf y g
ee x0

f0

��
f1 //

f2

GG

⇓α0

⇓α1

y1
g4
// y2

g5
// y3

The 2-cell idg ◦0 idg ◦0(α ◦1 α) can be represented by the labeled globular set H pictured on
the right above: its source H−1 and target H+

1 respectively correspond to the globular sets

H−1 = x0
f0
// y1

g4
// y2

g5
// y3 H−1 = x0

f2
// y1

g4
// y2

g5
// y3

and their source H−0 and H+
0 respectively correspond to the globular sets

H−0 = x0 H+
0 = y3

The data corresponding to the 2-cell is thus, up to isomorphism, the 2-cospan on the left,
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where the morphisms are the obvious inclusions, which can also be pictured as on the right:

H

H−1

;;

H+
1

cc

H−0

OO
66

H+
0

hh
OO

H−1

��

H−0

;;

##

H H+
0

{{

cc

H+
1

OO

If, on the picture on the right, we replace the objects by the corresponding globular sets, we
obtain the following suggestive picture:

x0

f0

��

y1
g4
// y2

g5
// y3

x0

==

!!

x0

f0

��
f1 //

f2

GG

⇓α0

⇓α1

y1
g4
// y2

g5
// y3 y3

``

~~

x0

f2

GG
y1 g4

// y2 g5
// y3

��

OO

In practice, we can suppose that the morphisms of the n-cospans we consider are inclusions,
so that we do not have to specify them, and a cell can be coded as
type cell = {

dim : int;
set : gset;
source : cell;
target : cell;

}

We have the following alternative description of the base category for n-spans:
Lemma 257. Given an integer n, the category Octn is isomorphic to the slice category /n.
All the categories Octn are thus the images of the functor O : → Cat defined on objects
by On = /n and in the expected way on morphisms. By post-composing with the functor
−̂ : Cat → Catop (we ignore size issues here), which, with a category C, associates the
category Ĉ of covariant presheaves over it, we obtain a functor → Catop, or equivalently
a functor op → Cat, sending n to /̂n which groups all the n-cospans as a globular object
in Cat. More prosaically, this says that one can define reasonable source and target maps for
n-cospans. For instance, the 3-cospan on the middle below, already seen in (10.4), has the
2-cospans in the left and right as respective source and target:

A−2

A−1

OO

A+
1

gg

A−0

OO
77

A+
0

gg
OO

A

A−2

<<

A+
2

bb

A−1

OO
66

A+
1

hh
OO

A−0

OO
66

A+
0

hh
OO

A+
2

A−1

77

A+
1

OO

A−0

OO
77

A+
0

gg
OO
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Moreover, there are ways to compose n-cospans by pushout, generalizing the composition
already seen in Section 10.1.4, giving rise to a monoidal globular category [Bat98b]: in the
same way an ω-category is a globular object in Set equipped with suitable compositions,
a monoidal globular category is a globular object in Cat equipped with suitable composi-
tions. Given a globular object C in a category with pullbacks, n ∈ N and k ∈ [n], we write
C(n)×k C(n) for the pullback

C(n)×k C(n)

��

// C(n)
C(snk )
��

C(n)
C(tnk )

// C(k)

where snk : k → n is defined as sn−1 ◦ . . . ◦ sk+1 ◦ sk and similarly for tnk : k → n.

Definition 258 ([Bat98b]). A monoidal globular category C, or mgc, consists of a globular
object C : op → Cat together with

— composition functors ◦nk : C(n)×k C(n)→ C(n) for n ∈ N and k ∈ [n],
— identity functors Idn : C(n)→ C(n+ 1),
— suitable coherence natural isomorphisms,

satisfying suitable coherence conditions.

As a slight variant of the previous situation, one can construct a globular object CG : op → Cat
which, with n, associates the category of graded n-cospans of globular sets labeled in G and
their isomorphisms. The structure of mgc allows for a simple account of renaming via the mor-
phisms of the category CG(n) of n-cells. By generalizing the construction described in (10.3),
one can associate with any n-cell x of G an object JxK of CG(n). For instance, to a 2-cell
α : f ⇒ g : x→ y we could associate the following 2-cospan of globular sets labeled in G:

JαK =

x0

f0
))
y2

x0

>>

  

x0

f0
))

g1

55⇓ α0 y2 y2

``

~~

x0
g1

55 y2

��

OO

More generally, the n-cospan associated with an n-cell is induced by a globular set with one
n-generator and two k-generators for each k ∈ [n], along with its faces, which is easy to
compute effectively. We write

of_generator : gset -> generator -> cell

for the corresponding function.
We conjecture that Proposition 252 can then be extended as follows. Given an mgc C, we

write C for the category obtained by taking as n-cells equivalence classes of objects of C(n)
under the relation identifying two objects related by a morphism.

Conjecture 259. Given a globular set G, the free ω-category G∗ it generates is isomorphic
to the full subcategory of CG whose n-cells are generated by those of the form JxK for some
n-generator x ∈ G(n).
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Of course, with a slight variant of this construction, we should be able to construct the free
n-category G∗ on an n-globular set.

Given two cells which are isomorphic, we can inductively construct the isomorphism be-
tween the underlying globular sets (there is at most one isomorphism between them), and call
the resulting function identify. Composition of cells, which is given abstractly by pushouts,
can be implemented as follows:

let seq d c1 c2 =
assert (dim c1 = dim c2 && 0 <= d && d < dim c1);
let k = dim c1 - d in
let t1, s2 = iterate k target c1, iterate k source c2 in
let f = identify t1 s2 in
let f1, f2 = S.pushout (target_morphism ~k c1)

(M.seq (iterate k M.degenerate f) (source_morphism ~k c2)) in
let s = M.target f1 in
(* Recusive composition of the sources and targets. *)
let rec seq c1 f1 c2 f2 = ... in
let source, target =

(if k = 1 then map (M.prev f1) (source c1)
else seq (source c1) (M.prev f1) (source c2) (M.prev f2)),

(if k = 1 then map (M.prev f2) (target c2)
else seq (source c1) (M.prev f1) (source c2) (M.prev f2))

in
create ~set:s ~source ~target ()

It is satisfying to see that this code is almost a direct translation of the usual laws for
composition in ω-categories.

10.3 Implementing polygraphs
We claim that the construction of the free n-category on an n-polygraph should be

“roughly the same”. We do will not detail much the implementation or the theory, but
rather stress important points. However, the constructions are now much more intricate,
because we need the definition of the free n-category on an n-polygraph in order to define
an (n+ 1)-polygraph. This is why we believe that it is important to entirely understand the
simpler case of globular sets first. As an illustration of this, here is our implementation of
the data structures for generators, polygraphs, morphisms and cells: notice that they are all
mutually recursive. Namely, the source of a generator is a cell which is a span of labeled poly-
graphs (and the labeling morphism associates a generator of the signature with a generator).
However, the dimensions decrease suitably, which makes the structures well-founded.

type generator = {
g_dim : int;
g_source : cell; (** source (n-1)-cell *)
g_target : cell; (** target (n-1)-cell *)

}
and polygraph = {

p_dim : int;
p_generators : generator list; (** n-generators with source and target labeled

in the underlying (n-1)-polygraph *)
p_prev : polygraph; (** underlying (n-1)-dimensional polygraph *)

}
and morphism = {
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m_map : (generator,generator) Mapq.t; (** function between top-dimensional generators *)
m_prev : morphism; (** morphism between lower-dimensional cells *)
m_source : polygraph; (** source of the map *)
m_target : polygraph; (** target of the map *)

}
and cell = {

c_label : morphism; (** labeling morphism for the polygraph of the cell *)
c_source : cell; (** source (n-1)-cell *)
c_source_morphism : morphism; (** inclusion of the polygraph of the source cell *)
c_target : cell; (** target (n-1)-cell *)
c_target_morphism : morphism; (** inclusion of the polygraph of the target cell *)

}

With this data structure, we were able to implement most basic manipulations such as co-
products and pushouts of polygraphs, the cell JxK corresponding to a generator x, etc. For
instance, a 2-polygraph P with one 0-generator ∗, one 1-generator a : ∗ → ∗ and one 2-gen-
erator µ : a ◦0 a → a can be described as follows, along with the 2-cell µ ◦1 (µ ◦0 µ) of P ∗,
named here mumumu:

let uid = uidebug in
let p0 = P.degenerate P.dummy in
let star = G.create ~name:"*" ~source:C.dummy ~target:C.dummy () in
let p0 = P.add p0 star in
let star_c = C.of_generator p0 star in
let p1 = P.degenerate p0 in
let one = G.create ~name:"a" ~source:star_c ~target:star_c () in
let p1 = P.add p1 one in
let one_c = C.of_generator p1 one in
let p2 = P.degenerate p1 in
let two_c = C.seq 0 one_c one_c in
let mu = G.create ~name:"µ" ~source:(C.seq 0 one_c one_c) ~target:one_c () in
let p2 = P.add p2 mu in
let mu_c = C.of_generator p2 mu in
let mumumu = C.seq 1 (C.seq 0 mu_c mu_c) mu_c in
Printf.printf "mumumu:\n%s\n%!" (C.to_string uid mumumu)

The output of the program then describes the cospan of labeled polygraphs corresponding to
the constructed 2-cell:

mumumu:
2-cell:

dim 0:
*39(*0) *46(*0) *40(*0) *38(*0) *43(*0)

dim 1:
a37(a0) : *1(*46) → *1(*39)
a39(a0) : *1(*40) → *1(*46)
a41(a0) : *1(*40) → *1(*39)
a33(a0) : *1(*43) → *1(*40)
a35(a0) : *1(*38) → *1(*43)
a42(a0) : *1(*38) → *1(*40)
a32(a0) : *1(*38) → *1(*39)

dim 2:
µ6(µ0) : *9(*40) -a4(a39)→ *7(*46) -a5(a37)→ *8(*39)

=> *3(*40) -a1(a41)→ *2(*39)
µ7(µ0) : *9(*38) -a4(a35)→ *7(*43) -a5(a33)→ *8(*40)
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=> *3(*38) -a1(a42)→ *2(*40)
µ8(µ0) : *9(*38) -a4(a42)→ *7(*40) -a5(a41)→ *8(*39)

=> *3(*38) -a1(a32)→ *2(*39)
1-source:

*42(*0) -a36(a0)→ *44(*0) -a34(a0)→ *41(*0) -a40(a0)→ *47(*0) -a38(a0)→ *45(*0)
1-source morphism:

*417→*40 *42 7→*38 *447→*43 *457→*39 *41 7→*40 *47 7→*46
a347→a33 a36 7→a35 a387→a37 a40 7→a39

1-target:
*3(*0) -a1(a0)→ *2(*0)

1-target morphism:
*37→*38 *27→*39
a17→a32

A notation such as *1(*46) means a cell which has instance number 46 (for readability we
generate such small numbers from memory locations) and is labeled by the cell with instance
number 1. The name * is a string which helps keeping track of what this generator refers to,
but is not used except for printing purposes. Hopefully, the other notations are clear. Below,
we list some important choices and limitations of the current implementation.

Faces are not included. Notice that, contrarily to globular sets, we cannot suppose
that the cospan morphisms are simply inclusions so that we have to keep track of them (in
c_source_morphism and c_target_morphism). As an illustration of this, consider a 2-cate-
gory generated by a polygraph with a 0-generator x, a 1-generator f : x→ x, two 2-generators
η : idx ⇒ f and ε : f ⇒ idx. The 2-cell η is represented by the span of polygraphs JηK pictured
on the left

x0

��

x0

""

11

x0

f0

XX

⇓
x0

||

mm

x0
f0

// x1

OO

x0

f0

XX

⇓
x0

f0

XX

where the target x0 f0 // x1 is not a sub-polygraph of the top-dimensional polygraph (in the
middle). Moreover, it could not be the sub-polygraph pictured on the right, which is not
linear in the sense of Section 10.1.4.

Isomorphism of cells. The composition of two cells f and g is performed by pushout, by
identifying the target of f with the source of g. Since we are working up to renaming of cells,
this means that we need an isomorphism from the target of f to the source of g. In the case
of globular sets, this was not problematic because there was at most one, which was easy to
compute. In the case of polygraphs, there can be multiple distinct isomorphisms (but the
result should not depend on the choice of the isomorphism) and those are more difficult to
compute (the currently implemented algorithm needs backtracking). For instance, the cell
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corresponding to (ε ◦1 η) ◦0 (ε ◦1 η) is
x0

��

x0

11

--

x0 f0 //
⇓η0

⇓ε1
x0 f1 //
⇓η2

⇓ε3
x0 x0

mm

qqx0

OO

(the three “x0” in the middle are the same 0-generator, drawn three times for the clarity of
the figure). This cell admits two automorphisms: the trivial one (the identity) and the one
performing a “mirror symmetry around a vertical axis in the middle”, i.e. sending η0 to η2
and conversely, ε1 to ε3 and conversely, f0 to f1 and conversely, x0 to x0.

Quotienting by isomorphisms. Because of the presence of non-trivial automorphisms,
considering cells up to isomorphism amounts to quotient them more than simply renaming
of cells. This took us some time to figure out (it actually provides a counter-example to
a conjecture in [Bur12, Section 4.2]), and is thus not currently taken into account in the
implementation. Let us illustrate the problem on a simple example. Consider a polygraph P
with

— one 0-generator x,
— no 1-generator,
— one 2-generator A : idx → idx,
— two 3-generators f : A→ A and g : A→ A.

Notice that the cell A ◦0 A : idx ⇒ idx : x → x, which corresponds to the cospan of labeled
polygraphs

x0

��

x0

11

--

x0 ⇓A0 x0 ⇓A1 x0 x0

mm

qqx0

OO
(10.5)

has a non-trivial isomorphism for similar reasons to before. Now, in the 3-category generated
by this polygraph, we have g ◦0 f = f ◦0 g by a typical Eckmann-Hilton type argument:

g ◦0 f = (g ◦1 ididx) ◦0 (ididx ◦1f) = (g ◦0 ididx) ◦1 (ididx ◦0f)
= g ◦1 f = (ididx ◦0g) ◦1 (f ◦0 ididx) = (ididx ◦1f) ◦0 (g ◦1 ididx)
= f ◦0 g

and thus
(g ◦0 f) ◦2 (g ◦0 f) = (f ◦0 g) ◦2 (g ◦0 f)

However, if we compute by pushout the two composites corresponding to the two sides of the
above equality, we obtain the following cells:

x0
��

x0

22

,,

x0
⇓A0

f0
V⇓A1

f1
V⇓A2

⇓A3
g2
V⇓A4

g3
V⇓A5

x0 x0

ll

rrx0

OO

x0
��

x0

22

,,

x0
⇓A0

f0
V⇓A1

g1
V⇓A2

⇓A3
g2
V⇓A4

f3
V⇓A5

x0 x0

ll

rrx0

OO

(10.6)
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For clarity, we have pictured only the principal polygraph (and not the whole span) and
omitted drawing the 0-cell (there is only one in both cases). These are not isomorphic. The
problem here comes from the fact that we cannot simply compose cospans by pushouts and
quotient in the end, we have to quotient at each level. Here, the morphisms are obtained by
composing on a face which is (isomorphic to) the 2-cell (10.5), which contains a non-trivial
isomorphism by which we should quotient. With the notations of (10.6), the isomorphism
exchanges A1 and A4 in both cases, and therefore those two 2-cells should be identified, i.e.
the result of both compositions should in fact be

x0
��

x0

22

,,

x0
⇓A0

f0
V⇓A5

f1
V⇓A2

⇓A3
g2
V⇓A5

g3
V⇓A5

x0 x0

ll

rrx0

OO

=

x0
��

x0

22

,,

x0
⇓A0

f0
V⇓A5

g1
V⇓A2

⇓A3
g2
V⇓A5

f3
V⇓A5

x0 x0

ll

rrx0

OO

Both theoretical and practical properties of this representation of polygraphs remain to be
studied in details.

Logographs. We would like to mention that a very similar construction has been investi-
gated by Burroni when defining logographs [Bur12]; the precise links between the two construc-
tions are left as future work. Logographs are polygraphic higher-dimensional generalizations
of automata, and are defined using cospans of polygraphs, similarly to the representation that
we use for cells. In fact, this notion should deserve the name of higher-dimensional automaton,
the hda recalled in Section 2.2.2 being the particular case where cells are of cubical shape.
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[n] (n-th finite ordinal), 26
4 (presimplicial category), 26
� (cubical category), 29

(globular category), 151
� (independence), 18, 31
� (precubical category), 26
�S (symmetric precubical category), 30

abelianization, 117
abstract rewriting system, 111
abstract simplicial complex, 79
action, 13
ars (abstract rewriting system), 111
asynchronous

automaton, 20
graph, 18
semantics, 19
transition system, 20

asynchronous graph
unfolding, 32

atomic snapshot protocol, 75
ATS (asynchronous transition systems), 34

barycentric subdivision, 87
binary consensus, 76, 80
blocking section, 15
branching, 113

calculus of fractions, 136
capacity, 15
CAT(0), 64
category

cubical, 29
fundamental, 32, 48
future components, 45
globular, 151
of elements, 24
of normal forms, 141
precubical, 26
presimplicial, 26

category of fractions, 136
cfg (control flow graph), 13
chromatic presimplicial set, 89
chromatic subdivision, 88
Church-Rosser property, 111
clean memory, 77
cocompletion, 24

conservative, 96
coherent presentation, 121
coherent program, 20
collapsibility, 86
commutation, 18
configuration, 35
confluence, 111, 113
consensus, 76, 80
conservative cocompletion, 96
conservative program, 15
control flow graph, 13
control flow graph

pruned, 16
convergence, 111
cospan, 149, 156
critical branching, 113
critical pair, 113
CSC (colored simplicial complexes), 86
CTS (cubical transition systems), 38
cube filling property, 61
cube path, 32
cube property, 43, 61
cube without bottom, 31, 44, 68
cubical

complex, 50
set, 29

cubical transition system, 37
cylinder property, 139

d-space, 48
déjà vu, 46
Day tensor product, 25
dead code, 17
deadlock, 17, 42

potential, 17
denotational semantics, 18
dense functor, 97
dihedral category, 142
dihomotopy, 18, 31, 48, 54
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dining philosophers, 19
dipath, 30, 48, 54
directed

circle, 52
cubical complex, 50
geometric realization, 48
geometric realization, 48
homotopy, 31
interval, 27, 51

dTop (d-spaces), 48

El (category of elements), 24
equational, 135
escape distance, 55
event, 31
event structure, 34

face, 27
failure, 75
fdt (finite derivation type), 116
feasible path, 13
file, 94

labeled, 100
finite derivation type, 116
flag, 63, 64
forbidden position, 16
free face, 86
full-information protocol, 75
fundamental

2-category, 65
2-groupoid, 66
category, 32, 48
groupoid, 32, 48

generalized metric space, 51
geometric realization, 25
geometric realization, 47

directed, 48
geometric semantics, 49
globular

category, 151
object, 151
set, 151

GMet (generalized metric spaces), 51
graph, 25, 87

asynchronous, 18
colored, 87
labeled, 148

nerve, 87
of elements, 87

HDA (higher-dimensional automata), 33
hda, 29
higher-dimensional automaton, 29
homology, 118
homotopy, 31, 121

identifier, 146, 148
immediate snapshot protocol, 77
independence, 18, 31, 82, 113
inessential transition, 44
input complex, 79
instance, 148
interval, 51

directed, 27, 51
interval order, 82

complex, 83
iterated face, 27

L (category of files), 94
Lawvere metric space, 51
layered protocol, 77
length space, 56
LES (labeled event structures), 34
lifting, 60
link, 62, 64
local confluence, 111
local pospace, 49
localization, 136
locally finite, 29
lock, 15
LPNet (labeled Petri nets), 36

marking, 37
enabled, 38

memory, 74
metric realization, 55
metric space, 51

generalized, 51
Lawvere, 51

mgc (monoidal globular category), 158
monoidal globular category, 158
mutex, 15

nerve, 24, 97
of a graph, 87
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Newman’s lemma, 111
non-positively curved, 61, 64
normal form, 112
npc (non-positively curved), 61, 64

observational equivalence, 18
output complex, 79

P (lock), 15
~Π1 (fundamental category), 48
parallel, 31
patch, 94
path, 31, 54

cube, 32
feasible, 13

persistent set, 41
Petri net, 36
philosophers, 19
pn (Petri net), 36
PNet (Petri nets), 36
pointed, 29
pointed set, 102
polygraph, 115
position, 13

forbidden, 16
POSIX, 20
pospace, 49

local, 49
potential deadlock, 17
precubical

category, 26
semantics, 28
set, 27
geometric, 50
labeled, 28, 30
locally finite, 29
non-positively curved, 61
representable, 60
symmetric, 30
truncated, 30

precubical set
pointed, 29, 32
unfolding, 32

presentation
coherent, 116, 121, 141
extended, 121
modulo, 135

of a category, 114, 134
of a monoid, 110
quotient, 135
standard, 110
zig-zag, 138

presheaf, 23
representable, 24

presimplicial set, 26
chromatic, 89

program, 13
coherent, 20
conservative, 15
simple, 57

protocol, 75
atomic snapshot, 75
clean memory, 77
full-information, 75
immediate snapshot, 77
layered, 77
view, 78
wait-free, 75

protocol complex, 79
pruned cfg, 16

quotient, 135
presentation, 135

∆ (resource consumption), 16
realization, 24

geometric, 25, 47
metric, 55

region, 39
release, 15
repository, 105
representable presheaf, 24
residual, 43, 138
resolution, 117
resource, 15

consumption, 16
potential, 16

restriction, 25
rewriting

path, 113
step, 113

rewriting system
Church-Rosser, 111
locally confluent, 111
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rewriting system
abstract, 111
categorical, 114
confluent, 111
convergent, 111
reduced, 112
string, 110
terminating, 111

rounds, 77

~S1 (directed unit circle), 52
SC (simplicial complexes), 85
scan, 74
semantics

asynchronous, 19
denotational, 18
geometric, 49

sequential consistency, 14
SGMet (symmetric generalized metric spaces),

53
signature, 110, 148
simplicial category, 115
simplicial complex, 79, 85

colored, 86
span, 149, 156
Squier’s theorem, 116, 123
srs (string rewriting system), 110
standard input, 77
standard presentation, 110
state, 18, 74
state-space explosion, 14
stream, 49
string rewriting system, 110
subdivision

barycentric, 87
chromatic, 88

Swiss flag, 16
synchronization primitive, 15
system of inessentials, 45

task, 76
solving, 77

termination, 111
Tietze equivalence, 110, 122
Tietze transformation, 110, 122
trace, 18, 31
trace space, 57
transition, 13

inessential, 44
transition system, 33
TS (transition systems), 34
ts (transition system), 33

unfolding, 32
update, 74

V (release), 15
view, 78
view protocol, 78

wait-free protocol, 75
well-bracketing, 75
word problem, 112

Yoneda, 23
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