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Abstract

This thesis addresses three main topics from the domain of image processing, i.e. color transfer, high-dynamic-range (HDR) imaging and guidance-based image filtering. The first part of this thesis is dedicated to color transfer between input and target images. Color transfer is often viewed as a distribution transfer problem in which the image color distributions are modelled using the multivariate Gaussian distribution (MGD). Existing color transformations rely on the accuracy of the MGD model and may fail to produce plausible results when the MGD does not fit well enough the distribution of the image colors. To overcome this limitation, in this thesis we adopt cluster-based techniques. We apply Gaussian mixture models to partition the input and target images into Gaussian clusters (each cluster follows an MGD). In addition, we propose four new mapping policies to efficiently map the target clusters to the input clusters. Our results and evaluation show a significant improvement over existing color transfer methods.

Color transfer is limited to transferring color between images. To address this limitation, we exploit the properties of the multivariate generalized Gaussian distributions (MGGD). The MGGD can fit a wide class of image features distributions, including the distributions of color, gradient, wavelet coefficients, etc. We propose a novel transformation of the MGGD, which we apply to simultaneously transfer both color and gradient. The proposed MGGD transformation proves to be beneficial to other image processing tasks, such as color correction.

Even though the MGGD and the MGD are both continuous distributions, they are often adopted to model the discrete distributions of color and light in images. Our experiments have shown that the bounded Beta distribution provides a much more precise model for the color and light distributions of images. To exploit this property of the Beta distribution, we propose a new color transfer method, where we model the color and light distributions by the Beta distribution. To this end, we introduce a novel transformation of the Beta distribution. The results, obtained by applying our Beta transformation, appear more natural and less saturated than results from recent state-of-the-art methods. Additionally, our results represent accurately the target color palette and truthfully portray the target contrast.

Different color transfer methods often result in different output images. The process of determining the most plausible output image may be subjective, as it depends on a person’s preference. To lessen the level of subjectivity in quality assessment for color transfer, in this thesis we propose a model for objective evaluation of the color transfer. Our model explains the relationship between users’ perception and a number of perceptual image features.

The second part of this thesis focuses on HDR imaging. First, we present a color transfer method between HDR images. To this end, we propose an extension of existing color transfer methods to the HDR domain. Second, we introduce a method for automatic
creation of HDR images from only two images - flash and non-flash images. We mimic the camera response function by a brightness function to obtain a number of differently exposed images using only the non-flash image. Then, we recover details from the flash image using our new chromatic adaptation transform (CAT), called bi-local CAT. That way, we efficiently recover the dynamic range of the real-world scene without compromising the quality of the HDR image (as our method is robust to misalignment).

In the context of the HDR image creation, the bi-local CAT recovers details from the flash image, removes flash shadows and reflections. In the last part of this thesis, we exploit the potential of the bi-local CAT for various image editing applications such as image de-noising, image de-blurring, texture transfer, etc. We propose a novel guidance-based filter in which we embed the bi-local CAT. The proposed filter performs as good as (and for certain applications even better than) state-of-the art methods.
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Introduction

Each day millions of images are being uploaded to social medias, such as Instagram, Google and Facebook. These platforms allow users to stylize their images by applying various filters to them or by adjusting the levels of brightness, contrast, colorfulness, etc. A major part of all uploaded images is taken with a mobile camera and is thus prone to noise and blur. Noise and blur removal tools become essential for enhancing the appearance of the user photos. The popularity of the social media platforms has directed the research interest towards innovative, more advanced image editing algorithms for improving the quality of images and mainly, for image stylization.

The works, presented in this thesis, contribute to the domain of example-guided image editing. The topics, which we address, are three-fold, i.e. image color transfer, high-dynamic-range (HDR) imaging and guidance-based image filtering. They are introduced in the following sections.

1 Color transfer

The primary focus of this thesis is the image color transfer. Color transfer refers to the process of modifying the colors of an input image so that they match the target color palette. Usually, color transfer is addressed as a problem of transforming statistical distributions. To this end, a color space representation of the input and target color pixels is computed. The distributions of the input and target pixels in the chosen color space are used to compute a transformation between the colors of the input and target images. Given this transformation, the input color distribution can be transformed into a distribution that is similar to the target color distribution. For simplicity sake, color transformations are computed by assuming that the input and target color distributions follow a certain distribution model. The quality of the color transfer strongly depends on how well the chosen distribution model fits the input and target color distributions. In this thesis, we study the potential of applying various distribution models in the context of color transfer. In this sense, this thesis answers the following research questions: Which distribution models and color mappings improve the quality of classical color transfer methods? How is the transfer of color between images generalized to a multidimensional transfer of image features? How is the quality of a color transfer objectively assessed?

To address the aforementioned questions, we benefit from the properties of several well-known distribution models, used in image processing. Hereafter, we present these models as well as their advantages and limitations when applied in the context of color transfer.
1.1 Distribution models

The multivariate Gaussian distribution (MGD) is one of the most important and well-studied continuous distributions. The MGD has an analytically tractable density function and therefore, it is beneficial to many applications, such as example-based color transfer [1], color correction for image mosaicking [2], etc. The MGD has been commonly used to model the distributions of color and light in images [3]. However, a single MGD does not always fit well enough the color and light distributions. This becomes evident in cases when the image is composed of more than one color or when the image contains two luminance clusters, i.e., highlights and shadows. The Gaussian model can be extended to Gaussian mixture models (GMMs). GMMs describe a given distribution as a mixture of several MGDs. In general, GMMs provide a decent model for many complex distributions. However, the accuracy of GGMs depends on the number of mixtures, which is given as an input (i.e., the number of mixtures is not determined by GMMs but it needs to be computed in advance). In addition, like the MGD, GMMs fail to describe well heavy-tailed distributions.

Heavy-tailed distributions, such as the distributions of image gradient and wavelet coefficients, are often modelled using the multivariate Laplace distribution (MLD). The MLD and the MGD belong to the same class of distributions, called the multivariate generalized Gaussian distributions (MGGD). The MGGD with varying shape parameter encompasses the majority of elliptical heavy-tailed and light-tailed distributions. To this end, it can fit the distributions of a wide class of image features, e.g., color, light, gradient, wavelet coefficients, etc. In contrast, the MGGD (and its special cases the MGD and the MLD) fits only symmetrical distributions and it does not account for the skewness of the modelled distributions.

The distributions of image features, such as color and light, are bounded in a finite interval. Despite that, continuous distributions (mostly the MGD) are widely used to describe these discrete distributions. There exists a number of bounded distributions, such as the Beta distribution, the Fisher distribution, etc. These bounded distributions are asymmetrical and describe well the skewness of a given discrete distribution. Recent research has shown the benefit of modelling an unknown discrete distribution using bounded distributions [4].

Some of the distribution models have been utilized in the context of color transfer between input and target images. Early research methods compute global color mappings between the input and target images upon the assumption that the color and light distributions of both images can be fitted by the MGD [3]. In general, the Gaussian assumption turns out to be too restrictive to ensure a good color transfer. To improve the results of global methods, image clustering has been adopted [5,6]. Local methods partition the distributions of the input and target images into clusters (usually using GMMs) and perform the color mappings locally between corresponding clusters. Before performing the color transfer, the input and target clusters are first mapped one to another using a mapping function, based on the light distributions of the clusters. So far, the mapping function between the clusters has been carried out regardless of the color distributions of the clusters.

As discussed earlier in this section, the MGGD presents a general model for describing a number of image features, including color and gradient. Therefore, the MGGD could
be efficient for performing a multi-feature transfer (for instance, color and gradient joint transfer) between two images. However, the potential of the MGGD in this context has not yet been exploited. Likewise, the bounded distributions have not yet played a role in computing color transformations, even though their enormous potential for modelling image feature distributions.

1.2 Quality assessment

A different color transformation needs to be derived for each given distribution model. Furthermore, different color transformations produce different results. To objectively assess the performance of color transformations, objective metrics (independently or as a combination) could be used [7]. However, a standalone objective evaluation is often insufficient. The process of assessing the quality of a color transfer and evaluating the plausibility of the final result is subjective and is influenced by a person’s preference. To compare results of color transformations one to another, user studies are commonly conducted. Conducting a user study every time a transformation is proposed is a tedious task. Yet, it is widely used due to a lack of a perceptual metric, measuring the quality of a color transfer. This thesis proposes a novel solution for easing the quality assessment of color transfer methods.

2 HDR imaging

In the first part of this thesis, we tackle a color transfer between low-dynamic-range (LDR) images, i.e. digital images whose values lie in the displayable range. The second part of the thesis addresses the problem of transferring color between high-dynamic-range (HDR) images. HDR images portray the high luminance of real-world scenes. The luminance range of a single HDR image may vary from extreme dark (e.g. starlight) to direct sunlight. The HDR images contain fine details of the original scene both in the highlights and in the shadows. To map the range of the HDR images to the displayable range, i.e. to visualize the HDR image on an LDR device, compression algorithms, called tone-mapping operators [8, 9], are applied. The tone-mapping operators aim to approximate the appearance of the HDR images by preserving as many scene details as possible. In spite of that, tone-mapping an HDR image may cause compression artifacts and loss of details and photo-realism. Therefore, the color transfer between HDR images needs to be applied directly in the HDR domain.

The HDR images are commonly created using standard digital cameras. Multi-exposure images, i.e. images, taken at various exposure times, are merged together to recover the dynamic range of the HDR images. The more multi-exposure images are merged, the more details are recovered, i.e. the closer the HDR image is to the ground truth. The multi-exposure images need to be perfectly aligned to allow an artifact-free recovery of the original scene. To avoid misalignment during the shooting process, photographers are required to use a tripod. Moreover, photographers should choose the correct exposure times in order to capture the finest details of the scene. Challenging cases include scenes containing a moving object and dark-environment scenes. Indeed, a movement in the scene causes the appearance of ghosting artifacts in the final HDR image. Such artifacts
need to be removed. Furthermore, when taking multi-exposures images in dark environment scenes with high-dynamics, one needs to decrease significantly the exposure time in order to capture the details, contained in the highlights. This way, the levels of noise in the shadows augment, which affects the integrity of the final HDR image.

To ease the process of creating HDR images and to tackle the limitations of multi-exposure methods, this thesis proposes an innovative method for recovering an HDR image from only two images. Our method recovers the entire dynamic range of a real-world scene (i.e. creates an HDR image) using flash and non-flash image pairs.

3 Guidance-based image filtering

Flash and non-flash image pairs are widely used as inputs to image filters. Lately, guidance-based filters have raised a lot of research interest thanks to their efficiency in applications such as image de-noising, image de-blurring, detail enhancement. Guidance-based filters process an input image (e.g. a non-flash image) by incorporating additional information into the filtering process through the use of a guidance image (e.g. a flash image). The guidance image is a sharp noise-free image, which does not represent the ambience of the original scene. Incorporating the guidance image into the estimation of the filter kernel proves to be robust for applications, such as noise removal and image de-blurring, but it may compromise the lighting atmosphere of the input image. For instance, when applied to image de-noising, guidance-based filters exhibit a trade-off between the successful noise removal and the ambience of the original scene. Furthermore, most guidance-based filters are dedicated to image de-noising and are not suited for applications, such as example-guided texture transfer. This thesis addresses the main limitations of guidance-based filters and focuses on designing a new filter with wide range of applications, including image de-noising, texture transfer, skin beautification, etc.

4 Summary of contributions

The works, presented in this thesis, make the following contributions to the field of image processing:

- a new local method for style-aware color transfer, introducing four novel mapping policies;
- a novel transformation of the MGGD for simultaneous transfer of color and gradient;
- a novel transformation of the Beta distribution for color transfer;
- a perceptual metric for assessing the quality of color transfer methods;
- an extension of the color transfer methods to the HDR domain;
- a new method for creating HDR images using only two LDR images, i.e. flash and non-flash images;
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- a new guidance-based filter, based on color appearance, applied to example-guided image de-noising, image de-blurring, detail enhancement, texture transfer, etc.

5 Organization of the thesis

The thesis is divided into four main parts as follows:

- **Part I - Background**: In this part, we introduce the main theoretical concepts used in the rest of the thesis. We present the most relevant (to our work) color spaces, the algorithm for color adaptation, called chromatic adaptation transform (CAT) as well as the most popular distribution models in image processing.

- **Part II - Distribution-based transfer for image editing**: In chapter 5, we introduce a new method, which performs a cluster-based color transfer between input and target images. Our method aims to respect the style of both images by using four novel mapping policies for mapping the input and target clusters. In chapter 6, we extend color transfer to a simultaneous transfer of color and gradient. To this end, we propose a novel transformation of the MGGD with applications to image processing, e.g. multidimensional transfer of image features, color correction, etc. Despite the robustness of the MGGD model for applications, such as color and gradient transfers, the MGGD fails to accurately fit asymmetrical distributions. In chapter 7, we adopt a more precise distribution model to fit the distributions of color and light in images, i.e. the bounded Beta distribution. We propose a transformation of the Beta distribution which carries out a color transfer between images and outperforms classical Gaussian-based color transformations. To evaluate the quality of the proposed color transfer methods, we finally introduce the first perceptual metric linking the user’s subjective evaluation with a set of color appearance attributes (chapter 8).

- **Part III - Example-guided high-dynamic-range image editing**: In chapter 9, we extend the state-of-the-art LDR color transfer methods to the HDR domain by introducing series of adaptation techniques. We demonstrate that the extension algorithm performs better than directly applying a color transfer between HDR images. In chapter 10, we introduce a new method for creating HDR images from flash and non-flash image pairs. Our method consists of a brightness function mimicking the camera response function and a novel CAT, called bi-local CAT, recovering details from the flash image.

- **Part IV - Perceptual guided filtering for image enhancement and editing**: We exploit the potential of our bi-local CAT for various image editing applications such as image de-noising, image de-blurring, texture transfer, etc. We introduce our new guidance-based filter, in which we embed the bi-local CAT, in chapter 11.
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Part I

Background
Introduction

This part focuses on concepts from the theory of colorimetry, introduces fundamental color spaces and discusses distribution models, used in image processing to fit various image features. The concepts, introduced in this part, are then utilized in the following parts of the thesis.
In this chapter, we introduce fundamental notions from the theory of colorimetry [10] as well as several fundamental color spaces.

1 Colorimetry

Color is an attribute of the visual perception and it is entirely defined in term of human perception [11]. Color sensations are associated with the light wavelengths reflected or emitted by objects. The cone cells in the human eye are stimulated by the different wavelengths in the spectrum of light. To this end, color sensations distinguish between the different light instances. Color is numerically described as a mixture of three components, called tristimuli, e.g. RGB, XYZ, Lab, etc.

1.1 Brightness

Brightness refers to the visual sensation of a light source, under which an area appears to emit more or less light [10]. The brightness is an absolute color appearance attribute.

1.2 Lightness

Lightness refers to the relative brightness, normalized by the brightness of the white object in the scene. This means that when the brightness of the scene illuminant changes, the lightness of the white object in the scene remains relatively constant [12].

1.3 Hue

Hue is an essential color appearance property which defines the resemblance of a color to a pure color (i.e. red, orange, yellow, green, blue, violet). The different tints and shades of a given color have the same hue. The color hue is an element of the color wheel [13] and indicates the position of the corresponding pure color (in angles), as shown in figure 2.1.

1.4 Color saturation

Color saturation describes the intensity of a color in an image. In comparison with the hue, which defines the color itself, the saturation defines the level of purity or vividness of the color. A color is considered pure when it is fully saturated. The saturation varies from pure color (i.e. 100%) to gray (i.e. 0%) for a constant brightness level. The change in color, caused by varying the saturation, is illustrated in figure 2.1.
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Figure 2.1 – The left-hand side of the figure shows the color wheel. The outermost circle of the wheel contains the pure colors (i.e. with the 100% saturation). Three colors, varying with the change of the saturation, are shown on the right-hand side.

2 Color spaces

According to the trichromatic theory of color vision [14], there are three receptors in the human retina, sensitive to short wavelengths (blue color), medium wavelengths (green color) and long wavelengths (red color). The trichromatic theory states that each color in the visible spectrum can be defined using a combination of these three types of wavelengths. Therefore, each perceived color can be quantified by triplets of numerical values, corresponding to the contribution of the different types of wavelengths. This abstract mathematical model is known as color space representation. There exists a number of color spaces. Hereafter, we discuss the fundamental color spaces, relevant to this thesis.

2.1 RGB

RGB color space represents each color as a combination of three colors, called tristimulus, i.e. red (R), green (G) and blue (B). RGB is most commonly used in digital imaging, video cameras, computer monitors. The three color channels R, G and B are strongly correlated, i.e. any modification of a channel may lead to an undesired change of the rest of the channels. To represent any visible color (associated with any wavelength), the red component of the RGB color space model sometimes becomes negative. To address this problem, a new color space, called CIE XYZ, is defined. CIE XYZ can produce every perceived color with positive tristimulus values.

2.2 CIE XYZ

CIE XYZ is a color space which describes the color perception by three parameters corresponding to short, medium and large level of stimuli of the cone cells in the human eye. The Y channel corresponds to the relative luminance, whereas X and Y depict the response of the human eye to light wavelengths of varying frequencies. CIE XYZ is a device-independent color space as it describes the whole range of color sensations which a person can experience. CIE XYZ is often referred to as absolute, as each primary color
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in CIE XYZ is constant. The three primary colors in CIE XYZ are not real colors, they cannot be generated with any light spectrum.

CIE XYZ is obtained as a linear extrapolation of RGB to avoid negative values. The linear transformation from RGB to CIE XYZ takes into account the white point of the display. The most common conversion matrix (and the one, used in this thesis) is given in the following equation (for CIE D65 white point $[15, 16]$):

\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix} =
\begin{bmatrix}
0.4124 & 0.3575 & 0.1804 \\
0.2126 & 0.7151 & 0.0721 \\
0.0193 & 0.1191 & 0.9503
\end{bmatrix}
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\] (2.1)

The inverse transformation (CIE XYZ to RGB) is derived as follows:

\[
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix} =
\begin{bmatrix}
3.2404542 & -1.5371 & -0.4985 \\
-0.9692 & 1.8760 & 0.0415 \\
0.0556 & -0.2040 & 1.0572
\end{bmatrix}
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix}
\] (2.2)

2.3 LMS

LMS color space depicts the response of the three types of cones in the human eye, sensitive to long (L), medium (M) and short (S) wavelengths. LMS is commonly used for performing a chromatic adaptation, i.e. adapting the appearance of colors under different illuminants. The chromatic adaptation is presented in following section. There exist several conversion matrices, transforming CIE XYZ into LMS, e.g. Bradford, CIECAM97 $[10, 17]$, etc. In this dissertation, we use the CIECAM02 conversion matrix $[10]$ as follows:

\[
\begin{bmatrix}
L \\
M \\
S
\end{bmatrix} = \mathbf{M}_{CAM02}
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix}, \text{ where } \mathbf{M}_{CAM02} =
\begin{bmatrix}
0.7328 & 0.4296 & -0.1624 \\
-0.7036 & 1.6975 & 0.0061 \\
0.0030 & 0.0136 & 0.9834
\end{bmatrix}
\] (2.3)

When the CIECAM02 conversion matrix is used, the LMS color model is often referred to as spectrally sharpened RGB.

2.4 HSV

HSV is the cylindrical-coordinate representation of points in the RGB color space. Its channels are called hue, saturation and value (brightness). HSV represents a simple transformation of the RGB color model. HSV is more sensitive to changes in the brightness than to changes in the chroma. HSV is useful for extracting a single color from an image. However, this color space is not perceptual and it does not account for the complexity of the human perception.

2.5 CIE Lab

CIE Lab is a perceptual color space, designed to approximate the human color vision. The Euclidean distances between the colors in CIE Lab correspond to the perceptual color distances. The CIE Lab color model is device-independent, i.e. the colors remain constant
and independent of the device they are displayed on. CIE Lab color space has three dimensions, i.e. lightness and two color-opponents channels, based on the CIE XYZ color model. The first of the two color-opponent axes, i.e. the a axis, extends from green to red, while the second one, i.e. the b axis, extends from blue to yellow. The channels of the color space are independent, which makes CIE Lab suitable for a wide range of image color manipulations. CIE Lab is derived from CIE XYZ as follows:

\[
L = 116f(X/X_w) - 16 \quad (2.4)
\]
\[
a = 500(f(X/X_w) - f(Y/Y_w)) \quad (2.5)
\]
\[
b = 200(f(Y/Y_w) - f(Z/Z_w)), \text{ where} \quad (2.6)
\]

\[
f(x) = \begin{cases} 
  \sqrt[3]{x} & \text{if } x > \epsilon \\
  \kappa x + 16 \quad 116 & \text{otherwise} 
\end{cases} \quad (2.7)
\]

with \( \epsilon = 0.008856 \) and \( \kappa = 903.3 \). The triplet \((X_w, Y_w, Z_w)\) corresponds to the CIE XYZ coordinates of the reference white point. The colors, produced by CIE Lab, are relative to the reference white point.

### 2.6 Lch

Lch color space is the polar coordinate representation of CIE Lab. The L channel, representing the lightness, is the same as the L channel of Lab. The circular axis \( h \) is the hue, whereas the \( c \) axis is the chroma, or the saturation. Lch is beneficial for a successful separation of the image colors one from another. We exploit this property of the Lch color model in chapter 5, part II. The channels of Lch are derived from CIE Lab as follows:

\[
L = L \quad (2.8)
\]
\[
c = \sqrt{a^2 + b^2} \quad (2.9)
\]
\[
H = \begin{cases} 
  \arctan(b/a) & \text{if } \arctan(b/a) \geq 0 \\
  \arctan(b/a) + 360^\circ & \text{otherwise} 
\end{cases} \quad (2.10)
\]

where \( \arctan(x) \) denotes the arctangent function, calculated at \( x \).
Chromatic adaptation transform and white point

This chapter introduces the notion of white point and the method for adapting the colors of an image to a given white point, known as chromatic adaptation transform (CAT).

1 White point

CAT adapts the colors of an input image to a given target illuminant. The target illuminant represents the white point of the target scene. The white point is a set of tristimulus values which defines the color of the light source in the scene. There exist a number of well-studied white points. For example, CIE D65 is the white point corresponding to the average daylight, whereas CIE D50 is the white point at sunrise or sunset [15, 16].

The white point of an image can also be computed using the color pixels of an image. Often, the white point is computed by assuming Gray World, i.e. the average of all the colors in an image is assumed to be neutral gray. Using this assumption, the color cast, caused by the illuminant in the scene, can be computed by comparing the average image color with neutral gray. Instead of averaging all the color pixels in an image, a more advanced solution is proposed in [18]. The method in [18] computes the white point as an average of all image pixels, similar to neutral gray. Removing the color cast, caused by the scene illuminant, is known as white balance [19]. White balance is one of the properties of the human eye. The human eye preserves the color constancy, i.e. the colors in a scene appear constant under different lighting conditions.

2 Chromatic adaptation transform

The color cast, introduced by an illuminant in a digital image, can be removed by performing the CAT. The CAT has been introduced as the first step of the color appearance model CIECAM02 [10]. Since then, the CAT has often been applied independently from CIECAM02 [7,20]. In general, the CAT is employed to adapt the colors of an input image to a target illuminant. To this end, both the input image and the target illuminant are first converted to the LMS color space. The CAT consists of the following transformation,
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Figure 3.1 – The surrounding color plays a major role when perceiving a given color. The colors of the two crosses, though exactly the same, are perceived as different due to the different surrounding colors.

called von Kries normalization, carried out in LMS:

\[
L_e = \left( L_{W_i} \frac{D}{L_{W_i}} + (1 - D) \right) L
\]

(3.1)

\[
M_e = \left( M_{W_i} \frac{D}{M_{W_i}} + (1 - D) \right) M
\]

(3.2)

\[
S_e = \left( S_{W_i} \frac{D}{S_{W_i}} + (1 - D) \right) S, \text{ where}
\]

(3.3)

\[
D = K \times S \times \left[ 1 - \left( \frac{1}{3.6} \right) e^{\left( \frac{(L_A - 42)}{92} \right)} \right]
\]

(3.4)

The triplet \((L, M, S)\) denote each pixel of the input image in the LMS color space, whereas the triplets \((L_{W_i}, M_{W_i}, S_{W_i})\) and \((L_{W_t}, M_{W_t}, S_{W_t})\) are respectively the input and target white points. The input white point is always computed from the input image (for instance, by assuming Gray World), whereas the target illuminant is either given (i.e. it is a well-known illuminant) or is computed from a target image. The triplet \((L_c, M_c, S_c)\) denotes the adapted color values in the LMS color space.

The factor \(D\) in equation 3.4 controls the level of adaptation to the target illuminant. The factor \(D\) ranges from 0 (no adaptation) to 1 (full adaptation). The scalar \(L_A\) is the
adapting luminance, taken as 20% of the white object in the scene. The surrounding factor, denoted by $S$, equals to 1 for average surround, 0.9 for dim surround and 0.8 for dark environments. The effect of the surround on the color appearance is illustrated in figure 3.1. Furthermore, a coefficient $K = 0.3$ is used by Kuang et al. [21] to avoid full adaptation and de-saturation of the colors. In general, the coefficient $K$ can vary from 0 to 1.
The image features, such as the image color channels, the image gradient, etc. are modeled by well-known distribution models. Hereafter, we present some of the most common distribution models used in image processing.

## 1 Multivariate generalized Gaussian distribution

The MGGD belongs to the family of elliptical distributions. Often referred to as multivariate power exponential distribution, the probability density function $f(x)$ of the MGGD is defined as follows [22]:

$$f(x) = \frac{\Gamma\left(\frac{p}{2}\right)}{\pi^{\frac{p}{2}}} h_{\Sigma,\beta}(x - \mu), \text{ where}$$

$$h_{\Sigma,\beta}(y) = \frac{\beta}{2^{\frac{p}{2}} |\Sigma|^{\frac{1}{2}} \Gamma\left(\frac{p}{2\beta}\right)} \exp\left(-\frac{1}{2} \left(y^T \Sigma^{-1} y\right)^{\beta}\right)$$

for $x, y \in \mathbb{R}^p$, $p \in \mathbb{N}$. The matrix $\Sigma_{p \times p}$ is a positive definite scatter matrix, whereas $\mu$ and $\beta$ are respectively the mean and the shape parameters of the distribution. Moreover, $|\Sigma|$ denotes the determinant of matrix $\Sigma$ and $\Gamma(\cdot)$ is the gamma function [23]. The shape parameter $\beta$ is connected to the sparseness of the distribution. The smaller the shape parameter, the sparser the distribution, i.e. the heavier its tails. Pascal et al. [24] have introduced the following parametrization of the scatter matrix: $\Sigma = mM$, where $m$ denotes the scale parameter of the MGGD and the matrix $M_{p \times p}$ is a positive definite scatter matrix, for which $\text{Tr}(M) = p$, $\text{Tr}(M)$ denoting the trace of the matrix $M$.

The MGGD has been used for modelling various features extracted from images, such as gradient fields [25] and wavelet coefficients [26]. The potential of the MGGD has been exploited for image processing tasks like image denoising [27, 28], texture classification [29], etc.

So far, several distance measures between two MGGDs have been tackled. The Kullback-Leibler divergence has commonly been used as a distance between MGGDs. To this end, Do et al. [30] propose a closed form of the Kullback-Leibler divergence for MGGDs, whereas Nafrnita et al. [31] generalize it for complex MGGDs. Furthermore, a more natural and more accurate similarity distance between MGGD probabilistic manifolds, namely the Rao-Kramer geodesic measure, has been introduced by Verdooolaege et al. [32]. A closed-form expression of the Rao-Kramer measure has been derived for a fixed shape parameter of the MGGD [32, 33]. The geodesic distance is used for texture classification and discrimination [32] whereas the Kullback-Leibler divergence is applied in the context of wavelet-based texture retrieval [30].

The following two sections are dedicated to two special cases of the MGGD, i.e. the multivariate Gaussian distribution and the multivariate Laplace distribution.
2 Multivariate Gaussian distribution

The multivariate Gaussian distribution (MGD) is a special case of the MGGD with a shape parameter equal to 1. The probability density function $f(x)$ of a random vector $x \in \mathbb{R}^p$, $p \in \mathbb{N}$, distributed according to an MGD with a mean $\mu$ and a covariance matrix $\Sigma$, is defined as follows:

$$f(x) = \frac{1}{(2\pi)^{\frac{p}{2}} |\Sigma|^{\frac{1}{2}}} \exp \left( -\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right). \quad (4.3)$$

The covariance matrix $\Sigma$ defines the inter-component dependencies, whereas $|\Sigma|$ denotes the determinant of the matrix $\Sigma$. The special case of a diagonal covariance matrix indicates an inter-component independence.

Furthermore, given a set of identically distributed random vectors $(x_1, \ldots, x_N), x_i \in \mathbb{R}^p$, following the law of an MGD with unknown parameters $\Sigma$ and $\mu$, the maximum likelihood estimators (MLE) of the parameters $\Sigma$ and $\mu$ are computed as follows:

$$\hat{\mu} = \frac{1}{N} \sum_{i=1}^{N} x_i, \quad (4.4)$$
$$\hat{\Sigma} = \frac{1}{N} \sum_{i=1}^{N} (x_i - \hat{\mu})^T (x_i - \hat{\mu}). \quad (4.5)$$

The MLE of $\Sigma$ is a biased estimator. Therefore, the coefficient $1/N$ (equation (4.5)) is often replaced by $1/(N - 1)$ to obtain an unbiased estimator of $\Sigma$.

The MGD is one of the most popular distributions in image processing. Thanks to its relative simplicity and analytical properties, the MGD is often chosen to model image color distributions [34]. The MGD is characterized by lighter tails (lighter than an MGGD with a shape parameter less than 1) and thus, it does not describe well enough heavy-tailed distributions, such as image gradient distributions.

A single MGD may not fit any image distribution. When a distribution cannot be fitted well enough by a single MGD, it is often fitted by a mixture of MGDs [7]. Gaussian mixture models (GMM) are used to describe such complex distributions. GMM represent the unknown distribution as a mixture of several Gaussian distributions. To compute the parameters of each mixture, the expectation-maximization (EM) algorithm is used. GMM are often adopted to perform a soft segmentation of the image color channels [5, 7].

3 Multivariate Laplace distribution

The multivariate Laplace distribution (MLD), also known as double exponential distribution, is a continuous distribution which has heavier tails than those of the MGD. It is a special case of the MGGD with a shape parameter equal to 0.5. The probability density function $f(x)$ of a random vector $x \in \mathbb{R}^p$, $p \in \mathbb{N}$, distributed according to an MLD with mean $\mu$ and covariance matrix $\Sigma$, is defined as follows:

$$f(x) = \frac{1}{(2\pi)^{\frac{p}{2}} |\Sigma|^{\frac{1}{2}}} \exp \left( -\frac{\lambda}{2} q(x) \right), \quad (4.6)$$

where $q(x) = \left( \frac{2}{\lambda} g(x) \right)^{\frac{1}{2}}$.
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Figure 4.1 – The lightness histogram of the left-hand image is right-skewed (as shown in the right-hand plot). Being both continuous symmetrical distributions, the MGD and the MLD fail to describe the skewness of the lightness histogram. In contrast, the bounded Beta distribution provides the best model for the image lightness distribution by accounting for its right skewness.

\[
q(x) = (x - \mu)^T \Sigma^{-1} (x - \mu).
\] (4.7)

The parameter \( \lambda \) denotes the scale parameter of the MLD, whereas \( K_l(x) \) denotes the modified Bessel function \([35]\) of second kind and order \( l \), evaluated at \( x \). The MLD is usually adopted to fit sparse distributions. The MLD is used to model image gradient distributions \([36]\) and has proved beneficial for speech recognition \([37]\).

4. Beta distribution

Both the MGD and the MLD, and in general the MGGDs, are continuous symmetrical distributions. To this end, they are not suitable for modelling skewed distributions. Figure 4.1 shows that, often, the image color channels are not symmetrical but rather skewed. To account for the skewness of the image feature distributions, the Beta distribution can be employed.

The density function \( f(\cdot) \) of a Beta distributed random variable \( x \) with shape parameters \( \alpha, \beta > 0 \) (denoted \( x \sim \text{Beta}(\alpha, \beta) \)) is given as follows:

\[
f(x) = \frac{1}{B(\alpha, \beta)} x^{\alpha-1} (1 - x)^{\beta-1},
\] (4.8)

where \( x \in [0, 1] \), and \( B(\alpha, \beta) \) denotes the Beta function.

Let \( \mu \) and \( \sigma^2 \) be respectively the sample mean and variance of a Beta distribution. Then, approximations of the shape parameters \( \alpha \) and \( \beta \) are given as functions of \( \mu \) and \( \sigma^2 \):

\[
\alpha = \mu^2 \left( \frac{1 - \mu}{\sigma^2} - \frac{1}{\mu} \right),
\] (4.9)

\[
\beta = \alpha \left( \frac{1}{\mu} - 1 \right).
\] (4.10)

More precise estimation (from samples) of the shape parameters \( \alpha \) and \( \beta \) can be obtained by applying the expectation-maximization (EM) algorithm.
The Beta distribution can admit different shapes and thus, describe a variety of unknown distributions. In particular, the Beta distribution describes very well the skewed distributions, as shown in figure 4.1. Furthermore, in comparison with the MGD and the MLD, the Beta distribution is a bounded distribution and therefore, describes well discrete distributions such as the distributions of color and light in images. Furthermore, Beta mixture models (BMM) have proved more efficient than GMM in areas like recognition of handwritten digits [4] and skin segmentation [38].
Part II

Distribution-based transfer for example-guided image editing
Introduction

In this part, our three new color transfer methods are detailed. Color transfer aims to modify the look of an input image according to the illumination and the color palette of a target image. Color transfer is often viewed as a distribution transfer problem, in which the multivariate Gaussian distribution (MGD) plays a significant role. Early research in the field of color transfer assumes that the color and light distributions of images follow a Gaussian distribution. This assumption has been beneficial for computing a number of global Gaussian-based transformations \[3, 7, 34\]. When the Gaussian assumption does not hold, such global transformations fail to properly transfer the target colors and may produce results inconsistent with the target image specifics.

According to Reinhard et al. \[3\] and more recently, to Bonneel et al. \[6\], the limitations of global transformations could be overcome with cluster-based techniques. In chapter 5, we propose a local method which uses Gaussian mixture models (GGM) to fit the image distributions by partitioning the images into several clusters. Our key idea consists in determining which feature, \textit{i.e.} color or light, is more representative for a given image. Then, we use this feature to cluster the image. We design four novel policies for mapping the input and target image clusters. These policies contribute to producing photo-realistic images, the style of which is similar to the style of the target image (as a remark, in our context, the style of images is defined in terms of color and light). Our style-aware color transfer method is presented in chapter 5.

Apart from color and light, gradient is another image feature that impacts the perception of images. The distribution of an image gradient is a heavy-tailed distribution and therefore, it cannot be fitted by the MGD. To be able to describe the distributions of both color and gradient by a single model, we adopt the multivariate generalized Gaussian distribution (MGGD). Including the MGD and the MLD as special cases, the MGGD with an unconstrained (by a fixed value) shape parameter is likely to accurately fit a wide class of image feature distributions, including those of color, gradient, wavelet coefficients, etc. Chapter 6 introduces our transformation between two MGGDs. Our MGGD transformation is applied in the context of color and gradient transfers and it also carries out a multidimensional simultaneous transfer of color and gradient.

The MGGD and in particular its special cases, \textit{e.g.} the MGD and the MLD, belong to the class of unbounded distributions. Despite that, they have been commonly used to describe bounded distributions, such as the distributions of color and light. We address this issue in chapter 7. We adopt the Beta distribution to model the color and light distributions of images and propose a Beta-based transformation, which is applied in the context of color transfer. The results in chapter 7 illustrate the advantage of modeling color and light by bounded distributions to using unbounded (Gaussian) distributions to fit color and light.

Different color transfer methods often result in different output images. The process
of determining the most plausible output image may be subjective, as it depends on a person’s preference. To lessen the level of subjectivity in quality assessment for color transfer, we propose a model for objective evaluation of the color transfer quality. Our model explains the relationship between users’ perception and a number of image features. The model is introduced in chapter 8.
1 Introduction

In this chapter, we propose an original way of carrying out a color transfer between input and target images by respecting the style of the target image. We call this process a style transfer. We define style of images as a combination of two key image features: light and colors. The style transfer strongly depends on these two image features. Global methods transfer the key characteristics (e.g. mean, standard deviation) of the target color and light distributions. However, a global distribution transfer may be insufficient to grasp local variations of light and color (for an illustration, see figure 5.1). This is due to the fact that the efficiency of most global color transformations relies on the validity of an assumption. Global color transfer methods assume that the color and light distributions of the input and target images can be fitted well by a single MGD. However, in general, the global Gaussian assumption turns out to be too restrictive to ensure a good color transfer. In many cases, results from a global color transfer are inconsistent with the style of the target image and at odds with the concept of a balance between the different features in an image. Such an imbalance may, for instance, cause over-/under-saturation or images of low visual quality, as illustrated in figure 5.1.

We can overcome the aforementioned limitations with cluster-based techniques. In this case, color transfer is performed between clusters in images rather than between entire images. In this chapter, we propose a local style-based method which uses GMM to describe the color and light image distributions. Our method partitions the images into several clusters according to the key feature of each image. We design a classification method, which automatically determines the most important feature in an image. Once the image clustering is performed, our method locally applies an optimal color transformation between corresponding clusters from the input and target images. Our results look more natural and aesthetically pleasing than results from state-of-the-art methods. Moreover, a user study has shown that our results match closely the user’s expectation of a style transfer.

The main contributions, presented in this chapter, are threefold:

- a novel automatic system that classifies an image as a light-based image or a color-based image and determines the input/target clusters;

- a cluster-based method consisting of several novel mapping policies between the input/target clusters;

- a subjective user evaluation of the results as well as an objective evaluation consisting of two objective metrics.
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Figure 5.1 – Two results, obtained with two global color transfer methods. The global transformations assume that the light and color distributions of the input and target images follow the Gaussian law. This assumption does not hold for the input and target images, shown in this figure. The input image consists of two luminance clusters (corresponding to the two peaks in its luminance histogram), whereas the target image is composed of three color clusters (as shown in its luminance-hue plot). Therefore, the distributions of the input luminance and the target colors cannot be fitted by a single MGD. Due to this fact, the global color transformations fail to produce plausible results. Result (a) does not match the target colors, whereas result (b) is significantly over-saturated, which compromises its photo-realism. Moreover, result (b) does not respect the target style specifics in terms of light and color (for instance the foreground color in result (b) does not match precisely the target foreground color).

The chapter is organized as follows. Section 2 presents the related research work. Section 3 provides details on our classification system as well as on the color grading method, used in this paper. Moreover, section 3 also introduces our four novel mapping policies. Results, user evaluation and objective evaluation are presented in section 4. Section 5 shows limitations and provides ideas for future research work. Finally, the last section concludes the chapter.

Publication. The work, presented in this chapter, has been published in the following paper:


2 Related work

This section is divided into two parts. First, we present state-of-the-art color transfer methods. Second, as the goal of this chapter is to introduce our method for style transfer, we present recent research works in connection with the artistic style transfer between images (mainly based on convolutional neural networks).

2.1 Color transfer

Research works in the field of color transfer are classified by Faridul [1] into two main categories: geometry-based and statistical-based methods. Geometry-based approaches aim at finding content-based correspondences in pairs of images and ensure that these correspondences have the same colors.

We prefer statistical-based methods to geometry-based ones because the latter heavily depend on the image contents and therefore, it is not an easy task to apply them to image
pairs with various contents. The method, presented in this chapter, focuses on statistical-based techniques in order to carry out a color transfer between images of various contents and styles. Generally, we could divide the statistical-based methods into two classes: non-parametric and parametric (distribution-based) methods. The non-parametric methods carry out the transfer of color and light regardless of the type of input and target distribution. In contrast, the parametric methods apply color transformations under the assumption that the color distributions of the input and target images follow a particular distribution.

2.1.1 Non-parametric methods

The naive histogram matching is the first example of a non-parametric method. It attempts to borrow the thorough look of an image by matching two cumulative density functions. However, a full histogram transfer tends to be too harsh and may result in artifacts. Therefore, recent works resolve this problem by matching histograms at different scales and by performing gradient optimizations. Additionally, Pitié et al. match two 3D distributions through rotations and 1D histogram projections. Their method manages to entirely transform the input distribution to the target distribution.

Recently, three papers have introduced new non-parametric approaches for colorizing an image. Hwang et al. employ a non-linear interpolation using probabilistic moving least squares. The authors apply a color transfer to images of the same scene, taken under different lighting conditions. In contrast, Frigo et al. apply their method to images with various contents. Frigo’s non-parametric approach is based on an optimal transportation problem that minimizes the overall displacement cost of the color mapping. Moreover, Frigo et al.’s method makes no assumptions about the color distributions of the input and target images (unlike, for instance, Pitié et al.’s method, which assumes that the color distributions follow the Gaussian law). Furthermore, due to smooth interpolation, Frigo’s method could create colors which do not appear in the target image. In contrast, Nguyen et al. argue that a good color transfer is a color transfer which does not result in out-of-gamut colors. Their illuminant-aware color transfer produces images with colors inside the target gamut.

2.1.2 Parametric methods

The first parametric color transformation has been introduced by Reinhard et al. This method fits the distribution of color by an MGD with a diagonal covariance matrix. The transformation is then carried out independently on each component of the \(L_\alpha\beta\) color space. Reinhard et al.’s method has been specially designed for natural images, as in the majority of cases, their color and light distributions are similar to the MGD.

Reinhard et al.’s method is suitable for image distributions with independent color components. To account for inter-component dependencies, color and light distributions are assumed to follow an MGD with non-diagonal covariance matrix. This assumption has been adopted in a number of color transformation, including the Cholesky decomposition, and the square root decomposition, also known as principal component analysis (PCA). Both transformations have been applied in the context of color transfer. In particular, a PCA-based transfer has been applied to gray-scale image colorizing and fuzzy color transfer.
In applications, for which the geometry of the transformed distribution is of a great significance, as it is the case of color transfer, both the Cholesky decomposition and the square root decomposition encounter problems [34]. To preserve the geometry of the resulting distribution as intended, Pitié et al. [34] propose a transformation based on a minimization of the displacement cost for transforming an MGD into another one. The minimization problem is well-known as the Monge-Kantorovich transportation problem [47] with a solution, given by the linear closed-form Monge-Kantorovich transformation [34,48]. The significance of the Monge-Kantorovich mapping for color transfer is presented in [34].

Recently, the Monge-Kantorovich optimal transformation has received much attention in connection with the local color transfer method by Bonneel et al. [6]. The method applies the Monge-Kantorovich transformation locally between corresponding input and target clusters. To obtain the image clusters and map the input clusters to the target clusters, Bonneel et al. use a luminance-based approach. In contrast, Tai et al. [5] apply a 3D EM algorithm to cluster the input and target images. Then, they build a mapping function based on the mean luminance of the input and target images.

### 2.1.3 Limitations

Hereafter, we discuss some key limitations of both global and local color transfer methods. Global color transfer methods rely on the assumption that the MGD can fit the entire color and light distributions the input and target images. This assumption turns out to restrict the color transfer, as it will be illustrated in section 4.

In contrast, local color transfer methods target only images with similar low-level characteristics. For instance, Bonneel et al.’s method [6] would always segment the input and target images into three luminance clusters regardless of whether the images contain enough luminance information for such a segmentation or not. Furthermore, the local color transfer methods do not elaborate enough on choice of the mapping functions linking the input and target clusters. For example, there is no justification if the chosen luminance-based mapping policies are optimal and what their advantages and limitations are. Finally, a good method should jointly consider light and color features (as opposed to only light for the clustering).

Unlike the existing local methods in the field of color transfer, we take into account both characteristics in the clustering process and introduce novel style-based mapping policies which, to the best of our knowledge, have not been considered so far.

### 2.2 Style transfer

Recently, a breakthrough in the context of transferring the artistic style of a target image to an input image has been made. Several style transfer methods based on deep convolutional neural networks, have been proposed. Convolutional neural networks [49] efficiently detect image features at small and large scales. Neutral networks are trained to extract the most important image features content-wise and to produce feature maps at different convolution layers. The feature maps in the convolutional layers represent the content of a given image at various scales. As we go deeper in the network, the convolutional layers represent higher-level content. By using non-linear combinations of the detected features,
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Figure 5.2 – Artistic style transfer (carried out with three different methods) using a painting as a target image. The methods transfer the target style using convolutional neural networks (first two results, left to right) and specially adaptive image partitioning (the rightmost result).

The convolutional neural networks can recognize objects in images and videos and thus, classify them [50, 51]. Hereafter, we discuss methods which adopt convolutional neural networks to represent the content and the style of a given image and to carry out an artistic style transfer between two images.

2.2.1 Non-photo-realistic style transfer

Gatys et al. [52] adopt the convolutional neural networks to represent the content of an input image and the style of a target image and perform a style transfer between the two images. They extract a representation of the style by computing the correlation of the values within a given feature map. Gatys et al.’s style transfer is presented as an optimization problem aiming to minimize a loss function. The loss function of the method is a combination of a style loss, i.e. the distance between the style representations of the result and the target image, and a content loss, i.e. the distance between the content representations of the result and the input image. The stylized result is generated through a gradient descent via backpropagation [53]. Gatys et al.’s method is used to transfer an artistic target style (usually a painting) to an input image (usually a photograph) as shown in figure 5.2.

One of the main drawbacks of Gatys et al’s method is the time it takes to generate a stylized image (the stylization process may take up to several hours). To this end, Johnson et al. [54] optimize the original algorithm by Gatys et al. so that it runs in real-time. Johnson et al. add a step, called image transformation network, to transform the input image through series of convolutional down- and up-sampling. The transformed input image is then given to the loss function optimization in [52]. Johnson et al.’s framework reduces significantly the computational time and produces qualitatively similar results to those from Gatys et al.’s method (figure 5.2).

Apart from the neural networks, Frigo et al. [55] propose a style transfer method based on a local texture transfer using a spatially adaptive partition of the input image. The authors introduce a “Split and Match” image decomposition which is guided by the similarity between the input and target patches. Figure 5.2 compares Frigo et al.’s method to the style transfer methods using convolutional neural networks.

The three formally discussed methods perform a non-photo-realistic style transfer. They produce impressive results for target images which are paintings and sketches. However, they are not suitable for a photo-realistic style transfer, as they introduce many image
CHAPTER 5. STYLE-AWARE ROBUST COLOR TRANSFER

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(CS \in {rgb, lab, lch})</td>
<td>RGB, Lab or Lch</td>
</tr>
<tr>
<td>(I_{CS} : \Omega_I \subset \mathbb{R}^2 \mapsto \mathbb{R}^3)</td>
<td>input image</td>
</tr>
<tr>
<td>(J_{CS} : \Omega_J \subset \mathbb{R}^2 \mapsto \mathbb{R}^3)</td>
<td>target image</td>
</tr>
<tr>
<td>(O_{CS} : \Omega_I \subset \mathbb{R}^2 \mapsto \mathbb{R}^3)</td>
<td>output image</td>
</tr>
<tr>
<td>(R \in {I, J})</td>
<td>image (I) or image (J)</td>
</tr>
<tr>
<td>(\Omega_R)</td>
<td>the set of spatial coordinates of the image (R)</td>
</tr>
<tr>
<td>(m_R)</td>
<td>number of clusters of (R_{CS})</td>
</tr>
<tr>
<td>(N)</td>
<td>(\min(m_I, m_J))</td>
</tr>
<tr>
<td>(R_{CS}^{(k)})</td>
<td>(k^{th}) cluster of (R_{CS})</td>
</tr>
<tr>
<td>(\zeta_{CS} = {R_{CS}^{(1)}, \ldots, R_{CS}^{(m_R)}})</td>
<td>set of clusters of (R_{CS})</td>
</tr>
<tr>
<td>(\zeta_{CS}(v))</td>
<td>(v^{th}) component of (CS) in (\zeta_{CS})</td>
</tr>
<tr>
<td>(f_{CS}^{(k)})</td>
<td>pdf of (I_{CS}^{(k)})</td>
</tr>
<tr>
<td>(g_{CS}^{(k)})</td>
<td>pdf of (J_{CS}^{(k)})</td>
</tr>
<tr>
<td>(p_{ik})</td>
<td>probability of the (i^{th}) pixel to belong to (R_{CS}^{(k)})</td>
</tr>
<tr>
<td>(O_{CS}^{(k)})</td>
<td>(k^{th}) cluster of (O_{CS})</td>
</tr>
</tbody>
</table>

Table 5.1 – Correlations between the style and aesthetics scores.

distortions \cite{56}.

2.2.2 Photo-realistic style transfer

To adapt the convolutional neural networks for a photo-realistic style transfer, Luan et al. \cite{56} propose a regularization which constrains the transformation from the input image to the output image. Luan et al. add a regularization term to the optimization to penalize image distortions and ensure an affine transformation between the input and output image patches. To further improve the photo-realism of the style transfer, the authors adopt a semantic segmentation of the input and target images. Luan et al. show that their method outperforms the methods in \cite{52,57} (based on convolutional neural networks) for a photo-realistic style transfer. Luan et al.’s style transfer produces less satisfying results when the semantics of the input and target images are too distant, as the great dismatch comprises the photo-realism of deep learning style transfers \cite{56}.

The following section presents our style-aware color transfer method, which considers the local variations of light and color in images without accounting for the image content. This makes our method suitable for images with various contents and semantics. At the same time, our method proves to be more robust than state-of-the-art color transfer methods when it comes to representing target style features in terms of light and colors. We apply our method in the context of photo-realistic style transfer.

3 Style-aware style transfer

Our method is designed to carry out a local image color transfer by taking into account the main features of the input and target images. Our method focuses on light and colors
as the two key features of the image style. These features are involved in the process of clustering the input image $I$ and the target image $J$. As a result of the clustering, we obtain a set of clusters for both images. We propose four policies to map the input and target clusters. The appropriate (for a given image pair) mapping policy and the number of input and target clusters are automatically determined and depend on the main features (light or color) of the input and target images. We apply an optimal transformation to the colors of each pair of corresponding clusters. In our method, the luminance and the colors are treated differently. To obtain the final result, we apply a local chromatic adaptation transform on the colorized (using the optimal transformation) image, which affects the luminance of the image (and the colors, as a consequence). Our method is illustrated in figure 5.3 and the main notations used in this chapter are given in table 5.1. Hereafter, we present the steps of our method in more details.

### 3.1 Automatic light-based versus colors-based classification

The proposed automatic classification system determines which feature, among the two considered features, i.e. light and colors, carries more information about the style of an image. The modification of these two features influences the thorough look and perception of images [44]. Therefore, if we modify the light and the colors of an image in a specific way, we would get close to a given image style.

We propose to classify the images into two main categories: colors-based style images and light-based style images (refer to figure 5.4 for illustration). The two types of images are defined hereafter.

- **Colors-based style images** are images whose color information is sufficient enough to define well at least two different and significant colors. An image of only one color is not considered as a colors-based style image. One color is not representative of the image style and there is a high probability that the light feature of that image has a greater impact on its style.

- **Images which are not classified as colors-based style images** are classified as light-based style images because their light features are more meaningful than their color...
The classification algorithm is performed in the Lch color space on both the input and target images. It consists of three steps:

1. Image $I_{rgb}$ is first converted into the Lch color space to obtain image $I_{lch}$. The set $G$ of gray points is extracted from image $I_{lch}$ as follows:

$$G = \{(l, c, h) | c < c_{\text{min}}, \forall (l, c, h) \in I_{lch}\}$$  \hspace{1cm} (5.1)

where $c_{\text{min}}$ is the threshold for the chroma component of the Lch color space.

2. The hue histogram function $\phi : \Omega_\phi \subset \mathbb{R} \mapsto \mathbb{R}$, where $\Omega_\phi$ is the set of bin values in the Lch color space, is computed from the set of the remaining non-gray pixels denoted as $I_{lch} \setminus G$. We perform a linear search to obtain the local peaks of the hue histogram. Let $P$ be the set of all the local peaks in the hue histogram and let $\delta$ define a small neighbourhood around a peak $p \in P$. Then, the set of significant peaks $P_s$ is defined in the following way:

$$\forall p \in P : p \in P_s \Leftrightarrow \begin{cases} \sum_{\epsilon=-\delta}^{\delta} \phi(p + \epsilon) > s_{\text{min}}, \text{ and} \\
|p - p_s| > d_p, \forall p_s \in P_s \end{cases}$$  \hspace{1cm} (5.2)

where $s_{\text{min}}$ is the threshold for the minimum number of pixels defining a significant peak and $d_p$ is the distance threshold between two significant peaks in the hue histogram.

3. Finally, if $|P_s| > 1$, the original image is considered as a colors-based style image. Otherwise we classify the original image as a light-based style image.

We experimentally set the three parameters $c_{\text{min}}, s_{\text{min}}$ and $d_p$ to default values (refer to section 3.5 for more details), although they can influence the final result as illustrated in figure 5.4.

The advantages of our classification algorithm lie in its simplicity and efficiency. We tried out the system on several image categories: natural scenes, city and street images, macro images, studio images and paintings. Figure 5.5 show images, which are correctly and incorrectly classified by our classification system. The judgment depends on the definitions of colors-based and light-based style images and it is partially based on intuition.

---

1In the description of the classification algorithm, $I_{rgb}$ refers to either the input or target images.
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![Example images](image.png)

**Figure 5.5** – Examples of images correctly and incorrectly classified as light-based style images (first two rows) and colors-based style images (second two rows) respectively.

### 3.2 Clustering

Once the main features of the input and target images are determined, a clustering is performed on both images. The number of the clusters, into which an image is segmented, is determined automatically. If an image is classified as a colors-based style image, the number of clusters is computed as the number of the significant peaks in its hue histogram, *i.e.* $|P_s|$. For a light-based style image, we adopt Bonneel’s idea [6] of using luminance clusters, namely highlights, midtones and shadows. As a remark, there exist images for which one of these luminance clusters is not significant. In that case, we consider only two clusters as shown in figure 5.6. The number of the significant luminance clusters is equal to the number of the significant peaks in the luminance histogram.

The clustering is performed using the EM algorithm in the Lch color space. Figure 5.6 illustrates the two types of image clustering. For light-based style images, we choose to perform the clustering on the luminance histogram as in the majority of the cases it is more meaningful than the hue histogram. For colors-based style images, we choose the 2D Luminance-Hue distribution as it represents well the different color clusters of colors-based style images, as shown in figure 5.6.

Note that the number of input and target clusters can be different. In that case, if the number of input clusters is higher than the number of target clusters, the most similar input clusters (in terms of their means) are merged together (the case when the number of target clusters is higher than the number of input clusters is analogical). At the end of the clustering process, we obtain $N$ clusters for both input and target images.

### 3.3 Mapping policies

As a next step, a mapping function between the input and target clusters is built. Hereafter, we introduce four mapping policies (for four different types of image pairs), namely Light to Colors, Colors to Light, Light to Light and Colors to Colors. The pseudo code in algorithm 1 illustrates the general logic behind of our mapping policies. In the following
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3.3.1 Light to Colors

Light to Colors policy is designed for images with distant styles. The input image is a light-based style image, whereas the target image is a colors-based style image. As it will be presented in section 4, such test cases are challenging for the state-of-the-art methods. To deal with this issue, we developed a meaningful mapping function which links the light features of the input image to the color features of the target image.

Usually people expect cold colors to be present in the shadows of an image, whereas warm colors are likely to appear as highlights. The majority of photographers use the same approach as an artistic effect [58]. They use cold colors to indicate shadows or background, and warm colors to highlight bright areas, as shown in figure 5.7. Our Light to Colors mapping function is based upon these two artistic approaches.

The policy starts by selecting which cluster among the set of input clusters $\zeta_{I_{lch}}^l$ has the minimum average luminance value. This problem is handled by the function $\text{FindDarkestCluster}(\zeta_{lch}^l(l))$, the output of which is the index $s_I$ of the input cluster with the minimum average luminance value, and the pdf $f_{I_{lab}}^{(s_I)}$ (of the selected input cluster). Similarly, the function $\text{FindColdestCluster}(\zeta_{I_{lch}}^l(h))$ returns the index $s_J$ of the target cluster with the maximum average hue value, and the pdf $g_{I_{lab}}^{(s_J)}$ (of the selected target cluster). Our algorithm adopts the standard hue wheel [59]. The warmest color among a set of colors is defined as the one with the lowest hue value, whereas the coldest color as the one with the highest hue value. For instance, red and orange are considered warm colors, whereas blue and purple are considered cold colors. The function $\text{FindColdestCluster}(\zeta_{I_{lch}}^l(h))$ finds the target cluster associated with the coldest color in the set of clusters $\zeta_{lch}^J$.

Once computed, both probability functions $f_{I_{lab}}^{(s_I)}$ and $g_{I_{lab}}^{(s_J)}$, defined in the Lab color space, are used to transfer the style from the input image to the target image.
Algorithm 1 Mapping policies

1: for $k = 1, \ldots, N$ do

2: if Light to Colors then

3: $[s_I, f(s_I)] = \text{FindDarkestCluster}(\zeta_I^l(h))$ \textbf{▷} find the input cluster with the lowest luminance

4: $[s_J, g(s_J)] = \text{FindColdestCluster}(\zeta_J^l(f))$ \textbf{▷} find the target cluster with the highest hue

5: if Colors to Light then

6: $[s_I, f(s_I)] = \text{FindColdestCluster}(\zeta_I^l(f))$ \textbf{▷} find the input cluster with the highest hue

7: $[s_J, g(s_J)] = \text{FindDarkestCluster}(\zeta_J^l(h))$ \textbf{▷} find the target cluster with the lowest luminance

8: if Light to Light then

9: $[s_I, f(s_I)] = \text{FindDarkestCluster}(\zeta_I^l(h))$ \textbf{▷} find the input cluster with the lowest luminance

10: $[s_J, g(s_J)] = \text{FindDarkestCluster}(\zeta_J^l(f))$ \textbf{▷} find the target cluster with the lowest luminance

11: if Colors to Colors then

12: $[s_I, s_J, f(s_I), g(s_J)] = \text{FindMinDistPair}(\zeta_I^l(h), \zeta_J^l(h))$ \textbf{▷} find the two most similar input and target clusters (in terms of hue)

13: $\gamma^{(k)}_{rgb} = \text{PerformTranspOnAB}(f(s_I), g(s_J))$ \textbf{▷} perform the color transformation on the chroma channels

14: $\zeta_I^l \setminus \{s_I\}$

15: $\zeta_J^l \setminus \{s_J\}$

16: $[O_{rgb}]_{\text{Final}} = \text{CATLocal}(O_{rgb}, J_{rgb})$ \textbf{▷} perform local CAT

At the end of algorithm 1, our Light to Colors policy will have mapped the warmest colors of the target image to the highlights of the input image and reversely, the coldest colors of the target image to the shadows of the input image. Given this mapping function, we are able to carry out a transfer between a light-based style image and a colors-based style image. To the best of our knowledge, there exists no other method for mapping light and color features (regardless of the image contents). Therefore, our Light to Colors policy offers the first solution to that kind of mapping problem.

3.3.2 Colors to Light

Now, we consider a colors-based style input image and a light-based style target image. A policy that maps light features to color features has not been tackled by existing methods so far. We propose a strategy similar to the Light to Colors policy. The Colors to Light policy maps the highlight areas in the target image to the warmest color in the input image and vice versa, the darkest areas in the target image correspond to the coldest color in the input image.

3.3.3 Light to Light

The mapping between two light-based style images is handled by Bonneel’s luminance-based mapping [6]. Three luminance clusters are considered, namely shadows, midtones and highlights. There are images for which one of the clusters is insignificant. In that
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Figure 5.7 – An artistic image, its Luminance-Hue distribution and its luminance histogram. The luminance histogram (on the right-hand side) shows that the image is overall dark and it does not contain highly contrasting regions due to lack of highlights. Even though highlights are not present in the image (quantitatively speaking), they are visually perceived thanks to the carefully chosen image colors. The photographer has used three color clusters, i.e. orange-yellow, blue and purple, which appear consequently on the girl’s face and neck from left to right (and are also illustrated in the Luminance-Hue distribution in the same order). These three color clusters indicate highlights, soft and hard shadows respectively. Our Colors to Light and Light to Colors mapping policies are based on this artistic approach.

3.3.4 Colors to Colors

The last mapping policy maps the clusters of two colors-based style images. There are several logical solutions to that kind of problem. For instance, Bonneel et al. [6] carry out a luminance-based mapping for such kind of transfer. However, when the input and target images are colors-based style images, Bonneel’s method does not produce plausible results because it does not consider color clusters in the mapping process. Another possible solution involves mapping together the most similar clusters in terms of average hue. However, such an approach would not prevent the input clusters from being mapped to only one of the target clusters. Likewise, one could also sort the input and target clusters by their hue values and map the corresponding clusters together. In contrast, we believe that users would expect similar colors to be mapped to similar colors which is not guaranteed by the latter mapping approach. We have experimented with these three mapping solutions and we came up with a more general solution, as described hereafter.

At each iteration of algorithm 1, we map the two most similar input and target clusters, i.e. those with the minimum Euclidean color distance between their centers. Put differently, the centers of the most similar clusters are close in terms of hue. The function FindMinDistPair(\(\zeta_{lch}^i(h), \zeta_{lch}^j(h)\)) aims to find the most similar clusters \(I_{lab}^{(s_i)}\) and \(J_{lab}^{(s_j)}\) and their probability functions \(f_{lab}^{(s_i)}\) and \(g_{lab}^{(s_j)}\) at each iteration of algorithm 1. The strategy ensures one-to-one mapping where the nearest colors are associated first. Like in the previous two policies, the corresponding probability functions are passed to the function PerformTranspOnAB(), handling the color transformation \(^2\). Finally, we exclude elements

\(^2\)Whatever the used policy, the color transformation is always performed on the chroma axes (\(a\) and \(b\))
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from the sets $\zeta_{lch}(h)$ and $\zeta_{lch}(h)$ at the end of each step. That way, the final iteration of the algorithm maps the two most distant colors.

3.4 Color transfer method

Once we map the target to the input clusters, a color transfer is performed between each pair of corresponding clusters. Our color transfer consists of a color transformation and a local chromatic adaptation. The color transformation is handled by the function $\text{PerformTranspOnAB}(f^{(s_I)}_{\text{lab}}, g^{(s_J)}_{\text{lab}})$ in algorithm 1. We carry out the color transformation in the CIE Lab color space. We separate the luminance channel from the chroma channels. Indeed, the human eye is much more sensitive to changes in the light conditions than to changes in the colors. Therefore, we apply the color transformation only on the chroma channels (whatever the determined policy). Finally, we use local chromatic adaptation transform (CAT), handled by the function $\text{CATLocal}(O_{rgb}, J_{rgb})$ in algorithm 1, to reproduce the lighting conditions of the target image. These steps are discussed in the following subsections.

3.4.1 Color transformation on the chroma channels

The clustering step of our method performs a partitioning of the input and target images into homogeneous clusters in the Lab color space. Their 2D $ab$ distributions can be modeled by 2D Gaussian distributions. Therefore, a parametric color transfer approach is used for carrying out the color transfer between the cluster $ab$ distributions.

We adopted the parametric color transfer method, proposed by Pitié et al. [60]. Pitié’s method builds a mapping $t(I)$ between the image input $I$ and the target image $J$. The mapping $t(I)$ transforms the input distribution $f(I)$ into a distribution similar to the target distribution $g(J)$. To build the mapping $t(I)$, Pitié et al. assume that $f(I)$ and $g(J)$ follow a multivariate Gaussian law. For each corresponding pair of input and target Gaussian clusters $I^{(k)}_{\text{lab}}$ and $J^{(k)}_{\text{lab}}$, we build a mapping $t_k(I^{(k)}_{\text{lab}})$ consistent with the proposed mapping by Pitié et al. [60], i.e. derived as a closed-form solution [60–62] to an optimal transportation problem well-known as the Monge-Kantorovich optimization problem [63]. That way, for each pair of clusters, we build a unique mapping which minimizes the overall cost of the color transfer [60]. More details and discussion about the Monge-Kantorovich transformation are presented in chapter 6.

3.4.2 Overlapping

When using a clustering technique, we need to take care of the strong color difference which may occur between the clusters. To achieve a smooth transition between the clusters and to lessen the visibility of eventual artifacts caused by the color transformation, we let the input clusters overlap around their spatial boundaries. Associating pixels with more than one cluster is known as fuzzy (soft) clustering [64,65]. Each pixel $i$ is assigned of the 3D distributions $f^{(s_I)}_{\text{lab}}$ and $g^{(s_J)}_{\text{lab}}$.  
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a probability $p_{ik}$ to belong to a cluster $k$ as follows:

$$p_{ik} = \frac{\alpha_{ik}}{\sum_{j=1}^{N} \alpha_{ij}}$$

(5.3)

where $N$ is the number of clusters and $\sum_{j=1}^{N} p_{ij} = 1$. Additionally, $\alpha_{ik}$ is defined as $\alpha_{ik} = \exp(-D_{M}^{2}(x_i, f_{CS}^{(k)}))$, where $D_{M}(x_i, f_{CS}^{(k)})$ is the Mahalanobis distance [66] for a 3D vector $x_i$ with values in the Lab color space for the $i^{th}$ pixel. The Mahalanobis distance measures the distance of each overlapping pixel to one of the Gaussian cluster distributions in our model. Finally, the values of the $a$ and $b$ channels for the output image $O_{lab}$ are computed as follows:

$$O_{i} = \sum_{j=1}^{N} p_{ij}t_{ij}$$

(5.4)

where $t_{ij}$ is the vector of chroma values for the $i^{th}$ pixel, obtained from the transformation for the $j^{th}$ cluster. The output $O_{i}$ is the vector of the transformed chroma values for the $i^{th}$ pixel. Results, obtained after the color transformation in our method, as shown in figures 5.8, 5.9 and 5.13.

### 3.4.3 Local chromatic adaptation

The color transformation, described in the previous section, is applied only on the chroma channels of the input image. Therefore, to complete the color transfer, we need to reproduce the light of the target image. To perform this task, Bonneel et al. [6] apply a naive histogram matching on the luminance channel of CIE Lab. The naive histogram matching for the luminance channel may cause artifacts and highly saturated results for images with very different lighting set-ups. This makes the naive histogram matching unsuitable for our purposes, as shown in figure 5.8 (result (b)).

As a final stage of our color transfer method, we apply a local CAT algorithm on the image $O_{rgb}$, obtained with the Monge-Kantorovich color transformation. Local CAT aims to adapt pixel-wise the colors of image $O_{rgb}$ to the target illuminant. This way, undesired color saturation is avoided and naturalism is preserved. Similarly to the iCAM algorithm [21], we apply CAT locally to the pixels of the input image by computing a “white image” using a Gaussian low-pass filter with a kernel size equal to half the sum of the image dimensions. Each input pixel is influenced by the chromatic transform and therefore, local luminance variations are captured efficiently and reproduced in the result. Indeed, the local CAT enhances the contrast and prevents the image from becoming flat (refer to examples 3 and 5 in Figure 5.9).

Frigo et al. [20] were the first to apply the CAT algorithm iteratively. Instead of adapting the colors of an image to a well-known illuminant, they have used a global estimation of the input illuminant and the target illuminant by assuming Gray World [18]. Likewise, we estimate the target illuminant as the average of the non-gray pixels in the target image [18, 20]. Unlike [20], we apply the local CAT only once and not in an iterative manner, which results in a decrease of the computational time. As shown in Figure 5.8, our local CAT adapts the colors of image $O_{rgb}$ to the target illuminant better than the global CAT [20]. Therefore, the local CAT manages to reproduce better the colors of the target
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image. Figure 5.8 also illustrates the impact of the local CAT on the final result. The optimal color transformation of our method changes only the colors of the input image so that they become similar to the target colors. However, as we exclude the luminance channel from the transformation, the luminance of image $O_{rgb}$ remains relatively unchanged. As shown in figure 5.8, once we locally adjust the colors of image $O_{rgb}$ to the target illuminant, we improve the similarity between our result and the target color palette. The influence of the local CAT on the colors of the final result is also shown in figures 5.9 and 5.13.

For all results, shown in this chapter, the local CAT has been applied in the LMS color space (similarly to the CAT algorithm, presented in part 2). The adaptation factor in the local CAT was scaled by 0.3 [21] and the value of the surround factor was set to 1.

![Figure 5.8 – Comparison between the naive histogram matching, the global CAT and the local CAT. Result (a) is obtained after the color transformation for the chroma channels $a$ and $b$ in our method. Result (b) is obtained by applying a histogram matching on the luminance channel of result (a). Despite the color similarity between result (b) and the target image, result (b) is highly saturated and unnatural. Result (c) is obtained iteratively by applying a global CAT [20] on image $O_{rgb}$, whereas result (d) is obtained using only one iteration of our local CAT. This figure also presents the impact of the local CAT on the final result. Our color transformation modifies only the chroma channels of CIE Lab and keeps the input luminance relatively unchanged, as shown in result (a). The local CAT further improves the similarity between result (d) and the target color palette (note the background color and the better illuminated flower petals in result (d)).](image_url)

3.5 Implementation details

The implementation of our algorithm begins with the classification of images into one of two classes. Our classification system depends on three parameters with default values as follows: $c_{min} = 10$, $d_p = 30$, $s_{min} = 0.05 \times n$, where $n$ is the number of pixels in the image. The parameters remain fixed throughout the computation. The default values were determined after several experiments.

Furthermore, the image classification and clustering are handled in the Lch color space. At the same time, we use the Lab color space to carry out the color transfer. We have implemented our algorithm in C++. The proposed algorithm has been performed on a laptop with an Intel Core i7 2.10GHz and 16Go RAM. For an image of 1000x1000 pixels, the average execution time is 25s (without optimization).

4 Results and evaluation

We compared results, obtained with the proposed method, to results, obtained with four other methods. On one hand, we chose two state-of-the-art global transformations by
Reinhard et al. [3] and Pitié et al. [60]. That way, we show that, often, global transformations do not preserve the photo-realism of the input image but produce rather saturated results. On the other hand, we chose Bonneel et al.’s and Tai et al’s local color transfer methods [5, 6] to demonstrate that using a luminance-based cluster mapping (regardless of the type of images) does not always ensure a good color transfer.

<table>
<thead>
<tr>
<th>Example 1</th>
<th>Example 2</th>
<th>Example 3</th>
<th>Example 4</th>
<th>Example 5</th>
<th>Example 6</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Input" /></td>
<td><img src="image2" alt="Reference" /></td>
<td><img src="image3" alt="Ours: with local CAT" /></td>
<td><img src="image4" alt="Reinhard et al. 2001" /></td>
<td><img src="image5" alt="Bonneel et al. 2013" /></td>
<td><img src="image6" alt="Tai et al. 2005" /></td>
</tr>
<tr>
<td><img src="image7" alt="Figure 5.9" /></td>
<td><img src="image8" alt="Figure 5.9" /></td>
<td><img src="image9" alt="Figure 5.9" /></td>
<td><img src="image10" alt="Figure 5.9" /></td>
<td><img src="image11" alt="Figure 5.9" /></td>
<td><img src="image12" alt="Figure 5.9" /></td>
</tr>
<tr>
<td>(2.33, 3.39)</td>
<td>(4.44, 4.09)</td>
<td>(3.36, 3.20)</td>
<td>(4.16, 3.35)</td>
<td>(3.38, 2.56)</td>
<td>(2.82, 3.11)</td>
</tr>
<tr>
<td>(2.44, 3.43)</td>
<td>(3.37, 2.22)</td>
<td>(2.76, 3.46)</td>
<td>(4.28, 3.34)</td>
<td>(3.04, 3.89)</td>
<td>(2.75, 2.17)</td>
</tr>
<tr>
<td>(2.05, 1.80)</td>
<td>(3.03, 2.03)</td>
<td>(2.36, 1.49)</td>
<td>(3.99, 2.62)</td>
<td>(1.66, 1.02)</td>
<td>(3.42, 2.34)</td>
</tr>
<tr>
<td>(2.09, 3.35)</td>
<td>(3.48, 3.91)</td>
<td>(2.43, 3.52)</td>
<td>(2.59, 3.05)</td>
<td>(3.20, 1.83)</td>
<td>(3.69, 3.65)</td>
</tr>
</tbody>
</table>

**Figure 5.9** – Results from our method and four state-of-the-art methods. The style and the aesthetic scores are presented below each result (in the order: (style, aesthetics)). The optimal value for both scores is 5. Our method obtains the highest aesthetic scores because it produces natural results with perceptually pleasing contrast. The participants in our user study have also given our results the highest style scores. An exception is example 4, for which Reinhard et al.’s result obtains a slightly higher style score than the style score for our result.

Figure 5.9 shows several results. As observed from examples 1 and 3 in figure 5.9, the proposed method manages to transfer properly the colors of the foreground and the background without the need of segmentation [6] or saliency [20]. Most of our results respect the semantic of the input image and the style of the target image. For instance, the input and target images in examples 2 and 5 respectively are close in terms of image content.
We use our Colors to Colors mapping policy to map together the similar input/target areas (e.g. sky is mapped to sky and ground is mapped to ground). Colors to Colors mapping policy involves only the input and target color distributions (as opposed to texture-based mappings [67]). Furthermore, example 4 in figure 5.9 illustrates the efficiency of our method when applied to images with significantly different contents. Despite the difference in contents between the input and target images, our method obtains a naturally pleasing final result. Thanks to the local CAT in our method over-/under-saturated images are unlikely to be produced by the proposed method (examples 2, 4, 6). Figure 5.13 presents four additional results.

4.1 User study evaluation

To compare the five methods in terms of style transfer and visual pleasingness of the results, we conducted a subjective evaluation study. We asked 15 users to evaluate 50 results obtained for 10 input and 10 target images for the five methods. The input and target images vary in content, semantics, lighting set-up, color features. The input and target images in our user study were selected from the various photographic collections of 500pixels.com 3. The input, target and resulting images used as test cases in our subjective evaluation are shown in figures 5.9 and 5.13.

The participants were 23 to 53 years old. The majority of them had average image editing expertise. Five of them wore glasses and none of them suffered from a color vision deficiency. Each participant was presented with triples of images consisting of an input image, a target image and a result, obtained from a color transfer between the input and target images. Moreover, we added a special image triple, referred to as a baseline, to the set of the 50 image triples. The baseline was the only triple for which the colors of the result and the target image differed significantly one from another. Therefore, users were expected to give the baseline the lowest score. That way we tested users’ judgments on the rest of the results.

First, the participants were asked to evaluate the match in styles (in terms of colors and light) between each result and its corresponding target image. The perceived match in styles was closely related to users’ expectations. Second, the users were asked to evaluate how visually pleasing the results were. The evaluation of the visual pleasingness was based on users’ perception of the aesthetics of the results. Five-point scale (5-excellent, 4-good, 3-acceptable, 2-poor, 1-bad) was used to evaluate the results for both tasks. Moreover, four repetitions per result were used to minimize any possible bias and to increase the robustness. Figure 5.10 shows a screen shot of the system we designed to conduct the user study.

Each user evaluated the results individually. The indoor conditions, the display properties and the relative proximity of the user to the display were the same. In contrast, the order of displaying the image triples was random and different for each participant. Finally, a short training session took place before the real evaluation during which the users adapted to the tasks of the real test.

The scores, obtained for each of the four repetitions, were combined into a single score per result. This score is computed as 1) the mean, 2) the weighted mean (giving different

---

3The input and target images from Example 5 in figure 5.9 were borrowed from Pitié et al.’s paper [60].
weights to each repetition) and 3) the median. Paired t-tests have shown that there is no significant difference between the three statistical approaches. Therefore, we carry out the analysis using the mean scores. To obtain the final score per result, we normalize the mean score by the baseline score.

We refer to the scores, corresponding to the first and second questions in our user study as the style and aesthetic scores respectively. Figure 5.11 displays the Box-and-Whiskers plots of the score distribution for each of the two types of scores and for each of the five color transfer methods. As observed, our method has the highest mean style score and the highest aesthetic score. Moreover, the style and aesthetic score deviations of our method are significantly smaller than the style and aesthetic deviations of the other four methods.

Furthermore, we performed paired t-tests between the score distribution of our method and the score distributions of the other four methods (for both the style and aesthetic scores). The paired t-tests have shown a significant difference in the style scores between...
our method and each of the other four color transfer methods. Furthermore, the tests have indicated that the aesthetic scores of our method differ significantly from the aesthetic scores of three of the state-of-the-art methods [5, 6, 42]. In contrast, there is no significant difference between the aesthetic scores of the proposed method and the aesthetic scores of Reinhard et al. method [3]. Both methods obtain high aesthetic scores. To this end, both of them tend to produce visually pleasing images, as seen from the examples, shown in this chapter.

As shown in table 5.2, the style and aesthetic scores for our method are highly correlated, indicating that the proposed method produces consistently good results in terms of style transfer and visual pleasingness of the results.

### 4.2 Objective metric evaluation

In addition to the subjective user evaluation, an objective evaluation of the results was carried out. A good color transfer has to ensure artifact-free images as well as to properly transfer the light and color distributions of the target images. We believe that both criteria are equally important. Therefore, for the objective evaluation we use two objective metrics.

As depicted in [20, 44], the metric SSIM [68] can be used to measure the degree of artifacts in the result. The SSIM is a function of three comparison components, i.e. luminance $l$, contrast $c$ and structure $s$, computed as follows:

$$SSIM(x, y) = f(l(x, y), c(x, y), s(x, y))$$

$$l(x, y) = \frac{2\mu_x\mu_y + c_1}{\mu_x^2 + \mu_y^2 + c_1}$$

$$c(x, y) = \frac{2\sigma_x\sigma_y + c_2}{\sigma_x^2 + \sigma_y^2 + c_2}$$

$$s(x, y) = \frac{\sigma_{xy} + c_3}{\sigma_x\sigma_y + c_3},$$

where $x$ and $y$ denote corresponding patches from two gray-scale images, $\mu_x$ and $\sigma_x$ ($\mu_y$ and $\sigma_y$) are the mean and the standard deviation in the patch $x$ ($y$), $\sigma_{xy}$ denotes the standard deviation between the patches $x$ and $y$, and $c_1$, $c_2$ and $c_3$ are stabilizing variables.

We apply the SSIM between the luminance channels of the input image and the result (similarly to [20]). However, as the goal of a color transfer method is to transform the input luminance so that it gets similar to the target luminance, the input luminance will differ from the luminance of the result. That is why, unlike the methods in [20, 44], we removed the luminance component $l$ from the computation of the metric (equation 5.5) and proceeded with only the contrast and structural components of the SSIM.

The Bhattacharya coefficient is used to measure the distance between two histograms $x$ and $y$ [69, 70] as follows:

$$BC(x, y) = \sum_{i=0}^{n} \sqrt{x_i y_i}$$

where $x_i$ and $y_i$ are samples from the two histograms. To evaluate how successful the color transfer is, we apply it on the color and luminance histograms of the result and the target image (we use the Lab color space). We compute a single Bhattacharya coefficient score.
### Table 5.2 – Correlations between the style and aesthetics scores.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ours</th>
<th>Pitie</th>
<th>Reinhard</th>
<th>Bonneel</th>
<th>Tai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation</td>
<td>0.86</td>
<td>0.49</td>
<td>0.50</td>
<td>0.93</td>
<td>-0.05</td>
</tr>
</tbody>
</table>

### Table 5.3 – Mean values of the SSIM and the Bhattacharya coefficient for each of five methods.

<table>
<thead>
<tr>
<th>Metrics / Mean values</th>
<th>Ours</th>
<th>Pitie</th>
<th>Reinhard</th>
<th>Bonneel</th>
<th>Tai</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSIM</td>
<td>0.98</td>
<td>0.97</td>
<td>0.95</td>
<td>0.89</td>
<td>0.96</td>
</tr>
<tr>
<td>Bhattacharya</td>
<td>0.86</td>
<td>0.88</td>
<td>0.85</td>
<td>0.92</td>
<td>0.73</td>
</tr>
</tbody>
</table>

by averaging the Bhattacharya coefficient scores, obtained for the luminance channel and the two chroma channels.

The pair of values (1, 1) is optimal for the pair of metric scores (SSIM, Bhattacharya). It refers to results with the same visual quality as that of the input image and with exactly the same light and color distributions as those of the target image.

For each of the five color transfer methods and for each image in a set of 40 image results per method (10 of which were also used in the user study), we plot the pair of values (SSIM, Bhattacharya coefficient). Contour plots are used to illustrate the joint density of the SSIM and the Bhattacharya coefficient for each method, as shown in figure 5.12. Several observations can be made.

First, we observe that our approach obtains the highest average SSIM value, as presented in table 5.3. Moreover, paired t-tests have shown that SSIM values, obtained with our method, differ significantly from those obtained with the other four methods. Therefore, the proposed method is the best one among the five methods when it comes to producing artifact-free final images.

Furthermore, the centers of the contour plots for our method and Pitié’s method are concentrated around the optimal value (SSIM, Bhattacharya) = (1, 1). The same can be observed for the methods in [3, 6]. Although Bonneel et al. [6] obtain the highest mean value for the Bhattacharya coefficient, their method is likely to cause significant number of artifacts to the final images. On the other hand, the two objective metrics show that Tai et al.’s method [5] is expected to produce less artifacts but it is also less efficient in terms of color transfer. Finally, there is no significant difference between our method and both Pitié’s and Reinhard’s methods regarding the Bhattacharya coefficient.

To conclude, the proposed method succeeds in transferring the color and light distributions of the target image with respect to the target style while preserving the naturalism in the results and keeping the degree of artifacts low.

**Figure 5.12** – Contour plots for the set of metric pairs (SSIM, Bhattacharya) for each of five method. The majority of images has values which lie in the small areas displayed in red.
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5 Limitations

The results as well as the subjective and objective evaluations, presented in this chapter, have demonstrated that our style-aware method outperforms results obtained with state-of-the-art color transfer methods. Nevertheless, our method has also some limitations. Example 10 in figure 5.13 shows one of them. According to the participants of our user study, our result in example 10 is far from their expectations. Users expected that the orange color of the buildings in the target image would be transferred to the buildings in the input image. Therefore, our result in example 10 got the lowest score image among all the images, obtained with our method. The state-of-the-art methods also fail to properly color the buildings in the input image. This challenging case could be solved by using additional constraints such as saliency [20], content-based transfer [71], and texture-guided transfer [67].

6 Conclusion

This chapter focused on developing a new way for style transfer for a wide class of image pairs. We introduced a cluster-based style transfer method which outperforms state-of-the-art approaches. Furthermore, we developed an automatic way of feature detection in images for the two image characteristics: light and colors. Our most important contribution lies in the development of three mapping policies which make it possible to carry out a local color transfer between various pairs of images regardless of their content. The designed policies can be applied independently from the color transformation between the input and target images.

Thanks to our four mapping policies, our results manage to portray well the target style. In this chapter, we defined the style of images as a combination of color and light image features. However, the image style may include a number of other features, such as gradient, contrast, texture, etc. To extent the color transfer to a feature transfer between images, we need a general model, which describes the distributions of all considered features. The quality of our color transfer depends on how well the MGD fits the given data. To this end, the color transformation, used in our style-aware color transfer method, may not be appropriate for a feature transfer between images, as the MGD fails to fit well heavy-tailed distribution, e.g. the distributions of image gradient fields. In the following chapter, we present a transformation of a new class of distributions, called the multivariate generalized Gaussian distribution. This class includes both heavy-tailed and light-tailed distribution making it suitable for fitting the distributions of various image features, such as color, gradient, texture wavelets, etc. Using the multivariate generalized Gaussian distribution, we carry out a multi-dimensional feature transfer between images, as described in the following chapter.
**Figure 5.13** – Results from our method and four state-of-the-art methods, used in our user study. The style and the aesthetic scores are presented below each result (in the order: (style, aesthetics)). Our results, shown in this figure, obtain fairly high style and aesthetic scores compared to Pitié et al.’s and Reinhard et al.’s results. Users agree that our results are artifact-free, aesthetically pleasing and naturally looking images. Example 10 is an extremely challenging test case for our method as well as for all four reference methods, and illustrates a limitation of our method.
Transformation of the Multivariate Generalized Gaussian Distribution for Image Editing

1 Introduction

Multivariate Gaussian distribution (MGD) is commonly used in image processing applications to fit the distributions of image features [34]. Thanks to the analytically tractable density function of the MGD, there exists a number of MGD-based statistical transformations, applied to carry out a color transfer between images [34]. As shown in the previous chapter, such transformations benefit from the analytical properties of the MGD, but they also depend on how accurately the MGD approximates the given distributions. To this end, such transformations fail when applied to heavy-tailed distributions (e.g. sparse distributions with exponentially unbounded tails [72]) such as the distributions of image gradient fields and wavelet coefficients. To overcome this limitation, the multivariate Laplacian distribution (MLD) is usually adopted to fit sparse distributions. The MLD is often used in speech recognition to characterize discrete Fourier coefficients [37] as well as in image processing to model gradient fields [36].

As the MGD and the MLD are special cases of the multivariate generalized Gaussian distribution (MGGD) with shape parameters equal to 1 and 0.5 respectively, the accuracy of the statistical approximation could be improved by relaxing the constraint on the shape parameters. The MGGD and its properties have been introduced in [22, 73]. The property of the MGGD to model accurately sparse distributions (for a shape parameter less than 1) has been exploited in many applications, such as texture discrimination and texture retrieval [30, 32, 74], image and video segmentation [75], image de-noising [28, 76]. Including the MGD and the MLD as special cases, the MGGD with an unconstrained shape parameter is likely to accurately fit a wide class of image feature distributions, including those of color, gradient, wavelet coefficients, etc.

Despite the major role of the MGGD in image processing, no transformation between two MGGDs has so far been tackled. To address this limitation, we propose a novel transformation between input and target sets of sample vectors, following an MGGD with given parameters. The transformation consists of two main steps. First, a linear optimization transforms the input sample vectors so that their distribution approximates the second-order statistics of the target distribution. Second, a stochastic-based transfer modifies the sample vectors, computed during the first step, so that their distribution gets similar to the target distribution (in terms of both scale and shape). We demonstrate the potential of our method for color and gradient transfers between images. The proposed
transformation allows to simultaneously transfer a number of image features by taking into account the dependencies between them. Unlike existing image editing techniques, which are limited to only color transformations, we demonstrate the efficiency of our method for a $p$-dimensional feature transfer between images.

To sum up, the main contributions of the method, presented in this chapter, are twofold:

- a novel transformation between MGGDs, consisting of a linear Monge-Kantorovich transformation and a stochastic-based shape parameter transfer;
- two novel applications, carried out by the proposed MGGD-based transformation:
  - a transfer of gradient between images;
  - a multidimensional transfer of color and gradient between images.

The chapter is organized as follows. Section 2 presents related work on existing transformations between MGDs as well as applications of these transformations. Section 2 introduces our transformation between MGGDs and provides details about the evaluation of the transformation. Applications and results are presented in section 4. Finally, the last section concludes the chapter.

## 2 Related work on MGD transformations

As this chapter tackles transformations between MGGDs, the following sections discuss a well-known special case of the MGGD - the MGD. Hereafter, we briefly present related work, connected to existing MGD transformations.

Several linear transformations of the MGD have already been presented in chapter 5 (section 2), i.e. the square-root decomposition, the Cholesky decomposition and the Monge-Kantorovich transformation. The MGD describes well the distributions of color in images \[34\] and therefore, these MGD-based transformations are often employed in the context of image and video color and transfer \[6,34\], as discussed in the previous chapter.

The MGD-based transformations also play a role in applications, such as color correction for image mosaicking (stitching). Before stitching two images, one needs to make sure that their colors match (which is hardly the case due to different light conditions, camera settings, white balance, etc.). Several parametric models for color correction, based on Reinhard et al.’s global parametric method \[3\], have been proposed. Oliveira et al. \[2\] carry out a weighted version of Reinhard’s transformation for coarse registered images. Tai et al. \[5\] and Xiang et al. \[77\] apply probabilistic image segmentation using Gaussian mixture models and then carry out Reinhard’s transformation between corresponding regions.

Despite the importance of the MGD-based transformations, their applicability is limited, as the MGD is not appropriate for modeling heavy-tailed distributions, as illustrated in figure 6.1. To this end, sparse distributions are often fitted by the MLD. The MLD has been adopted in the context of image denoising for modeling the distributions of Lapped transform coefficients and wavelet coefficients as well as for learning non-linear dependencies between natural images \[78–80\].

Both the MGD and the MLD belong to the family of the MGGD with shape parameters equal to 1 and 0.5 respectively. If we relax the constraint on the shape parameter, we can
describe a wide class of $p$-dimensional features (such as color, gradient, wavelets) by only one probabilistic model. To make the transform between such probabilistic models possible, we propose a novel transformation between MGGDs as presented hereafter.

### 3 Transformation of the MGGD

In the following sections, we introduce the main contribution of this chapter: a transformation between MGGDs. First, we present the parameters of MGGD and a method for computing their maximum likelihood estimators. Second, we introduce our MGGD-based transformation. As a remark, the density function of the MGGD is already introduced in part 2.

#### 3.1 Multivariate generalized Gaussian distribution

**MGGD parameter estimation.** Let $\mathbf{x} \in \mathbb{R}^p$ be a random vector which follows the law of an MGGD with unknown parameters $\mathbf{M}$, $m$ and $\beta$ and a **zero mean**. Let $(x_1, \ldots, x_N)$ be...
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Figure 6.2 – The general flowchart of the proposed transformation is presented in the left box, whereas the other three boxes contain examples of 1D (p = 1), 2D (p = 2) and 3D (p = 3) distribution plots respectively (p denotes the dimension). Each of the example boxes presents plots of the distribution \( f_U \) of the input set \( U \), the distribution \( f_V \) of the target set \( V \) and the transformed distribution at each step of the flowchart (of sets \( W \) and \( G \)) in the corresponding dimension (best viewed on screen).

Sample vectors of the random vector \( x \). The MLEs of the unknown parameters \( M, m \) and \( \beta \) can be obtained by differentiating the log-likelihood of the sample vectors \( (x_1, \ldots, x_N) \) with respect to \( m, M \) and \( \beta \), yielding the following three equations [24]:

\[
m = \left( \frac{\beta}{pN} \sum_{i=1}^{N} (x_i^T M^{-1} x_i)^{\frac{1}{\beta}} \right)^{\frac{\beta}{\beta - 1}}, \tag{6.1}
\]

\[
M = \sum_{i=1}^{N} \frac{p}{y_i + y_i^{1-\beta} \sum_{j \neq i} y_j^\beta} x_i x_i^T, \tag{6.2}
\]

\[
\alpha(\beta) = \frac{pN}{2} \sum_{i=1}^{N} \frac{N}{y_i} \ln(y_i) - \frac{pN}{2\beta} \ln \left( \frac{\beta}{pN} \sum_{i=1}^{N} y_i^\beta \right) - N - \frac{pN}{2\beta} \left( \psi \left( \frac{p}{2\beta} \right) + \ln 2 \right) = 0, \tag{6.3}
\]

where \( y_i = x_i^T M^{-1} x_i \) and \( \psi(\cdot) \) is the digamma function [81].

Equations (6.2) and (6.3) indicate that the matrix \( M \) and the shape parameter \( \beta \) do not depend on the scale parameter \( m \) and can be alternatively estimated. As discussed in [24, 82], a recursive algorithm, associated to equations (6.2) and (6.3), is used to compute the MLEs of \( M \) and \( \beta \). During each iteration \( k \) of the algorithm, the Newton-Raphson procedure is carried out to approximate the exact solution of equation (6.3), where \( M \) is replaced by the matrix \( M^{(k)} \), estimated during iteration \( k \). Once the recursive algorithm converges, the scale parameter \( m \) is estimated using equation (6.1), where \( M \) and \( \beta \) are replaced by their MLEs. The MLEs of the parameters \( M, m \) and \( \beta \) are computed for values of \( \beta \) in the interval (0, 1], as discussed in [24].
3. Transformation between two MGGDs

In the present section we introduce our transformation between two MGGDs. Let \( U = (u_1, \ldots, u_N) \), \( u_i \in \mathbb{R}^p \) for \( i \in \{1, \ldots, N\} \), and \( V = (v_1, \ldots, v_L) \), \( v_j \in \mathbb{R}^p \) for \( j \in \{1, \ldots, L\} \), be the input and target sets of sample vectors of random vectors \( u \) and \( v \), distributed according to an MGGD with a zero mean: \( U \sim MGGD(M_U, m_U, \beta_U) \) and \( V \sim MGGD(M_V, m_V, \beta_V) \). In practice, the sets \( U \) and \( V \) can contain RGB image pixel values, image gradient pixels, etc. The distributions of \( U \) and \( V \) are denoted by \( f_U \) and \( f_V \) respectively. The parameters of \( f_U \) and \( f_V \) are obtained by applying the recursive algorithm, associated to equations (6.1), (6.2) and (6.3) (for \( \beta_U, \beta_V \in (0, 1) \)).

The goal of the transformation between MGGDs is to transform the input set of sample vectors \( U \) into an output set of sample vectors \( G \), following a distribution \( f_G \) similar to the target distribution \( f_V \), i.e. characterized by the parameters \( M_V, m_V \) and \( \beta_V \). This transformation is denoted by \( T_{U \rightarrow V} \). In the multivariate Gaussian case, i.e. when \( \beta_U = \beta_V = 1 \), the Cholesky decomposition, the square root decomposition and the linear Monge-Kantorovitch solution can be used to transform one MGD into another one (see [34] for more details). To the best of our knowledge, when no constraint on the shape parameter \( \beta \) is imposed, a general transformation has not yet been tackled.

We propose a transformation \( T_{U \rightarrow V} \), transforming the input distribution \( f_U \) according to the target distribution \( f_V \), which consists of two main steps, as illustrated in figure 6.2:

- Monge-Kantorovich closed-form mapping is used to transform the input set \( U \) into a new set \( W \), distributed according to an MGGD of parameters \( M_V, m_V \) and \( \beta_U \) (the input shape parameter \( \beta_U \) remains unchanged). The distribution of the set \( W \) is denoted by \( f_W \).

- A stochastic-based transformation of the sample vectors of \( W \) alters the shape parameter of \( f_W \) with regards to the target shape parameter \( \beta_V \). Finally, we obtain a new set \( G \) of sample vectors, following a distribution similar to the target distribution \( f_V \).

Hereafter, we present details regarding the two steps of our transformation.

3.2.1 Monge-Kantorovich closed-form mapping

To transform the input set \( U \) into a new set distributed according to an MGGD of parameters \( M_V, m_V \) and \( \beta_U \), we use the Monge-Kantorovich closed-form solution as proposed by Pitié et al. [34,48]. As a solution of the Monge-Kantorovich mass transportation problem [47], it transfers an input probability density function into another probability density function by minimizing the displacement cost. Given the parameters of the target distribution \( f_V \), the transformation of the set \( U \) is defined as:

\[
\forall i \in \{1, \ldots, N\} : T_{MK} : u_i \mapsto \Lambda u_i, \quad \text{where} \quad \Lambda = \left( \frac{m_V}{m_U} \right)^{1/2} \left( M_U^{-1/2} M_V M_U^{-1/2} \right)^{1/2} M_U^{-1/2}.
\]
Let \( W = (w_1, \ldots, w_N) \) be the new set of sample vectors of a random vector \( w \), where \( w_i = T_{MK}(u_i) , \forall i \in \{1, \ldots, N \} \). The distribution \( f_W \) of the random vector \( w \) follows the law of an MGGD with a scatter matrix \( M_V \), a scale parameter \( m_V \) and a shape parameter \( \beta_U \). The input shape parameter \( \beta_U \) remains unaffected by the transformation (6.4), as demonstrated in the following section. To transform \( \beta_U \) according to the target shape parameter \( \beta_V \), we transform the random vectors in the stochastic representation of \( w \). This transformation is presented in the following section.

### 3.2.2 Stochastic-based shape parameter transfer

The Monge-Kantorovich transformation (6.4) does not modify the input shape parameter \( \beta_U \) of the distribution \( f_W \). To demonstrate this fact, we first discuss some important results in connection with the MGGD. As shown in \([22, 73, 83, 84]\), a random vector \( z \in \mathbb{R}^p \) distributed according to an MGGD, i.e. \( z \sim MGGD(M, m, \beta) \), admits the following stochastic representation:

\[
 z \overset{d}{=} \tau \cdot (mM)^{\frac{1}{2}} e,
\]

(6.6)

where \( d \) refers to an equality in distribution. The random vector \( e \) is a unit vector uniformly distributed over a \( p \)-dimensional unit sphere (and thus, independent of \( \beta \)), whereas \( \tau \) is a scalar positive random variable such that

\[
 \tau^{2\beta} \sim \Gamma \left( \frac{p}{2\beta}, 2 \right),
\]

(6.7)

where \( \Gamma(a, b) \) denotes the gamma distribution with shape and scale parameters \( a \) and \( b \), respectively. From equation (6.6), \( \tau \) can be expressed as follows:

\[
 \tau \overset{d}{=} z^T (mM)^{-1} z.
\]

(6.8)

Now, using equations (6.8) and (6.4), we derive the following equality in distribution (where we use the fact that the matrices \( M_U \) and \( M_V \) are symmetrical):

\[
 \tau^2 \overset{d}{=} w^T (m_V M_V)^{-1} w = (T_{MK}(u))^T (m_V M_V)^{-1} T_{MK}(u) \\
 = m_V (m_V)^{-1} u^T M_U^{-1} \left( \frac{1}{2} M_U^{\frac{1}{2}} M_V M_V^{-1} M_U^{\frac{1}{2}} \right) M_U^{-1} u = u^T (m_U m_U)^{-1} u \overset{d}{=} \tau_u^2,
\]

(6.9)

where \( \tau_u \) and \( \tau_w \) are the random scalars in the stochastic representations of \( u \) and \( w \) respectively. Equation (6.9) indicates that the Monge-Kantorovich transformation (6.4) does not affect \( \tau_w \) and thus, the shape parameter of \( f_W \) remains unchanged after the first step of our transformation. Therefore, to compute a distribution, similar to the target distribution \( f_V \), we now need to reshape the distribution \( f_W \) of the set \( U \) using the target shape parameter \( \beta_V \).

To this end, we transform the set \( W \) into an output set \( G = \{g_1, \ldots, g_N\} \), where \( g_i \), \( i \in \{1, \ldots, N\} \), are the sample vectors of a random vector \( g \), so that the distribution \( f_G \) of \( G \) is similar to the target distribution \( f_V \), i.e. \( G \sim MGGD(M_V, m_V, \beta_V) \). Using equation (6.6), the stochastic representations of the random vectors \( w \) and \( g \) are derived as follows:

\[
 w \overset{d}{=} \tau_w \cdot (m_V M_V)^{\frac{1}{2}} e_w,
\]

(6.10)

\[
 g \overset{d}{=} \tau_g \cdot (m_V M_V)^{\frac{1}{2}} e_g.
\]

(6.11)
As the sample vectors \( \mathbf{w}_i \) are known, the equality in distribution (6.10) can be transformed into a strict equality in values for the following pair of sample vectors, denoted by \( \hat{\tau}_w \) and \( \hat{e}_w \) (a demonstration is provided in appendix A):

\[
\begin{align*}
\hat{\tau}_w &= \left\| (m \mathbf{M}_v)^{\frac{1}{2}} \mathbf{w}_i \right\|, \\
\hat{e}_w &= \frac{(m \mathbf{M}_v)^{\frac{1}{2}} \mathbf{w}_i}{\left\| (m \mathbf{M}_v)^{\frac{1}{2}} \mathbf{w}_i \right\|}.
\end{align*}
\]

(6.12)  
(6.13)

The vectors \( \tau_g \) and \( e_g \) cannot be obtained in a similar manner, because the sample vectors \( \mathbf{g}_i \) are unknown. However, to generate the random vector \( \mathbf{g} \) using its stochastic representation, we first need to compute the random vectors \( \tau_g \) and \( e_g \).

The key idea of the proposed transformation consists in transforming \( \hat{\tau}_w \) and \( \hat{e}_w \) into a sample scalar \( \hat{\tau}_g \) and a sample unit vector \( \hat{e}_g \), respectively. The transformation of \( \hat{\tau}_w \) and \( \hat{e}_w \) aims to modify the shape parameter \( \beta_U \) of distribution \( \mathbf{f}_w \) with respect to the target shape parameter \( \beta_V \). As only \( \hat{\tau}_w \) depends on \( \beta_U \), we transform \( \hat{\tau}_w \) and keep \( \hat{e}_w \) unchanged (i.e. \( \mathbf{e}_g = \hat{\mathbf{e}}_g \) \( \forall i \in \{1, \ldots, N\} \)). We present the transformation of the sample vector \( \hat{\tau}_w \), in the following proposition (the proof is given in the appendix B).

**Proposition 3.2.1.** Let \( \hat{\tau}_w \) and \( \hat{\tau}_g \) denote scalar positive random variables, whose distributions are defined as follows, \( \beta_U \in \mathbb{R}, \beta_V \in \mathbb{R} \) and \( p \in \mathbb{N} \):

\[
\hat{\tau}_w^{2\beta_U} \sim \Gamma \left( \frac{p}{2\beta_U}, 2 \right),
\]

(6.14)

\[
\hat{\tau}_g^{2\beta_V} \sim \Gamma \left( \frac{p}{2\beta_V}, 2 \right).
\]

(6.15)

Then, the sample vector \( \hat{\tau}_g \), of the variable \( \hat{\tau}_g \) can be obtained by transforming the sample vector \( \hat{\tau}_w \) using the following approximation:

\[
\hat{\tau}_g = \left( \left( \frac{\hat{\tau}_w}{\beta_V} \right)^{2\lambda\beta_U} - \mu_\lambda \right)^{\frac{1}{\lambda\beta_V}},
\]

(6.16)

where the scalar variables \( \mu_\lambda \) and \( \sigma_\lambda \) (respectively \( \mu_\lambda' \) and \( \sigma_\lambda' \)) are the mean and the standard deviation of a univariate normal distribution with the following parameters [85]:

\[
\mu_\lambda = 2\lambda \frac{\Gamma(\beta + \lambda)}{\Gamma(\beta)} \quad \text{and} \quad \sigma_\lambda^2 = 2\lambda \frac{\Gamma(\beta + 2\lambda)}{\Gamma(\beta)} - \mu_\lambda^2
\]

(6.17)

for \( \beta = p/(2\beta_U) \) (respectively \( \beta' = p/(2\beta_V) \) for \( \mu_\lambda' \) and \( \sigma_\lambda' \)) and for \( \lambda = 1/4 \). The approximation (6.16) is valid under the following two assumptions:

\[
\Gamma \left( \frac{p}{2\beta_U}, 2 \right) \sim \Gamma \left( \left\lfloor \frac{p}{2\beta_U} \right\rfloor, 2 \right),
\]

(6.18)

\[
\Gamma \left( \frac{p}{2\beta_V}, 2 \right) \sim \Gamma \left( \left\lfloor \frac{p}{2\beta_V} \right\rfloor, 2 \right),
\]

(6.19)

where \( \lfloor \cdot \rfloor \) denotes the nearest integer value (see appendix B for further details and proof).
The transformation (6.16) holds for each sample value of the scalar variable \( \hat{\tau}_w \) with a distribution, given by (6.14). However, in our method, the vector \( \hat{\tau}_w \) is constructed uniquely using equation (6.12).

Furthermore, we can now define the stochastic-based transformation of the distribution \( f_w \):

\[ \forall i \in \{1, \ldots, N\}, T_S : w_i \mapsto h(w_i), \text{ where} \]
\[ h(w_i) = \hat{\tau}_w(m_V M_V)^{\frac{1}{2}} \hat{e}_w. \]  
(6.21)

The sample scalar \( \hat{\tau}_w \) is computed with equation (6.16) and the unit vector \( \hat{e}_w \) is computed with equation (6.13). By applying transformation (6.20), we obtain the new set \( G \) of sample vectors, given as follows: \( g_i = T_S(w_i), \forall i \in \{1, \ldots, N\} \). The set \( G \) is approximately distributed as the target MGGD \( f_V \).

### 3.2.3 The final transformation \( T_{U \rightarrow V} \)

In the present section we introduce the final transformation \( T_{U \rightarrow V} \) between the distributions of the sets \( U \) and \( V \). The transformation \( T_{U \rightarrow V} \) is obtained as a combination of the transformations \( T_{MK} \) and \( T_S \) as follows:

\[ \forall i \in \{1, \ldots, N\}, T_{U \rightarrow V} : u_i \mapsto T_S[T_{MK}(u_i)]. \]  
(6.22)

Transformation (6.22) is equivalent to:

\[ \forall i \in \{1, \ldots, N\}, T_{U \rightarrow V} : u_i \mapsto K_i u_i, \text{ where} \]
\[ K_i = \frac{(m_V/m_U)^{\frac{1}{2}} \hat{\tau}_w}{\Vert (m_V M_V)^{-\frac{1}{2}} w_i \Vert} M_U^{-\frac{1}{2}} \left( M_V^{\frac{1}{2}} M_V M_U^{\frac{1}{2}} \right)^{\frac{1}{2}} M_U^{-\frac{1}{2}}. \]  
(6.24)

The sample scalar \( \hat{\tau}_w \) is computed with transformation (6.16), in which the vector \( \hat{\tau}_w \) is replaced by expression (6.12). The proposed transformation \( T_{U \rightarrow V} \) is used to generate the new set of sample vectors \( G = (g_1, \ldots, g_N) \), \( g_i = T_{U \rightarrow V}(u_i), \forall i \in \{1, \ldots, N\} \), the distribution of which follows the law of an MGGD and is similar to the distribution of the target set \( V \).

Algorithm 2 illustrates the main steps of our transformation through a pseudo code, which facilitates the implementation of the method.

### 3.2.4 Properties of the transformation \( T_{U \rightarrow V} \)

The properties of the transformation \( T_{U \rightarrow V} \) are listed below:

**P1:** The matrix \( K_i \in \mathbb{R}^{p \times p}, \forall i \in \{1, \ldots, N\}, p \in \mathbb{N} \), is a positive definite matrix, i.e., \( x^T K_i x > 0 \) \( \forall x \neq 0 \);

**P2:** The transformation \( T_{U \rightarrow V} \) is invertible as \( \forall i \in \{1, \ldots, N\} \) the matrix \( K_i \) is invertible (as a consequence of property P1). The inverse transform \( T_{U \rightarrow V}^{-1} \) is given as: \( \forall i \in \{1, \ldots, N\}, T_{U \rightarrow V}^{-1} : g_i \mapsto K_i^{-1} g_i \), e.g., \( u_i = T_{U \rightarrow V}^{-1}(g_i) \);

**P3:** The identity vector \( 1 \) is the identity element of the transformation \( T_{U \rightarrow V} \);

**P4:** When \( \beta_U = \beta_V \), the transformation \( T_{U \rightarrow V} \) is equivalent to the Monge-Kantorovich closed-form transformation \( T_{MK} \), defined in (6.4);
3. TRANSFORMATION OF THE MGGD

Algorithm 2 The transformation $T_{U \rightarrow V}$

1: procedure TRANSFORMMGGD
2: input:
3: $U \leftarrow (u_1, \ldots, u_N)$ $\triangleright$ input
4: $V \leftarrow (v_1, \ldots, v_L)$ $\triangleright$ target
5: $p \leftarrow \text{GetDimension}(U)$
6: $i \leftarrow 0$ $\triangleright$ loop index
7: $\lambda \leftarrow 1/4$ $\triangleright$ used in eqn. 6.16
8: output:
9: $G \leftarrow (g_1, \ldots, g_N)$ $\triangleright$ computed in loop
10: parameters: $\triangleright$ eqn. 6.1, 6.2 and 6.3
11: $(M_U, m_U, \beta_U) \leftarrow \text{ComputeMLE}(U)$
12: $(M_V, m_V, \beta_V) \leftarrow \text{ComputeMLE}(V)$
13: loop:
14: $w_i \leftarrow \text{MongeKantorovich}(u_i, M_U, M_V, m_U, m_V)$ $\triangleright$ transf. 6.4
15: $(\hat{\tau}_w, \hat{\epsilon}_w) \leftarrow \text{ConstructStochasticVectors}(w_i, M_V, m_V)$ $\triangleright$ eqn. 6.12 and 6.13
16: $\hat{\tau}_g \leftarrow \text{TransformTau}(\hat{\tau}_w, \hat{\epsilon}_w, \beta_V, p, \lambda)$ $\triangleright$ eqn. 6.16
17: $g_i \leftarrow T_{U \rightarrow V}(w_i, \hat{\tau}_g, M_U, M_V, m_U, m_V)$ $\triangleright$ transf. 6.23
18: $i \leftarrow i + 1$
19: if $i < N$ then
20: goto loop

P5: When the dimension $p = 1$, $K_i = [c_i]$, where $c_i$ is a scalar $\forall i \in \{1, \ldots, N\}$;

P6: When the dimension $p = 1$ and $\beta_U = \beta_V$, $K_i = [c] \forall i \in \{1, \ldots, N\}$, where $c = (m_V/m_U)^{1/2}$. Therefore, in this case, the proposed transformation $T_{U \rightarrow V}$ is equivalent to scaling the input set $U$ by the constant positive scalar $c$.

Figure 6.3 – Box-and-Whisker plots of the percentage error of the proposed transformation, shown parameter-wise for 1D, 2D, 3D and 5D spaces. The mean percentage error in the 2D, 3D and 5D cases is less than 5% for the scale parameter $m$ and less than 2% for both the shape parameter $\beta$ and the scatter matrix $M$.

3.2.5 Evaluation

We demonstrate the efficiency of our method in 2D ($p = 2$), 3D ($p = 3$) and 5D ($p = 5$) as these are the dimensions directly connected to the applications, presented in this chapter (see section 4). For completeness sake, we also show the performance of the proposed method in 1D ($p = 1$). To evaluate the performance of the proposed transformation, we
generate 10 MGGDs per dimension \( p \). We randomly generate all MGGDs used in our
evaluation by applying the stochastic representation of the MGGD (equation (6.6)). Once
we initialize the parameters \( M, m \) and \( \beta \) of an MGGD by \( M_0, m_0 \) and \( \beta_0 \), we randomly
generate a \( p \)-dimensional unit vector \( e \), uniformly distributed on a unit sphere (\( p \) stands
for either 1, 2, 3 or 5), and its corresponding scalar random variable \( \tau \). By applying the
stochastic representation (6.6), we compute a \( p \)-dimensional vector \( z \), distributed accord-
ing to an MGGD of parameters \( M_0, m_0 \) and \( \beta_0 \).

We have carried out the proposed transformation \( T_U \mapsto V \) between each two of the gen-
erated distributions for each dimension, resulting in a total of 100 transformations per
case. To illustrate the robustness of the transformation, percentage errors, \( i.e. \) the ratio of
the difference between the target and the transformed parameters to the target parameter,
have been computed. Figure 6.3 presents the Box-and-Whisker plots of these percentage
errors parameter-wise for each of the four cases. The proposed transformation manages
to transform the shape parameter \( \beta \) and the scatter matrix \( M \) with a great precision for
the 2D, 3D and 5D cases: both the mean percentage error and the standard deviation are
less than 2%. The percentage error of the scatter matrix \( M \) in the 1D case is constantly
0, as both input and target matrices are always equal to the 1D identity matrices. Finally,
the transformation between two 1D MGGDs is far less accurate than the transformation
between any two \( p \)-dimensional MGGDs \( \forall p > 1 \). This is due to the fact that for \( p = 1 \),
\( p/(2\beta) = 1/(2\beta) \geq 0.5 \), \( i.e. \) the shape parameter of the gamma distributions of \( \hat{\tau}_w \) and
\( \hat{\tau}_g \) could become smaller than 1. This makes assumptions (6.18) and (6.19) in proposi-
tion 3.2.1 too strong for \( p = 1 \) (see appendix B for demonstration).

### 4 Applications

In this section, we demonstrate the potential of the proposed transformation \( T_U \mapsto V \) for
several image processing applications. First, we carry out a transfer of gradient and a
transfer of color between images. Second, as our method describes the joint distribution
of color and gradient by one probabilistic model, we carry out a simultaneous transfer of
color and gradient. We apply our simultaneous transfer for image color correction.

Before presenting the applications of our transformation \( T_U \mapsto V \), we first describe what
properties \( T_U \mapsto V \) should have in order to provide plausible results for color and gradient
transfers.

**Continuity.** When transferring color and gradient between images, the geometry of
the input distribution needs to be respected. To this end, similar colors in the input image
should remain similar after the transformation. We call this property continuity.

The first step of the transformation \( T_U \mapsto V \), \( i.e. \) the Monge-Kantorovich transformation,
ensures continuity as it keeps the geometry of the input image as intended [34]. The
stochastic-based transformation also preserves the continuity of our transformation. To
demonstrate this fact, we plot samples \( u_i \) against transformed samples \( T_{U \mapsto V}(u_i) \) as shown
in figure 6.4. From the two plots in figure 6.4 it becomes clear that our transformation is
continuous. Moreover, the plots show that our transformation is non-linear.

**Bounded range.** As the image color distributions are bounded in a discrete interval,
the transformed color distributions should also be bounded. The violation of this property
would cause inconsistencies in the results, such as color artifacts, out-of-gamut pixels, etc.
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Figure 6.4 – We carry out our 1D MGGD-based transformation for two different sets of input samples and we plot the input samples against the transformed samples. These plots show that our transformation is both continuous and non-linear.

Our transformation $T_{U \rightarrow V}$ maps the input range to the target range (this can be observed in the plots of figures 6.2 and 6.5). Therefore, if the target range is bounded, the value range of our results is also bounded.

The described properties are essential for obtaining plausible results from applying our transformation $T_{U \rightarrow V}$ to image processing applications. Four applications are presented in the following sections.

4.1 Gradient transfer

As we adopt our transformation to perform a gradient transfer between images, we first present previous works, related to modifying the gradient field of an image. The related works consist of methods which directly alter an input gradient field with regards to a target one as well as of methods which perform a transfer between gradient distributions. We then introduce our MGGD-based method for carrying out a gradient transfer between images.

**Poisson equation and gradient boosting.** The Poisson equation is adopted in various image processing applications such as seamless cloning [86, 87], image sharpening [88], image stylization [89], Poisson image editing [86], tone mapping of HDR images [90]. The Poisson equation [86] introduces a solution for constructing an image given a gradient field. The construction is carried out by minimizing the distance between the gradient field of the image that we recover and the given gradient field. The latter is either known or it is computed by scaling the image gradient field by a constant. The aforementioned method is referred to as gradient boosting [88, 91] and it aims at amplifying the gradient field of an image by a constant value. Gradient boosting can be applied globally to the whole image as well as locally for the purpose of sharpening the salient parts of an image [91].

Furthermore, a modification of the Poisson equation, in which a new data term is added, is well-known as the screened Poisson equation [88, 92]. The new data term constrains the Poisson equation, allowing the reconstructed image to be as close as possible to a given image. Bhat et al. [88] have introduced a Fourier solution to the screened Poisson equation, adopted later on by Morel et al. [92] in connection with the image contrast enhancement.
Gradient transfer using a target gradient field. Deng et al. [91] sharpen an input image by using the gradient field of its corresponding near-to-infrared (NIR) image. As the NIR images contain more details than the RGB images, their gradients are much shaper. Therefore, Deng et al.’s color-aware regularization manages to recover the details of the input image. Furthermore, Cho et al. [25] reconstruct a high-quality image from a degraded image by matching gradient distributions. Univariate generalized Gaussian distributions (GGDs) are adopted to model the distributions of each of the two components of the input and target gradient fields. The target gradient is computed by de-convolving and down-sampling the input image. Cho et al. recover a high-quality result by minimizing the Kullback-Leibler divergence between the input and target gradient distributions either by penalizing the divergence or by reweighing the distributions. Unlike Cho et al. [25], who model the distribution of the gradient field of images, Gong et al. [36] introduce a new parametric model for approximating the gradient cumulative density function. By empirically learning the target gradient distribution from a database of natural images, the authors aim at naturalizing a given input image.

So far, a transfer of gradient has only been carried out for target distributions which are computed either by down-sampling the input image [25] or by using a database of natural images [36]. However, a gradient transfer, imposing no restrictions on the choice of the target images, has not yet been introduced. To address the latter limitation, we propose an MGGD-based transfer of gradient between images, as discussed hereafter.

MGGD-based gradient transfer (2D). We employ our transformation $T_{U \rightarrow V}$ in the context of a gradient transfer between an input image $U : \omega \subset \mathbb{R}^2 \mapsto \mathbb{R}^3$ and a target image $V : \omega \subset \mathbb{R}^2 \mapsto \mathbb{R}^3$ with gradient fields $\nabla U$ and $\nabla V$ respectively. The parameters of both gradient distributions $f_{\nabla U}$ and $f_{\nabla V}$ are computed using equations (6.1), (6.2) and (6.3). Our transformation $T_{U \rightarrow V}$ transforms the input gradient distribution $f_{\nabla U}$ into a distribution similar to the target gradient distribution $f_{\nabla V}$.

We perform the gradient transfer to either sharpen or smoothen the input gradient field $\nabla U$ with regards to the target gradient field $\nabla V$. Unlike Cho et al. [25], we model the input and target gradient fields by 2D MGGDs. On one hand, we take into account the correlation between the two components of the gradient field for the input and target images since we transform the joint $xy$ gradient distribution rather than the marginal distributions of $x$ and $y$. On the other hand, the proposed transformation is more accurate for 2D MGGDs than for 1D MGGDs as illustrated in figure 6.3. In practice, the gradient transfer is carried out on the luminance channel of CIE Lab color space (unless mentioned otherwise).

We aim to recover an image $F : \omega \subset \mathbb{R}^2 \mapsto \mathbb{R}^3$ (where $\omega = \omega_x \times \omega_y$), similar to the input image $U$, whose gradient field is as close as possible to the transformed gradient field $G = T_{U \rightarrow V}(\nabla U)$. The image $F$ is obtained by minimizing the following double integral:

$$
\min \int_{\omega_x} \int_{\omega_y} \lambda_s \|F - U\|^2 + \|\nabla F - T_{U \rightarrow V}(\nabla U)\|^2 \, dx \, dy \quad (6.25)
$$

where $\nabla F$ is the gradient field of $F$. The constant $\lambda_s \in \mathbb{R}$ controls the trade-off between the data term and the transformed gradient field. The solution of the minimization problem (6.25) is given by the screened Poisson equation [88].
Figure 6.5 – Results from a gradient transfer between images for two cases: image sharpening (smooth to sharp) and image smoothing (sharp to smooth). In the case of smooth to sharp transfer, our transformation enhances the input details, sharpens the foreground and the background of the input image. The MGD-based transformation does not influence significantly the sharpness of the input gradient field, yielding a result, similar to the input image (the sharpness of the background remains relatively unchanged). In the case of sharp to smooth transfer, our gradient transfer simulates the blurry effect of the target image. In contrast the MGD-based transfer preserves the input details and sharpness. Quantitative differences between the two results are illustrated by the distribution plots (for the smooth to sharp transfer), where $dx$ and $dy$ denote the gradient in $x$ and $y$ directions respectively. The MGD-based transformation spreads out the input distribution (note the range of the axes), as it does not affect the shape parameter $\beta$. In contrast, our method transforms both the scale and the shape of the input gradient distribution. As the target shape is very specific (i.e. diamond shape), we do not transfer the shape precisely (as illustrated by the plots), but we obtain a distribution, which can well be characterized by the target shape and scale parameters (note also the ranges of the distributions of our result and the target image).
The new gradient field $G$ is obtained pixel-wise by multiplying the input gradient field $\nabla U$ by the transformation matrix $K_i, \forall i \in \{1, \ldots, N\}$, where $N$ is the number of pixels in $F$ (as presented in (6.24)). To this end, the advantage of our method over the method of gradient boosting becomes clear. Rather than scaling the input gradient field $\nabla U$ by a given constant $c$, we automatically transform each pixel of $U$ with respect to the characteristics of the target gradient distribution. The pseudo code implementation of our gradient transfer is presented in algorithm 3.

**Algorithm 3 Gradient transfer (2D)**

1: **procedure** PERFORMGRADIENTTRANSFER
2: \textbf{input:}
3: $U \leftarrow (u_1, \ldots, u_N)$ \hfill $\triangleright$ input image
4: $V \leftarrow (v_1, \ldots, v_L)$ \hfill $\triangleright$ target image
5: $p \leftarrow 2$ \hfill $\triangleright$ for 2D gradient fields
6: $\lambda_s \leftarrow 0.2$ \hfill $\triangleright$ used in eqn. 6.25
7: \textbf{gradients:}
8: $\nabla U \leftarrow \text{ComputeGradientField}(U)$
9: $\nabla V \leftarrow \text{ComputeGradientField}(V)$
10: \textbf{transformed gradient:}
11: $G \leftarrow (g_1, \ldots, g_N)$ \hfill $\triangleright$ computed in loop
12: \textbf{output:}
13: $F \leftarrow (f_1, \ldots, f_N)$ \hfill $\triangleright$ computed in construction
14: \textbf{parameters:}
15: $(M_U, m_U, \beta_U) = \text{ComputeMLE}(\nabla U)$ \hfill $\triangleright$ eqn. 6.1, 6.2 and 6.3
16: $(M_V, m_V, \beta_V) = \text{ComputeMLE}(\nabla V)$
17: \textbf{loop:} \hfill $\triangleright$ The transformed gradient field $G$ is obtained using the steps of the loop of the algorithm 2 (lines 14-20) by replacing $u_i$ with $\nabla u_i$.
18: \textbf{construction of the final image $F$:}
19: $F = \text{ScreenedPoisson}(U, G, \lambda_s)$ \hfill $\triangleright$ eqn. 6.25

Figure 6.5 shows a comparison between the proposed MGGD-based transfer of gradient and the Monge-Kantorovich transformation (for two types of gradient transfer: smooth to sharp and sharp to smooth). As the latter assumes that the gradient distribution of both input and target images can be fitted by an MGD, its impact on the gradient field of the results is insignificant. Unlike the Monge-Kantorovich transformation, our MGGD-based gradient transfer sharpens the fine details of the input image and enhances its contrast (smooths the details and flattens the input image in the case of sharp to smooth transfer). Moreover, it manages to better transfer the quantitative characteristics of the target distribution, e.g. the shape and scale parameters. The shape and scale parameters of the distribution of our result are close to the target ones, as illustrated by the distribution plots in figure 6.5. We obtain a distribution, which can be well described by the target distribution parameters. In contrast, the Monge-Kantorovich transformation spreads out the gradient values of the result (by scaling the input distribution, without modifying its shape parameter), yielding a less sparse distribution than the distribution, obtained with our MGGD-based transformation.

Our gradient transfer can be carried out (independently or jointly) on all three channels of CIE Lab as well as on the channels of any other color space. The scalar $\lambda_s$ in (6.25) is set to 0.2 for all the results shown in this chapter. Finally, we regularize $T_{U \rightarrow V}$ using a bilateral filter, applied on the set of transformation matrices $(K_1, \ldots, K_N)$. This regularization has been adopted to account for jpeg block artifacts as well as artifacts, occurring
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Figure 6.6 – Results from a color transfer between images, obtained with our 3D MGGD-based method and Pitié’s and Reinhard’s MGD-based methods. The first row presents input and target images, whose color distributions can be well described by an MGD. We observe a slight green cast on the sky in Pitié’s result, which does not appear in our result (as shown in a) and b), second row). Moreover, there is a blue artifact on the grass in Pitié’s result (as shown in c) and d), second row). Reinhard’s result transfers the best the color of the sky, but it fails to transfer the color of the grass. The third row presents an input over-exposed image and a target under-exposed image. The color distributions of these images cannot be accurately fitted by an MGD. We obtain a result, in which the main color of the target light is well transferred. Our method preserves the original details of the sky (as shown in a) and b), forth row). Although the light in Pitié’s result has decreased (in comparison to the input image), the result still looks like an over-exposed image due to the flat areas in the sky and the water. Finally, Reinhard’s result fails to transfer properly the target color palette. The results and the main visual differences between them are best viewed on screen.

with the increase of small gradients. This regularization does not affect significantly the gradient distribution of the result.

4.2 Color transfer (3D)

The proposed transformation $T_{U→V}$ is also used to carry out a color transfer between an input image $U$ and a target image $V$. We model the input/target color distributions by 3D MGGDs, which are computed directly from the color distributions of the input and target images without imposing restrictions on the shape parameter $\beta$. That way, we describe more accurately the color distributions of the input and target images and we enhance the quality of the color transfer for distributions which cannot be well-fitted by an MGD. The transformed image $G$ is obtained as follows:

$$G = T_{U→V}(U - \mu_U) + \mu_V,$$

where $\mu_U$ and $\mu_V$ are the sample mean vectors of the input and target distributions respectively. We apply the transformation $T_{U→V}$ on the centered input distribution as the proposed method is built for MGGDs with a zero mean. Comparisons between our 3D
MGGD-based method and the Monge-Kantorovich transformation (carried out in the context of color transfer, as proposed by Pitié et al. [34]) are shown in figure 6.6. When the input and target color distributions can be described by an MGGDs with a shape parameter close to 1 (as it is the case of the first pair of input/target images in figure 6.6), our 3D color transfer method yields a visually similar result to the result obtained with Pitié et al.’s method (the first two rows in figure 6.6). However, for image color distributions, described by an MGGD with a shape parameter $\beta \ll 1$, we observe a significant difference in the color palettes of the two results (the last two rows in figure 6.6). Unlike Pitié et al.’s result, in this case our result manages to represent better the main color of the target image, as further discussed in the caption of figure 6.6.

### 4.3 Simultaneous color and gradient transfer (5D)

So far, we have demonstrated the efficiency of the proposed MGGD-based transformation in the context of color and gradient transfers between images. However, both color and gradient have an impact on the style of images. To take the dependencies between color and gradient into account, we model their joint distribution by an MGGD (for both the input and target images). Then, we simultaneously transform the input color and gradient distributions by applying the proposed transformation $T_{U \rightarrow V}$.

The simultaneous transfer between the input and target images is carried out in a 5D space consisting of the three components of CIE Lab color space and the two components of the image gradient field ($dx$ and $dy$). The gradient field of both the input and target images is computed from the $L$ channel of CIE Lab. After performing our transformation, we obtain a new set $G$, consisting of 5D sample vectors. The union of the $L$, $a$, $b$ components of each vector in the set $G$ corresponds to an image, denoted by $G_{lab}$. The union of the remaining two vector components in $G$ corresponds to a gradient field, denoted by $G_{xy}$. To recover the final image $F$, we apply the minimization process in (6.25), where the input image $U$ is replaced by the image $G_{lab}$ and the expression $T_{U \rightarrow V}(\nabla U)$ is replaced by the gradient field $G_{xy}$ (see algorithm 4 for a pseudo code).

**Algorithm 4 Simultaneous color and gradient transfer (5D)**

1: procedure PERFORMSIMULTANEOUSTRANSFER
2: input:
3: $U \leftarrow (u_1, \ldots, u_N)$ \hspace{1cm} $\triangleright$ input image + input gradient
4: $V \leftarrow (v_1, \ldots, v_L)$ \hspace{1cm} $\triangleright$ target image + target gradient
5: $p \leftarrow 5$ \hspace{1cm} $\triangleright$ 3D color + 2D gradient field
6: $\lambda_s \leftarrow 0.2$ \hspace{1cm} $\triangleright$ used in eqn. 6.25
7: transformed gradient:
8: $G \leftarrow (g_1, \ldots, g_N)$ \hspace{1cm} $\triangleright$ 5D set, computed in loop
9: output:
10: $F \leftarrow (f_1, \ldots, f_N)$ \hspace{1cm} $\triangleright$ final image, computed in construction
11: parameters:
12: $(M_U, m_U, \beta_U) = ComputeMLE(U)$ \hspace{1cm} $\triangleright$ eqn. 6.1, 6.2 and 6.3
13: $(M_V, m_V, \beta_V) = ComputeMLE(V)$
14: loop: \hspace{1cm} $\triangleright$ The 5D set $G = G_{lab} \cup G_{xy}$ is obtained using the steps in the loop of the algorithm 2 (lines 14-20).
15: construction of the final image $F$:
16: $F = ScreenedPoisson(G_{lab}, G_{xy}, \lambda_s)$ \hspace{1cm} $\triangleright$ eqn. 6.25
Figure 6.7 – Result of a simultaneous 5D transfer of color and gradient, compared to a result of a 3D color transfer (obtained with our transformation). As the target image is a sharp detailed image, the 5D transfer amplifies the fine details of the input image (unlike the 3D transfer). To illustrate the efficiency of the proposed transformation, we show the cumulative density functions (cdf) of the three channels of CIE Lab color space and of the two components of the gradient fields (\(d_x\) and \(d_y\)) for each result. The cdf of each result is compared against the cdf of the input and target images. For both results the input channels \(L\), \(a\) and \(b\) have been transformed into the target ones with high precision. However, only the 5D transfer transforms the input gradient distribution into the target one. In contrast, the gradient cdf of the 3D result remains similar to the input gradient cdf.

Figure 6.7 demonstrates the efficiency of our 5D transformation. As illustrated by the plots in figure 6.7, our 3D MGGD-based method transforms the input color distribution without compromising the distribution of the input gradient field. In the 5D case, the color and gradient distributions are successfully transformed into the target ones. That is why, our 5D result has a higher contrast and it is much sharper than our 3D result.

Furthermore, figure 6.9 compares results from our 5D MGGD-based method with results from the 5D Monge-Kantorovich transformation. The latter assumes that the joint 5D color and gradient distributions of both the input and target images can be fitted by an MGD. However, the MGD fails to describe the sparse distributions of the input and target gradient fields, it also fails to carry out a joint transfer of color and gradient, as illustrated in figure 6.9.
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4.4 Color correction

Our method can also be employed to correct the color of images, used for image mosaicking and stitching. We use Xu and Mulligan’s database [93], from which we extract pairs of input and target images. The color of an extracted input image $U$ does not match the color of its corresponding target image $V$ and therefore, the input color needs to be corrected before stitching the images together. As the input and target images can differ not only in terms of color but also in terms of detail, we apply a joint 5D transfer of color and gradient instead of a 3D transfer of color. We apply our 5D simultaneous transfer between the input image $U$ and the target image $V$ (algorithm 4) and obtain a color corrected result $F$, the joint color and gradient distribution of which is similar to the target distribution $f_V$.

Figure 6.8 presents results from a color correction, obtained with our method as well as results from Reinhard et al.’s global parametric method [3] and the model-free method by Pitié et al. [60]. The results on the first row of the figure 6.8 show a good match in colors between our result and the target image (Reinhard’s and Pitié’s results do not match accurately the target color of both the Eiffel tower and the balloon). Red boxes visualize the main differences between the color of the results and the target color. Note the amount of blur in Pitié’s result as well as the artifacts on the top of the Eiffel tower.

The input and target images in the second row of figure 6.8 are synthetic images [93]. Given a target image $V$, considered as the ground truth, the input image $U$ is obtained manually by modifying the colors of the image $V$. Then, an automatic color correction method should recover the same target image $V$.

All three results in the second row of figure 6.8 manage to correct the colors of the input image and to get close to the ground truth (the target image). However, there are subtle deviations from the target colors and gradient. For example, the color of the man’s clothes in Reinhard’s result is not an exact match of the target color (the orange color in Reinhard’s result appears darker than the one in the target image). Reinhard’s result is also less sharp than the target image (the red boxes). This is due to the fact that the input image is less sharp than the target image and the target details can only be recovered
through edge sharpening (which Reinhard’s method does not perform). Furthermore, Pitié et al. [60] intentionally blur the result in order to remove artifacts, caused from the color transfer (de-graining). In contrast, our method restores the target colors and sharpens the details of the input image using a single 5D transformation of color and gradient.

## 5 Conclusion and future work

In this chapter, we have presented a novel transformation between input and target MG-GDs. Two consequent steps transform the parameters of the input distribution according to the target distribution. The Monge-Kantorovich closed-form mapping transforms the scale, whereas the stochastic-based transfer transforms the shape of the input distribution. We have demonstrated the potential of our transformation in the context of a color transfer and a gradient transfer. We have also introduced a new simultaneous transfer of color and gradient, which can be applied for image color correction. The evaluation and the results, presented in the chapter, have illustrated the efficiency of our transformation for image editing applications. However, our method has some limitations. First, the proposed transformation cannot recover the smallest absolute gradient values and its efficiency is limited when applied to image de-blurring. Furthermore, the gradient transfer, proposed in this chapter, considers only the gradient distribution regardless of the gradient direction and structure. Therefore, the transfer of texture patterns is left for future work.

Furthermore, to further improve the color, light and gradient transfers, a mixture of MGGDs is to be considered in the future. It is indeed interesting to tackle distributions, which can be modelled by a mixture of MGGDs. If we carry out our global MGGD transformation for data, which cannot be fitted well enough by a single MGGD (i.e. a mixture of MGGDs is required), our method and Pitié et al.’s method [34] are very similar. For example, in the first row of figure 6.6, we observe that our method obtains a result similar to Pitié et al.’s result (though less-saturated and with less color artifacts). However, as we have shown in example 5 in figure 5.9 (chapter 5), those results can be improved with a mixture of Gaussian distributions (as the input and target images in the first row of figure 6.6 can be clustered according to their hue). Once the input and target images are clustered using a mixture of MGGDs (i.e. divided into clusters whose distributions follow an MGGD), the four mapping policies, presented in the previous chapter, can be employed to map the input and target clusters. Using a mixture of MGGDs has a great potential in the future for obtaining more natural, photo-realistic and better stylized images. In this chapter, we have showed that the color transfer can be improved using our MGGD-based transformation as the distributions of color and light in images are more accurately modelled by the MGGD than by the MGD. However, as the color, light and gradient distributions have bounded supports, unlike the MGGD, non-Gaussian distributions [94] would be more suitable to model color, light and gradient. In the following chapter, we exploit the benefits of using bounded distributions, and more specifically the Beta distribution, for color transfer.
Figure 6.9 – Comparison between results of a simultaneous 5D MGGD-based transfer of color and gradient, 5D MGD-based transfer of color and gradient and 3D MGGD-based transfer of color. As demonstrated in figure 6.7, a 3D MGGD-based color transfer is insufficient to represent the “mood” of the target image, as it does not affect the input gradient field. The results in the forth row clearly show that a transfer of color is not sufficient to represent the style of an image. Both input and target images in the forth row are high-key images. However, they differ in the amount of details. Our 5D color and gradient transfer manages to smooth the details around the girl’s eyes, skin and rose with respect to the target image. Furthermore, a 5D transfer of color and gradient can also be performed using the Monge-Kantorovich transformation. However, as the latter fits the gradient distributions of both the input and target images by an MGD, it does not have a significant impact on the contrast and on the sharpness of the result (note that our 5D MGGD-based transfer enhances the best the details on the mountain slopes for the results in the first row). The visual comparison between the results is best observed on screen.
Beta distribution transformation for color transfer

1 Introduction

In the previous two chapters, we have seen that color transfer is often viewed as a distribution transfer problem, in which the Gaussian distribution plays a significant role. Early research works on color transfer assume the color and light distributions of images follow a Gaussian distribution [3, 34], whereas local color transfer methods apply more precise models, such as Gaussian mixture models (GMM) [5–7].

So far, color transfer methods have been limited to Gaussian-based transformations, e.g. the color transformation, used in our style-aware color transfer method [7] (chapter 5). Moreover, in chapter 6, we have presented a new color transfer method, based on a transformation of the MGGD. The MGGD and in particular the MGD are continuous distributions with unbounded supports. Despite the fact that color and light in images are bounded in a finite interval, such as [0, 1], they are still modelled by unbounded distributions, such as the MGGD and the MGD. When performing an MGGD-/MGD-based transformation between bounded distributions, we often obtain out-of-range values. Such values are cut off and eliminated, causing over-/under-saturation, out-of-gamut values, etc. To tackle the out-of-range limitation of the MGGD-/MGD-based transformations, in this chapter we adopt bounded distributions. Figure 7.1 illustrates an important limitation of the Gaussian approximation and presents the benefit of using a bounded Beta distribution to model color and light.

The Beta distribution is a bounded two-parameter-dependent distribution, which can admit different shapes and thus, can fit various data, bounded in a discrete interval. Adopting the Beta distribution to model color and light distributions of images is our key idea. In this chapter, we propose a novel transformation between two Beta distributions. Our transformation consists of four intermediate statistical transformations which progressively and accurately reshape an input Beta distribution into a target Beta distribution. We apply our Beta transformation both globally and locally in the context of a color transfer between images. Our results appear more natural and less saturated than results from recent state-of-the-art methods. Additionally, our results represent accurately the target color palette and truthfully portray the target contrast.

The rest of the chapter is organized as follows. Section 2 presents our Beta transformation. Results from applying the Beta transformation on images are shown in Section 3. The final section concludes the chapter.
2 Beta transformation

The following section consists of two parts. In the first part we present the Beta distribution, whereas in the second part we introduce our Beta transformation.

2.1 Beta distribution

Hereafter, we present several well-known statistical transformations which play an important role in our Beta transformation.

2.1.1 Beta-Fisher relationship

Let \( x \sim \text{Beta}(\alpha, \beta) \). Then, a variable \( y \), obtained as \( y = f_{BF}(x, \alpha, \beta) \), where function \( f_{BF}(\cdot) \) is defined as follows:

\[
f_{BF}(x, \alpha, \beta) = \frac{\beta x}{\alpha (1 - x)}, \tag{7.1}
\]

is a Fisher variable with shape parameters \( 2\alpha \) and \( 2\beta \) (denoted \( y \sim \text{F}(2\alpha, 2\beta) \)). Equation (7.1) maps the bounded interval \([0, 1]\) into the semi-bounded interval \([0, \infty)\) with \( \lim_{x \to 1} y = \infty \).

Reversely, a variable \( z = f_{FB}(y, \alpha, \beta) \), where \( y = f_{BF}(x, \alpha, \beta) \) and \( f_{FB}(\cdot) \) is obtained as follows:

\[
f_{FB}(y, \alpha, \beta) = \frac{\alpha y}{\beta + \alpha y}, \tag{7.2}
\]

is a Beta variable, \( e.g. \ z \sim \text{Beta}(\alpha, \beta) \). Equation (7.2) maps the semi-founded interval \([0, \infty)\) into the bounded interval \([0, 1]\) with \( \lim_{y \to \infty} z = 1 \).
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**Figure 7.2** – Our Beta transformation consists of four intermediate transformations (steps). The first two steps progressively transform the input distribution into a standard normal distribution. Then, using the target distribution, the last two transformations reshape the standard normal distribution into a Beta distribution with shape parameters, close to the target shape parameters. For each step of our method, the flowchart shows the transformed distribution and its corresponding approximation. The input and target distributions are extracted from image lightness channels.

### 2.1.2 Fisher-Chi-square relationship

Let $x$ and $y$ be two Chi-square random variables with $\alpha$ and $\beta$ degrees of freedom respectively ($x \sim \chi^2_\alpha$, $y \sim \chi^2_\beta$). Then:

$$\frac{x}{\alpha} / \frac{y}{\beta} \sim F(\alpha, \beta) \quad (7.3)$$

### 2.2 Transformation between Beta distributions

Hereafter, we present our 1D Beta transformation. Let $u$ and $v$ be 1D input and target random variables, following a Beta distribution, i.e. $u \sim \text{Beta}(\alpha_u, \beta_u)$ and $v \sim \text{Beta}(\alpha_v, \beta_v)$. We aim to transform the distribution of $u$ into a distribution, similar to the target distribution. Transforming one Beta distribution into another one in a single pass could be challenging. That is why, our transformation consists of four intermediate transformations which are based on known approximations:

1. Transformation of $u$ into $f_u \sim F(2\alpha_u, 2\beta_u)$;
2. Transformation of $f_u$ into a standard normal variable $s_u$;
3. Transformation of $s_u$ into $f_v \sim F(2\alpha_v, 2\beta_v)$;
4. Transformation of $f_v$ into $g \sim \text{Beta}(\alpha_v, \beta_v)$.

The steps of our transformation are illustrated in figure 7.2.
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2.2.1 Beta-to-Fisher

We transform the input Beta variable \( u \) into a Fisher variable \( f_u = T_{BF}(u) \) with shape parameters \( 2\alpha_u \) and \( 2\beta_u \) as follows:

\[
T_{BF} : u \rightarrow f_{BF}(u, \alpha_u, \beta_u),
\]

where function \( f_{BF}(\cdot) \) is defined in (7.1). Once we obtain the Fisher variable \( f_u \), we transform it into standard normal variable \( s \) in the second step of our transformation.

2.2.2 Fisher-to-Standard-Normal

The transformation of \( f_u \) is based on Paulson’s equation [95, 96]. Hereafter, we derive Paulson’s equation using Fieller’s approximation [97].

Fieller’s approximation transforms the ratio of two normally distributed variables into a standard normal variable. Let \( x \sim N(\mu_x, \sigma_x^2) \) and \( y \sim N(\mu_y, \sigma_y^2) \) be two normally distributed random variables. Then, Fieller approximation [97] admits the following form:

\[
f_{FL}(x, y, \mu_x, \mu_y, \sigma_x, \sigma_y) = \frac{x \mu_y - \mu_x}{\sqrt{\left(\frac{x}{y}\right)^2 \sigma_y^2 + \sigma_x^2}}
\]

(7.5)

Each variable \( s \), where \( s = f_{FL}(x, y, \mu_x, \mu_y, \sigma_x, \sigma_y) \), is a standard normal variable.

Paulson’s equation can be derived from (7.5) by computing the normal variables \( x \) and \( y \) using a Chi-square distribution. Let \( z \sim N(\mu, \sigma^2) \) be a normal variable and \( w \sim \chi^2_\gamma \) be a Chi-square variable with \( \gamma \) degrees of freedom. Then, \( z \) can be expressed as follows [98]:

\[
z = \left( \frac{w}{\gamma} \right)^{\frac{1}{2}},
\]

(7.6)

where \( p \in \mathbb{N} \) and \( \mu \) and \( \sigma \) are functions of \( \gamma \) and \( p \):

\[
\sigma^2 = f_{\sigma}(\gamma, p) = \frac{2}{\gamma p^2} \text{ and } \mu = f_{\mu}(\sigma) = 1 - \sigma^2.
\]

(7.7)

Using (7.6), we express the normal variables \( x \) and \( y \) in (7.5) as follows: \( x = (w_x/\alpha)^{\frac{1}{2}} \) and \( y = (w_y/\beta)^{\frac{1}{2}} \), where \( w_x \sim \chi^2_\alpha \) and \( w_y \sim \chi^2_\beta \), and \( p \in \mathbb{N} \). Let \( f = \frac{w}{y} = \frac{w_x/\alpha}{w_y/\beta} \). Then, Paulson’s equation transforms the variable \( f \), into a standard normal variable \( s \) as follows [95, 96]:

\[
f_{p}(f, \mu_x, \mu_y, \sigma_x, \sigma_y) = \frac{f^2 \mu_y - \mu_x}{\sqrt{f^2 \sigma_y^2 + \sigma_x^2}}
\]

(7.8)

where \( s = f_p(f, \mu_x, \mu_y, \sigma_x, \sigma_y, p) \), \( \sigma_x^2 = f_{\sigma}(\alpha, p) \), \( \sigma_y^2 = f_{\sigma}(\beta, p) \), \( \mu_x = f_{\mu}(\sigma_x) \) and \( \mu_y = f_{\mu}(\sigma_y) \) (from (7.7)). From (7.3), it becomes clear that \( f \) is a Fisher variable with shape parameters \( \alpha \) and \( \beta \), i.e. \( f \sim F(\alpha, \beta) \). Therefore, Paulson’s equation transforms a Fisher variable into a standard normal variable.

We adopt Paulson’s equation (7.8) to transform the Fisher variable \( f_u \sim F(2\alpha_u, 2\beta_u) \) (computed with (7.4)) into a standard normal variable \( s_u = T_P(f_u) \). The transformation \( T_P \) is defined as follows:

\[
T_P : f_u \rightarrow f_P(f_u, \alpha_u, \beta_u, \sigma_{\alpha}^u, \sigma_{\beta}^u, p),
\]

(7.9)

where \( p \in \mathbb{N} \) and \((\sigma_{\alpha}^u)^2 = f_{\sigma}(2\alpha_u, p), (\sigma_{\beta}^u)^2 = f_{\sigma}(2\beta_u, p), \mu_{\alpha}^u = f_{\mu}(\sigma_{\alpha}^u) \) and \( \mu_{\beta}^u = f_{\mu}(\sigma_{\beta}^u) \).
2.2.3 Standard-Normal-to-Fisher

Once we compute the standard normal variable \( s_u \), we inverse Paulson’s equation (7.8) to transform \( s_u \) into a Fisher variable \( f_v \). We carry out the inversed Paulson’s equation using the target shape parameters \( \alpha_v \) and \( \beta_v \) instead of the input shape parameters \( \alpha_u \) and \( \beta_u \).

Let \( \alpha \) and \( \beta \) be any two shape parameters. We first present the inversed Paulson’s equation for transforming any standard normal variable \( s \) into a Fisher variable \( f \sim F(2\alpha, 2\beta) \):

\[
(s^2 \sigma_x^2 - \mu_x^2) f^2 + 2 \mu_x \sigma_x f + s^2 \sigma_x^2 - \mu_x^2 = 0,
\]

where \( \sigma_x^2 = f_\sigma(2\alpha, p) \), \( \sigma_y^2 = f_\sigma(2\beta, p) \), \( \mu_x = f_\mu(\sigma_x) \) and \( \mu_y = f_\mu(\sigma_y) \). The inversed Paulson’s equation (7.10) can be solved as a quadratic equation for \( t = \overline{f} \). Let \( t = (t_1, \ldots, t_n) \) and \( s = (s_1, \ldots, s_n) \), where \( t_i \) and \( s_i \) are the samples \( t \) and \( s \) respectively. Then, the two solutions \( t_1 \) and \( t_2 \) of (7.10) are computed \( \forall i \in \{1, \ldots, n\} \) using a function \( f_{IP}(s_i, \mu_x, \mu_y, \sigma_x, \sigma_y, C) \) (Ashby [96] presents the solutions for \( p = 1/3 \)):

\[
f_{IP}^1 = t_1 = f_{IP}(s_i, \mu_x, \mu_y, \sigma_x, \sigma_y, 1), \quad (7.11)
\]

\[
f_{IP}^2 = t_2 = f_{IP}(s_i, \mu_x, \mu_y, \sigma_x, \sigma_y, -1), \quad (7.12)
\]

\[
f_{IP}(s_i, \mu_x, \mu_y, \sigma_x, \sigma_y, C) = \frac{-\mu_x \mu_y + C \sqrt{D}}{s^2 \sigma_2^2 - \mu_x^2} \quad (7.13)
\]

and \( D = s_i^2 (\sigma_x^2 + \sigma_y^2 + 2 \sigma_x \sigma_y^2 (\sigma_x^2 + \sigma_y^2 - s_i^2 - 4)) \), and \( C = \pm 1 \).

Now, we solve the inversed Paulson’s equation (7.10) for the target shape parameters \( \alpha_v \) and \( \beta_v \). In (7.13), we replace \( s \) by \( s_u \) (computed with (7.9)) and the functions \( \sigma_x, \sigma_y, \mu_x \) and \( \mu_y \) by the following functions respectively: \( (\sigma_\alpha^x)^2 = f_\sigma(2\alpha_v, p) \), \( (\sigma_\beta^y)^2 = f_\sigma(2\beta_v, p) \), \( \mu_\alpha = f_\mu(\sigma_\alpha^x) \) and \( \mu_\beta = f_\mu(\sigma_\beta^y) \). That way, we obtain a Fisher variable \( f_v \sim F(2\alpha_v, 2\beta_v) \). Each sample \( f_i \) of \( f_v \) is computed using a transformation \( T_{IP} \), i.e. \( f_i = T_{IP}(s_u) \) \( \forall i \in \{1, \ldots, n\} \), where \( T_{IP} \) is defined as follows:

\[
T_{IP} : \begin{cases}
    s_u^i \rightarrow \left( f_{IP}(s_i, \mu_\alpha^x, \mu_\beta^y, \sigma_\alpha^x, \sigma_\beta^y, 1) \right)^p, & \text{if } s_u^i < 0, \\
    s_u^i \rightarrow \left( f_{IP}(s_i, \mu_\alpha^x, \mu_\beta^y, \sigma_\alpha^x, \sigma_\beta^y, -1) \right)^p, & \text{if } s_u^i \geq 0.
\end{cases}
\]

2.2.4 Fisher-to-Beta

In the final step of our transformation, we transform the Fisher variable \( f_v \) into a Beta variable \( g \) using a transformation \( T_{FB} \):

\[
T_{FB} : f_v \rightarrow f_{FB}(f_v, \alpha_v, \beta_v), \quad (7.15)
\]

where function \( f_{FB}(\cdot) \) is defined in (7.2). The variable \( g = T_{FB}(f_v) \) is approximately distributed according to a Beta distribution with shape parameters \( \alpha_v \) and \( \beta_v \), i.e. its distribution is similar to the target distribution.
2.2.5 Choice of p

The solutions $t_1$ and $t_2$ of (7.10) can be both negative and positive, depending on $\mu_\alpha^\gamma$, $\mu_\beta^\gamma$, $\sigma_\alpha^\gamma$ and $\sigma_\beta^\gamma$. In contrast, the values of the variables, distributed according to the Fisher law, are non-negative. To this end, we choose $p = 4$, following Hawkins et al.’s proposition [98]. By choosing $p = 4$, we make sure that Paulson’s equation (7.8) holds for small values of the shape parameters $\alpha_u$ and $\beta_u$ [98]. That way, we also ensure that each component $f_i^\gamma$ of $f^\gamma$ is non-negative (see (7.14)).

2.3 Evaluation of Beta transformation

To evaluate the performance of our Beta transformation, we carry out the transformation on 111 pairs of input and target Beta distributions. Then, we compute the percentage error between the shape parameters of each resulting (from the transformation) distribution and the target shape parameters. The percentage error distributions (obtained after 1 and 5 iterations of our transformation) are shown in figure 7.3. After 1 iteration, the mean percentage error is less than 0.05 and it converges towards 0 after 5 iterations.

The plots in figure 7.3 illustrate the benefit of performing our Beta transformation iteratively. After a single iteration, the percentage error is already significantly small. The more we iterate, the smaller the percentage error. For the application, shown in this chapter (i.e. color transfer), our experiments indicate that the change in the resulting distribution becomes negligible after the fifth iteration. Therefore, the results, shown in this chapter, are obtained using five iterations of our Beta transformation.

![Box-and-Whisker plots of the percentage errors for the two Beta shape parameters (computed after 1 and 5 iterations of our transformation).](image)

3 Results

We apply our Beta transformation in the context of a color transfer between input and target images. We carry out our 1D Beta transformation independently on each pair of...
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Figure 7.4 – Global color transfer. Our results portray the contrast of the target image better than the Pitié et al.’s results and they appear sharper than Pitié et al.’s results. Snippets (1) and (2) illustrate differences between our results and Pitié et al.’s results.

input/target color channels. To this end, we use CIE Lab, as the color space provides efficient channel decorrelation. Each of our results in this chapter is obtained for 5 iterations of our transformation. We perform the Beta transformation globally as well as locally.

3.1 Global color transfer

To perform a global color transfer, we first model the distribution of each input/target channel by a Beta distribution and then, we carry out our Beta transformation between the channel distributions. In figure 7.4, our global Beta-based color transfer is compared to the Gaussian-based 3D linear transformation by Pitié et al. [34] (also carried out in CIE Lab). The target image (a) is characterized by a low contrast and an absence of strongly defined highlights. Like the target image (a), our result (a) does not contain highly contrasting regions. In contrast, Pitié et al.’s result (a) contains regions of well-defined highlights, appearing on the girl’s face, shoulder and flower. Such highlights are not present in the target image (a) and make the contrast of Pitié et al.’s result non-uniform. Furthermore, the target image (b) in figure 7.4 is characterized by a presence of strong highlights and deep shadows. The highly contrasting regions of the target image (b) are well-represented in our result (b), whereas the absence of strong highlights lowers the contrast of Pitié et al.’s result (b).

3.2 Local color transfer

Instead of modeling the entire distributions of color and light by Beta distributions, we can build a more accurate model using Beta mixture models (BMM) [4]. We use BMM to cluster the input and target images according to one of two components, i.e. lightness or hue. We adopt the classification method, proposed in chapter 5, to determine the best clustering component for each image. Additionally, we let clusters overlap and we use the BMM soft segmentation to compute the overlapping pixels. Then, we apply one of the four mapping policies [7], proposed in chapter 5, to map the input and target clusters and we carry out our Beta transformation between each pair of corresponding clusters. The overlapping pixels are influenced by more than one Beta transformation. To determine the final value of an overlapping pixel, we compute the average of all transformations, containing the pixel, using exponential decay weights.
Figure 7.5 – The local Beta transformation is more efficient than the global Beta transformation in cases when the input/target color and light distributions cannot be well-modelled by a single Beta distribution. We use 2 clusters to obtain a naturally-looking result, matching accurately the target color palette and contrast.

Figure 7.5 illustrates the benefit of applying a local color transfer between images. A global Beta transformation fails to transfer properly the target color palette to the input image. This is due to the fact that the input and target color distributions cannot be modelled well enough by a single Beta distribution. To improve the result from the global transfer, we apply our Beta transformation locally, using 2 clusters. That way, BMM, as more precise distribution models for the input/target distributions, help transfer the target colors more accurately. We compare our local method with Bonneel et al.’s local method and our style-aware local method, both of which carry out Gaussian-based transformations. Bonneel et al.’s method fails to match the target floral color. Our style-aware local method transfers correctly the background and foreground colors but it results in an overexposure of the foreground pixels. This overexposure is partially due to the local CAT in our style-aware method, which, in this case, overadapts the colors of the result to the target illuminant (note that the target image is more illuminated than the input image). The presence of overexposed pixels in the result compromises its photo-realism. In contrast, the result, obtained locally with our Beta transformation, better portrays the natural cream white color of the target rose without overexposing it.

Furthermore, figure 7.7 shows the impact of our local Beta-based color transfer on the input contrast preservation. We observe that when we apply our Beta transformation globally, we accurately transfer the target color palette. However, we also decrease the contrast of the input image. Due to the specific contents of the input/target images, users may expect a less overexposed result with a higher contrast (like the input image). To preserve the input contrast, we partition the input and target images in figure 7.7 into two clusters, i.e. highlights and shadows. We map the target to the input clusters using our Light to Light mapping policy (presented in chapter 5). Then, we perform our Beta transformation between each two corresponding clusters and obtain the final result. That way, we manage to transfer the target colors without compromising the input contrast (as shown in figure 7.7).

As the input and target images in figure 7.7 consist of a single dominant color, the average hue provides a decent statistic for measuring the similarity of each result to the target color palette. Figure 7.6 presents a plot of the lightness-hue distributions of the input and target images from figure 7.7. The mean lightness and the mean hue of each result in figure 7.7 are displayed in circles in figure 7.7. Our result, obtained using our Beta distribution with two clusters, has the same mean hue as the target image. In contrast, the result, obtained with our style-aware local method (again using two luminance clusters), has an out-of-gamut mean hue. Indeed, a closer visual comparison of both of our local results (figure 7.7) indicates that using our Beta transformation improves the similarity.
4. Conclusion

In this chapter, we have presented a transformation between two Beta distributions. Our main idea involved modelling color and light image distributions using Beta distributions (or BMM) as an alternative to the Gaussian distribution (or GMM). We have applied our Beta transformation in the context of a color transfer between images, though the transformation can be applied to any bounded data, following the Beta distribution law. Our results have shown the great efficiency of our method for transferring the target colors and contrast. The potential of our Beta transformation can further be extended to high-dynamic-range imaging and video sequences, which are considered as future venues for improvement.

In the present and the two previous chapters, we have introduced three statistical transformations, applied mainly in the context of color and style transfers. We have carried out both objective and subjective evaluations to compare our results to results from state-of-the-art methods. The process of evaluating the performance of a color transfer may be time-consuming and may introduce a certain bias. The following chapter addresses the performance assessment of color transfer methods. The model, presented in the following
Figure 7.7 – Our local color transfer may significantly influence the contrast of the resulting image. Our global method accurately transfers the target color palette, but it also decreases the contrast, resulting in a non-natural flat image. On the other hand, our local Beta transformation preserves the input contrast.

This chapter connects the subjective judgment on the quality of a color transfer to a set of objective metrics. The model proves to be an efficient and practical tool for assessing the quality of a color transfer method.
Figure 7.8 – Additional results of our Beta-based local color transfer. The results are obtained using 2 clusters and our mapping policies, introduced in chapter 5.
Perceptual metric for color transfer methods

1 Introduction

As presented in the previous three chapters, different color transfer methods often result in different output images. The process of determining the most plausible output image may be subjective, as it depends on a person’s preference. Due to the lack of an objective metric for evaluating results from a color transfer, comparisons between existing methods are often carried out through a user study. Conducting a user study for each newly proposed method may be a tedious and time-consuming task. Moreover, the conditions, under which the study is conducted, and its protocol may vary with the group of people handling the evaluation process. That makes the comparison between different methods and the assessment of their performance challenging.

To ease the evaluation process, in this chapter, we propose a model for objective evaluation of the color transfer quality. Our model explains the relationship between users’ perception and a number of image features. To account for users’ perception, we first conduct a user study on various color transfer results from six state-of-the-art methods. The study combines the aesthetic quality of the result with the quality of the color transfer, as perceived by the users. Then, for each result, we compute nine image features, which objectively describe the quality of a color transfer. We use these features to predict the scores from our user study.

We fit the set of the subjective scores and image features by a regression model with random forests. Our analysis shows that a regression with random forests is more accurate than linear and non-linear regressions. Our model is a general tool for assessing the perceptual performance of a color transfer. To this end, our model introduces an objective metric between three images - the input, the target and the result.

The chapter is organized as follows. Section 2 presents commonly used metrics for objective image evaluation. Our user study and our regression model are introduced in section 3.2. An analysis of the proposed model is carried out in section 4. Finally, the last section concludes the chapter.

Publication. The work, presented in this chapter, has been published in the following paper:

2 Related works

As discussed in chapter 5, the performance evaluation of a color transfer is often addressed from two main perspectives [7]. First, a good color transfer method should not compromise the quality of the input image. Second, it should ensure a good transfer of color from the target image to the result. Hereafter, we present objective metrics, commonly used for color transfer evaluation.

**Structural similarity metric (SSIM).** This full-reference metric [68] measures the perceived quality of an image with regards to the original distortion-free image. In the color transfer context, it is used as a similarity metric between the input image and the result to measure the degree of artifacts in the result [7, 20]. To this end, SSIM is applied on the luminance channel of both the input and the resulting images.

**Peak signal-to-noise ratio (PSNR).** Like SSIM, PNSR is used as a quality measurement between an original image and a compressed one. And while SSIM outperforms PSNR as a similarity measure, PSNR has been adopted in the context of color dissimilarity by Hwang et al. [44]. The authors evaluate their color transfer method by measuring the difference in color (in terms of PSNR) between the input image and the result. The ultimate goal of Hwang et al.’s method is to maximize the PSNR metric.

**Bhattacharya coefficient.** The metric measures the amount of overlap between two distributions [70]. In chapter 5, we have adopted it to compute the color similarity between a result from our style-aware color transfer and a target image [7].

**Out-of-gamut metric.** The metric has been proposed by Nguyen et al. [43] and used to evaluate their gamut-based color transfer method. The metric computes the distance between the gamut of the resulting image and the gamut of the target image.

The use of a combination of objective metrics, e.g. SSIM and Bhattacharya coefficient [7], SSIM and PSNR [44], may strengthen the objective evaluation by accounting for the quality of both the result and the color transfer. However, figure 8.1 shows that independent objective metrics may be weak predictors of the color transfer quality. To build a stronger prediction model, we consider an ensemble of features which account for subjective aspects of the color transfer evaluation.

![Figure 8.1 – Results from two color transfer methods: (a) Pitié et al.’s [34] and (b) Hristova et al.’s [7] (our style-aware color transfer). SSIM and Bhattacharya coefficient, computed for both results, are inconsistent with our subjective evaluation.](image)
3. OUR METHOD

We propose a model for predicting the human judgment on results from color transfer methods. The flowchart of our method is illustrated in figure 8.2. Given triples of images (input and target images and a result), we conduct a user study and obtain subjective scores for each triple. Then, for each triple, we extract several image features. We apply a regression method between the image features and the subjective scores. We apply a regression method between the image features and the subjective scores. That way, we build a model, predicting the color transfer quality of any image triple, given its image features.

Figure 8.2 – Main flowchart. Flowchart of our method. A regression model, allowing to predict the quality of a color transfer, is built from subjective scores and a set of image features.

Figure 8.3 – Box-and-Whisker plots for: (1) the scores from our user study, (2) the predictions from regression with random forests, (3) the predictions from non-linear regression and (4) the predictions from linear regression. Each group of four identically-colored box plots represents one of six color transfer methods: (a) Pouli et al.’s [39], (b) Pitie et al.’s [42], (c) Reinhard et al.’s [3], (d) Pitié et al.’s [34], (e) Bonneel et al.’s [6], (f) Hristova et al.’s [7].
3.1 User study.

Protocol. We conducted a subjective evaluation of results from 6 color transfer methods, \textit{i.e.} two non-parametric methods \cite{39, 42}, two global \cite{3, 34} and two local \cite{6, 7} parametric methods. We computed 20 results from each method, for a total of 120 results. The protocol of the user study is described hereafter. It is similar to the protocol of the user evaluation, which we conducted to assess the performance of our style-aware color transfer (see also chapter 5).

The participants were first shown tuples of input and target images. They had 5 seconds (prior to displaying the result) to get familiar with the images and to imagine what result they would expect to see. The evaluation of the results was guided by two criteria, encompassing the main aspects of the human judgment on a color transfer \cite{7}. We were interested, first, in the way users perceived the match in color between the result and the target image and second, in users’ judgment on the aesthetic quality of the result. Based on these two criteria, users were asked to give a single score reflecting their expectation about the result. Five-point scale (5-excellent, 4-good, 3-acceptable, 2-poor, 1-bad) was used in the evaluation. To avoid any possible bias, we used two repetitions per result.

Furthermore, similarly to our user study, presented in chapter 5, an extra triple, called a baseline, was inserted among the 120 results and shown randomly to each participant. The baseline was the only triple, for which the colors of the result and the target image differed significantly one from another. Therefore, users were expected to give the baseline the lowest score. That way, the evaluation of the baseline identified how trustworthy a user’s judgment was.

The number of participants in the user study was 20 and the majority of them had average image editing expertise. Each user evaluated the results individually using an online platform. The order of displaying the results was random and different for each participant. A short training session took place before the real test in order for the users to get familiar with the presented task and the platform.

Data. For each image triple, we computed a final subjective score as the weighted mean over the scores of all participants. We used weights, which were inversely proportional to the baseline score, given by a participant. Figure 8.3 shows the score distribution for each of the six color transfer methods. According to the conducted user study, our style-aware method \cite{7} outperforms the others by obtaining the highest mean score. Furthermore, we observe differences in the score distribution respectively between the two non-parametric methods and the two local parametric methods. In contrast, the performance of the two global parametric methods is similar.

3.2 The regression model

Objective features. We extract nine image features for each image triple (I, J, R) in our image dataset, where I denotes the input image, J the target image and R the result. We denote the channels of an image \( H \) in the CIE Lab color space by \( H_L, H_a \) and \( H_b \) (\( H \) stands for either of the images I, J and R). The Bhattacharya coefficient between two image channels \( C_1 \) and \( C_2 \) is denoted by \( BC(C_1, C_2) \). The features, considered in our model, are defined below:
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- **SSIM**($\mathbf{R}, \mathbf{I}$) measures the degree of artifacts in the result, caused by the color transfer. The SSIM is computed as in [7], *i.e.* it is computed on the luminance channel $H_L$ using only the contrast and structural components of the similarity metric (see also chapter 5);

- Luminance histogram similarity, computed between the images $\mathbf{R}$ and $\mathbf{J}$ as $BC(R_L, J_L)$;

- Color histogram similarity, computed as the mean of $BC(R_a, J_a)$ and $BC(R_b, J_b)$;

- Saliency map similarity between the images $\mathbf{R}$ and $\mathbf{J}$, computing the similarity between two saliency maps, as presented in [99]. For the sake of robustness, discussed in [100], the saliency map of each image is computed as the mean of two saliency maps, obtained with the methods in [101] and [102];

- Histogram similarity of color appearance attributes, computed as $BC(R_l, J_l)$, where $l$ denotes one of five color appearance attributes, *i.e.* brightness, lightness, chroma, colorfulness and saturation [103].

The first three metrics represent the basic objective evaluation, previously used to evaluate our style-aware color transfer method [7] (chapter 5). They identify how the degree of artifacts in the result and the match in color and light between the result and the target image influence users’ perception. Comparing saliency maps allows to test the influence of a color transfer on image saliency. In the best case, the saliency maps of the input image and the result should be the same. Figure 8.4 illustrates the impact of the color transfer on the salient areas of the result. Color transfer methods may compromise the preservation of the input saliency, as shown in figure 8.4. Therefore, saliency is one of the important indicators of the quality of the color transfer.

![Figure 8.4](image)

**Figure 8.4** – The saliency maps of an input image and a result of the color transfer method in [6]. The difference between the two saliency maps is due to the color transfer.

The channels of the CIE Lab color space represent well the light and color distributions of an image. However, they do not account for color appearance phenomena [103], *e.g.* chromatic adaptation, Hunt effect, Stevens effect, etc., which occur with a change in the viewing conditions. In contrast, the color appearance attributes describe the perceptual aspects of color. The nine objective features represent the set of the independent variables in our model.

To apply a regression method, we first carry out a proper preprocessing of the data, collected from our user study, as presented hereafter.

**Quantization and over-sampling.** Due to the use of baseline weights, the set of subjective scores is highly under-sampled as there is an insufficient number of triples per score. To tackle this issue, we round the scores up to the nearest 0.5 so that at least two triples have then the same score. Despite the performed quantization, the set of subjec-
tive scores remains imbalanced. As discussed in [104], imbalanced data may compromise the performance of regression methods, such as discriminant analysis and decision trees. Therefore, we balance our data by using the synthetic minority over-sampling technique [105]. In our model, the balanced set of scores represents the set of dependent variables.

Regression methods. To fit our data by a simple linear model, we first use linear regression. Our experiments with linear regression, however, have pointed out strong non-linearities in the set of subjective scores and image features. That is why, we also apply non-linear regression. We use support vector regression with radial basis function kernel [106].

To further improve the accuracy of the fit, we use random forests [107]. Random forests is a learning method, which constructs an ensemble of decision trees. Although decision trees provide a classical model for fitting various data, they tend to over-fit the training sets and introduce a high variance. Random forests aim to correct the high variance of decision trees and provide a more accurate prediction by using bootstrapping. Random forests take into account strong non-linearities in the data and are not sensitive to correlated predictors.

![Figure 8.5](image)

Figure 8.5 – Left plot: relationship between the predicted scores from our model and the actual scores from our user study. Right plot: residual distribution in our model.

4 Results

Cross-validation. To analyze the behavior of each of the three regression methods, we performed k-fold cross-validation with 10 splits. For each regression method, table 8.1 shows the mean correlation between predicted scores and actual subjective scores, and the mean square error (MSE), computed over all test sets. Linear regression is the least correlated with our data method. The regression with random forests provides the most correlated with the subjective scores prediction.

The same conclusion is drawn from the box plots in figure 8.3. The predicted score distributions from the linear regression is characterized by a low variance and significantly differs from the distribution of subjective scores per color transfer method. Overall, the prediction, made with non-linear regression, is much more accurate than the prediction,
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![Bar plots of the importance of each objective feature in our model.](image)

**Figure 8.6** – Bar plots of the importance of each objective feature in our model.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Random forests</th>
<th>Linear</th>
<th>Non-linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corr</td>
<td>0.765 ± 0.133</td>
<td>0.567 ± 0.135</td>
<td>0.644 ± 0.157</td>
</tr>
<tr>
<td>MSE</td>
<td>0.472</td>
<td>0.808</td>
<td>0.889</td>
</tr>
</tbody>
</table>

**Table 8.1** – Correlation ± standard deviation and MSE over all 10 test sets in our cross-validation.

made with linear regression. However, non-linear regression fails for our style-aware local method [7]. The most consistent regression method is the random forests. It provides the best fit for the score distributions of all six color transfer methods.

Furthermore, figure 8.7 illustrates the actual and predicted scores for three representative triplets of images from our user study. Random forests provide a very accurate score, close to the actual subjective score. For most image triplets, the linear regression gives the poorest prediction, followed by the non-linear regression.

Our analysis has shown that regression with random forests describes very precisely the relationship between the users’ evaluation and the nine objective image features and therefore, we adopt it in our model. Hereafter, we discuss in more details the accuracy of this regression model.

**Random forests accuracy.** The accuracy is characterized by the coefficient of determination equal to 0.94, the out-of-bag (OOB) error equal to 0.58, and the mean square error (MSE) of the prediction equal to 0.063. The high coefficient of determination indicates that a major part of the variability of the subjective scores is explained by our model. The left plot in figure 8.5 illustrates a strong correlation between the predictions (made with and without using OOB samples) and the actual user scores. The right plot in figure 8.5 shows the residuals of the predictions (made with and without using OOB samples). The residuals are symmetrically distributed around the x-axis and are clustered around -1.5 and 1.5 on the y-axis. The random patterns in the residual plot indicate that
Input | Target | Result
---|---|---
Sub. score = 4.36  
RF = 4.38  
Non-lin. = 3.83  
Linear = 2.80

Sub. score = 2.53  
RF = 2.79  
Non-lin. = 3.16  
Linear = 3.01
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Non-lin. = 3.04  
Linear = 2.68

Figure 8.7 – Score predictions from random forests (RF), linear and non-linear regressions (Non-lin.). Color transfer method used (from first to third row): [7], [3], [6].

our model provides a decent fit of the data.

**Feature importances.** Despite the lack of an analytical model in the random forests, a summary of the importance of each predictor can be computed [107]. The plot in figure 8.6 shows the importance of each image feature in our dataset. SSIM has a significantly greater importance than the second most important feature, the brightness histogram similarity. This shows that users are unlikely to give high scores to a color transfer, which compromises the integrity of the result. The first three most important features, i.e. SSIM, brightness histogram similarity and saliency map similarity, are all perceptual features. Surprisingly, the color histogram similarity plays a much less significant role in our model. This is due to the fact that the Bhattacharya coefficient represents the overlap between color distributions in the CIE Lab color space without accounting for various color appearance effects.

5 Conclusion

In this chapter, we have presented a regression model, based on random forests, for objective evaluation of results from color transfer methods. Our method describes the relationship between the scores from our user study and nine image features, used for objective image evaluation. Our analysis has shown that perceptual image features, such as SSIM and saliency, play a main role in predicting the color transfer quality. Furthermore, a cross-validation indicates a high correlation between predicted and actual scores. To this
end, our regression model can be used as a general prediction of a user’s judgment on any color transfer result.

The proposed metric accurately assesses the quality of color transfer methods. However, our regression model would fail to predict the quality of style transfer methods, based on deep learning [52, 56]. This is due to the fact that our model does not use multi-layer image feature information. To improve the proposed perceptual metric, in the future we could tackle high-end features, such as image aesthetics and image composition. Furthermore, to adapt the metrics to example-guided texture transfer methods [55], texture descriptors could be added in our regression model.
Part III

Example-guided high-dynamic-range image editing
Introduction

All color transfer methods, presented in the previous part (including proposed and state-of-the-art methods), are applied to low-dynamic-range (LDR) images, *i.e.* images whose luminance values lie inside the displayable range. In this part, we extend the presented color transfer methods to high-dynamic-range (HDR) images and introduce an example-guided method for computing HDR images from two LDR images.

HDR images capture the luminance of real-world scenes, which ranges from extreme dark to direct sunlight. Details of both shadow and highlight areas, present in a high-dynamic scene, can be recovered in a single HDR image. LDR devices are unable to display the luminance range of real-world scenes. To this end, tone mapping operators are applied to map the large luminance variations of the HDR images to the displayable range. However, this type of compression results in a loss of details and may cause the appearance of structural artifacts. As the plausibility of the tone mapped image cannot be guaranteed, any modifications to the color and light of the HDR images, *e.g.* color transfer, need to be handled directly in the HDR domain.

In chapter 9, we extend state-of-the-art color transfer methods to the HDR domain. First, we present an HDR extension to our style transfer method [7], which was introduced in chapter 5, part II. Our style transfer method consists of steps which are incorporated (independently or as a combination) in the frameworks of other color transfer methods. Therefore, the HDR extension, proposed in chapter 9, can be easily adapted to a number of existing color transfer methods. The experiments, shown in the end of chapter 9, indicate that the proposed HDR extension performs better than the direct application of the color transfer methods to HDR images.

HDR images are commonly created using standard digital imaging. Standard digital imaging produces LDR images in which the luminance dynamics is replaced by the discrete luma range. The latter limits the capture of details in scene shadow and highlight regions, resulting in an under-/over-exposure. The camera response function (CRF) gives the relationship between the luminance and the luma up to a scale factor. To recover an HDR image using standard digital imaging, we need 1) to estimate the CRF and 2) to recover the details in black/white image pixels. The most common way of creating an HDR image by respecting these two requirements is to merge multiple LDR images, taken at various exposure times and referred to, in this part, as multi-exposure images.

Despite the efficiency of multi-exposure methods, the process of creating an HDR image is usually time-consuming. First, users are required to use a tripod and to adjust the camera exposure time each time they take an image (if the camera does not include exposure bracketing function). Moreover, during the shooting process, misalignment could become an issue, especially when there are moving objects in the scene. To this end, more time is likely to be spent aligning the images in the hope of correcting ghosting artifacts.

To represent the atmosphere and the details of a real-world environment, users often
need to take more than three exposure images [108]. However, this may increase the risk of misalignment and noise. In the particular case of dark environments with a high luminance range, decreasing the exposure time allows to capture fine details in the highlights, but may significantly increase the levels of noise in the computed HDR image.

To overcome the main limitations of the multi-exposure approach, in chapter 10 we propose a method for automatic creation of HDR images from only two LDR images - a non-flash image and a flash image. Using an approximation of the CRF, we first compute a sequence of multiple images at various brightness levels from the non-flash image. Then, we recover the details in the under-/over-exposed pixels of these images using the flash image embedded in our novel CAT method, called bi-local CAT. The final sequence of multi-exposure images is merged together to recover an HDR image. Our method is mainly applied to dark scenes with high-dynamics for which the reach of the flash is significant. As presented in chapter 10, we recover the dynamic range of HDR images and obtain noise-free HDR images with high quality. Apart from HDR image creation, our method can be also employed in the context of example-guided image enhancement.
1 Introduction

This chapter introduces a transfer of color and light between two HDR images. As outlined in chapters 5, 6 and 7 in part II, a number of color transfer methods provide various solutions to example-based transfer of color, light and gradient between pairs of LDR images. However, the direct application of these methods to the HDR domain is not evident. In this chapter, we extend the LDR color transfer methods to the HDR domain by introducing series of adaptation techniques. The chapter focuses mainly on the extension of our style-aware color transfer method [7]. As presented in chapter 5, our style-aware method is composed of two main steps, i.e. a color transformation and a local CAT. The two steps are incorporated (independently or as a combination) in the framework of other color transfer methods. To this end, the adaptation techniques, developed in this chapter, serve as a basis for extending a wider class of color transfer methods to the HDR domain. Furthermore, experiments show that results obtained with the proposed HDR extension exhibit less artifacts and are visually more pleasing than results obtained by a straightforward application of the color transfer methods.

The chapter is organized as follows. Section 2 discusses the main drawbacks of applying state-of-the-art color transfer methods to HDR images. Extensions to the HDR domain of state-of-the-art color transfer methods are proposed in section 3, followed by results and evaluation. Finally, section 4 concludes the chapter.

Publication. The work, presented in this chapter, has been published in the following paper:


2 Why do LDR color transfer methods need to be extended to HDR images?

The state-of-the-art color transfer methods have been so far limited to LDR images and they cannot be directly applied to the HDR domain due to several restrictions, as discussed hereafter.

The color transfer between LDR images is carried out in various color spaces. For instance, Reinhard et al. [3] have designed $l\alpha\beta$ to decorrelate light and colors of natural
LDR images. The color space $l\alpha\beta$ is derived as a linear transformation of CIE XYZ. The color space CIE XYZ uses imaginary primaries such that values in a low-dynamic-range interval (usually $[0, 1]$) cover the visible gamut. Therefore, values much greater than the upper bound of this low-dynamic-range interval have to be accommodated as to include the desired high dynamics of the HDR images.

The color space CIE Lab is widely used in a number of recent color transfer methods [6, 7]. Reinhard et al. [109] have conducted experiments showing that CIE Lab is the best color space for carrying out a color transfer. However, CIE Lab is limited to color stimuli with luminance levels from zero to perfect diffuse white. This means that CIE Lab predicts the color trend for luminance levels below and around the display white point [10]. Therefore, the applicability of CIE Lab to HDR images is uncertain.

Furthermore, as discussed in chapter 5, global color transfer methods fit the light and color distributions using the MGD and assume that the MGD parametric model can account for the luminance variations in the entire image. However, a unique MGD can hardly fit the large luminance range of the HDR images and be representative of it. As elaborated in chapter 5, the multivariate Gaussian assumption may not always hold in the LDR domain. To handle this issue, local LDR color transfer methods cluster images into Gaussian clusters [5–7]. The image luminance is often used to carry out the image clustering and the mapping between the clusters (as it is the case of our style-aware method [7]). Thanks to the low dynamics of the LDR images, luminance is often approximated with lightness and vice versa. Nevertheless, in the context of HDR imagery, absolute luminance (measured in $cd/m^2$), relative luminance (relative to the perfect diffuse white) and lightness need to be distinguished and accommodated properly in the frameworks of the color transfer methods. To extend these methods to the HDR domain, new clustering and mapping strategies should be developed.

The following section presents an extension to HDR images of our local color transfer method [7], presented in chapter 5. Independently or as a combination, the steps of our method are integrated in the frameworks of state-of-the-art color transfer methods. Therefore, the adaptation of our color transfer method to HDR images guides the adaptation for a number of other color transfer methods.

### 3 Adapting a color transfer method to HDR images

In the present section, we discuss the steps of our style-aware color transfer method and focus on their extension to HDR images by taking into account the aforementioned drawbacks.

#### 3.1 Style-aware color transfer [7]

First, we recall the steps of our local style-aware method [7] in figure 9.1. Before performing any color transformations, the method classifies and clusters both input and target images. Our image classification algorithm detects the main features (among the two considered - light and colors) of the input and target images. Our method classifies the images into one of two types: light-based style images and colors-based style images, as illustrated in figure 9.2. The classification is carried out in CIE Lch color space and aims
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Figure 9.1 – The framework of our style-aware color transfer method [7] (the steps of the method are displayed in the middle boxes). The red boxes beneath each step illustrate the parts of our original method replaced by modifications in our extended HDR method. The modifications are shown in the green boxes.

Figure 9.2 – A colors-based style image and its Luminance-Hue distribution with well-defined color clusters (on the left). A light-based style image and its luminance histogram, identifying the presence of shadows, midtones and highlights in the image (on the right).

to find the significant peaks in the hue histogram of the set of non-gray image pixels.

Once both input and target images are classified, they are separated into Gaussian clusters using Gaussian mixture models. The clustering is performed either on the (1D) luminance histogram or on the (2D) Luminance-Hue joint distribution (depending on the image type). In our style-aware method, we apply one of four designed mapping policies to properly map the obtained input and target clusters. Similarly to Bonneel et al. [6], we apply luminance-based mapping to map the clusters of two light-based style images. The other three mapping policies jointly consider the luminance and the hue of the input and target images to reflect the key ideas behind commonly used photographic techniques.

As in [6], we apply Pitié’s color transformation [60] on the a and b channels of CIE Lab. We apply our local CAT as a final step of the method to preserve the photo-realism of the result and to reduce the transfer of false colors. Local CAT is performed pixel-wise on the pixels of the input image. The target white point is computed by assuming Gray World [18] (Gray World is discussed in part 2), whereas the input illuminant is computed in the form of a “white” image by performing Gaussian low-pass filter. For more details regarding the steps of our method, please refer to chapter 5.

3.2 Extension to the HDR domain

We adapted our style-aware method to HDR images on several stages. Each stage refers to modifications of a step in the framework of the method. Figure 9.1 illustrates the proposed modifications for extension of our local style-aware method to HDR images.
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3.2.1 Color space conversion

Our style-aware method is carried out in CIE Lab. The color space offers a good representation of the lightness and the chroma of the LDR images. However, for luminance values far beyond the perfect diffuse white, CIE Lab is no longer able to reproduce well the image color gamut. To address this issue, we follow the recommendations of Fairchild et al. [110] and we replace the cubic root function of the $L$ channel of CIE Lab with the Michaelis-Menten function [110] (denoted as $f(y)$) as follows:

$$f(y) = \frac{247 y^\epsilon}{y^\epsilon + 2^\epsilon} + 0.02$$

(9.1)

where $y$ denotes the relative luminance (obtained by scaling the absolute luminance by the perfect diffuse white) ranging from 0 to 4, and $\epsilon$ is equal to 0.58.

The chroma channels $a$ and $b$ are then computed by replacing the cubic root function in their standard equations (presented in part 2) by equation 9.1 and scaling them by $1/100$. That is how we obtain the per-channel equations of hdr-CIELab color space [110] as an extension of CIE Lab in the HDR domain. The color space hdr-CIELab is specially developed to predict the color trend above the diffuse white for images with high dynamic range.

3.2.2 Image classification

Once a good prediction of the HDR color gamut is ensured, we carry out the classification step of our method [7]. Apart from detecting the main features of images, the classification algorithm determines the number of clusters which are passed to the clustering step. For colors-based style images, the number of color clusters is determined using their hue histograms. In the HDR image extension, we compute the hue as a transformation of the $a$ and $b$ channels of the hdr-CIELab color space. That way, the classification algorithm will properly determine the number of significant color clusters in the HDR images, and thus, it will properly detect the main feature of a given image.

Regarding the number of luminance clusters in light-based style images, they correspond to the number of significant peaks in the luminance histogram. Instead of using the luminance histogram, in the extension of the method to HDR images we adopt the log-luminance histogram. We justify this choice in the following section.

3.2.3 Clustering and mapping

The clustering step of our style transfer method partitions both the input and target images into Gaussian clusters using GMMs. The clustering is performed using either the luminance histogram or the Luminance-Hue joint distribution. As in the LDR domain absolute luminance and relative lightness are practically interchangeable, the $L$ channel of CIE Lab color space (i.e. the lightness) is often used to cluster the input and target images [6, 7]. However, in the context of HDR imagery, the $L$ channel of hdr-CIELab refers to the lightness, i.e. the relative luminance, and not the absolute luminance. Therefore, instead of adopting the $L$ channel (equation 9.1) for carrying out the image clustering in the HDR domain, we use the luminance and more precisely, the logarithmic transformation of the absolute luminance.
As illustrated in equation 9.1, the $L$ channel of hdr-CIELab is a function of the relative luminance $y$, which is obtained by scaling the absolute luminance (in cd/m²) by the diffuse white. Moreover, the logarithmic function of the absolute luminance is a good approximation of the brightness [111]. As a monotonic transformation, the logarithmic transformation preserves the locations of the minima and the maxima in the histogram of the absolute luminance. To this end, we can use the logarithmic approximation of the brightness in the place of the $L$ channel of the hdr-Lab color space in both clustering approaches (for both light-based and colors-based style images).

The log-luminance histogram is also adopted for the purposes of finding the number of luminance clusters during the classification process. Moreover, it is then used to map the target to the input clusters after the image clustering.

Once we carry out all the described adaptation operations, we perform the color transformation between each pair of corresponding clusters, as described in section 3.4. The transformation is a closed-form solution to Monge-Kantorovich optimization problem. The transformation between the input and target images is linear and therefore, no additional modifications are required regarding the color transformation.

Finally, in the last step of our style-aware method, we apply a local CAT, which is replaced by a new cluster-based CAT in the HDR extension of the method. The cluster-based local CAT can be either integrated in a color transfer framework or applied as a standalone color grading technique. The new CAT method is detailed in the following section.

### 3.2.4 Cluster-based local CAT

CAT algorithm adapts the colors of a given image to a target illuminant, which usually is one of well-known white points: D65, D50, etc. More details are presented in part 2.

To adapt the colors of an HDR image to a well-known illuminant, we can compute an estimation of the target white point. However, due to the high luminance range of the HDR images, one global white point may not represent well enough the luminance variations of the scene. To tackle this issue, we propose a new cluster-based local CAT. We propose a partitioning into regions according to the HDR luminance distribution. Then, from the luminance values of each region, we compute local target white points.

The number of regions resulting from the partitioning of an HDR image depends on its luminance range. We compute the luminance histogram of a given image in the log-domain (the choice of the log-domain is justified in section 3.2). The number of peaks in the log-luminance histogram corresponds to the number of differently illuminated regions in an image (e.g. highlights, shadows, etc.) as illustrated in figure 9.3.

An HDR image is partitioned in the log-domain using its log-luminance histogram. Two parameters are considered for finding the peaks of the log-luminance histogram: the minimum histogram peak value $s_{\text{min}}$ and the minimum distance between two peaks $d_{\text{min}}$. The number of bins in the log-luminance histogram is set to $32 \times r$ ($r$ is the range of the log-luminance histogram [112]). Furthermore, we follow the recommendations of Boitard et al. [112] and set the parameters $s_{\text{min}}$ and $d_{\text{min}}$ respectively to $\frac{\text{min}}{16}$ (where $n$ and $m$ are the two image dimensions) and 0.65.

Once the minima between each two peaks are defined, they are set as region limits. Each image region consists of pixels with three coordinates $(X, Y, Z)$, for which $\log(Y)$
lies within the limits of the region. To make a smooth transition between the different regions after the chromatic adaptation, overlapping between them is performed. All of the pixels with log-luminance values within a small offset $\delta$ from a given limit, are considered as overlapping pixels. The value $\delta$ is given in the log-domain and it is set to 1. Each overlapping pixel is assigned two weights, measuring the belonging of the pixel to each of two image regions. The weight of an overlapping pixel for a given region is derived as follows \([112]\):

$$\omega = e^{-\frac{(\log(Y) - \log(l))^2}{2\sigma^2}}, \quad \sigma = \frac{\delta}{2\sqrt{2\log(3)}} \tag{9.2}$$

where $Y$ is the luminance of the pixel and $l$ stands for the limit of the given region.

Moreover, the white point of each region in the target HDR image is computed as follows \([112]\):

$$X_{wr} = e^{\frac{1}{s_j} \sum_{i=1}^{s_j} \log(X_r + \delta_1)}, \quad Y_{wr} = e^{\frac{1}{s_j} \sum_{i=1}^{s_j} \log(Y_r + \delta_1)}, \quad Z_{wr} = e^{\frac{1}{s_j} \sum_{i=1}^{s_j} \log(Z_r + \delta_1)} \tag{9.3}$$

where $s_j$ is the size of region $j$ and $\delta_1$ is a small offset.

Once the target white points are computed, they are mapped to the input regions. We define the center value of an input region as the maximum $\log(Y)$ value within the limits of the region. The target white point with the closest $\log(Y)$ value to the center of an input region, is mapped to that input region.

The iCAM CAT, introduced in part 2, is performed locally using an estimation of the input white point for each pixel in the input image. Unlike Kuang et al. \([21]\), the input white point, called white image, is computed using a low-pass Gaussian filter with a kernel size equal to the sum of the two input image dimensions.
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Figure 9.4 – Results from applying our cluster-based CAT algorithm. For this pair of input/target images, CAT algorithm converges in 20 iterations. After the first 7 steps, the input image is already adapted to the target illuminant. However, there is still a cast of the greenish input illuminant which is removed by the time the algorithm converges.

To sum up, the proposed CAT algorithm is performed locally for each pixel of the input image using the closest (to the input region) local target white point (equation 9.3). The process is iterative and it is repeated until convergence. The convergence criterion is given as follows:

$$\Delta = \frac{||I_k^W - I_{k-1}^W||_F}{||I_{k-1}^W||_F}$$  (9.4)

where $||.||_F$ is the Frobenius norm, $I_W$ refers to the input white image, and $k$ is the number of the current iteration. The iterative process stops when $\Delta$ gets lower than $10^{-3}$. Usually, the number of iterations does not exceed 20. Figure 9.4 illustrates how the result of applying cluster-based local CAT changes with the increase of the iterations.

### 3.3 Results

Several experiments have been conducted to test the efficiency of the proposed extension as discussed hereafter.

#### 3.3.1 Protocol

We apply independently the color transformation and the local CAT algorithm to show their impact on the color transfer (for both our style transfer method and its extension). Then, we carry out all the steps of our HDR extension method (color transformation plus local CAT) and compare the obtained results with results, obtained from a directly applying our style transfer method to HDR images. Results are shown in figure 9.5.

Furthermore, we use a set of ten image pairs to obtain 10 HDR image results for both our local LDR method (directly applied to HDR images) and its HDR extension. To evaluate the efficiency of the proposed extension, an objective evaluation has been carried out. The evaluation is performed on the ten image pairs for both the extended and the original methods as explained in the following section.

#### 3.3.2 Objective evaluation

There exists a perceptual metrics, called HDR-VDP-2 [113], for comparing two HDR images. HDR-VDP-2 indicates the difference in the perceived luminance of both HDR images and it is not reliable when it comes to computing the color similarity between the
Figure 9.5 – Results obtained by applying our style-aware color transfer method [7] (without any modifications) and its extension to HDR images. From left to right: results of applying the color transformation without the local CAT as a final step; results of applying local CAT in iterative manner (without color transformation); result of applying both color transformation and local CAT. All images are displayed using the tone mapping operator by Reinhard et al. [111].

Two HDR images. Moreover, HDR-VDP-2 can only be used to compare the luminance of the result with the luminance of the input image. However, we are mostly interested in comparing the obtained results with the target images so that we can evaluate the quality of the proposed color transfer. Therefore, we evaluate the match in the color palettes between the results and the target images in the LDR domain after tone mapping. To evaluate how successful a color transfer is and whether it introduces structural artifacts to the final result, we use two complimentary metrics, Bhattacharya coefficient [69] and SSIM [68] respectively (we used a combination of these metrics for the objective evaluation, presented in chapter 5). On one hand, we apply SSIM on the tone-mapped result and the tone-mapped input image to measure the degree of artifacts in the final result. On the other hand, we apply Bhattacharya coefficient to evaluate how close the color and light distributions of the tone-mapped result are to those of the tone-mapped target image. As the displayed result strongly depends on the tone mapping operator, two tone map-
Figure 9.6 – Box-and-Whisker plots of both SSIM and Bhattacharya coefficient for results obtained using our style-aware color transfer method (without modifications) and its HDR extension.

ping operators, Reinhard et al.’s [111] and Durand et al.’s [8], are used in the evaluation. Figure 9.6 presents the Box-and-Whisker plots of the SSIM and Bhattacharya coefficient marginal distributions for each of the two methods (the original method and its HDR extension) and for each of the two tone mapping operators.

The results obtained with the HDR extension preserve the structure of the input image. In contrast, if we apply the original LDR method directly to HDR images, the degree of artifacts caused by the color transfer (measured by the SSIM), increases. This analysis holds for both tone-mapping operators [8,111] and moreover, it is supported by the results in figure 9.5. The loss of structural details as well as the presence of artifacts (both caused by the direct application of our style-aware method to HDR images) are visible in images (d) and (f). Even more, they are clearly noticeable on an HDR display as well. In contrast, the proposed HDR extension succeeds in preserving the structural details of the input image, as results (a) and (b) show.

The results obtained with the HDR extension have significantly higher Bhattacharya coefficients than the results obtained from directly applying our style transfer method to HDR images (for both tone mapping operators). In comparison to the colors of image (d) in figure 9.5, the colors of image (a) are much closer to the target color palette. Finally, the cluster-based local CAT helps to better represent the target illuminant, which results in a more accurate transfer of the target color and light (figure 9.5).

3.4 Is the proposed extension applicable to state-of-the-art color transfer methods?

In the previous section, we detailed and analyzed the extension of our local style transfer method [7] to the HDR domain. The proposed modifications serve as a basis for extending state-of-the-art color transfer methods to HDR images. Depending on the used method, we recommend different types of modifications, as shown in table 9.1.
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<table>
<thead>
<tr>
<th>Method</th>
<th>LDR domain</th>
<th>HDR domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reinhard et al. [3]</td>
<td>Global method</td>
<td>Local method (Tai et al. [5])</td>
</tr>
<tr>
<td>Pitié et al. [60]</td>
<td>CIE Lab</td>
<td>hdr-CIELab</td>
</tr>
<tr>
<td>Bonneel et al. [6]</td>
<td>Luminance-based clustering</td>
<td>Log-luminance-based clustering</td>
</tr>
<tr>
<td>Tai et al. [5]</td>
<td>( l\alpha\beta )</td>
<td>( l\alpha\beta )-extended</td>
</tr>
</tbody>
</table>

Table 9.1 – General modifications for adapting color transfer methods to HDR images. The column named **LDR domain** displays the steps of the corresponding methods which are modified in the way shown in column **HDR domain**.

**Figure 9.7** – Results, obtained by applying state-of-the-art color transfer methods (directly, without any modifications), and results, obtained with their extensions to HDR images. Reinhard et al.’s tone mapping operator [111] is used to display the images.
4. CONCLUSION

First, Reinhard et al.’s transformation is built upon the assumption that the image color and light distributions can be fitted by a multivariate Gaussian distribution with a diagonal covariance matrix. This assumption does not hold in the HDR domain due to the high luminance variations of HDR images. Therefore, there is a need to use more than one parametric Gaussian model to fit the luminance distribution of the HDR images. Consequently, to enhance the effect of the color transfer, we propose to carry out Reinhard et al.’s method [3] in a cluster-based manner. We can either adopt luminance-based clustering (like in [6] and in our style transfer method for light-based style images [7]). Tai et al. [5] have already proposed a local extension of Reinhard et al.’s global method using luminance-based clustering. To this end, we extend Reinhard et al.’s method to the HDR domain using Tai et al.’s local color transfer method. In this case, an extension to $\ell\alpha\beta$ color space is recommended for accommodating the high luminance range of HDR images. The extended $\ell\alpha\beta$ color space should accommodate luminance values outside the displayable luminance range.

Furthermore, following the modifications, presented in section 3.2, we replace CIE Lab color space with its HDR extension (hdr-CIELab) in both Pitie et al.’s [60] and Bonneel et al.’s [6] methods. We recommend the clustering step of Bonneel et al.’s method to be carried out on the logarithmic transformation of the absolute luminance rather than on the $L$ channel of hdr-CIELab.

Figure 9.7 shows results of a color transfer with and without the proposed modifications (using state-of-the-art color transfer methods). As hdr-CIELab predicts better than CIE Lab the color gamut of HDR images, the reference color palette is well transferred to the result for both Pitie et al.’s and Bonneel et al.’s extended methods. Furthermore, if we apply Bonneel et al.’s color grading method directly to HDR images, visible artifacts are observed. On the other hand, if we carry out the proposed modifications (regarding CIE Lab color space and the clustering step) to the former method, the degree of artifacts is lessened. This is a result of the more precise log-luminance-based clustering. Finally, as expected, Tai et al.’s method accounts for the high luminance range in HDR images and therefore, it yields more plausible results than Reinhard et al.’s method when applied to HDR images.

4 Conclusion

In this chapter, we have presented extensions to state-of-the-art color transfer methods to HDR images. The extensions include modifications of traditional color spaces as well as of the clustering and the mapping steps in local methods. Moreover, we have introduced a novel cluster-based chromatic adaptation transform which could be used as a standalone color grading method. Experiments have proved that when applied, the extensions of the methods yield more plausible results than the results obtained with the direct application of the LDR methods to HDR images. However, there is a room for improvements. Our experiments have shown the need to create a more precise color mapping between two HDR images. Moreover, this chapter introduced modifications to already existing color transfer methods to improve their applicability to the HDR domain. The development of a special color transformation between HDR images is an interesting direction for further improvement in the future. To this end, we consider that this chapter is an important first
step towards bridging the gap between the color transfer domain and the HDR domain.
High-Dynamic-Range Image Recovery from Flash and Non-Flash Image Pairs

1 Introduction

In this chapter, we propose a method in which we use only two images to recover an HDR image - a non-flash image, taken at a certain exposure value, and its corresponding flash image. Our method can also be used for low-dynamic scenes to enhance the quality of a non-flash image with the help of a flash image. Non-flash images represent the genuine atmosphere of the original scene lighting. However, especially for images shot in dark environments, the non-flash images are often noisy and lack important details (in under-/over-exposed pixels). In contrast, flash images contain more details, but they do not preserve the original scene lighting.

The first key idea behind our HDR image creation lies in mimicking the CRF by a brightness function. The brightness function, used in our method, aims to represent the human perception of a scene at various brightness levels. This corresponds to the main purpose of digital cameras. Therefore, we assume that the CRF can be well-approximated by our brightness function. To this end, we alter the brightness of a non-flash image by a one-parameter-dependent gamma correction and yield a sequence of multiple brightness images. To create an HDR image, we eventually need to recover the missing details of the multiple brightness images (for which we recover no information by the brightness correction).

The second key idea of our method consists in recovering these missing details by using reliable information from the flash image. To retain the original ambience of the scene while preserving the details of the flash image, we propose a novel bi-local chromatic adaptation transform (CAT). The bi-local CAT is directly applied to the flash image in order to adapt its brightness to that of the non-flash image. As the non-flash brightness is lower than the flash brightness, the bi-local CAT remaps the flash pixel values into values, corresponding to lower brightness. Therefore, to allow for an increase of the brightness dynamics and the contrast of the flash image, we carry out the bi-local CAT on each of the multiple brightness images. That way, we obtain final multi-exposure images, which we merge into an HDR image. We apply our method to dark environment scenes with high dynamic range, for which the reach of the flash is significant.

The main contributions of the method, presented in this chapter, are fivefold:

- Automatic non-flash image brightness correction;
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- Bi-local CAT for automatic creation of multi-exposure images from only two images - flash and non-flash;
- Automatic recovery of HDR images from the computed multi-exposure images;
- Enhancement of a non-flash image using a flash image;
- Automatic removal of the soft shadows of the flash image as well as diminution of flash reflections.

The advantages of our method over the classical multi-exposure methods are the following: 1) the number of images for obtaining an HDR image is reduced to two; 2) the usage of a tripod is not required in the case when the flash and non-flash images can be taken one after the other in a short period of time (therefore our method is suitable for hand-held device applications); 3) ghosting artifacts and misalignment are brought to a minimum. If a small misalignment between the two images occurs, our method is able to overcome it.


2 Related works

The entire dynamic range of a real-world scene cannot be captured by today’s camera sensors. That is why, digital images of scenes with high-dynamic luminance range, are either under- or over-exposed. The classical technique for obtaining a high-dynamic range image without under-/over-exposed regions uses a set of images, taken at various exposure settings [114, 115]. Debevec et al. [114] first exploit the reciprocity property of imaging systems to construct the response curve of multi-exposure images and to recover their HDR radiance map. Reversely, Mann et al. [115] compute a floating-point image as a representation of an “undigital” image with an extended dynamic range, without any prior knowledge about the response curve of the imaging device. The floating point HDR image is yet again computed from a set of multi-exposure images. The general concept of using multi-exposure images for creating HDR images is highly exploited in today’s photography. However, this approach has several main drawbacks, including possible image misalignment and ghosting for scenes with moving objects. To this end, there exists a number of techniques, designed to handle misalignment and ghosting artifacts [116], [117], [118], [119].

To overcome the main limitations of multi-exposure methods, Tocci et al. [120] propose an optical architecture which automatically captures three optically-aligned images at different exposures by splitting the light from a single lens and focusing it onto high, medium and low exposure imaging sensors. However, the proposed optical advancement is not available for massive use and its construction is costly. In contrast, other methods use a single-coded image to recover per-pixel exposures [121, 122]. They rely on a spatially varying optical mask on the sensor, giving different exposures to adjacent pixels. The coded exposures are mapped to an HDR image using reconstruction techniques, such as interpolation [122], piece-wise linear estimators, based on Gaussian mixture mod-
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Figure 10.1 – Main flowchart. In the noise removal step (blue boxes), we denoise the two input images. The brightness correction computes a sequence of multiple brightness images. Then, for each of the images in this sequence, we apply the bi-local CAT $N$ times (by using the flash image) and we obtain the final multi-exposure images. They are merged into an HDR image in the last step (in red).

els [123], and the recently proposed sparse reconstruction, based on convolution sparse coding [124]. However, such reconstructions are computationally costly: they require hardware modification and they can introduce artifacts if the mask is regular and a simple interpolation is used.

Furthermore, a new method for image brightening from a single image, using standard digital cameras, has been recently introduced [125]. Li et al. create three virtually exposed images from a single image by increasing the brightness of the under-exposed regions. The brightness increase is carried out by a non-decreasing function in a newly designed “simplified” CIE Lab color space. Unlike our method, Li et al.’s method does not explicitly compute and modify the brightness of the original image. It is used to brighten dark objects in outdoor scenes as well as to create a tone-mapped version of an HDR image by fusing the three virtual exposures. A brightening approach from a single image would not give plausible results if the input image contains a significant number of under-/over-exposed pixels, for which no information can be recovered from a single image.

Furthermore, Mertens et al. [126] propose an exposure fusion, which merges a sequence of multi-exposure images into an image with extended luminance range, which can be directly displayed on an LDR screen (a tone-mapped image). The fusion is guided by series of metrics which ensure that only the well-exposed values of each exposure image are kept in the result. Unlike the exposure fusion, which combines several multi-exposure images into one enhanced image, two other methods introduce image enhancement techniques for flash photography, relying on only two images. The methods in [127, 128] exploit the properties of flash and non-flash image pairs for dark environments. They combine the non-flash ambient light with the details from the flash image using a bilateral-filter-based image decomposition. That way, they enhance the quality of the non-flash image. Unlike the HDR imagery, which provides a number of LDR outcomes (tone mappers), the methods in [127, 128] generate a single LDR image, which cannot be extended to an HDR image. Other methods also take two differently exposed images as an input. The method in [129] is applied between blurred and noisy image pairs for the purpose of image deblurring, whereas the methods in [130, 131] take differently exposed subsequent frames from a video sequence to reconstruct an HDR video.

Matsuoka et al. [132] also exploit the properties of the flash image, this time in the context of HDR imagery. To construct an HDR image, the authors integrate a sequence of multi-exposure images in the wavelet domain. Before merging the multi-exposure images,
two steps are performed. First, the flash image is used to find an alpha mask of shadow regions of the long exposure image. Second, a noise removal technique, guided by the flash image, is applied to denoise these shadow regions. Unlike our method, Matsuoka et al.’s method does not explicitly involve the flash image into the creation of the HDR image (no flash image information is transferred into the final HDR image). Furthermore, similarly to multi-exposure methods, Matsuoka et al.’s method requires a tripod to shoot the multi-exposure images and it is suitable only for static scenes.

### 3 Our method

In the present section, we introduce our method for computing an HDR image from two images - a flash image $F$ and a non-flash image $E_0$. Figure 10.1 illustrates the main flowchart of our method. The proposed method starts with a noise removal step, yielding free of noise flash and non-flash images. The brightness of the noise-free non-flash image is then modified during a brightness correction step, at the end of which we obtain a sequence of **multiple brightness images**. The images in this sequence often contain under-/over-exposed pixels, *i.e.* lack scene details. In the next step, an iterative bi-local CAT, the missing details are recovered using information from the noise-free flash image. That way, we generate a **final sequence of multi-exposure images**, which we then merge together into an HDR image.

#### 3.1 Noise removal

Our method starts by denoising the flash and non-flash images. Even though the flash image is considered a reliable image, containing no/very little noise, the flash may introduce grainy noise. Therefore, we apply a bilateral filter with a small kernel size on the flash image to handle any possible noise. The bilateral filter behaves well for a well-lit images, such as flash images. In contrast, for images shot in dark environments without a flash, experiments show that the guided filter [133] performs better than both bilateral and cross-bilateral filters [8, 127]. Therefore, we apply the guided filter to denoise the non-flash image.

#### 3.2 Brightness gamma correction

Creating an HDR image from multi-exposure images requires a knowledge of the CRF. Several methods for recovering the CRF exist [114, 115]. They recover the CRF up to a scale factor from at least two multi-exposure images. Once recovered, the CRF could be used to compute multi-exposure images from a single image.

To simplify the process of creating multi-exposure images, we no longer use prior knowledge about the CRF. Instead, we mimic the CRF by a brightness function. The brightness, which is one of the absolute color appearance attributes, is fundamental for our approach. It describes the intensity of the light source and its sensation depends on the adaptation to the scene light source. Furthermore, it varies with the environment (dark, dim, bright, etc.). A key advantage of the brightness over other color appearance attributes, such as lightness, is its unbounded range.
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We compute the brightness $Q_0$ of the non-flash image $E_0$ using CIECAM02 [10]. The brightness $Q_0$ is modified using a gamma correction function, where gamma is derived from a brightness dependent parameter $p$. By varying this parameter, we obtain multiple brightness images $E_p$. Their brightness $Q_p$ is computed using the gamma correction, proposed by Bist et al. [134]:

$$Q_p = Q_0^{\gamma(p)}, \text{ where } \gamma(p) = 1 + \log\left(\frac{Q_{\text{max}}}{p}\right).$$  \hspace{1cm} (10.1)

The gamma value $\gamma(p)$ is obtained as a function of the correction parameter $p$ and the maximum brightness $Q_{\text{max}}$ of the non-flash image $E_0$. The parameter $p$ is expressed in terms of $Q_{\text{max}}$. Therefore, we either increase (for $p \leq Q_{\text{max}}$) or decrease (for $p > Q_{\text{max}}$) the brightness of the non-flash image $E_0$ to obtain each brightness exposure image $E_p$. The optimal choice of parameter $p$ is discussed in section 3.5.
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*Figure 10.2 –* Images (a), (b) and (c) are obtained with a bi-local CAT, a local iCAM CAT and a local CAT, discussed in [7], respectively. The highly contrasting areas of the non-flash image cannot be well-represented by a global illuminant and this is the main reason for the local CATs to fail when used in the context of flash/non-flash photography.

### 3.3 Iterative bi-local CAT

The brightness gamma correction, presented in the previous subsection, does not introduce new information and therefore, details in the under-/over-exposed areas of the non-flash image $E_0$ cannot be recovered. To tackle the limitations of using a single image for the recovery of an HDR image, we consider an extra image - the flash image $F$. This image can easily be taken alongside the non-flash image in less than one second and contains reliable information about the shadows of the non-flash image as well as more scene details.

We propose a novel CAT, which carries out a transformation of the flash image $F$ with respect to each image $E_p$. This transformation, that we call bi-local CAT, aims to adapt the colors of the image $F$ to those of the image $E_p$ as well as to remove the impact of the flash on the original scene lighting, while preserving the details of the image $F$ (except for the flash shadows and reflections). Compared to previous works [127, 128], our method allows for an advanced combination of flash/non-flash light, color and detail, and at the same time is robust to small misalignment, flash shadows and reflections.

The bi-local CAT extends the local CAT, presented in the iCAM [21, 103]. The local iCAM CAT would compute a global illuminant for the image $E_p$ and would locally adapt the colors of the flash image $F$ to this illuminant. However, the wide luminance range of the image $E_p$, varying from pure black to pure white, cannot be correctly described
by a single illuminant. To transfer the high contrast areas of the image $E_p$ onto the flash image $F$, the bi-local CAT computes a local representation of the illuminant of the image $E_p$, instead of a global one, as well as a local representation of the illuminant of the flash image $F$. Like standard CATs $[10, 21]$, the bi-local CAT starts by converting the RGB stimuli of both images $F$ and $E_p$ into spectrally sharpened RGB signals $[10]$. Then, we apply the von Kries normalization pixel-wise to convert the spectrally sharpened RGB stimuli $(R_F, G_F, B_F)$ of the flash image into the adapted tristimulus responses $(R_c, B_c, G_c)$ as follows:

$$R_c = \left( \frac{R_{EP}}{R_w} D + (1 - D) \right) R_F$$  \hspace{1cm} (10.2)

$$G_c = \left( \frac{G_{EP}}{G_w} D + (1 - D) \right) G_F$$  \hspace{1cm} (10.3)

$$B_c = \left( \frac{B_{EP}}{B_w} D + (1 - D) \right) B_F,$$  \hspace{1cm} (10.4)

where the triples $(R_{wP}^{EP}, G_{wP}^{EP}, B_{wP}^{EP})$ and $(R_F^{EP}, G_F^{EP}, B_F^{EP})$ are pixels from low-pass versions of the images $E_p$ and $F$ respectively (more details in the following paragraph). The adaptation factor $D$ is given as follows $[10, 21]$:

$$D = K \times S \times \left( 1 - \frac{1}{3.6} e^{\left( \frac{-LA}{92} \right)} \right),$$  \hspace{1cm} (10.5)

where the scalar $L_A$ is the adapting luminance and $S$ is the surrounding factor, equal 1 in our method (as we carry out an adaptation of the colors of the flash image, and therefore, the surround is considered average). We use a coefficient $K = 1$ to perform a full adaptation.

The von Kries normalization in equations (10.2), (10.3) and (10.4) computes the per-pixel ratio of two low-pass images $(R_F^{EP}, G_F^{EP}, B_F^{EP})$ and $(R_F^{EP}, G_F^{EP}, B_F^{EP})$, called white images (following the notation in $[10]$). So far, the von Kries normalization has been carried out either globally $[20]$, in which case the white images boil down to white points, or locally between a single-point illuminant and a white image $[7, 21]$ (more details are presented in part 2). To the best of our knowledge, a CAT has never been applied in a bi-local context. Figure 10.2 shows the advantage of the bi-local CAT over two local CATs for the purposes of this chapter.

The white images are computed directly from the flash image $F$ and the image $E_p$ as follows.

- **The flash white image** is computed by applying the guided filter. We observed that in our context the guided filter outperforms Gaussian and bilateral filters. Experiments show that Gaussian filter fails to transfer properly the shadows of the image $E_p$, introducing brand new shadow regions. Moreover, the bilateral filter introduces a lot of visible halo artifacts around the edges. In contrast, the guided filter suppresses the presence of such halo artifacts, preserves the shadow boundaries of the image $E_p$ and robustly sharpens the details of the flash image, as shown in figure 10.3.

- **The white image of the image** $E_p$ is the image $E_p$ itself. The image $E_p$ is obtained from the image $E_0$, to which we have applied the guided filter.
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Figure 10.3 – Image (a) is a brightness image $E_p$, for which $p = 0.86Q_{\text{max}}$. Images (b), (c) and (d) are results of applying our iterative bi-local CAT between image (a) and the flash image by using respectively a guided filter, a bilateral filter and Gaussian filter for obtaining the white image of image (a).

When applied iteratively, the bi-local CAT robustly adapts the colors of the image $F$ to the colors of the image $E_p$ and progressively removes flash shadows and reflections. The iterations are performed as follows:

$$F^p_t = \begin{cases} 
\text{biCAT}(F, E_p), & \text{if } t = 1; \\
\text{biCAT}(F^p_{t-1}, E_p), & \text{if } t \in [2, N].
\end{cases} \quad (10.6)$$

During the first iteration ($t = 1$), we carry out the bi-local CAT between the images $F$ and $E_p$. For the following iterations, we perform the bi-local CAT between the result from the previous iteration $F^p_{t-1}$ and the image $E_p$. After $N$ iterations, we obtain the final exposure image $F^p_N$. During each iteration $t$, the flash white image is recomputed from the result $F^p_{t-1}$, whereas the white image of the image $E_p$ remains unchanged. The two main properties of the iterative bi-local CAT are discussed hereafter.

**Property 1: Darkening.** When the ratio of the white images is less than 1, i.e. $I_{{E_p}w}/I_{{F^p}_w} < 1$, where $I$ stands for R, G and B channels, the bi-local CAT darkens the flash image $F$ (left-hand plot in figure 10.4). As the white image of the image $F$ is recomputed iteratively, the pixels of the flash image will keep decreasing until reaching an iteration $k$, for which the white image ratio becomes close to 1 (because the values $(R_c, G_c, B_c)$ remain unchanged after the iteration $k$, see equations (10.2), (10.3) and (10.4)). To recover information in the under-exposed regions of the brightness multi-exposures, the maximum number of iterations does not have to exceed $k$. However, it still needs to be big enough for the bi-local CAT to transfer the scene ambience and remove flash shadows and reflections. More information on the optimal number of iterations is presented in section 3.5.

**Property 2: Brightening.** When the ratio of white images is greater than 1, i.e. $I_{{E_p}w}/I_{{F^p}_w} > 1$, the bi-local CAT brightens the flash image (left-hand plot in figure 10.4). The pixel values of the flash image will keep increasing until reaching an iteration $l$, for which the white image ratio becomes close to 1. After the iteration $l$, the values of the flash image remain unchanged.

These two properties reveal the ability of the bi-local CAT to increase the dynamic range of the flash image $F$ (by both darkening and brightening). They also reveal the importance of the brightness correction step in our algorithm. If we applied the iterative bi-local CAT only between the flash and the non-flash images (without computing multiple brightness images), we would progressively darken the values of the result $F^p$ by shifting its histogram to the left (right-hand plot in figure 10.4). In this case, the final result would represent the brightness of the non-flash image $E_0$ rather than the brightness of the scene. In contrast, once we obtain the sequence of multiple brightness images and
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Figure 10.4 – The left-hand plot shows luminance histograms of a flash image (in green) and results $F^t_t$. The bi-local CAT progressively darkens and brightens $F^t_t$, extending its range and contrast. The right-hand plot shows the influence of the parameter $p$ on the transformation of $F^t_t$ for $t = 8$. The smaller the value of $p$, the brighter the result $F^t_t$ and the lesser the under-/over-exposed pixels. When $p = Q_{max}$, i.e. the result $F^t_t$ is identical to the non-flash image, no brightening is performed (the flash pixels are progressively darkened).

perform the bi-local CAT, the histogram of the result $F^t_t$ is shifted both to the left and to the right (we darken the pixels in the shadows and brighten the ones in the highlights).

3.4 Image fusion

The bi-local CAT yields a sequence of multi-exposure images, which are then merged together to recover an HDR image. We use Debevec et al.’s fusion method [114], which relies on a CRF estimation. In our method, we estimate the CRF from the final multi-exposure images.

Additionally, we compute the real CRF from a sequence of real multi-exposure images to verify whether or not the CRF, used in our method, is similar to the real one. Figure 10.5 presents plots of the CRF, computed from final multi-exposure images, and the real CRF. We observe that the CRF, used in our method, approximates well the real CRF. This conclusion is based on several experiments, involving various real image sets. Figure 10.5 shows also the CRF, computed from the multiple brightness images. The CRF, estimated after the iterative bi-local CAT, is more accurate than the CRF, estimated after the brightness correction. This reveals a key advantage of our method over methods, based only on a brightness correction.

3.5 Choice of optimal values of $p$ and $N$

The efficiency of our method greatly depends on the parameter $p$, used in the brightness correction step. We analyze which values of $p$ allow to compute a plausible approximation of the real CRF.

First, for every iteration $t \in [1, 10]$ of the bi-local CAT, we compute multi-exposure images by using each value of $p$ from the set $\{(0.6 + 0.1i)Q_{max}\}_{i=0}^{30}$ (for a total of 400 final multi-exposure images). Experiments showed that values of $p$ lower than $0.6 \times Q_{max}$ result
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Figure 10.5 – The CRF, computed after the bi-local CAT, is highly accurate for exposure values less than 0 but tends to overestimate the luma for positive exposure values. This overestimation is due to the use of a flash image, which successfully captures details in shadows but may not manage to represent all the finest details, belonging to a light source (see figure 10.8).

in over-exposure of the majority of pixels in the result and therefore, we exclude them. Second, we compute the structural similarity metrics (SSIM) [68] between each of the 400 multi-exposure images and each of several real multi-exposure images of the same scene (taken manually by a professional photographer). We observe a clearly defined peak, optimizing the SSIM value for each iteration \( t \) (figure 10.6). The peaks for all iterations \( t \) (per real multi-exposure image) correspond to the same \( p \), which remains unchanged for all the different sets of real multi-exposure images, for which we performed this analysis. These sets of images were taken with two different types of cameras. Therefore, the value of \( p \) is also independent of the choice of camera. The value of \( p \) depends only on the exposure of the real multi-exposure image, but at the same time, it is insensitive to the choice of an exposure for the non-flash image.

We have experimentally derived the value \( p_i \) of the \( i^{th} \) final multi-exposure image as a function of \( Q_{max} \) and the image index \( i, i \in \{1, \ldots, M\} \):

\[
p_i = \left(1 - \frac{S \times C \times i}{10}\right) Q_{max},
\]

where \( C \) is a constant, which has experimentally been set to 0.7. The sign \( S \) is either equal to 1 for an increase of the non-flash brightness \( Q_0 \), or equal to -1 for a brightness
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Figure 10.6 – Plots (a) and (b) represent the SSIM scores (on the Y axis) between a real multi-exposure image and each of 400 multi-exposure images, obtained with our method. The 400 images are computed for each iteration $t \in [1, 10]$ and each value of the parameter $p$, indexed by $j \in [0, 39]$. The X axis of each plot represents the number $m \in [1, 400]$ of the final multi-exposure images, where $m = t \times j$. Each number $m$ corresponds to an iteration $t$ and a value of $p$. The curves in each plot correspond to the different iterations $t$. We find a clearly defined peak per iteration (circled in blue), optimizing the SSIM score. The highest value of $p$ per curve (iteration) is circled in red, whereas the lowest value is circled in purple (analogically for the plot (b), where we give an example only for the forth iteration).

decrease. We have experimentally found out that the use of $M = 6$ final multi-exposure images (out of which one is the non-flash image) helps generate HDR images, close to the ground truth. Our experiments have indicated that the exposure value $X_i$ of the $i^{th}$ final multi-exposure image can be expressed as $X_i = X_0 + S \times i$, where $X_0$ is the exposure of the image $E_0$. The final multi-exposure images together with the computed exposure values allow to recover plausible HDR images.

In our experiments, the maximum SSIM score was reached at the eighth iteration. We therefore chose to perform $N = 8$ iterations of the bi-local CAT.

4 Results and evaluation

In the this section, we present our HDR results and we evaluate their similarity to the ground truth.

Experimental set up. We have built a data set of images of real-world scenes, consisting of flash and non-flash images and real multi-exposure images. The flash and non-flash images were taken in a short period of time (less than one second) and were used to compute the results, shown in this chapter. Additionally, we took real multi-exposure images to recover a real HDR image per scene. A professional photographer has chosen the best exposure values in order to capture the finest details in the shadows and the highlights. To make the real HDR images representative of the ground truth, we used a tripod to avoid misalignment during the shooting process. We compare our results to the ground truth in the evaluation part of this section.

Recommendations for the choice of non-flash images. In our method, we choose the non-flash image $E_0$ to be the lowest exposed image with less than 5% black pixels.
4. RESULTS AND EVALUATION

Despite the fact that the iterative bi-local CAT is able to recover the missing details in black pixel regions, in the case when the percentage of black pixels exceeds 5%, the non-flash image becomes too low-exposed and noisy. This results in a trade-off between the fidelity of the result and the successful noise removal when applying our method. The noisier the image, the bigger the kernel size of the guided filter and the greater the loss of details. The non-flash image $E_0$ may not be the lowest exposed image for a given scene, however, its exposure time is still significantly short to allow for the flash and non-flash images to be taken subsequently without the use of a tripod.

Evaluation. Figure 10.7 presents an HDR result, obtained with our method, as well as a real HDR image of the scene. To evaluate the similarity between our HDR result and the real HDR image, we compute their luminance histograms (figure 10.7). Our method recovers the dynamic range of the real HDR images in our data set (resulting in the same number of f-stops as the real HDR images). The luminance distribution of our results is strongly correlated with the ground truth luminance. Moreover, we adopt the perceptual metrics HDR-VDP-2 [113] to visualize the perceptual difference between our HDR results and the ground truth. Red regions in the HDR-VDP-2 color-coded map indicate deviations from the ground-truth luminance. The color-coded maps in figure 10.7 reveal an overall high perceptual similarity between our result and the ground truth.

The real HDR images aim to represent the ground truth by merging a number of multi-exposure images. The more multi-exposure images we merge, the closer the HDR image is to the real-world scene. To show how close our results are to the ground truth, in figure 10.8 we compare them to several HDR images, obtained by combining 2, 3 and 5 real multi-exposure images. The HDR-VDP-2 metrics indicates that our HDR result is visually similar to the HDR image, computed from 5 real multi-exposure images. Moreover, the log2 luminance distribution of our HDR image is highly correlated with that of the real HDR image, obtained from 5 real multi-exposure images. In this sense, our result is closer to the ground truth than the HDR images, recovered by merging 2 and 3 real multi-exposure images.
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Figure 10.8 – Our HDR result is compared to four real HDR images, computed from 2 consequent, 2 non-consequent, 3 and 5 real multi-exposure images (images (a), (b), (c) and (d) respectively). The log2 luminance distribution of our result is similar to that of the HDR image, obtained by merging 5 real exposure images. The similarity is also reflected in the HDR-VDP-2 color maps. As the merge of 5 multi-exposure images represents better the ground truth than the merge of either 2 or 3 multi-exposure images, our method performs better than the classical multi-exposure methods, merging 2 and 3 multi-exposure images.

Figure 10.9 – Result of applying our method to dark environment scenes with high dynamic range. Our method is able to recover most of the scene dynamics, as shown in the false color images. Snippets (a) and (b) visualize the most significant perceptual difference (indicated also by HDR-VDP-2) between the two HDR images. Our method recovers fine details from the flash image (the DVD labels), whereas the multi-exposure approach causes noise. Moreover, our method avoids the presence of ghosting artifacts like those in the real HDR image (the tree branches).

Despite the similarity with HDR images, computed from 5 real multi-exposure images, our results may differ from real HDR images at shadow areas. While adapting to the colors of the image \( E_p \), our bi-local CAT preserves the details of the flash image in the shadows of the result. Reversely, taking low-exposures images in dark environments may cause noise in the shadows and compromise the integrity of the real HDR image. Figure 10.9 illustrates a key property of our method, i.e. the detail recovery. Our HDR image preserves the DVD labels in the shadows of the scene, unlike the HDR image, obtained from 5 real multi-exposures.

The main advantage of our method over the multi-exposure approach is illustrated in figure 10.10. The flash and non-flash images, shown in the figure, were taken with a hand-held camera, imitating a typical user case. Our method successfully recovers HDR images of non-still (slow moving) objects (such as people, posing for portraits) and avoids ghosting artifacts.

Finally, another advantage of our method consists of an automatic removal of soft shadows from the flash image, carried out by the bi-local CAT. If the flash image contains shadows, created by the flash, there is a risk that they will appear in the final result \( F^F_X \).
Figure 10.10 – Image (a) presents our result. All under-exposed pixels (below a threshold) of the non-flash image are shown in white in image (b). The under-exposed pixels are recovered in image (a) with the use of our iterative bi-local CAT. The flash and the non-flash images were taken with a hand-held camera, resulting in a small misalignment (the green circles). The misalignment is correctly handled by our bi-local CAT.

Figure 10.11 – The flash shadows and reflections from the flash image have been automatically removed by our method.

(and if they do, the result would look unnatural). It turns out, though, that 8 iterations of our bi-local CAT are enough to completely remove soft shadows from our HDR result, as illustrated in figure 10.11. Our method also reduces reflections, caused by the flash.

Non-flash image enhancement. Our method can be used in the context of non-flash image enhancement. We increase the quality of a non-flash image in terms of detail recovery and scene illumination enhancement, as shown in figure 10.12.

Given flash and non-flash images, we automatically recover an HDR image and then we use various tone-mapping operators to visualize it on an LDR screen. Figure 10.13 shows a comparison between our method and two state-of-the-art methods, all used in the context of non-flash image enhancement. Mertens et al. [126] fail to properly combine the flash and non-flash images, because the flash image is already well-exposed. Eisemann at al. [127] produce a single image as an outcome of their method. In contrast, our method provides a number of enhanced images, each resulting from a different tone-mapping operator.
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Figure 10.12 – Non-flash image quality enhancement. The gamma correction of the non-flash image reveals the missing details on the top-right and lower-right corners. These details are recovered with our method using the flash image (best viewed on screen).

Figure 10.13 – Images (a) and (b) are our results, obtained respectively by fusing the final multi-exposure images (with the method in [126]), and by using the tone-mapper in [9] on the reconstructed HDR image. Image (c) is Eisemann et al.’s result [127], whereas image (d) is Mertens et al.’s result [126]. The flash and non-flash images are courtesy of [127].

As a remark, Eisemann et al. [127] combine flash details and non-flash lighting using two-parameter-dependent bilateral filter in order to enhance the quality of the non-flash image. Before merging the two input images, the authors increase the contrast of the non-flash image. However, this increase appears random. In contrast, we model the increase of the brightness of the non-flash image by a gamma curve. The use of such a model is beneficial for obtaining naturally looking results.

Figure 10.14 – Our tone-mapped HDR result is obtained directly from the non-flash image (courtesy of [125]). In the case of outdoor scenes, our method boils down to a single image brightening. Li et al. [125] have previously proposed a single-image-based brightening algorithm. The result of their fusion is presented in the third image.

Limitations. Our method uses flash/non-flash image pairs to acquire the dynamic range of real-world scenes. Due to the limited reach of the flash of today’s cameras, our method is not suitable for outdoor scenes. However, in the case of outdoor scenes, containing reliable information in the shadows, we can apply the first step of our algorithm, the brightness correction, and that way, we are able to obtain an HDR image, as shown in figure 10.14. Although our method is not specially designed for handling HDR image
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creation from a single image, our brightening step performs fairly, compared to the single image brightening, proposed in [125]. Our method is able to represent the dynamic range of the outdoor scene by modifying the brightness of the non-flash image, as illustrated by the tone-mapped HDR image in figure 10.14. On the other hand, Li et al.’s fusion method captures better the vividness of the scene.

5 Conclusion

In this chapter, we have proposed a novel method for creating HDR images, relying on only two images as an input - flash and non-flash images. We have automatically computed multiple exposure images by brightening the non-flash image and bi-locally adapting the colors of the flash image to the brightened non-flash image. By merging the so-computed multi-exposure images we have created HDR images. Our HDR results are similar to the HDR images obtained by merging five manually taken multi-exposure images. Our method is very efficient for the challenging dark environment scenes, which often contain noise and lack reliable information. Moreover, our method can be applied in the context of non-flash image enhancement and in comparison with existing methods, it provides various enhancement options. Due to the limited reach of the flash, our method is not robust for outdoor scenes, which are left for future work.

Furthermore, in this chapter, we introduced our novel CAT method, i.e. the bi-local CAT, and demonstrated its potential. When applied in the context of flash/non-flash image editing, the bi-local CAT successfully recovers details from the flash image, transfers non-flash image shadows and removes flash shadows and reflections. In the following part, we exploit the potential of the bi-local CAT for various example-guided applications, e.g. image de-noising, image de-blurring, texture transfer, etc.
Part IV

Perceptual-guided filtering for image enhancement and image editing
In the previous part, we introduced two new CAT algorithms, *i.e.* the cluster-based local CAT and the bi-local CAT. The cluster-based local CAT is an extension to our local CAT [7] for HDR images. It help adapt the colors of an HDR image to the illuminant of another HDR image. The cluster-based local CAT is applied directly to the HDR domain. In contrast, the bi-local CAT is applied between two LDR images (of the same scene) and it helps recover an HDR image from these LDR images (chapter 10). When we perform the bi-local CAT between flash and non-flash images (of the same scene), we recover fine details from the flash image without compromising the ambience of the original scene (*i.e.* the non-flash lighting).

In this part, we exploit the potential of the bi-local CAT for various image editing applications such as image de-noising, image de-blurring, texture transfer, etc. We propose a novel guidance-based filter in which we embed the bi-local CAT, as presented in chapter 11. The proposed filter performs as good as (and for certain applications even better than) state-of-the-art methods.
1 Introduction

Many image processing applications require image smoothing techniques for noise reduction. Classical filters, such as Gaussian filter and median filter, often blur edges in the smoothing process. Edge-preserving filters like the bilateral filter [8] also experience a trade-off between the noise removal and the image integrity, as they use a single image to build their kernel.

In contrast, guidance-based filters incorporate additional information into the filtering process through the use of a guidance image. The guidance image, which is often a noise-free sharp image, is used explicitly in the estimation of the filter kernel. That way, the smoothing of the input image is carried out more efficiently and the amount of information loss is reduced. The guidance-based filters are commonly applied for example-based noise reduction [127, 128, 133], depth-map filtering [135], image matting [133], etc.

Local optimizations in the guidance-based filters may concentrate blur around sharp edges and cause a decrease in the sharpness of the output image. The guidance-based filters may compromise the input lighting atmosphere by smoothing down input reflections. Furthermore, they do not recover details from the guidance image, which limits their applicability to texture transfer and detail enhancement.

To tackle some of the limitations of the guidance-based filters, we present a new guidance filter, based on color appearance and color perception [10]. Our filter carries out a patch-wise linear transformation between an input image and a guidance image. In practice, this linear transformation adds details from the guidance image to a low-pass version of the input image. The amount of added details is controlled by a scaling coefficient in which we embed our new bi-local CAT, presented in chapter 10. The bi-local CAT strongly contributes to preserving input scene details such as input reflections. Along with preserving the input scene ambience, the embedded bi-local CAT plays a major role in transferring details from the guidance image.

In comparison to existing guidance-based filters, our CAT-based filter provides solutions to various digital imaging problems. In this chapter, we address several image processing applications, i.e. image denoising, texture transfer, detail enhancement with near-to-infrared (NIR) images, image deblurring, mask refinement and skin beautification. Our results compare fairly to results from state-of-the-art methods. Furthermore, our filter outperforms existing guidance-based filters in terms of image sharpness, detail enhancement and preservation of the input lighting.

The rest of the chapter is organized as follows. Existing guidance-based filters along with their advantages and limitations are discussed in section 2. Section 3 introduces our
Table 11.1 – Notations. $\Omega$ denotes the set of spatial coordinates of the input, guidance and output images.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p : \Omega \subset \mathbb{R}^2 \rightarrow \mathbb{R}^m$</td>
<td>input image</td>
</tr>
<tr>
<td>$g : \Omega \subset \mathbb{R}^2 \rightarrow \mathbb{R}^n$</td>
<td>guidance image</td>
</tr>
<tr>
<td>$q : \Omega \subset \mathbb{R}^2 \rightarrow \mathbb{R}^m$</td>
<td>output image</td>
</tr>
<tr>
<td>$J \in {p, g, q}$</td>
<td>$p, g$ or $q$</td>
</tr>
<tr>
<td>$N$</td>
<td>resolution of $J$</td>
</tr>
<tr>
<td>$J_i$</td>
<td>$i^{th}$ pixel of $J$ ($i = {1, \ldots, N}$)</td>
</tr>
<tr>
<td>$J^c$</td>
<td>$c^{th}$ channel of $J$ ($c = {1, 2, 3}$)</td>
</tr>
<tr>
<td>$J^W$</td>
<td>white image (low-pass version) of $J$</td>
</tr>
<tr>
<td>$J^W(c)$</td>
<td>$c^{th}$ channel of $J^W$</td>
</tr>
<tr>
<td>$\omega_k$</td>
<td>$k^{th}$ image patch (window) of a given size</td>
</tr>
<tr>
<td>$\mu_{J_k}$</td>
<td>mean vector of $J$ in the patch $\omega_k$</td>
</tr>
</tbody>
</table>

CAT-based guidance filter. Applications and results are presented in section 5. Finally, the last section concludes the chapter.

2 Related work

In the following section, we present guidance-based image filters and we discuss their objectives and functionalities as well as their limitations. The input of guidance-based filters consists of an input image $p$ and a guidance image $g$. The main goal of guidance-based filters is to filter the input image $p$ using information from the guidance $g$. Depending on how the information of $g$ is incorporated into the filtering process, the guidance-based filters can be classified into two categories: convolution-based guidance filters and model-based guidance filters. Notations, used in rest of the chapter, are given in table 11.1.

2.1 Convolution-based guidance filters

Convolution-based guidance filters compute an output image $q$ in a patch-wise manner. Each pixel $q_k$ of the output image $q$ is computed as a weighted mean of its neighboring pixels in the input image $p$, i.e. the pixels, belonging to a window $\omega_k$, centered at $p_k$:

$$q_k = \sum_{j \in \omega_k} w_{kj}(g)p_j. \quad (11.1)$$

The weights $w_{kj}$ are defined as functions of the guidance $g$. Hereafter we present two convolution-based guidance filters: the cross-bilateral filter and the rolling guidance filter.
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2.1.1 Cross-bilateral filter

**Definition.** The cross-bilateral filter [127] (introduced as joint bilateral filter in [128]) defines the weights \( \omega_{kj} \) from equation 11.1 as follows:

\[
\omega_{kj}(g) = \frac{1}{C_k} \exp \left( -\frac{\|x_k - x_j\|^2}{2\sigma_r^2} \right) \exp \left( -\frac{\|g_k - g_j\|^2}{2\sigma_c^2} \right).
\] (11.2)

The vector \( x_i \) consists of the spatial coordinates of the \( i^{th} \) pixel. The standard deviations \( \sigma_r \) and \( \sigma_c \) control respectively the spatial and the color similarities between the pixels. The coefficient \( C_k \) is a normalizing coefficient, ensuring that \( \sum_{j \in \omega_k} \omega_{kj} = 1 \).

The weights of the cross-bilateral filter depend on the guidance image \( g \) and not on the input image \( p \) like in the bilateral filter [8], as shown in equation 11.2. If the input image \( p \) and the guidance \( g \) are identical, the cross-bilateral filter boils down to the bilateral filter. When used for denoising, the bilateral filter presents a trade-off between the integrity of the results and the noise removal, as the weights \( w_{kj} \) depend on the input image. In contrast, the cross-bilateral filter robustly denoises a noisy input image using a sharp noise-free image as a guidance. The cross-bilateral filter can also be used in the context of depth refinement for filtering a corrupted depth map with the use of an RGB image [135].

**Limitations.** Hereafter, we discuss several limitations of the cross-bilateral filter:

1. The cross-bilateral filter may cause the appearance of gradient reversal artifacts around the edges of the results, as illustrated in [133].

2. The cross-bilateral filter cannot recover details from the guidance, as the output is a weighted mean of the input image (equation 11.1). To this end, the filter is mainly applied in the context of image denoising.

2.1.2 Rolling guidance filter

The rolling guidance filter [136] is an iterative filtering approach, which uses a dynamic guidance image to filter the input image \( p \). The initial guidance image \( g^{(0)} \) is computed by applying Gaussian filter to the input image \( p \). During each iteration \( k \), the outcome \( q^{(k)} \) is obtained with the cross-bilateral filter given the input image \( p \) and the outcome \( q^{(k-1)} \), resulting from the previous iteration (i.e. \( q^{(k-1)} \) becomes the guidance image \( g^{(k)} \)). The rolling guidance filter is suitable for a number of applications, e.g. texture removal and separation, image abstraction, gradient detection, etc. However, as the guidance image in the rolling filter depends on the input image \( p \), the rolling filter has a limited impact on applications such as texture transfer, image denoising, non-flash image enhancement, etc.

2.2 Model-based guidance filters

Model-based guidance filters assume the existence of a parametric model between the output \( q \) and the guidance \( g \). In the following sections, we discuss the models, used in the guided filter, the weighted guided filter and several distribution-based transformations between \( p \) and \( q \).
2.2.1 Guided filter

**Definition.** The guided filter assumes that there exists a linear model between patches of the output \( q \) and the guidance \( g \). This assumption is supported by observations in [133], showing that the color distribution of image patches forms a line in the RGB space. The color line model [137] has previously been adopted for the purposes of image matching [138], image denoising [139] and super resolution [140].

Rather than computing a weighted mean of the input pixels in a patch, like in the cross-bilateral filter, the guided filter builds a linear model between corresponding patches of the guidance \( g \) and the output \( q \) as follows:

\[
q^c_i = a_k^T g_i + b_k, \tag{11.3}
\]

where the scalar \( q^c_i \) stands for one of the three channel values of the output pixel \( q_i \), the coefficient \( a_k \) is a vector and the coefficient \( b_k \) is a scalar. The linear coefficients \( a_k \) and \( b_k \) are determined by minimizing the sum of quadratic errors between the channel values \( p^c_j \) and \( q^c_j \), belonging to each window \( \omega_k \), centered at pixel \( p_k \):

\[
(\hat{a}_k, \hat{b}_k) = \arg\min_{a_k, b_k} \sum_{j \in \omega_k} (e^c_j)^2 \tag{11.4}
\]

\[
= \arg\min_{a_k, b_k} \sum_{j \in \omega_k} \left( (p^c_j - (a_k^T g_j + b_k))^2 + \epsilon \|a_k\|^2 \right),
\]

where the regularization term \( \epsilon \|a_k\|^2 \) prevents \( a_k \) from becoming too big. By assuming that the sum of quadratic errors \( \sum_{j \in \omega_k} (e^c_j)^2 \) is normally distributed, the solution for the linear coefficients \( a_k \) and \( b_k \) is given by linear regression. Both coefficients, the vector \( \hat{a}_k \) and the scalar \( \hat{b}_k \), are determined for each input channel \( p^c \) and for each window \( \omega_k \), centered at \( p_k \):

\[
\hat{a}_k = (\Sigma_k + \epsilon U)^{-1} \text{cov}(p^c_k, g_k) \tag{11.5}
\]

\[
\hat{b}_k = \mu p^c_k - a_k^T \mu g_k. \tag{11.6}
\]

where \( \text{cov}(p^c_k, g_k) \) is a vector, consisting of the covariances in the window \( \omega_k \) between the input channel \( p^c \) and each channel of \( g \). The matrix \( \Sigma_k \) is the covariance matrix of \( g \) in \( \omega_k \), whereas \( U \) is the identity matrix. The scalar value \( \mu p^c_k \) is the mean of \( p^c \) in \( \omega_k \), whereas the vector \( \mu g_k \) is the mean of \( g \) in \( \omega_k \). The parameter \( \epsilon \) determines which edges shall be smoothed and which shall be preserved. Patches with variance less than \( \epsilon \) are smoothed, whereas those with variance higher than \( \epsilon \) are preserved.

The final coefficients \( \hat{a}_i \) and \( \hat{b}_i \), used to compute the output channel value \( q^c_i \), are obtained by averaging the values of \( \hat{a}_k \) and \( \hat{b}_k \) for all the windows \( \omega_k \), covering the input pixel \( p_i \). Once the final coefficients \( \hat{a}_i \) and \( \hat{b}_i \) are determined, the pixels of the output image \( q \) are computed using the affine transform, given in equation 11.3.

The guided filter is mainly applied for image denoising, image sharpening and image feathering [133]. The guided filter avoids gradient reversal artifacts (unlike the cross-bilateral filter) and it keeps the image edges intact. From equation 11.3 we derive: \( \nabla q^c_i = a_k^T \nabla g_k \), which shows that the guided filter preserves the gradient of the guidance image.

**Limitations.** Despite the benefits of the guided filter in many image processing applications, the guided filter has several main drawbacks, as discussed hereafter:
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Figure 11.1 – Four results of applying guided filter in the context of image denoising. The increase of the window size $r$ influences the integrity of the output: the shadow boundaries change, the illumination is flattened (which decreases the contrast), the input light reflections are smoothed, i.e. the input illumination is compromised. With the increase of $r$ more details are recovered in the output and more noise is removed. However, the ambience of the scene is compromised.

1. In flat areas of the guidance image: $g = \mu_{g_k}$ and $\Sigma_k = [0]$. Then, when the window size $r$ is small, $\text{cov}(p^c_k, g_k) \approx \mu_{p_k}$. Therefore, when $r$ is small, input patches, corresponding to flat patches in the guidance image, are smoothened by the guided filter. This results in a low depth of field of the output images (see figure 11.1, $r = 4$ and $r = 8$). In contrast, when $r$ increases, $a_k$ also increases. In this case, the guided filter preserves more details from the guidance image. Although this may work well for image denoising, the increase of the window size $r$ compromises the integrity of the input lighting. As shown in figure 11.1, the input non-flash reflections are not present (as they are smoothened) in the output images, obtained with $r = 16$ and $r = 32$. Moreover, undesired flash reflections appear on the pots in the result, obtained with $r = 32$.

2. The assumption for a local affine transform between $g$ and $q$ does not hold if two or more dominant colors are present in a patch. If this is the case, the performance of the guided filter is compromised.

3. The computation of the mean $\mu_{p^c_k}$ and the mean vector $\mu_{g_k}$ in the window $\omega_k$ is performed through a simple averaging in the window $\omega_k$ of the values of the input channel $p^c$ and the pixels of the guidance $g$ respectively.

4. The final regression parameters $a_i$ and $b_i$, used to compute the output channel value $q^c_i$, are obtained by averaging the parameters $a_k$ and $b_k$ for all the windows $\omega_k$, for which $p_i \in \omega_k$.

5. The guided filter does not recover details from the guidance image in the input shadow patches. In the input shadow areas, we have $\hat{a}_k = \overrightarrow{0}$ and $q_i = \mu_{p_i}$ (see equations 11.5 and 11.3), i.e. the value of a pixel in an input shadow area is an average of its neighboring pixels in the input image.

To tackle some of the limitations of the guided filter, Li et al. [141] have extended the guided filter to a weighted guided filter, which is discussed in the following section.
2.2.2 Weighted guided filter

Similarly to the guided filter, the key idea of the weighted guided filter lies in the existence of a local linear model between the guidance image $g$ and the output $q$. The weighted guided filter incorporates an edge-aware weighting function $\Gamma(g)$ in the minimization from equation 11.4 as follows:

$$\begin{align*}
(\hat{a}_k, \hat{b}_k) &= \arg\min_{a_k, b_k} \sum_{j \in \omega_k} \left( (p^c_j - (a_k^T g_j + b_k))^2 + \frac{\epsilon}{\Gamma(g)} ||a_k||^2 \right). 
\end{align*}$$

The weighting function $\Gamma(g)$ is a regularization function, which ensures that, at an edge, the components of the vector $\hat{a}_k$, computed with the weighted guided filter, are closer to 1 than those, computed with the guided filter. By preserving the sharp edges of the guidance image, the weighted guided filter aims to overcome one of the main limitations of the guided filter, i.e. the decrease of the depth of field. However, the weighted guided filter exhibits similar drawbacks to those of the guided filter. This is due to the common assumption in both filters, i.e. the existence of a linear model between $q$ and $g$ and to the common framework, i.e. the minimization, which boils down to a linear regression.

Furthermore, there exist linear models assuming that the input image $p$ and the guidance $g$ follow a particular distribution. In part II, we have already presented the state-of-the-art distribution-based transformations. The following section introduces them from a different perspective, i.e. in the context of patch-wise image distribution filters.

2.2.3 Distribution-based transformations

The distribution-based filters carry out a linear transformation of statistical features of two distributions. Before delving into the details of the distribution-based filters, we first analyse the model from equation 11.3. Equation 11.3 is a patch-wise linear model between the channels $p^c$ and $q^c$. To incorporate all three channels of $p$ and $q$ into a single linear model, we express $q_i$ as follows:

$$q_i = a_k^T g_i + b_k,$$

where $a_k$ is now a matrix and $b_k$ is a vector, $q_i$ and $g_i$ are vectors.

Solutions for $a_k$ and $b_k$ can be given with a linear regression by minimizing the quadratic norm of the difference $p - q$:

$$\begin{align*}
\hat{a}_k &= \Sigma_k^{-1} \text{cov}(p_k, g_k) \\
\hat{b}_k &= \mu_{p_k} - \hat{a}_k^T \mu_{g_k}.
\end{align*}$$

The coefficients $\hat{a}_k$ and $\hat{b}_k$ are determined for each vector $p_k$ as opposed to each channel value $p^c_k$ (like in the guided filter).

We now replace the coefficient $b_k$ in equation 11.8 with its solution from equation 11.10 and we obtain:

$$q_i = a_k^T (g_i - \mu_{g_k}) + \mu_{p_k}.$$  

The linear model 11.11 presents a general linear transformation of statistical features between two images $p$ and $g$. Solutions for the coefficient $a_k$ (other than the solution in
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Equation 11.9 can be derived by assuming an MGD for the distributions of \( p \) and \( g \). The Gaussian assumption is often valid for the distributions of entire images or clusters of images. Therefore, the distribution-based transformations are performed between entire images or clusters of images, rather than in a patch \([3, 7, 34]\). In part II, we have illustrated that a certain class of images (colors-based style images) can be divided into color clusters following the MGD.

The Gaussian assumption helps represent \( a_k \) as a linear mapping between the covariance matrices of \( p \) and \( g \). In the simple case of independent color space channels, \( a_k \) is a diagonal matrix with diagonal elements, computed as the ratio of the standard deviation of \( g^c \) to the standard deviation of \( p^c \) [3]. In the case of dependent color space channels, the solution for \( a_k \) can admit a number of solutions, e.g. Cholesky decomposition, square root decomposition and Monge-Kantorovich closed-form solution (for discussion and comparison, see part II and [34]). Cholesky decomposition and square root decomposition give exact but not optimal solutions for \( a_k \). In contrast, the Monge-Kantorovich closed-form mapping is optimal, as it is derived as a solution to the Monge-Kantorovich optimization problem [63].

The distribution-based filters transform one MGD into another one. To this end, they are usually applied in the context of color transfer between two images of different scenes \([3, 34]\). As discussed in part II, the plausibility of the results, obtained with a color transfer method, depends on the Gaussian assumption. In cases when the Gaussian assumption is too strong, local color transfer methods \([6, 7]\) carry out the linear transformation 11.11 between image clusters. For comparison purposes, in section 5 we perform the Monge-Kantorovich transformation between image patches rather than image clusters and we apply it in the context of image denoising.

2.3 Discussion

Depending on the initial assumptions and goals, the existing guidance-based filters propose various solutions for the coefficient \( a_k \) from equation 11.11. However, these solutions have certain limitations. For example, the linear model in the guided filter may fail when two or more dominant colors are present in a patch. Moreover, both guided and cross-bilateral filters may compromise the integrity and the depth of field of the input image through smoothing input edges and reflections. Finally, the performance of the distribution-based transformations strongly depends on the Gaussian assumption, which, in some cases, may be too restrictive. In the next section we introduce our novel guidance filter, which provides a new solution for \( a_k \), based on color perception through a chromatic adaptation model. Our guidance filter aims to overcome the main limitations of the existing guidance-based filters.

3 Our method

As presented in the previous section, most of the guidance-based filters are built under a particular assumption. For example, the guided filter relies on a local optimization, whereas the Monge-Kantorovich mapping is distribution-dependent. These assumptions may compromise the performance of the given filter.
To address the main limitations (discussed in section 2) of the existing guidance-based filters, we propose a new guidance filter, based on color perception. Our filter does not perform a local optimization and it is distribution independent. The core of our filter is our new bi-local CAT. We embed the bi-local CAT in a linear transformation between an input image $p$ and a guidance image $g$. In practice, our CAT-based filter transfers a well-defined amount of details from the guidance image to a low-pass version of the input image. The amount of transferred details is controlled by the bi-local CAT. This makes our filter suitable for a number of applications, such as texture transfer and detail enhancement (more applications are presented in section 5). The core of our method, i.e. the bi-local CAT has been introduced in chapter 9 in part III. Before delving into the details of the CAT-based filter, we present the connection between the bi-local CAT and the guidance-based filters.

### 3.1 Bi-local CAT in the frame of guidance-based filters

In part III, we extended the local CAT by performing a von Kries normalization between two images, rather than between an image and an illuminant. The bi-local CAT between images $p$ and $q$, which admits the following form:

$$q^c_i = \left( \frac{p^W_k(c)}{g^W_k(c)} D + (1 - D) \right) g^c_i,$$  \hspace{1cm} (11.12)

where $p^W$ and $g^W$ are low-pass representations of the input image $p$ and the guidance image $g$ respectively, i.e. $p^W_k$ and $g^W_k$ are the mean pixel values of $p$ and $q$ in a window $\omega_k$, centered at $p_k$. In the bi-local CAT, the adaptation illuminant ($p^W$) is computed locally from the input image $p$. This is the key difference between the bi-local CAT and both global and local CATs.

In fact, the bi-local CAT is a linear transformation of the guidance image $g$ in a window $\omega_k$, centered at pixel $g_k$ (i.e. admits the form of the linear transformation 11.8), for which:

$$a^T_k = \begin{bmatrix} a^1_k & 0 & 0 \\ 0 & a^2_k & 0 \\ 0 & 0 & a^3_k \end{bmatrix} \hspace{1cm} (11.13)$$

$$b_k = \frac{\vec{0}}{a^c_k} \hspace{1cm} (11.14)$$

where

$$a^c_k = \frac{p^W_k(c)}{g^W_k(c)} D + (1 - D), \ c \in \{1, 2, 3\}. \hspace{1cm} (11.15)$$

The bi-local CAT locally adapts the colors of the guidance $g$ to the colors of the input image $p$. One of the key advantages of the bi-local CAT is that it is independent of the color distribution in each patch $\omega_k$ as it does not rely on an assumption about the color distribution in $\omega_k$. This property ensures the robustness of the bi-local CAT in cases when two or more colors are present in a patch. Moreover, the bi-local CAT is built as a simple linear transformation of the guidance image $g$ and it is easy and fast to implement. We benefit from the aforementioned properties of the bi-local CAT by incorporating it into a novel CAT-based guidance filter, which is presented in the following section.
3. OUR METHOD

3.2 CAT-based guidance filter

We propose a new guidance-based filter, which carries out a linear transformation between the input image $p$ and the guidance $g$. The input and guidance images can have a different number of channels. The output $q$ of our filter has the same number of channels as the input image. The flowchart of our method is illustrated in figure 11.2.

![Flowchart of the CAT-based filter](image)

**Figure 11.2** – Flowchart of the CAT-based filter. The parameters of our method $\sigma_c$, $\sigma_r$, and $D$ are given by the user and are displayed in green. To obtain the results in this paper, we use default values of the parameters (except in the figures comparing results with varying parameters).

Our filter admits the form of the linear transformation from equation 11.11. In the proposed filter, the solution for the matrix coefficient $a_k$ is derived using the bi-local CAT. We express $a_k$ as a diagonal matrix with diagonal elements $a_k^c$, computed with equation 11.15. That way, we compute each component $q_i^c$ of the output pixel $q_i$ as follows:

$$q_i^c = a_k^c \left( g_i^c - g_k^W (c) \right) + p_k^W (c) \text{, where}$$

where

$$a_k^c = \frac{p_k^W (c)}{g_k^W (c)} D + (1 - D).$$

Equation 11.16 shows that the outcome pixel $q_i$ is obtained by adding details from the guidance image to a low-pass version of the input image. The amount of the transferred details is controlled by $a_k^c$. The white images $p^W$ and $q^W$ are computed by applying the bilateral filter (as opposed to the averaging, used in the guided filter) with parameters $\sigma_r$ and $\sigma_c$, which are the spatial and color deviations respectively. Each pixel $p_k^W (q_k^W)$ of the white image $p^W (g^W)$ is obtained as a weighted mean of the pixels in a window, centered at $p_k^W (q_k^W)$, i.e., $\mu_{p_k} = p_k^W (\mu_{q_k} = q_k^W)$.

As formula 11.17 is based on CAM, it is not an optimal solution to a minimization problem, unlike the coefficients in the guided filter and the Monge-Kantorovich mapping, which are computed during an optimization process. The linear regression in the guided filter is however sensitive to outliers, especially when two or more dominant colors are present in a patch. Moreover, the feasibility of the Monge-Kantorovich mapping depends...
on the Gaussian assumption. In contrast, the CAT-based filter does not depend on a statistical model and it is distribution independent. The embedding of the bi-local CAT in the framework of our method ensures the robustness of the color adaptation in a patch. Our filter can be applied to a wide range of image processing tasks, as presented in section 5.

The spatial and color deviations \( \sigma_r \) and \( \sigma_c \), used in the computation of the white images \( \mathbf{p}^W \) and \( \mathbf{q}^W \), are the two parameters of the CAT-based filter. The parameters \( \sigma_r \) and \( \sigma_c \) are identical for both the input and guidance images, as the resolution of both images is the same. Figure 11.4 illustrates the influence of the two parameters on the output \( \mathbf{q} \). The bigger the spatial deviation \( \sigma_r \), the more details we recover from the guidance \( \mathbf{g} \) (details appear in the shadow areas with the increase of \( \sigma_r \)). The detail recovery is also connected to the increase of the color deviation \( \sigma_c \). The output \( \mathbf{q} \) gets sharper and less noisy with the increase of \( \sigma_c \). The sharpness property is implicitly controlled by the ratio term \( \mathbf{p}^W_k(c)/\mathbf{g}^W_k(c) \). Figure 11.3 shows the influence of the ratio \( \mathbf{p}^W_k(c)/\mathbf{g}^W_k(c) \) on the detail recovery from the guidance image.

Like in the guided filter, the final value of the pixel \( \mathbf{q}_i \), is influenced by the linear transformations (equation 11.16) in all the windows \( \omega_k \), covering \( \mathbf{q}_i \). To obtain the final output pixel \( \mathbf{q}_i^{\text{reg}} \), we regularize the pixel \( \mathbf{q}_i \), by taking into account the values of \( \mathbf{q}_i \), obtained in all windows \( \omega_k \), containing \( \mathbf{q}_i \):

\[
\mathbf{q}_i^{\text{reg}} = \frac{\sum_{k:i \in \omega_k} w_k \left( \mathbf{a}_k^T (\mathbf{g}_i - \mathbf{g}_k^W) + \mathbf{p}_k^W \right)}{\sum_{k:i \in \omega_k} w_k}
= \mathbf{a}_i^T (\mathbf{g}_i - \mathbf{g}_k^W) + \hat{\mathbf{p}}_i^W, \tag{11.18}
\]

where \( \mathbf{a}_i^T = \frac{\sum_{k:i \in \omega_k} w_k \mathbf{a}_k^T}{\sum_{k:i \in \omega_k} w_k} \) and \( \hat{\mathbf{p}}_i^W = \frac{\sum_{k:i \in \omega_k} w_k \mathbf{p}_k^W}{\sum_{k:i \in \omega_k} w_k} \). The scalar weights \( w_k \) are computed for each pixel \( \mathbf{q}_i \) using equation 11.2.

**Properties.** The properties of the CAT-based filter are presented hereafter:

1. **Robust detail recovery from the guidance image.** We show that we recover details from the guidance image by looking into several cases:

   - The ratio \( \mathbf{p}^W_k(c)/\mathbf{g}^W_k(c) = 0 \), *i.e.* the window \( \omega_k \) is in an input shadow area. Then, \( \mathbf{q}_i = (1-D)(\mathbf{g}_i - \mathbf{g}_k^W) + \mathbf{p}_k^W \) (from equation 11.16). In this case we have \( a_k^r = 1-D > 0 \) and we recover a certain amount of details from the guidance image (the amount depends on \( \sigma_c \) and \( \sigma_r \)). This is not the case of the guided filter, as discussed in section 2.

   - The ratio \( \mathbf{p}^W_k(c)/\mathbf{g}^W_k(c) \neq 0 \). Then, \( a_k^r > 0 \) and we recover details from the guidance image.

   - The ratio \( \mathbf{p}^W_k(c)/\mathbf{g}^W_k(c) = 1 \), *i.e.* \( \mathbf{p} = \mathbf{q} \). Then, \( \mathbf{q}_i = \mathbf{g}_i \) and we recover the guidance image itself.

Our filter always recovers details from the guidance image, as \( \mathbf{p}^W_k/\mathbf{g}^W_k \geq 0 \geq (D-1)/D \) for \( D \neq 0 \) (which implies \( a_k^r \geq 0 \) for all patches \( \omega_k \), see equation 11.16). This makes the CAT-based filter suitable for texture transfer and detail enhancement, as it is presented in section 5.
3. OUR METHOD

\[ \sigma_c = 0.04 \times \text{rg} \]

\[ \sigma_c = 0.3 \times \text{rg} \]

Input light reflection recovery. The CAT-based filter recovers light reflections (e.g., reflections of a light source, indirect object reflections, etc.) from the input image, as shown in figure 11.4 (and figure 11.5 in section 5). This is a result of the bi-local color adaptation, performed in a patch-wise manner. Our filter recovers input reflections even when used in the context of image denoising (unlike the guided filter, which exhibits a trade-off between the proper noise removal and the integrity of the image).
of the input light reflections; see figure 11.1). However, in the process of image denoising, we may compromise the input lighting atmosphere by introducing flash reflections from the guidance image, as shown in figure 11.4.

Our filter is usually carried out once with static input and guidance images. Our experiments show that for certain applications, such as image deblurring and image denoising, the CAT-based filter can be performed iteratively for a stronger effect. For such applications, we carry out our filter iteratively with a dynamically changing input image, as follows:

$$q^{(t)} = \begin{cases} 
biCAT(g, p), & \text{if } t = 1; \\
biCAT(g, q^{(t-1)}), & \text{if } t \in [2, T]. 
\end{cases}$$ (11.19)

During each iteration $t$, the input image $p$ is updated and set to the result from the previous iteration $q^{(t-1)}$. As a remark, the coefficient $a_k$ is recomputed during each iteration $t$ using formula 11.17, where $p^W$ is replaced by the white image of the result $q^{(t-1)}$. As a consequence of the use of a dynamic input image, we achieve a more robust and efficient transfer of details from the guidance image. As we always recover details from the guidance image (from property 1: $a_k^c \geq 0$), each dynamic input image will be sharper and more detailed than the previous one.

For other applications, such as face beautification, the bi-local CAT is performed iteratively with a dynamically changing guidance image. In this case, we begin the iteration process with a smooth guidance image and during each iteration, we update the guidance image with the result from the previous iteration as follows:

$$q^{(t)} = \begin{cases} 
biCAT(g, p), & \text{if } t = 1; \\
biCAT(q^{(t-1)}, p), & \text{if } t \in [2, T]. 
\end{cases}$$ (11.20)

For each application in section 5, we discuss which iteration method is used (if any) and the number of performed iterations.

### 4 Implementation

The implementation of our filter is presented as a pseudo code in algorithm 5. We first compute the white images of both the input and the guidance images using a bilateral filter. These white images are involved in the computation of the matrix coefficient $a_k$ (equation 11.17). In our implementation, the three diagonal elements $a_k^c$ of the matrix $a_k^T$ are stored as pixel values of a new image $a$. To perform the regularization from equation 11.18, we carry out a bilateral filter on the image $a$ and the white image $p^W$ respectively, and obtain images $\hat{a}$ and $\hat{p^W}$. The images $\hat{a}$ and $\hat{p^W}$ contain the regularized pixels $\hat{a}_i$ and $\hat{p^W}_i$, appearing in equation 11.18, and are used to compute the final output $q^{reg}$.

### 5 Results

The proposed CAT-based filter is adopted for a number of applications. Hereafter, we present six main applications of our filter, namely image denoising, image texture trans-
fer, detail enhancement with NIR images, image deblurring, mask refinement and skin beautification.

Figure 11.4 – Influence of the two parameters of the CAT-based filter, the spatial deviation $\sigma_r$ and the color deviation $\sigma_c$. When increasing $\sigma_c$, we obtain a less noisy result. A bigger $\sigma_c$ results in smoother white images and this benefits the denoising as well as the detail transfer. The increase of $\sigma_r$ also influences the amount of details, which are transferred from the guidance image. More details (in the shadows, on the wall, on the pots) from the guidance image are recovered when increasing $\sigma_r$. Finally, some of the flash reflections are also transferred when $\sigma_r$ gets bigger.
Algorithm 5 CAT-based guidance filter

1: procedure CATFILTER
2: input:
3: \( p \leftarrow (p_1, \ldots, p_N) \) \( \triangleright \) input image
4: \( g \leftarrow (g_1, \ldots, g_N) \) \( \triangleright \) guidance image
5: \( i \leftarrow 0 \) \( \triangleright \) loop index
6: output:
7: \( a \leftarrow (a_1, \ldots, a_N) \) \( \triangleright \) computed in loop
8: \( q^{\text{reg}} \leftarrow (q_1, \ldots, q_N) \) \( \triangleright \) computed in regularization
9: white images:
10: \( p^W = \text{BilateralFilter}(p, \sigma_r, \sigma_c) \) \( \triangleright \) eqn. 11.2, where \( g \) is replaced by \( p \)
11: \( g^W = \text{BilateralFilter}(g, \sigma_r, \sigma_c) \)
12: loop:
13: \( a_k \leftarrow \text{Compute-}a_k\text{-with-CAT}(p^W, p^W, D) \) \( \triangleright \) eqn. 11.15
14: \( i \leftarrow i + 1 \)
15: if \( i < N \) then
16: \( \text{goto loop} \)
17: \( i \leftarrow 0 \)
18: \( p^W = \text{BilateralFilter}(p^W, \sigma_r, \sigma_c) \) \( \triangleright \) eqn. 11.2, where \( g \) is replaced by \( p \)
19: \( a = \text{BilateralFilter}(a, \sigma_r, \sigma_c) \) \( \triangleright \) eqn. 11.2, where \( g \) is replaced by \( p \)
20: regularization loop:
21: \( q_i^{\text{reg}} = \text{PerformReg}(g_i, g^W, p_i^W, a_i) \) \( \triangleright \) eqn. 11.18
22: \( i \leftarrow i + 1 \)
23: if \( i < N \) then
24: \( \text{goto regularization loop} \)

Image denoising. We adopt the CAT-based guidance filter in the context of example-based denoising. The input image \( p \) is the noisy image (e.g. a non-flash image), whereas the guidance image \( g \) is chosen to be a sharp noise-free image (e.g. a flash image). We aim to denoise image \( p \) while maintaining its integrity (i.e. while preserving its ambient atmosphere in terms of input edges, reflections, etc.). Figure 11.5 shows a comparison between the CAT-based filter, the guided filter, the cross-bilateral filter and the patch-wise Monge-Kantorovich mapping, used in the context of image denoising. The guided and the cross-bilateral filters smooth down input edges and reflections, which results in a loss of sharpness and depth of field. In contrast, the patch-wise Monge-Kantorovich mapping increases the depth of the result but it also creates gradient reversal artifacts around the edges. The CAT-based filter removes noise while recovering details from the guidance image. Moreover, our filter preserves the integrity of the input lighting (the input reflections are kept in the result). Depending on the values of the parameters \( \sigma_r \) and \( \sigma_c \), flash reflections from the guidance image may appear.

Furthermore, when performed iteratively, our filter removes noise more robustly. Figure 11.6 shows that in two iterations, the CAT-based filter removes a significant portion of the noise (this noise removal also depends on the parameter \( \sigma_r \)).

Texture transfer. The CAT-based filter can be used to transfer a given texture pattern onto an input image for the purpose of image stylization. We refer to this process as texture transfer. The texture pattern is given in the guidance image. Our method successfully transfers the pattern onto the input image thanks to property 1 (i.e. detail recovery from the guidance image). Users can control the amount of transferred texture by setting up the parameter \( \sigma_c \).
5. RESULTS

**Figure 11.5** – Image denoising. Comparison between the CAT-based filter, the guided filter, the cross-bilateral filter and the patch-wise Monge-Kantorovich mapping. Our filter denoises the input image while preserving the original light reflections. Moreover, it does not smooth the edges (as the guided filter), which results in detail enhancement and depth of field recovery. The Monge-Kantorovich mapping also recovers details from the guidance. However, it creates halo artifacts around the edges and it is not robust to noise.

\[ \sigma_c = 0.1 \times rg \]
\[ \sigma_c = 0.3 \times rg \]

**Figure 11.6** – Influence of the iterations on the output for two different values of the parameter \( \sigma_c \). For a small \( \sigma_c \), our method cannot filter all the noise from the input image in one iteration. After a second iteration, the CAT-based filter removes most of the remaining noise. For a big \( \sigma_c \), the difference between the outputs from the first and second iterations is less appealing. This is because \( \sigma_c \) has a great impact on the image denoising and big values of \( \sigma_c \) help produce a noise-free result during the first iteration of the method. In such cases, the second iteration helps to produce sharper, more detailed results. In conclusion, for small values of \( \sigma_c \), the CAT-based filter requires more iterations to denoise the input image than for big values of \( \sigma_c \). In contrast, using small values of \( \sigma_c \) preserves better the input ambient lighting (as we introduce less flash reflections/shadows).
Figure 11.7 illustrates a texture transfer, carried out with the CAT-based filter as well as with the cross-bilateral and guided filters, and the screened Poisson equation [88, 92]. The screened Poisson equation is used for image sharpening and contrast enhancement. Given a target image gradient field (e.g., computed from a target image, which, in our case, is the texture pattern), the screened Poisson solver transfers it to an input image through an optimization process.

Given a target image gradient field (e.g., computed from a target image, which, in our case, is the texture pattern), the screened Poisson solver transfers it to an input image through an optimization process.

The CAT-based filter has a clear advantage over both cross-bilateral and guided filters, as it recovers details and gradient information from the guidance image, without

Figure 11.7 – Texture transfer. Comparison between the CAT-based filter, the cross-bilateral filter, the guided filter and the Poisson solver. We use a binary mask and transfer the guidance texture pattern to the girl’s face. In one iteration, our method successfully recovers details and gradient information from the guidance image while maintaining the integrity of the input edges (we use $\sigma_c = 30\%rg$). The Poisson solver needs 5 iterations to achieve a similar texture transfer to ours. The cross bilateral filter and the guided filter compromise the input edge information (they smoothen the input edges) and fail to transfer the texture information of the guidance image.
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compromising the strong edges of the input image (figure 11.7). The CAT-based filter preserves only the gradient information from the guidance image. That way, the output of our texture transfer is a combination of gradient information and details from both the input image and the guidance.

The screened Poisson solver also succeeds to transfer texture from the guidance image and it creates a similar texture effect to that of our result. However, unlike our filter, the screened Poisson solver requires several iterations (5 for the example in figure 11.7). The amount of texture transfer in the screened Poisson equation is controlled by the number of iterations as well as by a parameter $\lambda$. To obtain the Poisson results in figure 11.7, we use $\lambda = 0.2$, i.e. we tolerate more texture transfer per iteration. The texture transfer in our method is controlled by the parameter $\sigma_c$, as shown in figure 11.3.

**Detail enhancement with NIR images.** NIR images contain more details and texture information than what standard digital cameras can capture. That is why, several methods [91, 142] adopt NIR images to enhance the details of RGB images. These methods rely on gradient optimization process, wavelet decompositions and texture transfer. In contrast, to carry out an image enhancement, we apply a single deterministic transformation.

The CAT-based filter is applied between the guidance image $g$, i.e. the NIR image, and the input image $p$, i.e. the RGB image. Figure 11.8 shows our result for detail enhancement. We compare it with a result from the screened Poisson equation. As shown in figure 11.8, the screened Poisson solver sharpens some of the input edges but it also creates gradient reversal artifacts around them. Moreover, the Poisson solver fails to transfer the texture details from the NIR image. In contrast, the CAT-based filter enhances the input gradient information without causing visual artifacts and it transfers a lot of fine texture details from the NIR image.

![Figure 11.8 – Detail enhancement with an NIR image. The input image contains overexposed regions (see the sky and the mountain slope, snippet a. Our filter recovers the details in the input overexposed regions and enhances the texture in the rest of the image regions (our result appears sharper and more detailed than the input image, snippet c). Unlike our method, the screened Poisson solver [88] recovers less details and creates haloing artifacts around some of the edges (snippet b).](image)

**Image deblurring.** We apply the CAT-based filter to recover a sharp image from a blurry one. Like the methods in [143–146], we use a guidance image in the deblurring
process. The guidance image can be a flash image, dark flash image, NIR image, etc. To recover a sharp image from the blurry input image, we iterate the CAT-based filter with a dynamically changing input image (as discussed in section 3). We obtain a sharp deblurred result after four iterations of the CAT-based filter, as shown in figure 11.9. Our method outperforms Zhuo et al.’s method [145] and performs fairly against Seo et al.’s method [144]. We obtain sharper and more detailed results than those of Zhuo et al. (Zhuo et al.’s results contain blur from the input image) and we preserve the input color distribution better than Seo et al. (as illustrated in figure 11.9). Seo et al. obtain very sharp results but they compromise the integrity of the input lighting (they transfer highlights from the guidance image, as shown in snippets e1 and e2 and explained in the caption of figure 11.9). In contrast, our results preserve the ambience of the input light source (snippet f2 in figure 11.9).

**Figure 11.9** – Iterative image deblurring. We carry out the bi-local CAT four times with a dynamic input image. We obtain sharp results, in which the blur from the input image is removed and the details from the guidance image are transferred. A comparison between the snippets a1 and c1 shows that our method outperforms Zhuo et al.’s method [145]. Unlike our result, Zhuo et al.’s result is significantly blurry (snippets a1 and d1). On the other hand, Seo et al.’s result [144] is visually sharper than both our result and Zhuo et al.’s result (snippets b1 and b2). However, Seo et al.’s method significantly changes the input color distribution (the colors appear more vivid and the overall contrast is increased). This is observed in snippets f2 and e2, where new highlight areas from the guidance image are introduced (flash highlights appear around the engraved digits in snippet e1 and on the floor in snippet e2). This compromises the integrity of the input lighting.

**Mask refinement.** Our filter is also applied for image mask refinement by using an RGB image as a guidance image. In this case, the input image is a mask: one-channel, binary or non-binary, computed from the RGB guidance image. This mask can be a foreground/background mask, a saliency map, etc. We aim to refine the input mask so that it represents the high-frequency content of the original RGB image. In practice, this application can be used for obtaining a more precise background/foreground mask or to recover a sharp detailed mask from a corrupted one. Figure 11.10 illustrates a mask refinement, using the saliency map of the guidance image. The chosen saliency map [101]...
is blurry and lacks any texture details. In four iterations of the CAT-based filter (with a
dynamic input image), we obtain a sharp detailed mask (figure 11.10).

![Figure 11.10 – Mask refinement. The input image is a blurry saliency map [101], computed from the guidance image. Our result is a sharp, detailed mask. The CAT-based filter was performed four times with a dynamic input image.](image)

**Skin beautification.** We apply the CAT-based filter in the context of skin beautification. We aim to retouch an input face and to make it more pleasing by removing wrinkles, freckles, pigmentation, skin spots and glow, etc. We carry out two types of skin beautification - NIR skin beautification and single-image skin beautification.

![Figure 11.11 – Skin beautification with NIR image. Our result is obtained with one iteration of the CAT-based filter. We compare our result with a result from [147]. The smoothness of the skin in the NIR image is preserved in both results and input skin imperfections are removed. However, our result appears sharper than Susstrunck et al.’s result, because it additionally enhances the details from the NIR image (as discussed in the paragraph detail enhancement with NIR images).](image)

1. **Skin beautification with NIR image.** This type of skin beautification uses NIR image as a guidance image. The NIR part of the spectrum is not very sensitive to skin “defects” and therefore, facial skin appears much smoother in NIR images [149]. Figure 11.11 shows a result for skin enhancement using our CAT-based filter. We smooth skin irregularities, such as wrinkles and spots, without compromising the overall sharpness of the output (on the contrary, we even increase the sharpness of the output). We compare our result with a result from the state-of-the-art method in [149].

2. **Single-image skin beautification.** We also perform a skin beautification using a single input image. First, we compute the guidance image directly from the input image by extracting its lightness. The input lightness corresponds to the lightness channel of the CIE Lab color space. The input lightness contains the skin “defects”,
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Figure 11.12 – Single-image skin beautification. Our CAT-based filter is carried out with a guidance image, corresponding to the filtered input lightness. We use our iterations of the CAT-based filter and a dynamic guidance image. Our filter successfully removes skin imperfections, wrinkles and freckles without compromising the sharpness of the input image. We obtain a result, similar to the result from Liang et al.’s method \[148\], without changing the facial color (first row). Furthermore, we remove a big part of the facial freckles (second row), which is not the case with the online application PicTreat (which also changes the input colors).

which we aim to remove. Therefore, we smooth the input lightness using bilateral filter, which preserves the edges of the input lightness. This filtered input lightness serves as a guidance image. Next, we perform the CAT-based filter iteratively with a dynamic guidance image in order to recover the input depth of field while preserving the skin smoothness. In figure 11.12, we compare our results with a result from Liang et al.’s skin enhancement method \[148\] and a result from the free online application PicTreat \[150\]. Our filter successfully removes skin freckles, smooths skin imperfections and reduces skin glow. Moreover, the CAT-based filter preserves the input color distribution, which is not the case with the result from PicTreat. Our results compare fairly to Liang et al.’s method. However, the latter may introduce unnatural skin color (figure 11.12). Moreover, Liang et al. use a skin mask, whereas we carry out our filter between entire images and do not require facial skin segmentation. The single-image skin beautification is a special case of single-image denoising. The described procedure can be applied to denoise an image without the use of a guidance image.
6 Conclusion

In this paper, we have presented our CAT-based guidance filter. It consists of a patch-wise linear transformation between images. We have incorporated our novel bi-local CAT into the patch-wise linear transformation of our filter. That way, our CAT-based filter recovers details from the guidance image more robustly without compromising the input color distribution. We have applied our filter to a number of image processing applications, such as image denoising, image deblurring, texture transfer, etc. Furthermore, our results have shown the efficiency of our method in terms of sharpness and depth of field recovery, detail enhancement and facial skin beautification. The key advantage of our CAT-based filter over existing guidance-based filters lies in its simplicity and its applicability to various image processing domains.
1 Conclusion

In this thesis, we have focused on image editing techniques for stylizing user photos and for improving their quality. More specifically, we have contributed to the field of example-guided image editing. We have addressed open questions from three main topics in this field, i.e. color transfer, HDR imaging and guidance-based image filtering.

First, we have explored how to stylize images using a color transfer. Similarly to many state-of-the-art methods, we have addressed color transfer as a problem of transforming statistical distributions. To this end, we have exploited the potential of three distribution models, i.e. GMMs, MGGD and Beta distribution models, in the context of color transfer. To overcome main limitations of existing color transfer methods, we have proposed a local color transfer method, based on GMMs. Incorporating four mapping policies into our method has ensured its robustness for image editing tasks, such as photo-realistic stylization. Our mapping policies have explained key photographic approaches, in which light and color are adjusted to create artistic effects. Apart from color and light, other image features, such as image gradient, also impact the appearance of an image. To extent the color transfer to a feature transfer between images, we have proposed an MGGD-based transformation. We have applied the proposed transformation to carry out a simultaneous color and gradient transfer between input and target images. The joint transfer of color and gradient have proven beneficial for representing the look of the target image.

The distributions of image features, though discrete, have commonly been modelled using continuous distributions (mostly using the MGD). To address this discrepancy, we have adopted bounded distributions. We have experimentally found out that the bounded Beta distribution accurately fits most color and light distributions in images and accounts for their skewness. To exploit this property of the Beta distribution, we have presented a new color transfer method, for which the color and light distributions in images are modelled using the Beta distribution. To this end, we have introduced a novel transformation of the Beta distribution. Compared with recent state-of-the-art methods, the results, obtained with our Beta-based transformation, appeared more natural and less saturated.

The comparison between results from various color transfer methods is usually based solely on human perception and thus, it is subjective. In this thesis, we aimed to lessen the level of subjectivity when evaluating the quality of a color transfer. To achieve this, we have proposed an objective metric which explains the relationship between human perception and a number of image features.

Furthermore, this thesis focused also on HDR imaging. First, we have extended existing LDR color transfer methods to HDR images. We have shown that the proposed extension is required in order to ensure the plausibility of the final results. Second, we
have developed a new method for creating HDR images. Nowadays, HDR images are commonly created using a sequence of (in general, more than two) multi-exposure images. To create artifact-free HDR images, users are required to use a tripod and to carefully adjust the exposure time. Therefore, the shooting process may be time-consuming. Moreover, multi-exposure methods may cause ghosting artifacts for scenes with moving objects. To tackle the drawbacks of multi-exposure methods, we have introduced a new method which uses only two LDR images, i.e. flash and non-flash images, to reconstruct the dynamic range of real-world scenes. To achieve this, we have mimicked the camera response function by a brightness function to obtain a number of differently exposed images from the non-flash image. We have then used our new chromatic adaptation transform (CAT), called bi-local CAT, to recover scene details from the flash image. Our experiments have shown that our method (using only two LDR images) compares well with classical multi-exposure methods (using more than two multi-exposure images).

In the context of the HDR image creation, the bi-local CAT recovers details from the flash image, removes flash shadows and reflections. We have gone even further and we have exploited the potential of the bi-local CAT for various image editing applications such as image de-noising, image de-blurring, texture transfer, etc. We have proposed a novel guidance-based filter in which we have incorporated the bi-local CAT. We have shown that the proposed filter performs as good as (and for certain applications even better than) state-of-the-art methods.

2 Future work

The works, presented in this thesis, may provide answers to a number of research questions, but they also open new avenues for improvement. Hereafter, we discuss future work.

2.1 Example-guided color transfer

Most color transfer methods (including the ones proposed in this thesis) require a target image as an input. The target image is provided by the user and it reflects the intention of the user to stylize an input image in a certain way. The target image plays a key role in the color transfer model. The features, which are extracted from the target image, are incorporated in the transformation, applied on the input image. This means that the color transfer methods focus on the specifics of the given target image rather than on the class (or style) of images that the target image belongs to (e.g. low-key/high-key images; images, characterized by more than one dominant color, low/high depth of field, etc). In this sense, color transfer is an ill-posed problem. Given two visually similar target images, most color transfer methods would produce two different results for the same input image. Providing a single target image makes it difficult to predict the type of modifications a user desires.

To better specify the color transfer problem and to provide greater user control over the colorizing process, a recent method replaces the target image with a target color palette [151]. In this case, the color palette is extracted from the colors of the input image. Each color in the color palette can then easily be modified in order to edit the input
image as desired. This allows the users greater creative freedom. Another recent method
aims to guide the color transfer by proposing meaningful color changes with regard to the
input content [152]. This method uses an internet database to learn color manifolds and to
provide the user with the most appropriate color palette for a given object (e.g. the color
palette of a banana ranges from green to yellow).

The aforementioned methods focus mainly on the color representation of the input
image. Apart from color, the users may intent to edit other image features, such as image
composition, depth of field, texture, etc. The combinations of those features define differ-
ent image classes (styles). The human visual system distinguishes between any two types
of images (or on the contrary, recognizes them as similar) by considering an ensemble
of all the image features (and not analysing them separately). We believe that we could
simulate this behaviour of the human perception using abstract images which represent
various image styles in a low-level manner (regardless of the image content specifics and
details). These abstract images could be incorporated in the framework of color transfer
methods, replacing the target image. Such an approach would allow users to stylize their
images quickly and efficiently and it will be tackled in the near future.

2.2 Multivariate Beta distribution

As shown in this thesis (chapter 7), the Beta distribution accurately describes light and
color distributions of images. To this end, we have proposed a transformation of the Beta
distribution, applied in the context of color transfer. The Beta distribution is a univariate
distribution. Therefore, our Beta transformation is introduced as a 1D transformation, ap-
plied separately on each channel of the input image (considering the distribution features
of the corresponding target channel). That is why, our transformation does not take into
account the correlation between the channels of the color space. To overcome this limita-
tion, we perform our Beta transformation in the CIE Lab color space, whose channels are
close to independent.

The multivariate generalization (for more than two shape parameters) of the Beta dis-
tribution is the Dirichlet distribution [153]. The Dirichlet distribution is not as well studied
as the Beta distribution. However, it has proven to be beneficial for retrieving similar im-
ages from a database and for skin color detection [154]. The Dirichlet distribution with
four shape parameters could be adopted to fit any three-dimensional data, such as the joint
distribution of color and light in images (by considering the correlation between color and
light channels). Moreover, the multi-dimensional Dirichlet model could describe the joint
distribution of multiple image features, such as gradient, saliency, texture descriptors, etc.
Given the promising color transfer results, obtained using our Beta transformation, we
believe that the Dirichlet distribution could be beneficial to image editing applications,
such as color transfer and multi-dimensional feature transfer between images.

2.3 Fisher distribution

The Fisher distribution is a well-studied semi-bounded distribution. It is mainly used
in the statistical analysis for hypothesis testing [155]. In this thesis, we have incorpo-
rated the Fisher distribution in the intermediate steps of our Beta transformation. We
reckon that the Fisher distribution has a great potential for image processing tasks. For
instance, we believe that the absolute luminance of HDR images could be modelled by
the Fisher distribution (or a mixture of Fisher distributions). Indeed, the luminance dis-
tribution shares common characteristics with the Fisher distribution, e.g. it is continuous
and semi-bounded. Future experiments and analysis will answer the question whether
the Fisher distribution could be beneficial to tone-mapping or inverse tone-mapping tech-
niques.

### 2.4 Video color transfer

Color transfer can be extended to video sequences, in which case the color palette of a
target video can automatically be transferred to a given input video. Applying naive color
transfer between two video sequences may lead to artifacts. To improve the naive video
color transfer, several example-guided video editing methods have been proposed [6, 44].

In this thesis, we have tackled color transfer between still images. In many ways, our
color transfer methods outperform state-of-the-art color transfer methods, e.g. in terms
of photo-realism, contrast preservation, feature transfer (we can perform multi-feature
transfer using our MGGD-based transformation), etc. Therefore, in the future, we could
exploit the potential of the proposed methods for video applications. The main challenge
of extending our color transfer methods to videos would consist in preserving the coher-
ence of the video frames over time, which would require including additional contraints
to the color transfer process.

### 2.5 Style transfer

Recently, several methods for artistic style transfer have been proposed [52, 54, 55] (they
are discussed in more details in the first chapter of part II). Most of those methods are
based on convolutional neural networks which are trained to recognize image features at
various image scales. This ensures a robust transfer of image features from a target image
to an input image. Often, the target image is a painting and the deep learning methods are
used to transfer the artist’s style to the input image. Most style transfer methods, based
on neural networks, produce impressive results for a target image which is a painting but
are less suitable for a photo-realistic style transfer. Another main limitation of the deep
learning methods is the significantly long time it takes to generate the final result.

In this thesis, we have introduced a method for photo-realistic style transfer. Our
method determines the key style features of both the input and target images and incorpo-
rates them into the style transfer to obtain a result whose style is similar to the target style
in terms of color and light. Our approach can be performed in real time between any two
images (regardless of their content), which is an advantage over the deep learning methods
for style transfer. However, there is room for improvements in order to produce equally
impressive results to those of deep learning methods. For instance, even when performing
a photo-realistic style transfer, texture patterns (such as skin, wood, water patterns, etc.),
may appear and play a significant role in defining the target style. In this sense, it is impor-
tant to increase the number of features which are considered during the style transfer. In
this thesis, we have introduced an MGGD-based model for simultaneous transfer of color
and gradient and we have shown the improvement over existing color transformations.
Our ultimate goal for the future is to model style in images using a number of descriptive
image features. Such a model could be beneficial for extracting the key style features of a target image and transferring them properly to an input image. One of the ways this could be achieved is by extending our MGGD-based transformation using a mixture of MGGDs, and designing proper mapping strategies to map the different clusters of image features.

### 2.6 360-degrees images

Nowadays, the 360-degree images are becoming more and more popular. These panoramic spherical images allow users to visualize a scene in each possible direction as opposed to the flat two-dimensional images. The 360-degree images can easily be captured using applications, such as Google street view. Moreover, social platforms, such as Facebook, have begun supporting the upload and visualization of the panoramic images. These key factors have helped to increase the interest towards the 360-degree images.

The popularity of the 360-degree images has opened the question of designing image editing algorithms for such type of images. Existing image editing methods cannot be directly applied to the panoramic images. The 360-degree images need to be first projected onto a cube for retrieving six two-dimensional images. Image editing techniques can then be applied to the so-obtained images. The main challenge consists in preserving the integrity of the 360-degree image once the six edited images are stitched together to recover the panoramic image. For the future, we are interested in tackling image stylizing techniques, such as color and style transfers, image hallucination \[156\], etc., for 360-degree images.

### 2.7 HDR image creation

In this thesis, we have introduced a method for HDR creation from two images, flash and non-flash images. Our method is suitable for indoor scenes and dark environment scenes (with great dynamics) for which the reach of the flash is significant. For scenes in which the contribution of the flash is insignificant, such as night-time outdoor scenes, our method recovers only the details present in the flash image, i.e. the details highlighted by the flash. In this case, one idea for future improvement would be to replace the flash image by an image which brings more information about the scene, e.g. NIR image.

Using two images to create an HDR image is an improvement over classical multi-exposure methods. However, one way to go even further is to consider a single image. As previously discussed in chapter 10, Li et al. \[125\] have recently proposed an image brightening method, which fuses three differently exposed images, virtually created from a single image. However, Li et al.’s method has not been used to recover HDR images and therefore, it has not been compared against classical multi-exposure methods. Recovering the dynamic range of real-world scenes from a single image imposes a strong restriction. To recover an HDR image, we first need to compute the CRF and then, we need to recover the missing details in the under-/over-exposed image pixels. As shown in chapter 10, we can now mimic the CRF using a brightness function. The challenge now is how to extract enough information from the given image in order to truthfully represent the scene details. The possibility of using a single image for creating HDR images will be explored in the future.
2.8 HDR video sequences

HDR video sequences have successfully been created using an extension of the multi-exposure approach. Instead of capturing several multi-exposure images for each frame in the video, recent methods capture a video by alternating short and long exposures between the frames [157–159]. Then, the missing exposure for each frame is reconstructed from the neighbouring frames using motion estimation. Finally, the reconstructed exposures per frame are merged together and the HDR video sequence is created.

We believe that HDR video sequences can be generated using a similar approach. Instead of alternating short and long exposures, we can alternate non-flash and flash frames. That way, once we estimate the motion flow between two consequent flash and non-flash frames, we can recover an HDR image from those two frames using our method, proposed in chapter 10. This idea brings up two main challenges. First, to estimate the motion between flash and non-flash frames, we would need to account for the different illumination conditions of both frames. Second, and more important, a careful set-up would be required to shoot the flash/non-flash alternating video sequence. One such set-up has already been proposed by Hudon et al. [160]. Their set-up uses a Kinect depth sensor, a camera and a flash LED light, and generates flash/non-flash images pairs at 30 frames per second. We have already conducted several experiments using Hudon et al.’s experimental set-up and the results have proven promising.
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Appendix

A Demonstration of the choice of $\hat{\tau}_w$ and $\hat{e}_w$ in equations 6.12 and 6.13

First, for each $w \sim MGGD(M_V, m_V, \beta_U)$, formulas 6.12 and 6.13 are correctly formulated thanks to the positive definitiveness of the matrix $M_V$. As a result of the positive definitiveness of $M_V$, the inverse of the matrix $M_V$ and its square root are well-defined positive definite matrices.

The proof will be carried out in two steps. As a first step, we show that the vectors $\hat{\tau}_w$ and $\hat{e}_w$, as samples of the random variables $\hat{\tau}_w$ and $\hat{e}_w$, turn the equality in distribution 6.10 into a strict equality in values as follows:

$$\hat{\tau}_w (m_V M_V)^{-\frac{1}{2}} \hat{e}_w = \left\langle (m_V M_V)^{-\frac{1}{2}} w_i \right\rangle (m_V M_V)^{\frac{1}{2}}$$

$$\times \left\langle (m_V M_V)^{-\frac{1}{2}} w_i \right\rangle = w_i. \quad (A1)$$

Secondly, we prove that the random variables $\hat{\tau}_w$ and $\hat{e}_w$ have the same properties as $\tau_w$ and $e_w$ (from the stochastic representation 6.10).

To begin with, after replacing the variable $w$ with its stochastic representation 6.10, the distribution of the random variable $\hat{\tau}_w$ admits the following form:

$$\hat{\tau}_w (m_V M_V)^{\frac{1}{2}} \hat{e}_w = \left\langle (m_V M_V)^{-\frac{1}{2}} w_i \right\rangle (m_V M_V)^{\frac{1}{2}}$$

$$\times \left\langle (m_V M_V)^{-\frac{1}{2}} w_i \right\rangle = w_i. \quad (A2)$$

Consequently, the random variable $\hat{\tau}_w$ is distributed similarly to $\tau_w$ (the distribution of which is presented in equation 6.7).

To conclude the proof, we show that the random variable $\hat{e}_w$ is uniformly distributed on a unit sphere. By definition [161], the random variable $\hat{e}_w$ is uniformly distributed on a unit sphere if (i) $\|\hat{e}_w\| = 1$ and (ii) the distribution of $\hat{e}_w$ is rotation invariant. It can be easily shown that $\forall i \in \{1, \ldots, n\}$ condition (i) is satisfied. To this end, we only need to prove that the distribution of the random variable $\hat{e}_w$ is rotation invariant. As by definition (equation 6.12) $\hat{e}_w_i$ is defined only in terms of the sample vector $w_i$ and its
Euclidean norm, the distribution of $\hat{e}_w$ is rotation invariant if and only if the variable $w$ does not change under rotations. Thanks to the positive definitiveness of the matrix $M_V$, the density function of $w$ can be expressed as follows:

$$f(w) = \frac{\gamma(\frac{d}{2})}{\pi^{d/2}} h_{\Sigma_V,\beta_U}(w), \text{ where}$$

$$h_{\Sigma_V,\beta_U}(y) = \frac{\beta_U}{|\Sigma_V|^{d/2} \gamma(\frac{d}{2})} \exp\left(-\frac{\left(\frac{1}{2} y \Sigma_V^{-1} y\right)^{2/\beta_U}}{2m_V^{2/\beta_U}}\right).$$

As the Euclidean norm $\left\| (m_V M_V)^{-\frac{1}{2}} w \right\|$ does not change under rotations, the density function A3 is rotation invariant. Consequently $w$ does not change under rotations and therefore, neither does the random variable $\hat{e}_w$. Finally, as both conditions (i) and (ii) are satisfied, $\hat{e}_w$ is randomly distributed on a unit sphere.

**Figure A1** – The plots illustrate the distributions of the $\lambda^{th}$ power ($\lambda = 1/4$) of samples, drawn from gamma distributions, and their corresponding normal approximations (from (B2) and (B3)). The sample distributions and their normal approximations are shown for different values of the dimension $p$ and the shape parameter $\beta$ of the gamma distribution.

### B Proof of Proposition 3.2.1

We first show that the distributions of $\hat{e}_w^{2/\beta_U}$ and $\hat{e}_g^{2/\beta_V}$ can be approximated by normal distributions. Then, we apply the Central limit theorem (CLT) to derive transformation
B. PROOF OF PROPOSITION 3.2.1

(6.16).

Figure B1 – The plots illustrate gamma distributions with varying shape parameters and fixed scale parameters equal to 2 (from assumptions (6.18) and (6.19)). A gamma distribution $\Gamma(\beta, \alpha)$ with a non-integer shape parameter $\beta$ can be approximated by the gamma distribution $\Gamma([\beta], \alpha)$ (the green curves). As illustrated by the plots, the approximation error is not significant (except for shape parameters less than 1), which shows the quality of our assumptions. When the shape parameter of the gamma distribution is less than 1, i.e. $p = 1$, approximations (6.18) and (6.19) are less accurate.

The shape parameters $\beta_U$ and $\beta_V$ in equations (6.14) and (6.15) take values in the range $(0, 1]$. Therefore, the following inequalities are satisfied:

$$p_U := \frac{p}{2\beta_U} \geq 1 \text{ and } p_V := \frac{p}{2\beta_V} \geq 1 \forall p \geq 2,$$

where $p \in \mathbb{N}$ denotes the dimension. When $p_U$ and $p_V$ are large enough (i.e. $p_U \rightarrow \infty$ and $p_V \rightarrow \infty$), the distributions $\Gamma(p_U, 2)$ and $\Gamma(p_V, 2)$ of $\hat{\tau}_w^{2\lambda\beta_U}$ and $\hat{\tau}_g^{2\lambda\beta_V}$ can accurately be approximated by normal distributions. For $p_U$ and $p_V$ to be large, $\beta_U$ and $\beta_V$ need to be small, i.e. $\beta_U \ll 1$ and $\beta_V \ll 1$. However, we aim to build a general transformation, which is valid for all shape parameters $\beta_U$ and $\beta_V$ (including those, close to 1). To this end, instead of directly approximating $\Gamma(p_U, 2)$ and $\Gamma(p_V, 2)$ by normal distributions, we approximate their $\lambda^{th}$ power by normal distributions [162]:

$$\Gamma^{\lambda}(p_U, 2) \sim N\left(\mu_\lambda, \sigma_\lambda^2\right),$$

$$\Gamma^{\lambda}(p_V, 2) \sim N\left(\mu'_\lambda, \sigma'_\lambda^2\right),$$

where $\mu_\lambda$, $\mu'_\lambda$, $\sigma_\lambda^2$ and $\sigma'_\lambda^2$ are defined in equation (6.17) (as discussed in [85]). Although the $\lambda^{th}$ power of a gamma distribution converges toward a normal distribution faster than the gamma distribution itself, the shape parameters $p_U$ and $p_V$ still need to be large enough for a good approximation. To improve approximations (B2) and (B3) for small values of $p_U$ and $p_V$, we set $\lambda$ to $1/4$, as proposed by Hawkins et al. [98]. To demonstrate the quality of approximations (B2) and (B3), we compare the $\lambda^{th}$ power of the gamma distribution to its corresponding normal approximation for two different values of the shape parameter $\beta$ and the dimension $p$. Figure A1 shows that the normal distribution (with parameters defined in (6.17)) fits very accurately the distribution of the $\lambda^{th}$ power of samples, drawn from a gamma distribution.

In general, $p_U$ and $p_V$ are not integers. As approximations (B2) and (B3) are valid for integer values $p_U$ and $p_V$, they can be carried out only under assumptions (6.18) and (6.19) of proposition 3.2.1. We demonstrate the quality of the assumed approximations (6.18) and (6.19) in figure B1.
So far, we have shown that \( \hat{\tau}_w^{2\lambda \beta_U} \sim N(\mu_\lambda, \sigma_\lambda^2) \) and \( \hat{\tau}_g^{2\lambda \beta_V} \sim N(\mu'_\lambda, \sigma'_{\lambda}^2) \). Now, we apply the CLT between \( \hat{\tau}_w^{2\lambda \beta_U} \) and \( \hat{\tau}_g^{2\lambda \beta_V} \), and compute the sample vectors \( \hat{\tau}'_i \) of a new variable \( \hat{\tau}' \):

\[
\hat{\tau}' = \frac{(\hat{\tau}_w)_i^{2\lambda \beta_U} - \mu_\lambda}{\sigma_\lambda} \sigma'_\lambda + \mu'_\lambda, \tag{B4}
\]

The variable \( \hat{\tau}' \) is approximately distributed as \( N(\mu'_\lambda, \sigma'_{\lambda}^2) \) and from approximation (B3) it follows:

\[
(\tau')^{2\beta_V} \sim \Gamma \left( \frac{p}{2\beta_V}, 2 \right), \tag{B5}
\]
i.e. \((\hat{\tau}' \hat{\tau})^{2/\nu} \sim \hat{\tau}_g^{2/\nu}\). Now, transformation (6.16) is directly derived from transformation (B4).
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