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NEPIAHWH

H didakTopikr diaTpIBr} TG Avvag KapaooUAoU ETTIKEVTPWVETAI OTNV ETTIAUGT TTOAUWVUI-
KWV OUCTNPATWY XPNOIKMOTTOIWVTAG EPYOAEIa aTTd TV AAYERPIKHA KAI TNV CUVOUAOTIKA YEW-
peTpia. H xprion ouvduaoTiKwy PHeBOdWYV KATECTN ATTAPAITNTN YIA TNV EKUETAAAEUON TNG
OOUAG KAl TNG apaIdTNTAS TWV TTOAUWVUNIKWY £E1I0W0EWV. eplypa@ovTal ETTIONG YEWUETPI-
Koi aAyopiBuol yia Tnv didomraocn TTOAUTOTTWY Katd Minkowski, PE QTTWTEPN €QAPMOYN
TAV TTAPAYOVTOTTOINCN TWV AVTIOTOIXWV TTOAUWVUPWY OTO TTAQICIO TNG EKPETAAAEUONG TNG
apaidTNTas Toug. H K. Avva KapaooUAoU QVTIMETWITTIOE PE ETTITUXIA OPICPEVA YN TETPIYME-
va TTPORBAAMATA, TA OTTOIO ETTIYPANMATIKA avapEPOUNE €OW Kal TO AVAAUOUUE OTNV OUVEXEIQ.

To pwTo TTPSPANUA gival o uttoAoyioudg TUTTOU TNG apaing atraloipoucag (sparse re-
sultant) kai1 Tng apaing diakpivouoag (sparse discriminant) [14], [29], [39], e xprion TNG
OOMNG TwV eglIowoewyv. ETITTAEOV PEAETNONKE Kal BPEONKE KAEIOTOG TUTTOG YIa TOV BaBuo
TNG SlIOKPIVOUO UG KAl TNG ATTAAOIPOUCAG TTOAUWVUUIKWY £EI0W0EWV KABWGS Kal N YETALU
TOug oxéon.

EidikoTEPQ, dievepynBNKe HEAETN TUTTWYV Yia TOV BaBus TNG apaig (MEIKTAG) dlakpivouoag
Kal TNG apaing atTaAoipoucag TTOAUWVUMIKWY eElI0Woewy. O oKOTTOG TNG MEAETNG QUTAG
gival va digpeuvnOei o TPOTTOG UTTOAOYICHOU TNG Apaing dlIaKPivouoag VOGS KAAWGS OPICUEVOU
OUCTHPATOG HEOW £VOG TUTTOU TTOU TNV OUVOEEI JE TNV apair) aTTaAoipouca EVOG UTTEPTTPOO-
dI0pIOPEVOU TTOAUWVUMIKOU CUCTHPATOG, EEETACOVTAG TA ApaId TTOAUWVUUA JECW TNG BEw-
piag Twv TTOAUTOTTWY Tou NeUTWVA. 2Ta TTAQIOIO TNG MEAETNG AUTHG TTIPOEKUWAY dUO EPEUVN-
TIKEG epyaoieg [39], [29], o1 otToieg TTEPIYPAPOVTAl AVOAUTIKA OTA KEQAAQIa 4 Kal 6. 2TO
KEQAAQIO 4 peAeTATAI N OXEON TNG ApaAInS dIOKPiIVOUOAG KAl TNG ATTAAOIPOUCag PE EUpacn
OTIG EQAPUOYEG TNG dlakpivouoas. MeAeTaTal n oxéon TnG apaiig dIaKpivouoag Pe TNV
apaif atraAoipouca TOU CUCTHHATOG TV TTOAUWVU WYV TTauENPEVOU PE TOV TOPIKO lakwBI-
avo TTivaka Tou ouoThpaTtog. H oxéon autr) odnyei o€ €vav TUTTO yia TRV apair dlakpivouoa,
0 OTTOIOG ETTITPETTEI TOV UTTOAOYIOHO TNG ATTOTEAEOUATIKA, XWPIG TNV El0aYyWYNA VEWV JETARBAN-
TWV, OTTWG YiveTal Ye Tn PéBodo Tou Cayley. Aivetal TTiong pia atrddEIgn yia TOV CUVOAIKO
Babuod TNG apaing diakpivouoag 2 TTOAUWVUHWY, KAaBwg Kal £€vag TUTTOC yia TV apain
dlakpivouoa OTav £va €K TwV TTOAUWVUUWY TTOPAYOVTOTIOIEITAI, XPNOIUOTTOIWVTAG TA TTOAU-
Totra Tou NeUTwva.

270 KEPAAaIo 5 TrepiypdgeTal N JEAETN TTOU dlevepynBnke , TTAvw oTNV dlaKPivouca TwV
OMOYEVWV CUMMETPIKWY TTOAUWVUPWY, ONAAdr Twv avaAAoiwTwy CUCTAPATWY KATW aTTO
TNV Opdon TNG CUUUETPIKNAG ouddacs. AvalntABnke kai BpEONke KAEIOTOG TUTTOC yia TOV
UTTOAOYIONO TNG aTTaAOiIPOUCAG Kal TNG dIAKPIVOUCAG TETOIOU OUOTHUATOG.

To deuTepo TTPOPANPA TO OTTOI0 AVTIMETWTTIOE €ival TO NP-OUCoKOAO TTpOBANUa TOU UTTOAOYI-
OpouU TNG dIGoTTaoNG TTOAUTOTTWY KaTé Minkowski pe Xprion TTpooeyyIoTIKWYV [41] Kal aAyo-
pPiOuwv akpiBeiag [36], kaBwg Kal N HEAETN TOU TTPORARUATOS TOU ABPOICUATOG UTTOCUVOAWY
(subset sum) o€ auBaipetn didoTaon [41].



2T0 KEPAAQIO 7 PEAETATAI KAl TTPOTEIVETAI AAYOPIBUOGC YIa TOV UTTOAOYIOUO OAWV TwV UNn
TETPIMMEVWY, AVAYWYWV dlaoTTAcEwV Katd Minkowski, EvOg oTTo10UdNTTOTE KUPTOU TTOAUTO-
TToU d1d0TAONG d, TO OTTOI0 £XEI KOPUPEG PE AKEPAIEG CUVTETAYUEVEG. 1 TOV UTTOAOYIOHUO
QUTO PEAETABNKE O KWVOG OAWV TwV CUVOUACTIKA 1I000UVAUWY TTOAUTOTTWY. H uAottoinon
divetal o€ Sage.

210 KEQAAaio 8 peAeTwvTal dUo NP-duokoAa TTpoBAAuaTa: 1o TTPORANPa TG didoTTacng
katd Minkowski Twv aképalwyv TTOAUTOTTWY GTO ETTITTEQO Kal TO TTPOBANUA TOU aBpoicuaTog
uTToOoUVOAWV (Subset sum) oe auBaipetn didoTaon (kD-SS). Zto TpdBAnua atTrdépaong
divetal éva ouvoAo S atrd diavuopuarta diIdoTaong k, éva dIAVUOUA OTOXOG ¢ Kal TTPETTEI VA
QTTOPACIOTEI av UTTAPXEl £€va UTTOOUVOAO Tou S TO OTToi0 aBpoilel OTO . ZTO AVTIOTOIXO
TPORANPa BeATioToTTOINONG {NTEiTAI UTTOOUVOAO WOTE TO AVTIOTOIXO ABPOICHA VA TTPOCEY-
yiCel To didvuopa oToXo. ATTOOEIKVUOUNE PECW avaywyns attd 1o Set Cover OTI yia YEVIKA
didoTtaon k 1O avTioToixo TTPORAnuUa BeATioTotroinong kD-SS-opt dev givar APX TTapoAo
TTOU TO KAOIKO TTPOBANPa 1 D-SS-opt £xel PTAS. H trpocéyyion pag oxeTidel 1o kD-SS pe
10 TPSBANUa Tou Closest Vector. Mapouaiddoupe évav O(n3/€?) TTpoaeyyioTikd aAydpiBuo
yla 10 2D-SS-opt, é1ou n gival 0 TTANBAPIOBUOG Tou S Kal € > 0 @pAcoel To aBPOIOTIKO
OQAAUA Kal OXETICETAI PE Mia 1016TNTA TOU O0BEVTOC aVTIKEIMEVOU aTTO Tov XpnoTtn. Metd
aTro pia avaywyn atro 1o TpoRAnua BeATiototroinong g didotraong katd Minkowski oto
2D-SS-opt TTpooeyyifoupe TO €€1G: A0BEVTOG €vOG TTOAUYWVOU () KAl UiOG TTOPANETPOU
e > 0, uttoAhoyioupe Ta dUo TToAUTOTTA TNG dIACTTIACONG Kal , OTTou () = A + B €ival TETolo
waTe To @ Kal To Q' dlagépouv katd O(eD), 6mou D n didueTpog Tou @, 1 n Hausdorff
atréoTacn Tou @ amd 1o @’ gival O(eD). H uhotroinon diatiBetal oto Github.

OEMATIKH MNEPIOXH: AAyeBpikoi AAyopiBuol, YTrohoyioTiKA MewpeTpia kar AAyeBpPIKA
2UVOUAOTIKN

AEZEIZ KAEIAIA: Aiakpivouoa, Attaloipouoa, Aidotraon, NMoAuTotra, MoAudidoTtaTo MpoBAnua
ABpoicuartog YTroouvoAwy, MpooeyyioTikoi AAyopiOuol



ABSTRACT

The contribution of the thesis is threefold. We worked on Problems in the areas of alge-
braic algorithms, computational geometry and algebraic combinatorics. The first Problem
is computing the discriminant, when the system’s dimension varies. Thus solving polyno-
mial equations and systems by exploiting the structure and sparseness of them have been
studied. Specifically, closed formulas for the degree of the sparse (mixed) discriminant
and the sparse resultant of polynomial equations have been studied, as well as relation-
ships between them. Closed formulas when one of the polynomials factors in the context
of the theory of sparse elimination using the Newton polytope have been proposed. The
main purpose is to facilitate the computation of the sparse (or mixed) discriminant of a
well-constrained polynomial system and to generalize the formula that connects the mixed
discriminant with the sparse resultant. The results of this work are presented in Chapter
4 and 6 of the thesis and have been published in [39] and [29] . In Chapter 5 we are
given a system of n > 2 homogeneous polynomials in n variables which is equivariant
with respect to the symmetric group of n symbols. We then prove that its resultant can be
decomposed into a product of several resultants that are given in terms of some divided
differences. As an application, we obtain a decomposition formula for the discriminant of
a multivariate homogeneous symmetric polynomial. The results of this work have been
published in [14].

The second Problem is computing the Minkowski decomposition of a polytope and the third
one was the problem of Multidimensional Subset Sum (kD-SS) in arbitrary dimension.

Firstly, we present an algorithm for computing all Minkowski Decompositions (MinkDe-
comp) of a given convex, integral d-dimensional polytope, using the cone of combinato-
rially equivalent polytopes. An implementation is given in sage. The results of this work
are presented in Chapter 7 of the thesis and have been published in [36] .

Secondly, we consider the approximation of two NP-hard problems: Minkowski Decom-
position (MinkDecomp) of lattice polygons in the plane and the closely related problem of
Multidimensional Subset Sum (k£D-SS) in arbitrary dimension. In £D-SS, a multiset S of
k-dimensional vectors is given, along with a target vector ¢, and one must decide whether
there exists a subset of S that sums up to t. We prove, through a gap-preserving reduction
from Set Cover that, for general dimension k, the corresponding optimization problem &k D-
SS-opt is not in APX, although the classic 1 D-SS-opt has a PTAS. Our approach relates
kD-SS with the well studied Closest Vector Problem. On the positive side, we present a
O(n?/€*) approximation algorithm for 2D-SS-opt, where n is the cardinality of the multiset
and ¢ > 0 bounds the additive error in terms of some property of the input. We state
two variations of this algorithm, which are more suitable for implementation. Employing
a reduction of the optimization version of MinkDecomp to 2D-SS-opt we approximate the
former: For an input polygon Q and parameter ¢ > 0, we compute summand polygons A
and B, where )/ = A + B is such that some geometric function differs on Q and ' by



O(e D), where D is the diameter of ), or the Hausdorff distance between @ and )’ is also
in O(e D). We conclude with experimental results based on our implementations. The
results of this work are presented in Chapter 8 of the thesis and have been published in
[41],[40].

Finally, in Chapter 9 we provide extensions and open problems.

SUBJECT AREA: Algebraic Algorithms, Computational Geometry and Algebraic Combi-
natorics

KEYWORDS: Discriminant, Resultant, Decomposition, Polytopes, Multidimensional Sub-
set Sum, Approximation Algorithms



2YNONTIKH NMNAPOYZIAZH THZ AIAAKTOPIKHZ AIATPIBHZ

H didakTopikr diaTpIBr} TG Avvag KapaooUAoU ETTIKEVTPWVETAI OTNV ETTIAUGT TTOAUWVUI-
KWV OUCTNPATWY XPNOIKMOTTOIWVTAG EPYOAEIa aTTd TV AAYERPIKHA KAI TNV CUVOUAOTIKA YEW-
peTpia. H xprion ouvduaoTiKwy PHeBOdWYV KATECTN ATTAPAITNTN YIA TNV EKUETAAAEUON TNG
OOUAG KAl TNG apaIdTNTAS TWV TTOAUWVUNIKWY £E1I0W0EWV. eplypa@ovTal ETTIONG YEWUETPI-
Koi aAyopiBuol yia Tnv didomraocn TTOAUTOTTWY Katd MinkowskKi, PE QTTWTEPN €QAPMOYN
TAV TTAPAYOVTOTTOINCN TWV AVTIOTOIXWV TTOAUWVUPWY OTO TTAQICIO TNG EKPETAAAEUONG TNG
apaIidTNTAG TOUG.

To po6BANUa Tou UTTOAOYIOHOU TNG APAING ATTAAOiIPOUC UG KAl THG apalng dlakpivou-
oag:

O1 TTOAUWVUUIKEG €EICWOEIC KAl TO AVTIOTOIXA CUCTANOTA Toug ep@avifovtal o€ TTAeIGda
ETTIOTAMOVIKWY KAl TEXVOAOYIKWV EQOAPUOYWYV KAl N €TTIAUCT) TOUG ATTOTEAEI BEPENIWDES
TPORANPa TNG YTTOAOYIOTIKAG AAYERPaG. H atraloipouca evOG CUCTHATOG TTOAUWVUUIKWV
eClOWOEWV gival £€va VEO TTOAUWVUPO OTOUG OUVTEAECTEG TOU OUCTAHATOG, O INOEVIOUOG
TOU OTTOIOU OTTOTEAEI avaykaia Kal ETTapKr ouvonkn Utrapgng pidwv. H diakpivouca artroTe-
Aei éva BepeNideC epyaleio oTnv €CETAON TWV TTOAUWVUNIKWY CUCTNPATWY. H oxéon Tng
ME TNV atTaloipouoa gival appnktn. MNa Tapdadeiypa, n dlakpivouod VoG TTOAUWVUOU O€
Mia geTaBANTA AVTIOTOIXEI OTNV ATTAACIPOUCA TOU TTOAUWVUNOU Kal TNG TTapaywyou Tou.

H Bewpia apaing aAyeRpIknG attaloIiprig aoXOAEiTal ye Tn JEAETN TNG aTTaAoipoucag (Kal
TNG BIAKPiVoUoag), YIa TN HEAETN KAl TOV UTTOAOYIC O TWV PICUWV TTOAUWVUHIKWY CUCTANATWY
o€ TOPIKEG TTOIKIANOTNTEG (varieties). AuTh n Bewpia €xel TIC ATTAPXES TNG OTNV DOUAEIA
Twv Gel'fand, Kapranov kai Zelevinsky. O1 ué6odol mou XpnoioTToIoUNE EKPETAAAEUOVTAI
TNV OTEVH OXEON AAYERBPIKAG KAl OUVOUAOTIKAG YEWMETPIOG, OTTWG QUTH EKPPACETAI HEOW
Tou TToAUTOTTOU TOU NeUTwva evéog TToAuwvupou. H k. KapaooUAou peAéTnoe cuoTAPOTA
TTOAAWV PETABANTWYV apalwVv TTOAUWVUHWV.

Katd 10 didotnua 2011-2013 £yive eAETN TTAVW OTNV £TTIAUCH TTOAUWVUUIKWYV EEICWOEWV
KOl OUOTNUATWY PE EKUETAAAEUOT TNG DOMNG KAl TNG apaIdTNTAG TOUG. EIBIKOTEPQ, DIEVEPYN-
BnKe HEAETN TUTTWYV yia TOV BaBPo TNG apaing (MEIKTAG) dIakpivouoag Kail TG apaing atraloi-
PoUCAG TTOAUWVUNIKWY €Cl0woewV. O OKOTTOC TG MEAETNG QUTAG €ival va diepeuvnBei o
TPOTTOG UTTOAOYIOHOU TNG apaifg dIaKPivOUoag EVOG KOAWG OPICPEVOU CUCTHUATOG HECW
€VOG TUTTOU TTOU OUVOEEI TNV apair] SIOKPivouoa e TNV apair] aTTaAoipouca eVOG UTTEPTTPOO-
BI0pIoPEVOU TTOAUWVUMIKOU CUCTHHAOTOG, EEETACOVTAG TA ApaId TTOAUWVUUA JEOW TNG BEw-
piag Twv TTOAUTOTTWY Tou NeUTWVA. 2Ta TTAQICI TNG MEAETNG AUTHG TTPOEKUWAY BUO EPEUVN-
TIKEG epyaoieg. H epyaoia e TiTAo «Plane mixed discriminants and toric Jacobians» [29],
TTapoucidoTnke oto ouvedplio SIAM Conference on Applied Algebraic Geometry, Col-
orado, USA. Ztnv epyacia e TiTAo «Sparse Discriminants and Applications» [39] repiypd-
@ETAI N O0X€0N TNG apaIng dIAKPIVOUC G KAl TG ATTAAOIQPOUCAG PE EJPAcn OTIG EQAPUOYEG
NG dlakpivouoag. MeAetaTal n oxéon TNG apaing dIaKPivouoag Pe TNV apair} atraloigouca
TOU OUCTAMATOG TWV TTOAUWVUPWY ETTAUENUEVOU UE TOV TopIKO lakwpIavo TTivaka Tou



ouoTiuaTtog. H oxéon auth odnyei o€ €vav TUTTO yia TNV apair] dlakpivouod, O OTToiog
ETMITPETTEI TOV UTTOAOYIONO TNG ATTOTEAECUATIKA, XWPIG TV €I0aywyr VEWV PETABANTWY,
OTTWG yivetal pe TN pEBodo Tou Cayley. Aivetal €miong pia atrddeIgn yia Tov OUVOAIKO
BaBud NG apaing diakpivoucag dUO TTOAUWVUHWY, KABwWG Kal €vag TUTTOG yia TV apain
dlakpivouoa OTav £va €K TWV TTOAUWVUPWY TTOPAYOVTOTIOIEITAI, XPNOIUOTIOIWVTOG TA TTOAU-
ToTTa TOU NeuTwva.

To didotnua 2014-2016 n k. Avva KapaoouUAou etmiok€@Onke duo @opég 1o INRIA Sophia-

Antipolis otnv MaAAia kai dievepyndnke PEAETN, TTAVW OTNV BIAKPIVOUCO TWV OPOYEVWV

OUMUETPIKWYV TTOAUWVUHWY TTOAWYV PETABANTWY Kal BEBnKE KAEIOTOG TUTTOG YIdA TOV UTTOAO-
YIOWO TNG KAl TNG dIAOTTA0NG TNG. ETTITTAé0V HEAETHBNKAV CUCTANATA 1 OUOYEVWV TTOAUWVU-
Mwv n hETABANTWY, Ta otroia €ival avaAloiwTa K&Tw atd Tnv dpdon TNG CUMMETPIKAG

oudadag n oToIXEiwv. Avalnthinke Kal BpEONKE KAEIOTOC TUTTOC YIA TOV UTTOAOYIOHO TNG

atraAoipoucag TETOI0U CUOTANATOG. ATTOdEiXBNKE OTI N aTTAAOiIQOUCa PUTTOPET va DIOCTTACTEI
WG YIVOUEVO aTTaAoIpoucwy, o1 oTroieg divovtal o€ 6poug TTnAika diagopwyv. ETTITTAéov

BpEBNKe ouvOUAOTIKOG TUTTOG YIA TOV AKPIPRI UTTOAOYICHO TWV TTOAATTAOTATWY TWV TTapayo-
VTWV TTou gu@avifovtal otnv diactracn. Mia TTpwTtn €KdoON TNG EPYACiag auTrG TTAPOUCIa-

otnke oto ouvédplo Applications of Real Algebraic Geometry (ARAG), Aalto University,

Finland. Xtnv ouvéxela dnPooielTnke n epeuvnTiK epyacia pe TiTAo «Resultant of an

equivariant polynomial system with respect to the symmetric group» [14], n otroia TTapouoi-

aotnke emmiong oto d1eBvég EpyaoTripio Applications of Computer Algebra (ACA), Kala-

mata, Greece.

To mpOBANpa TNG dIACTTIACONG £VOG KUPTOU TTOAUYWVOU HE OKEPAIEG KOPUPESG KAl
mpoBAnpara BeATiIoTOTTOINONG:

A0BEVTOG VOGS KUPTOU TTOAUYWVOU PE OKEPAIEG KOPUPES ECETACOUME OAYOPIBOUG TTOU Pag
ETTITPETTOUV VA TO BIACTIACOUNE € OUO AAAA KUPTA TTOAUYWVA TETOIO WOTE TO SIAVUCUATIKO
aBpoiopd Toug, A dBpoioua Minkowski, va Ico0Tal e TO apxIkd TTOAUYwVO. YTTO TO TTpicua
NG aAYERPIKNG YEWUETPIAS Ta (KUPTA) TTOAUTOTTA XaPaKTNPI(ouV e JeEyaAUTEPN akpifBeia
éva TTOAUWVUPO atrd 6,71 0 CUVOAIKOGS ToU BaBpOG. MNa 1o Adyo autd atroteAouy éva BepeNIW-
OEG aVTIKEIUEVO MEAETNG OTNV Bewpia apaifg aAyeRpIKnG atraloipng. H Baoikr kataokeun
TTOAUTOTTWV €ival TO TTOAUTOTTO ToU NeUTWVA TTOU OpPiCeTal VI KABE TTOAUWVUHO Kal EKQPALEI
TNV apaIdTNTA TOU TTOAUWVUNOU. To TTPOBANPa TNG dIACTTIAONG TWV TTOAUTOTTWY CUVOEETAI
ME TNV TTapayovToTToinon Tou TTOAUTOTTOU Tou NEUTWVA VOGS TTOAUWVUPOU, TO OTTOIO €ival
BepeNIOES TTPORANUA OTAV PEAETN KA TWV UTTOAOYIGHO TWV TTOAUWVUUIKWY CUCTANATWYV
ME TTOANEG PETABANTEG.

To didotnua 2015-2017 trpayuatoTroinOnke PEAETN yia TV dIGOTTACON TWV TTOAUTOTTWV
kKatd Minkowski. 2T1a TTAqiola TNG PEAETNG QUTAG TTPOEKUWAV O AKOAOUBEG £PEUVNTIKEG
EPYQOTiEG.

AnpoolelTnKe N €PEUVNTIKA epyaoia pe TiTAO «Approximate subset sum and MinkowskKi
decomposition of polytopes» [41], [40]. ZTnv epyacia auTtrv yeAetdue duo N P-6U0KOAQ
TpoBAquaTa: 1o TTPORANPa TNG didoTracng Katd Minkowski Twv aképalwyv TTOAUTOTTWV
OTO ETTITTEDO Kal TO TTPORANUA Tou aBpoiocuaTog UTTOoUVOAWY (Subset sum) o€ auBaipeTn
didoTtaon (kD-SS). 210 TTPORANUa ammégacng divetal éva ouvoAo S atrd diavuouara didoTa-



ong k, éva d1AvUOUa OTOXOG ¢ Kal TIPETTEl VA ATTOPACIOTEI AV UTTAPXEI £va UTTOOUVOAO TOU
S 10 Oo1T0I0 ABPOICEI OTO . XTO AVTIOTOIXO TTPORANUA BEATIOTO-TTOINONG {NTEITAI UTTOCUVOAO
WOTE TO AVTIOTOIXO ABpoIoPa va TTPooEyYidel TO SIAVUCOHA OTOXO. ATTOOEIKVUOUUE HEOW
avaywyng atréd 1o Set Cover 611 yia yevikA S1G0TACN & TO AVTIOTOIXO TTPORBANKA BEATIOTOTTOI-
nong kD-SS-opt dev cival APX 1TapoAo 1Tou 10 KAAOIKO TTpOBAnua 1. D-SS-opt €xel PTAS.
H 1rpoo€yyion pag oxeTicel To kD-SS pe 1o TpoPAnua tou Closest Vector. Napouoidloupe
évav O(n?/e?) rpooeyyloTikd aAyopiBuo yia 1o 2D-SS-opt, 61Tou n gival o TTANBAPIBUOG
TOU S Kal € > 0 @PACOEl TO ABPOIOTIKO OPAAUA KOl OXETICETAI hE Mia 1810TATA TOU O0BEVTOG
QVTIKEIMEVOU aTTO ToV XpNoTn. MeTd atrd pia avaywyr atréd 1o TpéPAnua BEATIOTOTTOINONG
NG didotraong katd Minkowski oto 2D-SS-opt TTpooeyyifoupe 10 €€AG: AoBEVTOG evog
TTOAUYWVOU () Kal Jiag TTapapéTpou € > 0, uttoAdoyidoupe Ta dUo TTOAUTOTTA TNG OIACTTIAONG
Kal , 6Tou )’ = A + B gival T€T010 WOTE TO Q Kal To Q' dlagépouv Katd O(eD), 6mOU D
n d1GueTpog Tou @, A n Hausdorff amméoTaon Tou @ atmd 10 Q' gival O(eD). H uhotroinon
diatibetal oTo Github.

MapdAANAa TTpaYHOTOTTOINBNKE PEAETN KAl TTPOTEIVETAI AAYOPIBUOG VIO TOV UTTOAOYIOHO
OAWV TWV HN TETPIMUEVWY, aVAYWYWV OIa0TTACEWV KAatd Minkowski, EvOG OTTOI0UDATTOTE
KUPTOU TTOAUTOTTOU BIACTAONG d, TO OTTOIO £XEI KOPUPES PE OKEPAIEG CUVTETAYUEVEG. [a TOV
UTTOAO-YIOUO QUTO PEAETABNKE O KWVOG OAWV TWV CUVOUACTIKA I008UVANWY TTOAUTOTTWV.
H uAotroinon divetal o Sage. H gpyaoia ue TiTAo « On the space of Minkowski summands
of a convex polytope » [36].

FevikeloE€Ig KAl avoiXTd TTpoBARuaTa

A6 Tnv d1aTpIfA auThV TTPOKUTITOUV KATTOIO avoIXTA TTPOBANMATA TA OTTOIa TTOPABETOUNE
oTnVv ouvéxela. ATTO Tnv okomd TnNG YTToAoyIioTIKAG AAyeBpag Kal TNG ZuvOUAOTIKAG £va
TTPOBANKa Ba Tav n yevikeuon Tou KAEIOTOU TUTTOU YIO TRV ATTAAOIQOUCa £VOG CUOTANOATOG
n OMOYEVWYV TTOAUWVUHUWY O€ n HETABANTEG Ta OTTOI PEVOUV avaAAoiwTa KATW aTTd TNV
0pdon GAANG ouddag cuppeTpiag 1 va PeAeTNOci To id10 atroTéAeapa, aAAd yia TTOAAATTAG
OUMUETPIKA TToOAUwvVUpa. Opola Ba PuTTopouce va YEVIKEUTEN Kal O KAEIOTOG TUTTOG TNG
dlakpivouoag Tou kepaAaiou 5. EmmTAéov €va Ao TTpOBANua Ba ATav n yevikeuon Twv
TUTTWV TNG OI0KPIVOUCAG TOU KEQOAQiou 6 yia oTTolovORTToTE apIiBud peTaBAnTwy. ATIO TNV
OKOTTIA TNG YTTOAOYIOTIKAG [MewpeTpiag Kal Twv AAYEBPIKWVY AAYOPIBUWY UTTAPYXOUV KATTOIO
TTPOBAAMATA TTOU TTPOKUTITOUV aTTd Ta KE@AAaia 7 kal 8. To TTpwTo gival d0BEVTOG evog
mivaka A € Z™4 and b € Z™ 1€T0I0U WOTE Az < b gival n H-avatmrapdoTacn Tou KupTou
OKEPAiIOU TTOAUTOTTOU P, VO OPIOTOUV KOl VA UTTOAOYIOTOUV Ol OKEPQIOI TTPOCEYYIOTIKOI
TpooBeTaiol Tou. To deuTEPO TTPOPRANUA gival va eQapPOCOUNE QUTEG TIG HEBOOOUG o€
aAYEBPIKA TTPOBAAUATA OTTWG N TTPOCEYYIOTIKA TTAPAYOVTOTTOINON TWV TTOAUWVUNWY 1} TOV
€AEYXO TNG TTAPAYOVTOTIOINONG.
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Algebraic combinatorics and resultant methods for polynomial system solving

1. INTRODUCTION

In this thesis we worked on problems in the areas of algebraic algorithms, computational
geometry and algebraic combinatorics. The first problem is computing the discriminant of a
well-constrained sparse polynomial system. The second one is computing the MinkowskKi
decomposition (MinkDecomp) of lattice polytopes and the third one is the problem of Mul-
tidimensional Subset Sum (kD-SS) in arbitrary dimension k.

Solving polynomial equations and systems by exploiting the structure and sparseness
of them have been studied. The polynomial equations and their respective systems are
shown on a various scientific and technological applications . Their solution is the funda-
mental problem of Computational Algebra and Computational Algebraic Geometry. Specif-
ically, closed formulas for the degree of the sparse (mixed) discriminant and the sparse
resultant of polynomial equations have been studied, as well as relationships between
them.

Closed formulas when one of the polynomials factors in the context of the theory of sparse
elimination using the Newton polytope have been proposed. The main purpose is to facili-
tate the computation of the sparse (or mixed) discriminant of a well-constrained polynomial
system and to generalize the formula that connects the mixed discriminant with the sparse
resultant. The above led to two research papers [39] and [29] .

The paper [39] describes the sparse (or mixed) discriminant and its applications. It also
relates it to the sparse resultant of an overconstrained polynomial system, considering the
sparse polynomials via the theory of Newton polytopes.

Especially we present our main results relating the mixed discriminant with the sparse
resultant of two bivariate Laurent polynomials with fixed support and their toric Jacobian.
On our way, we deduced a general multiplicativity formula for the mixed discriminant when
one polynomial factors as f = f’- f”. This formula occurred as a consequence of our main
result, Theorem 6.3.3, and generalized known formulas in the homogeneous case to the
sparse setting. Furthermore, we obtained a new proof of the bidegree formula for planar
mixed discriminants. This work is described in Chapter 4.

In [14] we are given a system of n > 2 homogeneous polynomials in n variables which
is equivariant with respect to the symmetric group of n symbols. We then prove that its
resultant can be decomposed into a product of several resultants that are given in terms
of some divided differences. As an application, we obtain a decomposition formula for the
discriminant of a multivariate homogeneous symmetric polynomial.

Discriminant is a very useful tool, but also very hard to compute. The factorization for-
mula that we propose, in the case of symmetric polynomials, reduces the computations
significantly. Taking advantage of the polynomial symmetries, the idea is that we gather
together the same factors by using combinatorial exponents in the appearing resultants.
This work is described in Chapter 5.

In the paper [29] the closed formula of sparse (or mixed) discriminant for Laurent poly-
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nomials with fixed support is proved. The relationship between the sparse (or mixed)
discriminant of two bivariate Laurent polynomials with fixed support, with the sparse re-
sultant of these polynomials and their toric Jacobian is also given. This helps to obtain
a new proof for the bidegree of the discriminant as well as to establish a multiplicativity
formula of the mixed discriminant, when one of the polynomials is factorized. This work is
described in Chapter 6.

In [36] we present an algorithm for computing all Minkowski Decompositions (MinkDe-
comp) of a given convex, integral d-dimensional polytope, using the cone of combinatori-
ally equivalent polytopes. An implementation is given in sage. This work is described in
Chapter 7.

In [41],[40] we consider the approximation of two NP-hard problems: Minkowski Decom-
position (MinkDecomp) of lattice polygons in the plane and the closely related problem of
Multidimensional Subset Sum (kD-SS) in arbitrary dimension k. In £D-SS, a multiset S of
k-dimensional vectors is given, along with a target vector ¢, and one must decide whether
there exists a subset of S that sums up to t. We prove, through a gap-preserving reduction
from Set Cover that, for general dimension k, the corresponding optimization problem &k D-
SS-opt is not in APX, although the classic 1 D-SS-opt has a PTAS. Our approach relates
kD-SS with the well studied Closest Vector Problem. On the positive side, we present a
O(n?/e?) approximation algorithm for 2D-SS-opt, where n is the cardinality of the multiset
and ¢ > 0 bounds the additive error in terms of some property of the input. We state
two variations of this algorithm, which are more suitable for implementation. Employing
a reduction of the optimization version of MinkDecomp to 2D-SS-opt we approximate the
former: For an input polygon @) and parameter ¢ > 0, we compute summand polygons A
and B, where )’ = A + B is such that some geometric function differs on Q and Q' by
O(e D), where D is the diameter of @, or the Hausdorff distance between @ and ()’ is also
in O(e D). We conclude with experimental results based on our implementations. This
work is described in Chapter 8.

At the last Chapter we provide extensions and open problems.
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2. BACKGROUND

In this chapter we are giving some definitions and describe some problems that we will
refer to in later chapters.

2.1 Preliminaries

A formal definition of the affine space is given below, while Marcel Berger in [7] explains
that , "An affine space is nothing more than a vector space whose origin we try to forget
about, by adding translations to the linear maps”.

Definition 2.1.1. An affine space is a set X that admits a free transitive action of a vector
space V . That s, there is a map

XxV—=X:(x,v) > z+uv,

called translation by the vector v, such that

1. Addition of vectors corresponds to composition of translations, i.e., for all x € X and
u,v € V,r+ (u+v) = (x +u) + 0.

2. The zero vector acts as the identity, i.e., forall z € X, 24+ 0 = z.

3. The action is free, i.e., if for a given vector v € V exists a point x € X such that
r+v=zxthenv =0.

4. The action is transitive, i.e., for all points z,y € X exists a vector v € V such that
Y=+ .

The dimension of X is the dimension of the vector space of translations, V.

The vector v in Condition 4 that translates the point x to the point y is by Condition 3
unique, and is often written as v = @ oras v =y — x. We have in fact a unique map

XXX —=>Vi(r,y) sy—=x
suchthaty =z + (y — z) forall z,y € X. It furthermore satisfies
1. Forallz,y,z e X,z —x = (2 —y) + (y — x).
Forallz,ye Xandu,v € V,(y+v) — (z+u)=(y—x) +v—u.

Forallz € X,z —x =0.

W N

Forallz,y € X,y —x = —(z —y).
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Definition 2.1.2. 1. Let a, b be two points of R". The set of all z € R" of the form
r=(1=XNa+X,AeR
is called a line through « and b.

2. A subset M of R" is called an affine set (affine manifold) if it contains every line
through two point of it. An affine set which contains the origin is a subspace.

Proposition 2.1.3 (Prop 1.1[91]). A nonempty set M is an affine set if and only if M =
a+ L, where a € M and L is a subspace.

Definition 2.1.4. 1. The subspace L is said to be parallel to the affine set M and it is
uniquely defined.

2. The dimension of the subspace L parallel to an affine set M is called the dimension
of M. A point a € R" is an affine set of dimension 0, because the subspace parallel
to M = {a} is L = {0}. A line through two points a, b is an affine set of dimension
1, because the subspace parallel to it is the one-dimensional subspace {z = \(b —
a)|A € R}. An (n — 1)— dimensional affine set is called a hyperplane or a plane for

short.
Definition 2.1.5. Let z,,...,z, be vectors in a real vector space, and let \{,..., )\, be
non-negative scalars in R. Then \jz; + --- + \,z, is called a conic combination of the
vectors x1,...,x,. If, in addition, \; + --- + A\, = 1, then it is a convex combination of
T1y.eeeyTp.

Definition 2.1.6. A polyhedron (plur: polyhedra), or polyhedral set in R¢ is the intersection
of a finite number of half-spaces.

Rather than enumerating a list of n pairs (a;, b;) defining single inequalities, it is usual to
define a n x d matrix A which has the different q; as its n line vectors, and a vector b ¢ R"
with the b;, so that it is possible to write the polyhedron as: {z|Ax < b}

Definition 2.1.7. Let 51, ..., S, be sets of vectors. We define their Minkowski sum, or vector
sum, as the set of vectors which can be written as the sum of a vector of each set. Namely:

Sy 4+ 8 ={xy + -+ 2|z € S, Vi)

The Minkowski sum is commutative and associative.

Geometrically, the Minkowski sum is the set of points covered by any translation of one
set by a vector in the other one.

Theorem 2.1.8. (Minkowski-Weyl) Any polyhedron is the Minkowski sum of a finitely gen-
erated closed cone and a finitely generated convex set, and conversely. That is, P is a
polyhedron if and only if there are vectors vy, ..., v,,71,...,r, of R? such that:

P={Nvi+ -+ vn + par o A+ A =1, A, i > 0}
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As we can see, polyhedra can be described either as a set of inequalities or as a set of
generators. These two representations are commonly called H-representation (for half-
space) and V-representation (for vertex). If the representation is minimal, the vectors v;
and r; in the V-representation presented here are called vertices and rays. There are
two natural restrictions of this theorem, by excluding either of the conical and convex
combinations.

Theorem 2.1.9. (Minkowski-Weyl for cones) Any polyhedral cone is a finitely generated
closed cone, and conversely. Thatis, P is a polyhedral cone if and only if there are vectors
r, ..., of R? such that:

P={mri+ -+ pmrm|p; = 0}.

Let us now define our main object of study:

Definition 2.1.10. A polytope is a bounded polyhedron.

In other words a polytope is the convex hull of a finite set in R?. If the finite setis A =
{my,...,m} C R, then the polytope can be expressed as

!
Conv(A) = { \ymy + -+ \my: N =0, Z)‘i =1}

=1

Definition 2.1.11. A lattice polytope is a set of the form Conuv(A), where A C Z% is finite.
That is the convex hull of a set of points with integer coordinates.

Example 2.1.12. If the set of exponent vectors of all monomials of total degree at most
bis A, = {m € Z%, : |m| < b}, then the convex hull of 4, is a polytope (and it is also a

simplex)
d

Qb:{(al,...,ad)ERd:ai20,Za¢<d}.

i=1

Definition 2.1.13. A simplex is defined to be the convex hull of d 4+ 1 points mq, ..., m,1
such that my — my4, ..., mg.1 — m, are a basis of R%.

We will now define the faces of a polytope P c R?. Let a non zero vector v € R¢.

Definition 2.1.14. An affine hyperplane is defined by an equation of the form < m,v >=
—a (the minus sing simplifies certain formulas).

Definition 2.1.15. If a,(v) = —min,,cp(< m,v >), then we call the equation < m,v >=
—ap(v) a supporting hyperplane of P and we call v an inner pointing normal.

The supporting hyperplane has the property that the face of P determined by v is equal to

P,=Pn{meR:<m,v>= —ap(v)} #0
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and P lies in the half-space
Pc{meR:<m,v>> —ap(v)}.

An other approach could be the following: Let P be a polytope and a, z be vectors of R¢,
a # 0 and b a scalar. We say (a, b) is a valid inequality for P, if the inequality < a,z >< b
holds for any point = € P.

Definition 2.1.16. For any valid inequality of a polytope, the subset of the polytope of
vectors which are tight for the inequality is called a face of the polytope. That is, the set
F is a face of the polytope P if and only if

F ={z € P| <a,z >= b},

for some valid inequality (a, b) of P . The set of faces of a polytope P is denoted by F(P).

Faces of polytopes can be partially ordered by inclusion, that is, some faces are contained
in the others. The partially ordered set of faces of a polytope is called its face /attice.

Definition 2.1.17. Let P be a polytope. The face lattice of the polytope, L(P), is the
set of faces F'(P) partially ordered by inclusion. That is, for F* and G in L(P), we have
F < Gifandonlyif FF C G. When the term face lattice is used, it generally implies we are
considering the faces as abstract elements ordered by inclusion, leaving aside geometrical
notions.

Definition 2.1.18. If L(P) is the face lattice of a polytope, a chain S is a subset of L(P)
which is totally ordered, that is, for any distinct £, G € S, we have either FF C Gor G C F.
The length of a chain is its cardinality minus one. If {F},..., F,} is a chain, there is an
ordering iy,...,i, suchthat F;, C --- C F; .

Theorem 2.1.19. (Face lattices) Let P be a polytope, and L(P) its face lattice. Then we
have the following:

* The face lattice L(P) has a unique minimal element, which is the empty set, and a
unique maximal element, which is P.

 The face lattice L(P) is graded, which means that all maximal chains of L(P) have
the same length.

* Let ' and G be two faces in L(P). Then there is a unique maximal face F' A\ G they
both contain, and a unique minimal face F' \ G containing them.

Definition 2.1.20. Let P be a polytope, and F' a face of P. The rank of F' in the face lattice
L(P) is the length of the longest chain of L(P) which has empty set and F' as minimal and
maximal elements respectively.
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2.2 Notations

* A set A C R" is a configuration, if it is contained in Z".

» The configurations A, ..., A, are called essential, if the affine dimension of the lat-
tice ZA; +--- +ZA, equals k — 1 and for all I C {1,...,k} the affine dimension of
the lattice generated by {A; : ¢ € I} is greater or equal than |I]|.

» Dense or full configurations are those, who consists of all the lattice points in their
convex hull.

2.3 Partitions

Let us now describe throw an example how we arrive to multinomial coefficients through
binomial.

« Think of the binomial (') = 4,(110—014), as the number of ways to distribute 10 objects

to two recipients such that one receives 4 objects and the other the remaining 6.

s 46l 4
recipient receives.

- Writing (,%,) = 1% instead of just (') makes explicit the number of objects each

» The multinomial coefficient (, ' ,) = 50+, counts the ways to distribute 10 objects to
three recipients such that

— the 1% recipient receives 3 objects
— the 2" recipient receives 4 objects

— the 3" recipient receives 3 objects

In general, the multinomial coefficient is defined as

n B n!
AL, Aoy ooy A YD

and equals the number of distributions of n distinct objects to k distinct

the recipient i receives exactly \; objects.
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Theorem 2.3.1.

Multinomial theorem

(g + g+ -+ ap)" =

What is a partition?

A

2 ()\1, n )\,) I o

1+ Ap=n

* \is a partition of n , denoted as \ - n,

A= ().

Al

> 2 20

thatsumupton,ie. A+ -+ X\ =n.

1<j<k

., \x) is a weakly decreasing sequence of nonnegative integers,

* The number of nonzero \;’s is called the length of A and is denoted as I()).

For example 4 has the following five partitions:

4

3+1
2+2
2+1+1

I+1+1+1

So (2,1,1) -4 and has length [(2,1,1) = 3.

Applying partitions on the variables z1, . .

k=100,

we construct & blocks of size A, ..

., x, Forany partition A = (A, ..

Example 2.3.2. The partition (5,3,2,2,1) | 13 gives

We fill in those blocks with the variables 1, ..

identified by y; and this gives us a ring homomorphism

px Al ...

] = Alyr, - ..

., \r In decreasing size order.

’yk]

., A\k) F n, where

.,Ty. The \; variables in the block i are

Let us now Count partitions with certain specifications. The following is a fundamental
example which leads to the definition of s,’s How many partitions of 20 have

A. Karasoulou
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» one block of size 5
* three blocks of size 4

» three blocks of size 1 ?

Seems that

20 B 20!
1,1, 1,4, 4,4,5)  (1N3(4)3(5!)1
has something to do with the answer!

But it is too large to be the correct answer, since the recipientsin (, , , *’ , | .) are distinct

instead of identical as we want! That is, the multinomial counts the following distributions
as different:

{17} — recipient 1

{3} — recipient 2

{11} — recipient 3
{2,5,6,10} — recipient 4
{1,7,19,20} — recipient 5
{9,15, 16,18} — recipient 6
{4,8,12,13,14} — recipient 7

{3} — recipient 1

{17} — recipient 2

{11} — recipient 3
{2,5,6,10} — recipient 4
1,7,19,20} — recipient 5
{9,15,16, 18} — recipient 6
{4,8,12,13,14} — recipient 7

The equivalence principle comes to the rescue:
We may arrange the assignment of
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« the blocks of size 1 to the first three recipients in any of 3! ways
* the blocks of size 4 to the next three recipients in any of 3! ways

« the blocks of size 5 to the last recipient in any of 1! ways

and end up with an "equivalence partition”.

20
12111
(1, 1, 1, 4, 4, 4, 5)/3'3'1'

partitions of 20 with blocks of the required description.

So there are

In a more formal way a patrtition is a sequence of weakly decreasing positive integers
which is often written as A = (\y,..., \x). The number £ is called the length of A\ and will
be denoted by /(\). When 32 | \; = p we will say such a ) is a partition of p and write
A p.

Given a partition A - n, its associated multinomial coefficient is defined as the integer

n n!
= . 2.1
()\1,)\2, ~--,)\1(A)) /\1!)\2!---)\1(A)! (2.1)

It counts the number of distributions of n distinct objects to /() distinct recipients such that
the recipient i receives exactly \; objects. In this counting, the objects are not ordered in-
side the boxes, but the boxes are ordered. To avoid the count of the permutations between
the boxes having the same number of objects we have to divide (2.1) by the number of all
these permutations. If s; denotes the number of boxes having exactly j objects, j € [n],
then this number of permutations is equal to H?Zl s;l. Thus, for any partition A - n we
define the integer

1 n
my = ——— . 2.2
A Hj:l Sj! ()\1,)\2, ---7/\1(/\)) ( )

2.4 Symmetric polynomials

An n-variable polynomial f(zq,---,x,) is called symmetric, if it does not change by any
permutation of its variables. The symmetric n-variable polynomials form a ring. A very
common example of such polynomial is the Vandermonde determinant that we analyze
below. Symmetric polynomials except for having their own interest, many times reduce a
difficult polynomial problem to an easier one by studying it in a symmetric environment.
This method is so often used in invariant theory, that is called symmetrization.

Definition 2.4.1. Symmetrization is therefore a process that converts any polynomial in n
variables to a symmetric one in the same number of variables. Thus the symmetrization
of a monomial X" --- X2 is defined as

S(X0 ... X0n) = Z X0 .. X0

(1) o(n)’
O'ESTL
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where S,, stands for the symmetric group.

Example 2.4.2. The symmetrization of X3 X, in 3 variables X, X,, X3 is just

S(XPXs) = XPXo+ X7 X3+ X5 X3+ X5X, + X5X.

Symmetric polynomials are widely used in statistics through bootstrapping processes [69],
in chemistry [4], in algebra [1], combinatorics [88], presentation theory of symmetric groups,
general linear groups [57], and geometry [60].

For example, a distinguished family of symmetric polynomials called Schur polynomials,
that are indexed by combinatorial objects called Young diagrams, describes the charac-
ter theory of the symmetric group. The Schur polynomials and their generalizations such
as Jack and Macdonald polynomials [68] are related to geometric objects such as sym-
metric spaces and flag varieties. They have also found connection with representation
theory of super Lie algebras [83, 86]. Besides their connection with representation theory,
symmetric functions also have an application to mathematical physics. They are applied
in Boson-Femion correspondence which are applied in string theory [58] and integrable
systems [76]. There is also an interesting connection to quantum physics: the Jack poly-
nomials are the eigenstates of the Hamiltonian of the quantum n-body problem.

Monomial symmetric polynomials

The monomial symmetric polynomial m, is determined by X* = X7 ... X2 as the sum of
all those obtained by symmetry from X“. Let us denote d its degree a; + - - - + a,,.

Consider n-tuples a = (ay, as, ..., a,) and define the relation “ ~ ” between them, which
expresses that one is a permutation of the other. Since m, = mg, when 3 is a permutation
of a, one usually considers only those m, for which a; > as > ... > a, and add up to d; in
other words the Young diagrams or partitions of d. Thus one can simply write

My = ZXB

Bra
where b ranges over all distinct permutations of a.

Example 2.4.3. Given a partition a = (2,1, 1) we get the corresponding symmetric poly-
nomial
M) (X1, Xo, X3) = X7 X X5 + X1 X5 X5 + X1 X0 X5,

The monomial symmetric polynomials form a basis of the infinite dimensional vector space
of symmetric polynomials and as a consequence every symmetric polynomial F' can be
written as a linear combination of them. To this point, it suffices to separate the different
types of monomials occurring in F'. In particular, if F' has integer coefficients, then so will
the linear combination.
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Power sum symmetric polynomials

For each integer £ > 0, the monomial symmetric polynomial m ... 0)(X1,...,X;) is of
special interest. It is called the k-th power sum symmetric polynomial and is denoted as
sk(Xq,...,X,), so

s X1, .., X)) = XP+ X0 4+ XE

Any symmetric polynomial in X1, ..., X,, can be expressed as a polynomial expression with
rational coefficients in the power sum symmetric polynomials s, (X1, ..., X,.), ..., $u(X1, ..., X,).

Remark 2.4.4. The ring of symmetric polynomials with coefficients in a field K of charac-
teristic zero is equal to the polynomial ring K[sy, ..., s,].

Symmetric polynomials

Definition 2.4.5. Let X, ..., X,, be indeterminates over Z, where n is a positive integer.
The monic polynomial g € Z[ X7, ..., X, ][X] having roots X1, ..., X,, expands as

n

g(X) = J(X = X0) =D (=1) e, X", (2.3)
i=1 JEZ
whose coefficients are, up to sign, the elementary symmetric polynomials of X1, ..., X,,

J
€j:€j(X1,...,Xn): Z HX%, ]20

1<i1 <<y <n k=1
ande; =0,forj <0andj>n,e = 1.
An equivalent definition of elementary symmetric polynomials is the following: The ele-

mentary symmetric polynomials are particular cases of monomial symmetric polynomials.
For 0 < k < n, we define

€k(X1, e 7Xn) = ma(Xl, Ce 7Xn);

where a = (1,...,1,0,...,0).
—— N —

k n—k
If now we give to the ring of polynomials in X3, ..., X,, over Zaname, R = Z[ X3, ..., X,],
then the symmetric group S,, of all permutations of {1,...,n} acts on R. That is a permu-

tation o € S, gives rise to an automorphism a, : S — S, defined as
ao(9(X1,..., Xn)) = 9(Xoys -+, Xom))s 0 € Sny [ € L[Xy,...,X,).
A polynomial F' € R is called a symmetric polynomial if for all o € S,,
F(X1,.. ., X0) = F(Xo), - Xowm):

The polynomials in R that are invariant under the action form a subring of R,
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Ry = {S,, — invariant polynomials in R}.

The product form (2.3) shows that the e; are invariant under the action and hence Zle,, . . . , e,] C

Ry. In fact it is an equality.

Theorem 2.4.6. (Fundamental Theorem of Symmetric Polynomials). The subring of poly-
nomials in Z[ X, ..., X, that are fixed under the action of S,, is Zley, .. ., e,].

This theorem is also true for any ® commutative ring. Then every symmetric polynomial
in R[X1,...,X,]is apolynomial in the elementary symmetric polynomials in a unique way.
In other words if F(X,..., X, ) is symmetric, then there exists a unique polynomial ¢ €
R[ X1, ..., X,] such that

qler,...,en) = F(Xy, ..., X,).

The discriminant of g in (2.3) is

Agy= [ xi—x7”
1<i<j<n
It is invariant under S,, and lies in the coefficient field of g. Expressing A in the terms of
the e; is not so easy, although the proof of the Fundamental Theorem of Symmetric Poly-
nomials shows an algorithm which determines the expression for a given S, —invariant
polynomial in terms of the elementary ones. For example, in the case n = 2, the dis-
criminant of g can be written in the terms of the elementary symmetric functions of the X;
as
Alg) = (X1 — Xp)? = X7 - 2X, Xo + X7 = (X1 + Xp)? — 4X, X, = €] — des.

The square root of the discriminant vA = [Ticicjcn(Xi — X;) is not symmetric. In fact

VA is fixed by A, but not by S,,, where A, stands for the subset of S, that formed by
even permutations and it is a group that called the alternating group. This polynomial, that

we usually denote by V' (Xy,..., X,) is the value of the Vandermonde determinant of the
matrix:

1 X, X oo xi!

1 Xy X3 - XJ!

1 X, X2 ... Xd1!

Complete homogeneous symmetric polynomials

A symmetric polynomial is homogeneous in the variables X7, ..., X, of degree d, if every
monomial in it has total degree d. The total degree d of a monomial cX7{*,..., X2 is the
sum of the exponents, thatisd =a; + --- + a,.

For each nonnegative integer k, the complete homogeneous symmetric polynomial hy (X, . ..

is the sum of all distinct monomials of degree k in the variables X;, ..., X,,. For instance
h’3<X17 X27 X3) =

=XP+ X7Xo + X7 X3+ X1 X5 + X1 X0 X3 + X0 X5+ X5 + X X3+ Xo X3 + X5
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The polynomial h; (X1, ..., X,) is also the sum of all distinct monomial symmetric polyno-
mials of degree k in X,..., X, for instance for the given example

ha( X1, Xo, X3) = msy (X1, Xo, X3) +m1) (X1, Xo, X3) + m 1,1 (X1, Xo, X3).
All symmetric polynomials in variables X1, ..., X,, can be built up from complete homoge-

neous ones hy(Xy,..., X,),...,h,(Xy,...,X,) via multiplications and additions.

For example, for n = 2, the relevant complete homogeneous symmetric polynomials are
hy ()(17 Xg) = X;+X,, and hQ(Xl, XQ) = X12—|—X1X2 —|—X22 Thus the pOlynomiaI X§+X§—26
takes the form

X3+ X5 — 7= —2h (X1, X2)® + 3h1 (X1, Xo)ha(X1, X2) — 26.

An important aspect of complete homogeneous symmetric polynomials is their relation to
elementary symmetric polynomials, which can be given as the identities

k
> (Ve Xa, ., Xn)heoi(X, . Xp) =0,

=0
for all £ > 0, and any number of variables n.

Since eo(X,...,X,) and ho(X;,...,X,) are both equal to 1, one can isolate either the
first or the last terms of these summations; the former gives a set of equations that allows
to recursively express the successive complete homogeneous symmetric polynomials in
terms of the elementary symmetric polynomials, and the latter gives a set of equations
that allows doing the inverse. This implicitly shows that any symmetric polynomial can be
expressed interms of the h; (X, ..., X,,) with 1 < k£ < n: one first expresses the symmetric
polynomial in terms of the elementary symmetric polynomials and then expresses those
in terms of the mentioned complete homogeneous ones.

In contrast to the situation for the elementary and complete homogeneous polynomials,
a symmetric polynomial in n variables with integral coefficients need not be a polynomial
function with integral coefficients of the power sum symmetric polynomials.

Example 2.4.7. For n = 2, the symmetric polynomial
M (X1, Xo) = X7 Xo + X1X5
has the expression
m2,1)(X1, Xa) = %sl(Xl,Xg)?’ — %SQ(Xl,XQ)Sl(Xl,XQ).
For n = 3 one gets a different expression
m2,1) (X1, Xo, X3) = X12X2 + X1X22 + X12X3 + X1X§ + X22X3 + X2X§

= 51(X71, Xo, X3)s2(X7, Xo, X3) — s3(X7, X2, X3).
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2.5 Basics for Algorithms and their Running Time

Let two algorithms of input size n and their running times f(n) and g(n). Thatis f(n) and
g(n) are functions from positive integers to positive reals. We define the Big-O notation
and we say that f = O(g) or f grows no faster than g, if there is a constant ¢ > 0 such
that f(n) < ¢-g(n). The analog of > is defined as f = Q(g) that means ¢ = O(f), and
the analog of = is defined as f = ©(g) that means f = O(g) and f = O(g). The rules that
make f(n) in O(f(n)) as simple as possible are:

1. Multiplicative constants can omitted.

2. n® dominates n’ if a > b.

3. Any exponential dominates any polynomial.
4. Any polynomial dominates any logarithm.

Problem 1. Mergesort

The Algorithm for sorting a list of numbers is the Algorithm 1: We are given a list of numbers
L and we split it into two halves. We then recursively sort each half and then merge the
two sorted sublists.

This is a divide and conquer strategy.

Algorithm 1: mergesort
input : Alist of numbers L =[1,--- | n]
output: a sorted list L

if n > 1. then
| return merge (mergeshort ([1,---,|5]]), mergeshort ([|5],---,n]))

else
L return L

In case we have as input two sorted lists L, L, and we want to merge them into a single
sorted list, we use the Algorithm 2, where o denotes concatenation.

The merge procedure does a constant amount of work per recursive call (provided the
required array space is allocated in advance), for a total running time of O(k + ). Thus
merge’s are linear and merge sort is O(nlogn).

Problem 2. Set Cover

Greedy algorithms build up a solution step by step, by choosing the next step that offers
the most obvious and immediate benefit.

The greedy algorithm of Set Cover is the following:
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Algorithm 2: merge
input : Alistof numbers L, = [1,--- k], Lo = [1,--- ]
output: a sorted list L

if . =0: then
| return L, =[1,--- ]
if /| = 0. then

| return L, =[1,--- k]

if Ly < Ly: then

| return Lyomerge (Ly =[2,--- k], Ly =[1,---,1]))
else

| return Loomerge (Ly =[1,--- k|, Ly =2,---,1]))

Algorithm 3: Set Cover

input : A setof elements B; sets Sy, ---,S,, C B.

output: A selection of the S; whose union is B.

cost : Number of sets picked.

repeat

| Pick the set S; with the largest number of uncovered elements.
until until all elements of B are covered: ;

The greedy scheme is not optimal, but it is not far from optimal. In particular, if B contains
n elements and the optimal cover consists of k£ sets, then greedy algorithm will use at
most k Inn sets see [24]. The ratio between the greedy algorithm’s solution an the optimal
solution varies from input butitis less than In n. The maximum ratio is called approximation
factor of the greedy algorithm.

2.51 NP-complete problems (or Hard problems)

Dynamic programming is a very powerful algorithmic paradigm in which a problem is
solved by identifying a collection of subproblems and tackling them one by one, small-
est first, using the answers to small problems to help figure out larger ones, until all of
them are solved.

The defining characteristic of search problems is that there is an efficient checking algo-
rithm C that takes as input the given instance I, the proposed solution S and outputs true
if and only if S is a solution to instance I. The running time of C(1,S) is counted by a
polynomial in ||, the length of the instance. We denote the class of all search problems
by NP.

Nondeterministic polynomial time (NP) problem means that a solution to any search prob-
lem can be found and veryfied in polynomial time by a nondeterministic algorithm. NP was
original defined not as a class of search problems but as a class of decision problems, i.e.
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algorithmic questions that can be answered by yes or no.

The class of all search problems that can be solved in polynomial time is denoted by P.

Problem 3. Knapsack

We are given integer weights wy,--- ,w, and integer values vy, -- ,v, for n items. We
are also given a weight capacity W and a target ¢ (the former is present in the original
optimization problem, the latter is added to make it search problem). We seek a set of
items whose total weight is at most 1/ and whose total value is at least ¢. If no such set
exists, we should say so.

It is an NP-complete problem.

Problem 4. Subset Sum

Suppose that each item’s value is equal to its weight (all given in binary) and the target ¢
is the same as the capacity . We seek a subset of a given set of integers that add up to
exactly ¢. This problem is called Subset Sum and it is a special case of Knapsack.
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3. CONTRIBUTIONS OF THIS THESIS

In [39] we describe discriminants in a general context, and relate them to an equally useful
object, namely the resultant of an overconstrained polynomial system. We discuss several
relevant applications in geometric modeling so as to motivate the use of such algebraic
tools in further geometric problems. We focus on exploiting the sparseness of polynomials
via the theory of Newton polytopes and sparse elimination. See Chapter 4. The main
result of [14] (Theorem 4) is to prove a general decomposition formula of the resultant of a
&,,-equivariant homogeneous polynomial system. This decomposition is given in terms of
other resultants that are in principle easier to compute and that are expressed in terms of
the divided differences of the input polynomial system. We emphasize that the multiplicity
of each factor appearing in this decomposition is also given. The appearance of divided
differences is not new in the context of &,,-equivariant polynomial system since it allows
to produce some invariants in a natural way (e.g. [50, 81]). Another important point is
that this formula is universal, that is to say that it remains valid (in particular it still has
the correct geometric meaning) under any specialization of the coefficient ring of the input
polynomial system. This kind of property is particularly important for applications in the
fields of number theory and arithmetic geometry where the value of the resultant is as
important as its vanishing.

The second main contribution of this paper is a decomposition of the discriminant of a
homogeneous symmetric polynomial (Theorem 5). The work on this result was motivated
by the unpublished note [81] by N. Perminov and S. Shakirov where a tentative formula is
given without a complete proof. Another motivation was to improve the computations of
discriminants for applications in convex geometry, following a paper by J. Nie where the
boundary of the cone of non-negative polynomials on an algebraic variety is studied by
means of discriminants [78]. We emphasize that the discriminant formula is obtained as
a byproduct of our first formula on the resultant of a &,,-equivariant polynomial system.
Therefore, it inherits the same features : it allows to split the discriminant into several resul-
tants with multiplicities and it is universal. See Chapter 5 In [29] we mainly work in the case
n = 2, where the results are more transparent and the basic ideas are already present, but
all our results and methods can be generalized to any number of variables. This will be
addressed in a subsequent paper [27]. Consider for instance a system of two polynomials
in two variables and assume that, the first polynomial factors as f; = f| - f{. Then, the
discriminant also factors and we thus obtain a multiplicativity formula for it, which we make
precise in Corollary 6.4.1. This significantly simplifies the discriminant’s computation and
generalizes the formula in [12] for the classical homogeneous case. This multiplicativ-
ity formula is a consequence of our main result (Theorem 6.3.3 in dimension 2, see also
Theorem 6.3.4 in any dimension) relating the mixed discriminant and the resultant of the
given polynomials and their foric Jacobian (see Section 6.3 for precise definitions and
statements). As another consequence of Theorem 6.3.3, we reprove, in Corollary 6.3.6,
the bidegree formula for planar mixed discriminants in [18]. See Chapter 6. In the classical
problem of MinkDecomp, which is NP-complete, we are seeking a pair of polytopes whose
Minkowski sum equals the input polytope. In this work, we compute instead all possible
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Minkowski summands. In the first step, we compute the cone of combinatorially equiva-
lent polytopes U(A),, a subcone of U(A) whose rays and lines generate all the Minkowski
summands of P,. Then, we appropriately shift these rays so that they correspond to in-
teger Minkowski summands. We give an algorithm and its implementation in sage [47]
performing the computation of all Minkowski summands in any dimension d, extending
ideas from [62]. See Chapter 7.

We introduce the kD-SS problem; it is clearly NP-complete. For its optimization version,
we prove that it cannot be approximated efficiently within a constant factor, for general
k > 2, hence it does not belong to APX, although the classic 1D-SS-opt has an FPTAS.

Next, we design algorithms with additive errors in the plane. We start with 2D-SS-opt:
given a multiset S, |S| = n, target t and 0 < ¢ < 1, the algorithm returns, in O(n3¢2)
time, a subset of S whose vectors sum up to ¢/, such that dist(¢,t') < OPT + eM,,, where
M,, = max P,,. We also describe two more approximation algorithms which are expected
to have better experimental behavior; we implement them and report on experimental
results.

Applying one of these algorithms yields an approximation algorithm for MinkDecomp (Sec-
tion 8.4): If Q is the input polygon the algorithm returns polygons A and B whose Minkowski
sum defines polygon @’ such that vol(Q) < vol(Q") < vol(Q) + eD?, per(Q) < per(Q') <
per(Q) + 2eD, i(Q) < i(Q") < i(Q) + eD?, where D is the diameter of Q. The Hausdorff
distance of ) and @’ is bounded by dy(Q, Q') < ¢/2D. See Chapter 8.
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4. DISCRIMINANTS AND RESULTANTS

Polynomial algebra offers a standard, powerful, and robust approach to handle several
important problems in geometric modeling and other areas. A key tool is the discriminant
of a univariate polynomial, or of a well-constrained system of polynomial equations, which
expresses the existence of multiple (or degenerate) roots. We describe discriminants
in a general context, and relate them to an equally useful object, namely the resultant
of an overconstrained polynomial system. We discuss several relevant applications in
geometric modeling so as to motivate the use of such algebraic tools in further geometric
problems. We focus on exploiting the sparseness of polynomials via the theory of Newton
polytopes and sparse elimination.

4.1 Introduction

Polynomial algebra offers a standard approach to handle several problems in geometric
modeling and other fields, which provides both powerful and robust methods. Polynomi-
als arise in a variety of scientific and engineering applications, and can be manipulated
either algebraically or numerically. Here we mostly focus on tools relevant for algebraic
computation, but also useful in numerical calculations. In particular, the study and solu-
tion of systems of polynomial equations has been a major topic. Discriminants is a key
tool when examining well-constrained systems, including the case of one univariate poly-
nomial. Their theoretical study is a thriving and fruitful domain today, but they are also
very useful in a variety of applications. Through the related software development, these
algebraic tools can be applied in various practical questions.

The best studied discriminant is that of one polynomial in one variable, probably known
since high school, where one studies the discriminant of a quadratic polynomial f(z) =
ax? + bz + ¢, a # 0. Polynomial f has a double (real) root if and only if its discriminant

A = b — dac

is equal to zero. Equivalently, this can be defined as the condition for f(z) and its derivative
f'(x) to have a common root:

Jo : f(x)=ar®’ +br+c=f(x)=2ar+b=0 < A =0. 4.1)

One can similarly consider the discriminant of a univariate polynomial of any degree. If
we wish to calculate the discriminant of a polynomial f of degree five in one variable, we
consider the condition that both polynomial and its derivative vanish:

f(z) =az® +ba* + cx® + da® + ex + g =0,
f'(x) = bax* + 4bx3 + 3ca® + 2dx + e = 0.

In this case, elimination theory reduces the computation of discriminant A to the compu-
tation of a 9 x 9 Sylvester determinant, expressing the resultant of f, f’. If we develop

51 A. Karasoulou



Algebraic combinatorics and resultant methods for polynomial system solving

this determinant, we encounter an instance of the fact that the number of its monomials
increases exponentially with the input degree:

A = —2050a%g?bedc + 356abed?c?g — 80b%ed?cq + 18dc*bg

e — 746agdcb®e? + 144ab*e*c — 6ab’*e3d® — 192a2be*d — 4d>ac
3e2 + 144d%a%ce® — 4d3bPe? — 4c3e3b? — 80abeddc® + 18b%e?

dc + 18d3ache? + d>c?b*e? — 27b*e* — 128a%e*c? + 16acte® — 27
a’d*e? + 256a3e® + 3125ag* + 160a%gbec + 560a?gdc?e? + 1020
a’gbd?e? + 160ag?b*ed + 560ag’d*ch® + 1020ag*b*c?e — 192
blecg? + 24ab’ed? g + 24abe?c3g + 144b*e’dg — 6b3e2c?g + 14
4dc*b®g? — 630dac®bg® — 630d3a’ceg — T2d*acbg — 72dacte

g — 4d3c*b?g — 1600ag3ch® — 2500a3g3be — 50a%g*b%e? — 3750a3
g3dc + 2000a%g3db* + 2000a®g*ce? + 825a%g%d*c? + 2250agb
c? + 2250a3g?ed?® — 900a%g*bd>® — 900a%g*c e — 36agb®e® — 1600
algedd + 16d3acg — 128d*b*g* + 16d*b3g — 27¢*%¢? + 108ac®
g% + 108a2d’ g + 256b° g°.

One univariate polynomial is the smallest well-constrained system. We can generalize
the definition of discriminant to any well-constrained system of multivariate polynomials.
In this chapter we are concerned with systems of polynomials and, in particular, sparse
polynomials, in other words polynomials with fixed support, or set of nonzero terms.

A related and equally useful tool is the resultant, or eliminant. The solvability of an over-
constrained set of multivariate polynomials is equivalent to the vanishing of the resultant,
which is again a polynomial in the input coefficients. The resultant generalizes the coef-
ficient matrix of an overconstrained linear system and the Sylvester determinant of two
polynomials in a single variable. We shall recall the (sparse) resultant, a fundamental ob-
ject in sparse (or toric) elimination theory, and we shall connect it to the (sparse) discrim-
inant. Here, sparsity means that only certain monomials in each of the n + 1 polynomials
have nonzero coefficients. Resultants are described in the sequel and their relation to
discriminants is explained.

It shall become obvious that computing the (mixed) discriminant is an elimination problem,
much akin to resultants. Discriminant computation is NP-hard when the system’s dimen-
sion varies. There have been several approaches for computing discriminants, based on
Grobner bases or resultants. Recently, in [38], they focused on computing the discrimi-
nant of a multivariate polynomial via interpolation, based on [37], which essentially leads
to an algorithm for predicting the discriminant’s Newton polytope, hence its nonzero terms.
This yields a new, efficient, and output-sensitive algorithm which, however, remains to be
juxtaposed in practice to earlier approaches.

The rest of this chapter is organized as follows. The next section gives some applications
of the discriminant, while Section 4.3 provides some general information about sparse
elimination theory and resultants. Section 4.4 gives a general description of the discrimi-
nant and its properties.
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4.2 Applications

In this section, we present some applications of discriminants, in order to motivate their
study. Some applications are analyzed in depth, but others are only listed so as to show
the breadth of possible applicability.

The main geometric application comes from the fact that discriminants express special
geometric configurations, such as tangency between curves in the plane. Consider the
following system of two polynomials in two variables:

fi= axf + bxizo + cx% + dx 4 exs + g,
fo= hx% +ix129 + jx% + kx1 + lxg + m.

The condition that the two quadrics fi, f» are tangent is equivalent to the condition that
the system’s discriminant A vanishes, where A is of degree 12 and has 3210 monomials
in coefficients a,b,c,d, e, g, h,1, j, k,[,m. An interesting remark, which we shall investigate
in Section 4.4, is that the discriminant of a well-constrained system can be reduced to
that of a single univariate polynomial, albeit of higher degree. In this case, the system’s
discriminant equals the discriminant of

f = azirs+ briwoxs + criws + driws + ewaxs + gus + haizy + v, Toxy

+jriry + kxiwg + lroxy + may.

Another geometric application of discriminants is in the computation of the Voronoi dia-
gram of ellipses, or of general smooth convex closed sets, see Figure 4.1 (right). Express-
ing the Voronoi circle externally tangent to three given ellipses reduces to a discriminant
computation. If the Voronoi circle of center (v, v;) has radius /s, then for each of the three
ellipses, we consider the resulting discriminant A; expressing tangency between the i-th
ellipse and the Voronoi circle, for i = 1,2,3. We thus get the following 3 x 3 polynomial
system [45]:
Aq(v1,v2,8) = Ag(vy,v9,8) = Az(vy,v9,8) =0,

see Figure 4.1 (left). The above system has one common root that specifies the unique
Voronoi circle, but has several other roots that correspond to other (complex) tritangent
circles to the three ellipses.

For a line to be tangent to two ellipses, the discriminant of the polynomials, expressing
tangency between each ellipse and an (unknown) line, should vanish. All the real roots of
the discriminant are the values of the parameter that correspond to the tangency points,
which in turn allows us to compute the implicit equations of all bitangent lines. There are
four bitangents to two disjoint ellipses unless the latter constitute a degenerate situation.

The discriminant is encountered in further geometric applications, for example in the de-
scription of the topology of plane curves [56]. In real algebraic geometry, the number of
real roots of a real polynomial is constant, when the coefficients vary on each connected
component of the zero set (or zero locus) of the (sparse) mixed discriminant, given that
for the number of real roots to increase, two complex roots should merge.
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CGAL 2D Delaunay graph of ellipses.

Figure 4.1: Left: Voronoi circle for 3 ellipses. Right: An example of a Voronoi diagram
for non-intersecting ellipses, and the corresponding Delaunay graph. Both figures repro-
duced from [45]

Discriminants are thus used in solving systems of polynomial inequalities and in zero-
dimensional system solving [48], in root classification and computation of real roots of
square systems of sparse polynomials [31], in detecting real roots for n-variate (n + 2)-
monomial polynomials with integer exponents [9], in the description of the topology of real
algebraic plane curves [56], and in the determination of cusp points of parallel manipula-
tors [77].

In [43], based on precomputed discriminants, they classify, isolate with rational points,
and compare the real roots of polynomials of degree up to 4. In [59] they present an
algorithm for computing discriminants and prime ideal decomposition in number fields.
The algorithm computes the p-valuation of the index of a generating equation f(z) as
well; in particular, it determines the discriminant of the number field, once one is able to
factorize the discriminant of the defining equation. In [10], a key point is to show that the
univariate polynomial below, with rational coefficients, namely:

27— 5xl6 4 12215 — 282 4 72213 — 132212 4 11621 —
—742° + 9028 — 2827 — 1225 4+ 242° — 122* — 423 — 3x — 1

has Galois group SL.(FFi5). This is achieved by the use of discriminants and their fac-
torization. Furthermore, in [49] they break the Algebraic Surface Cryptosystem (ASC)
proposed in 2009. The main idea is to decompose ideals deduced from the ciphertext in
order to avoid to solve the section-finding problem. They achieve this by an algorithm that
computes and factors resultants.

Another application is an algebraic problem, which arises from considering pairs of differ-
ential equations on the plane of the form

&= P(x,y), = Q(z,y),

where P and () are polynomials in z,y. To find the equilibrium points we have to find the
intersections of the curves P(z,y) = 0 = Q(z,y) and also to decide whether they touch at
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these points, and whether the discriminant A vanishes there. Lastly, discriminants can be
found in applied physics, e.g. in dark matter search [20]. Moreover, in [55] are established
the algebraic conditions for a polynomial to have a pair of minima that have a common
horizontal tangent, by computing, among others, a resultant and giving a factorization of
the discriminant of a polynomial. This condition is exactly that required by the Maxwell
convention of catastrophe theory. The extremal monomials and coefficients of the dis-
criminant have interesting combinatorial descriptions. This has important applications in
singularity theory and number theory.

Let us conclude with the following example, which is an application of (sparse) mixed
discriminants that concerns the determination of real roots.

Example 4.2.1. [26] The Wilkinson polynomial

20 20

WQ() = H(l’ + Z) = ZCj[Ej

i=1 §=0

is well known for its numerical instability [94]. It has 20 real roots, but the polynomial
Wao(x) +10722' has only 12 real roots and 4 pairs of complex roots, which do not seem to
have small imaginary part, as one of these pairs is approximately equal to —16.57173899 +
0.8833156071i. On the other hand, if we subtract 10~°21° from W5, we get a polynomial
with 14 real zeros. This unstable behavior could be explained by the fact that the vector
of coefficients (20!, ...,210,1) of Wy, is very close not only to the variety (set) of ill-posed
polynomials, but also very close to a singular point of this variety.

In [26], there are experiments with the following 2-dimensional family of polynomials of
degree 20:
Wia,b,x) := Way(z) + az'® + ba'®.

The corresponding discriminant A(a, b) defines a singular curve traced inside the discrim-
inant locus. The singularities of A(a,b) = 0 are close to the pointa = b = 0, i.e., to the
vector of coefficients of the Wilkinson polynomial. Figure 4.2 features sample points of
A(a, b) = 0 inside a small box around the origin, which is the point lying in the intersection
of the two coordinate arrows.

Considering the distance, not just to the variety of ill-posed problems, but also to its sin-
gular locus would correspond, in the case of conditioning of square m x m matrices in
linear algebra, to consider not only the smallest and greatest singular values, but also the
behavior of the intermediate ones.

4.3 Sparse elimination theory

This section introduces sparse (or toric) elimination theory and its main tool, the sparse
resultant.

Classical elimination theory and the classical multivariate resultant have a long and rich
history that includes such luminaries as Euler, Bézout, Cayley and Macaulay; see [22,
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Figure 4.2: The figure is by B. Mourrain using software Mathemagix [92], see also [26]

28, 93]. Having been at the crossroads between pure and computational mathematics,
it became the victim, in the second quarter of this century, of the polemic led by the pro-
moters of abstract approaches. Characteristically, the third edition of van der Waerden’s
Modern Algebra has a chapter on elimination theory and resultants that has disappeared

from later editions.

Moreover, when the number of variables exceeds four or five, elimination methods lead
to matrices which are, of course, too large for hand calculations and quite demanding
computationally. However, the advent of modern computers has revived this area. The
last decade has seen efficient resultant-based solutions of certain algorithmic as well as
applied problems. Some of these problems were impossible to tackle with other methods

in real time. These areas include, among others, robotics [15],

and geometric modeling [73].

The classical (or projective) resultant of a system of n homogeneous polynomials in n
variables vanishes exactly when there exists a common solution in projective space. The
sparse (or toric) resultant of n + 1 polynomials in n variables characterizes solvability over
a smaller space which coincides with affine space under certain genericity conditions.
Sparse elimination theory concerns the study of resultants and discriminants associated
with toric varieties, in other words varieties defined for a given set of support points. This
theory has its origin in the work of Gel'fand, Kapranov and Zelevinsky on multivariate
hypergeometric functions. Singularities of such functions are discriminants, whereas

the denominator of rational hypergeometric functions is a product of resultants, that is, a

product of special discriminants.
Let us start with some definitions: conv(A) denotes the convex hull of set A. Volume,
denoted by Vol(-), is always considered normalized with respect to the lattice Z", so that
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b

Figure 4.3: The Newton polygons @ = conv(A}), Qf = conv(AY), Q2 = conv(As), and
()1 = conv(Ay)

a primitive triangle or simplex has volume equal to 1. As usual Q; + ), denotes the
Minkowski sum of (); and (),.

The Newton polytope N(f) of a nonzero polynomial
f = Z Caxa7 C(l % 07
aEACL™

is the polytope with integer vertices defined as the convex hull of A; the latter is the support
of f and contains precisely the exponents occurring in f with non-zero coefficients.

Sparsity is measured in geometric terms by the Newton polytope of the polynomial, but
what does sparsity mean? The number of nonzero monomials is not necessarily small,
but they are modeled by the Newton polytope, thus leading to rich theory, which exploits
combinatorial ideas and properties. The main notion, of course, is that a polynomial sys-
tem is characterized by those monomials in each of the polynomials that have nonzero
coefficients. Here is an example.

Example 4.3.1. Consider specific polynomials f;, f/, f- and their supports, which are full
dimensional in Z? as follows:

All = {(0>0)7 <O7 1)? (170)}7 Alll = {(O’O)a (07 1)? (170)}7 Ay = {(070)7 (07 1)a (1?0)}'

Let fi = f] - f1, then its supportis A, = A + A} = {(0,0),(0,1),(1,0),(2,0),(0,2),(1,1)}.
All Newton polytopes (here, polygons) can be seen in Figure 4.3.

Example 4.3.2. Consider polynomials f{, f{', f> and their supports, as follows:
Ay ={(0,0),(0,1),(0,2), (1,0)}, A7 ={(0,0),(0,1),(1,0),(2,0)},

and A, = {(0,0),(0,1),(0,2),(1,0),(2,0), (2,1),(2,2), (1,2)}. If f = f1- f{, then its support
is

A; = Al + A7 ={(0,0),(0,1),(1,0),(2,0),(0,2),(1,1),(2,1), (0, 3), (1,2), (2,2), (3,0) }

All Newton polytopes (here, polygons) can be seen in Figure 4.4, and Figure 4.5.
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Figure 4.4: The Newton polygons @} = conv(A}), Qf = conv(A]), and Q; = conv(A;)

Figure 4.5: The Newton polygons @2 = conv(Az), and Q1 + Q2 = conv(A; + As)
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The mixed volume MV (Qq,...,Q,) of n convex polytopes @, in R" is a classic function
in geometry, taking values in N and generalizing the notion of volume, in the sense that
mixed volume equals n!Vol(Q;), when @; = --- = @,. Mixed volume is multilinear with
respect to scalar multiplication and Minkowski addition of the );’s.

The cornerstone of sparse elimination theory is the following theorem.

Theorem 1. [8] The mixed volume of the Newton polytopes of polynomials fi(x), ..., fu(z)
in n variables bounds the number of common solutions of fi(x) = 0,..., f.(x) = 0in
the algebraic torus (K*)", where K is an algebraically closed field of the coefficients. If
the coefficients of the polynomials are sufficiently generic, then the number of common
solutions equals the mixed volume.

This bound generalizes, to the sparse case, Bézout’s classical bound, which is equal to
the product of the n polynomials’ total degrees, and bounds the number of solutions in
n-dimensional complex projective space. For polynomials whose supports are simplices,
as in Example 4.3.1, the mixed volume and Bézout’s bound coincide.

Mixed volume can be computed in terms of Minkowski sum volumes:

n

MVi(Qrye. Q) =S (-1 % vm(ZQ,-).

k=1 Ic{1,...n},|I|=k el

This implies, for n = 2:

MV(Ql, QQ) = VOl(Ql + Qg) — VOl(Ql) — VOl(QQ) (42)

In general, this formula does not lead to efficient computation. Instead, an efficient algo-
rithm and implementation has been developed in [16].

4.3.1 Resultants

The strong interest in multivariate resultants is explained, because resultant-based meth-
ods have been found to be very efficient for solving certain classes of small and medium-
size problems, say of dimension up to 10. For a system of n 4+ 1 arbitrary polynomial
equations in n variables, it is a polynomial in the coefficients, hence it eliminates n vari-
ables. The resultant is defined when all polynomial coefficients are symbolic, but typically
used when only some of them are symbolic.

One example is the determinant of the coefficient matrix of n + 1 linear polynomials. Un-
less the coefficients are very particularly chosen, the resultant vanishes for a particular
specialization of all coefficients if and only if the given system has a non-trivial solution.

Another example is the Sylvester resultant, namely for n = 1. Then, the resultant equals
the determinant of Sylvester’s matrix. For generic polynomials f,(x), f»(x) of degrees one
and two, respectively, Sylvester’s matrix S is as follows:

0
filz) = azx +ag B ap Qo
{ fo(x) = box? + by + by and S=| 0 a1 ao |. (4.3)
b2 bl bo
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The resultant equals det.S = a?by + a2by — apa;b;. Thus S is an instance of a resultant
matrix, in other words a matrix whose determinant yields the resultant. The principal merit
of resultant matrices is that they reduce the solution of a non-linear system to a matrix
problem, where we can use an arsenal of numeric linear algebra techniques and software,
see e.g. [22, 28]. By construction, the existence of common solutions implies a decrease
of matrix rank.

In most applications, we deal with well-constrained systems, namely systems of £ poly-
nomials in k£ unknowns. To obtain an overconstrained system, for which the resultant is
defined, we should either add an extra polynomial or “hide” a variable in the coefficient
field [22, 28, 93].

We now formally define the resultant polynomial of an overconstrained system.

Definition 4.3.3. The resultant Res(fy, ..., f,) of n + 1 polynomials fo, ..., f, in n vari-
ables is anirreducible polynomial in the coefficients of fy, ..., f,, which vanishes whenever
fo, ..., fn have a common root.

The sparse resultant has an analogous definition when the f; are specified by their sup-
ports A; C Z". Formally, the sparse resultant of fy, ..., f.), where each f; has support A,,
is an irreducible polynomial with integer coefficients over the coefficients of the f; such
that it vanishes precisely when the system f, = f; = --- = f,, = 0 has a solution in (C*)".

The Newton polytope of the (sparse) resultant is called the resultant polytope, and it can
be effectively computed by the algorithm in [37].

4.4 Discriminants

In this section we introduce discriminants of well constrained systems, provide some def-
initions and overview relevant properties in section 4.4.1.

Gel’fand, Kapranov and Zelevinsky [54] established the following definition, which we shall
formally state later: The (sparse) mixed discriminant A(f1,..., f,) of n polynomials in n
variables is the irreducible polynomial in the coefficients of the f; which vanishes whenever
the system f; = --- = f,, = 0 has a multiple root or, equivalently, a root which is not simple.
Consider a system of two polynomials in two variables:

2 2
fl(l’l, $2) = agp+a;xr; + A2y + azxro + A4y + a5Tr1T9,
Ja(@1,22) = by + bizy + bawa.
Their discriminant shows whether a common root is singular.

Let us formalize the definition of (sparse) discriminants. We consider n (finite) lattice

configurations Ay, ..., A, in Z" and we denote by @)1, . .., @, their respective convex hulls.
Let f1,..., f, be Laurent polynomials with support A4, ..., A, respectively:
filz) = Z Ciar® i=1...,n. (4.4)
acA;
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We define the discriminantal variety to be the closure of the locus of coefficients ¢; , for

which the associated system of n polynomial equations in n unknowns = = (z1,...,x,),
over an algebraically closed field K, namely:
file) =+ = fu(z) =0, (4.5)

has a non-degenerate multiple root.

Before the general definition we present the simplest case.

Example 4.4.1. Given a generic univariate polynomial of degree d,
P(z2) =ay+az+ -+ ag2?, aq 7 0,

there exists an irreducible polynomial A(P) = A(ay, . ..,aq) € Zlay,. .., aq), unique up to
sign, called the discriminant, which verifies A(ay, . .., a,) # 0 if and only if all roots of P are
simple for any specialization of the coefficients in C, with a; # 0. Thus A(ay, ..., a,) =0 if
and only if there exists z € C with P(z) = P'(z) = 0. In fact, the corresponding Sylvester
resultant R(P, P’) equals a;A(P).

This discriminant is an instance of both A-discriminant and mixed discriminant and mixed
discriminant, which are defined below.

Geometrically, the discriminant hypersurface
{a = (ag,...,aq) € C*" . A(a) = 0}

is the projection over the first d + 1 coordinates of the intersection of the hypersurfaces
{(a,2) € C¥*2 : ag+a1z+---+aqz? = 0} and {(a, 2) € C*2 : a;+2as2+ - -+dagz?! = 0},
in other words the variable z is eliminated.

An isolated solution v € (K*)™ is a nondegenerate multiple root if the n gradient vectors

(S 20

are linearly dependent, but any n — 1 of them are linearly independent.

We now give the definition of (sparse) A-discriminant from [54]. It is related to some
support set A, thus capturing the sparse structure of the data.

Definition 4.4.2. Consider the polynomial defined from system (4.4) for n = 1. We denote
by A 4 the (sparse) A-discriminant, which is the unique (up to sign) irreducible polynomial
with integer coefficients, in the parameter coefficients ¢; ,, where we follow the previous
notation. A, vanishes whenever the hypersurface is not smooth. Otherwise we refer to
set A as a defective support, and set A, = 1.

Let A;,..., A, be pointsets in Z", as specified for system (4.4). We define the (sparse)

mixed discriminant from [18], which captures the structure in a given well-constrained
polynomial system.
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Definition 4.4.3. If the discriminantal variety is a hypersurface, we define the (sparse)
mixed discriminant of system (4.5) to be the unique up to sign irreducible polynomial
,,,,, 4,, With integer coefficients in the unknown parameters ¢; ,, which defines this hy-
persurface. Otherwise, we say that the system is defective and set A4, 4, = 1.

We now relate the previous two notions with an important construction in algebraic com-
binatorics. Let A;,..., A, be supports in Z", defining Laurent polynomials, then A shall
be specified to be the corresponding Cayley matrix. This matrix is defined to ave 2n rows
and m = >_"  |A;| columns. We introduce n new variables y, ..., y, in order to encode
the system f; = --- = f,, = 0 in a single polynomial with support in A. This is known as
the Cayley trick and yields polynomial

(b(:v,y) = y1f1($) ot ynfn(x)

The Cayley matrix is:

1 0 0
0 1 0
A= ... ... oo
0O 0 ... 0
A Ay Lo A,

By [18, Theorem 2.1], the mixed discriminant A 4, 4, equals the A-discriminant of the as-
sociated Cayley matrix whenever A 4, # 1. Let us give an example of the relation between
A-discriminant and mixed discriminant.

Example 4.4.4. Consider two planar configurations A; = {(6,0), (0,3),(0,1)}, and A, =
{(0,6),(3,0), (1,0)}. These supports correspond to the following family of polynomials:

hi(z,y) =c1a® + ey® + ey,
ho(z,y) :C2196 + Cop1® + Co3.

We introduce two new variables a, b in order to encode the system h; = hy = 0 in a single
polynomial, namely

(b('rv Yy, a, b) = Cth(iU, y) + bh2($7 y)
Then, A is the Cayley matrix associated to the supports A;, As:

111000
000111
A= 6 000 3 1 ’
03 16 00
and the A-discriminant A4(c) = Aa(cyy, ..., c23) is the mixed discriminant of Ay, hy. Now

A4(c) = 0 whenever there exists a common zero (z,y) € K?, making both hy, h, vanish,
which is not simple.

It turns out that A4(c) is a polynomial of degree 90 in ¢, with 58 monomials and huge
integer coefficients.
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1 2 3 H

Figure 4.6: The discriminant polytope
4.4.1 Properties

4.4.1.1 Basic Properties and Examples

A(fr) = %Resdl,dll(fla f1)

For
f(z) =az® +bx+c
f'(x) =2ax+b
we find
a b c
Res(f,f)=|2a b 0|=—a(b*— 4ac)
0 2a b

so that D = b? — 4ac.

» The Newton polytope of f, N(f), is the convex hull of the set of exponents of its
monomials with non-zero coefficient.

« The discriminant polytope is N(A). f(z1,22) = 8xo + x129 — 2423 — 1627 + 2200329 —
34z 23 — 84aiwy + 6x3x5 — 8125 + 8215 4 87 + 1823

+ It holds dim(N(A)) =n —d + 1.

* Knowing N(A), reduces the computation of A to a linear algebra problem

63 A. Karasoulou



Algebraic combinatorics and resultant methods for polynomial system solving

4.4.1.2 Multiplicativity formulae for Sparse Resultants and Discriminants

In this section we review existing work on the discriminant degree, and on multiplicativity
formulae for sparse resultants and discriminants.

We start with the necessary notation for a theorem on the degree of the mixed discriminant
of two polynomials with fixed supports. A subset FF C A is called face of A, if F' is the
intersection of A with a face of the polytope conv(A). We shall write Res(f1, ..., f.) and
A(f1,. .., f.) without subscripts to imply Res, 4. (fi,..., fa) @nd Au, 4, (fi,. .., fo)-
Let = denote the projection to RA/RF, where I is a face of A. We set

u(F, A) := Vol (COTM)(W(A)) — conv(m(A — F)))

If e; and e, are parallel edges in (Q; and @), with same orientation, that is, same inward
normal direction, then we call them strongly parallel. Let E; denote the set of edges of A;
and set

P :={(e1,e2) € Ey X E5 : e; is strongly parallel to es}.

We write [(e) for the normalized length of an edge e with respect to the lattice Z". If
v € Vert(A,), where Vert(A,) are the vertices of A,, we define its mixed multiplicity as
follows:

mm(v) := MV (Q1,Qs) — MV (conv(Ay — {v}), Q7).

Let us introduce polynomial

,,,,, 4,, raised to the index

The latter stands for the index of lattice ZA, + --- + ZA,, .1 in Z", as a subgroup. In
general, this index equals 1. Let the discriminant degree in the coefficients of the i-th
input polynomial be denoted by

5i:d€gAi(AAi,Aj)7 121,2
Then, the following theorem holds.

Theorem 2. [18] Let A, and A, be full-dimensional supports in Z". Then §; equals
2-Vol(Q;) +2- MV(Qi, Q) — ) min{u(es, Ai),ules, Ap)H(e;) = ) mm(v),

(€ise5)EP veE Vert(A;)

where i = 1,2 and j = 2,1, in other words {i,j} = {1,2}.

An explicit degree formula for the special cases of plane curves is also presented in [18,
Corollary 3.15]. We correct this formula. The degree of A 4, 4, can be computed as follows:

01 = area(Qy + @2) + area(Qy) — perimeter(Qy),
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dy = area(Q1 + Q2) + area(Qy) — perimeter(Q),

where Q; = conv(4;), i = 1,2, Q1 + Q- is their Minkowski sum. The area (like volume
above) is normalized, so that a primitive triangle has area 1 and the perimeter of Q; is the
cardinality of 0Q; N Z2.

Computing resultants and discriminants is usually a computationally hard task. However,
if one polynomial factors as f; = f| - f{', both resultant and discriminant factors, and
we thus obtain a multiplicativity formula. This significantly simplifies the corresponding
computation.

Let us recall the case when one polynomial factors as a product of two polynomials, in
the case of resultants. The multiplicativity formula for sparse resultants can be found in
[80, Proposition 7.1], see also [23, Corollary 2.20]. Consider polynomials fi,..., f,i1 in
variables zy,...,z, and let f; = f{ - f/ be a product of two polynomials, where all relevant
supports are Ay, A}, A], Ay, ..., A1 C Z" respectively. Then,

ReS(f{ {/af27 .- 'afn-i-l) = Res(f{af?a - 'a.fn-i-l) ) ReS( {/af27 .- 'afn+1)' (46)

We now pass to discriminants. The multiplicativity property of the discriminant in the case
of (dense) homogeneous polynomials was already known to Sylvester [89], and has been
generalized by Busé and Jouanolou [12]. They prove that for any n, when all A;’s corre-
spond to (the lattice points in) a dilate of the standard simplex and A; = A + A is the sum
of two dilates of the simplex then, given polynomials f{, f/, f2, ..., f. with corresponding
supports A}, A, A, ..., Ay,

A(f17--~7fn) = A(f{a7fn) A( Y?"'vfn) ’ ReS(f{, {/7"'7fn)2'

Recall that the discriminant of n — 1 homogeneous polynomials of degree 1 equals 1 by
convention.

Theorem 3. [12,89] Let f, f{, fo,- .., fn_1 b€ n homogeneous polynomials in Rz, . .., x,],
of degrees d,d{ ds, ... ,d,_1 > 1, respectively. Then A(f|f/, fa, ..., fn_1) factors as fol-
lows:

(_1)d'1d’1’d2...dn_1 . A(f{a f27 ey fn—l) : A( {/7 f?a <. 7fn—1> : ReS(f{, {,7 f27 teey fn—l)2-

Our current work focuses on multiplicativity formulas for the mixed discriminant in the case
n = 2, with fixed supports, always within the realm of sparse elimination theory [29], aiming
at efficient algorithms. It turns out that a key issue is to understand the relation between
the mixed discriminant of two bivariate Laurent polynomials, where one factors, and the
sparse resultant of those three bivariate polynomials.
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5. RESULTANT OF AN EQUIVARIANT POLYNOMIAL SYSTEM WITH
RESPECT TO THE SYMMETRIC GROUP

Given a system of n > 2 homogeneous polynomials in n variables which is equivariant
with respect to the symmetric group of n symbols, it is proved that its resultant can be
decomposed into a product of several resultants that are given in terms of some divided
differences. As an application, we obtain a decomposition formula for the discriminant of
a multivariate homogeneous symmetric polynomial.

5.1 Introduction

The analysis and solving of polynomial systems are fundamental problems in computa-
tional algebra. In many applications, polynomial systems are structured and it is very
useful to develop special methods in order to take into account structures. In this paper,
we will focus on systems of n homogeneous polynomials fi, ..., f, inn variables x4, ..., x,
that are globally invariant under the action of the symmetric group &,, of n symbols. More
precisely, we will assume that for any integeri € {1,2,...,n} and any permutationo € &,

U(fz) = fi($a(1)7$a(2)7 s 7xo(n)) = fo’(z’)(-rbx?a cee 7$n)-

In the language of invariant theory these systems are called equivariant with respect to the
symmetric group &,,, or simply &,,-equivariant (see for instance [97, §4] or [33, Chapter
1]). Some recent interesting developments based on Grobner basis techniques of this
kind of systems, when the coordinates of the roots are all distinct, can be found in [50]. In
this work, we will study the resultant of &,,-equivariant homogeneous polynomial systems
in order to reveal their structure.

There are special cases for which a decomposition of the resultant of a &,,-equivariant
homogeneous polynomial system is known. In the case n = 2, any &,-equivariant homo-
geneous polynomial system is of the form

F{l}(xl, Tg) 1= aomf + ale’lxg 4+ 4+ adxg, F{z}(:cl, Tg) 1= F{l}(xg, x1)

and one can show [2, Exercice 67] that there exists an irreducible polynomial K; € Zay, . . ., aq
such that

Res (P, F3) = pt(1, 1) P (1, 1) K] = <Z ai> <Z<_1ym> K2,

=0 1=0

As another example, suppose n > 2, d = 1 and set (21, ...,2,) = ax; +bei (x4, ..., 1,),
i = 1,...,n. Then, since the resultant of n linear forms in n variables is the determinant
of the matrix of their associated linear system, it is a straightforward computation to show
that

Res (FU, ... Ft") = a"(a + nb).
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The main result of this paper (Theorem 4) is to prove a general decomposition formula of
the resultant of a &,,-equivariant homogeneous polynomial system. This decomposition
is given in terms of other resultants that are in principle easier to compute and that are
expressed in terms of the divided differences of the input polynomial system. We empha-
size that the multiplicity of each factor appearing in this decomposition is also given. The
appearance of divided differences is not new in the context of -equivariant polynomial
system since it allows to produce some invariants in a natural way (e.g. [50, 81]). Another
important point is that this formula is universal, that is to say that it remains valid (in partic-
ular it still has the correct geometric meaning) under any specialization of the coefficient
ring of the input polynomial system. This kind of property is particularly important for ap-
plications in the fields of number theory and arithmetic geometry where the value of the
resultant is as important as its vanishing.

The discriminant of a homogeneous polynomial is also a fundamental tool in the field of
computer algebra. Although the discriminant of the generic homogeneous polynomial of
a given degree is irreducible, for some class of polynomials it can be decomposed and
this decomposition is always deeply connected to the geometric properties of the class of
polynomials. The second main contribution of this paper is a decomposition of the discrim-
inant of a homogeneous symmetric polynomial (Theorem 5). The work on this result was
motivated by the unpublished note [81] by N. Perminov and S. Shakirov where a tentative
formula is given without a complete proof. We emphasize that the discriminant formula is
obtained as a byproduct of our first formula on the resultant of a &,,-equivariant polyno-
mial system. Therefore, it inherits the same features : it allows to split the discriminant
into several resultants with multiplicities and it is universal.

The paper is organized as follows. In Section 5.2 we state the main result of this paper,
namely a decomposition formula of a &,,-equivariant homogeneous polynomial system,
and we also introduce the notions and notations that are needed (divided differences and
partitions). The proof of this decomposition formula is provided in Section 5.4. The de-
composition formula of the discriminant of a homogeneous symmetric polynomial is proved
and discussed in Section 5.3.

5.2 The main result

In order to describe our main result, we first need to introduce some notations on divided
differences and partitions. Hereafter, R denotes an arbitrary commutative ring. In addition,
for any integer p the set {1,2,...,p} will be denoted by [p] and given a finite set I, |I| will
stand for its cardinality.
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5.2.1 Notations
5.2.1.1 Divided differences

Let P, ..., P, be n homogeneous polynomials in R[x,...,z,] of the same degree d > 1.
Their divided differences are recursively defined by P := P, foralli =1,...,n and

Plivie—1}y _ plin,ik—2,i}

Tip_y — Liy,

for any given set of (distinct) integers I := {i1,...,ix} C [n]. It is well known that P!
depends on the set I and not on the order of the integers iy, ..., for instance, as a
consequence of the Newton’s interpolation formula. Another important property is the
following : if P are polynomials for all 7 such that |I| = 2, that is to say if

z; — x; divides PY — PU forall i, 5 € [n], (5.1)

then P’ are homogeneous polynomials for all I C [n]. Indeed, for any J C [n] and any
triple of distinct integers i, j, k such that J N {i, j, k} = 0, a straightforward application of
the definition of divided differences yields the equality

(2, — a;) PTOU0T — (2 — 2y ) PTOURY 4 (25 — 2y, ) PTOURY =
which can be rewritten as
(xi . xk) (PJU{i,j} . PJU{i,k}) — (xj . xk) (PJU{i,j} i P.]U{j,k}) )

From here the claimed property follows by induction on |I|. In addition, we observe that P!
is an homogeneous polynomial of degree d — |I|+ 1. In particular, PL = 0ifd+1 < |I| < n
and P’ = P’ for all subsets I and J of [n] such that |I| = |J| =d+ 1 < n.

Example 5.2.1. Any polynomial system of three linear homogeneous polynomials in 3
variables satisfying (5.1) is of the form

P = (a4 d)zy + bry + cxs
P2 = azy + (b+ d)zg + cx3
P8} = ax; + by + (c+ d)xs.

and straightforward computations show that P{12} = p{l.3} — p{23} — 4 and P{1:23} = 0.
[

5.21.2 &,-equivariant polynomial systems

Consider a polynomial system of » homogeneous polynomials F1}, ... Fi"t € Rlxy,.. . 2,]
of the same degree d > 1 and assume that it is &,,-equivariant, that is to say that for any
integeri € {1,2,...,n} and any permutation o € G,,

O‘(F{i}) = F{i}(xg(l), To(2), - Taln)) = F{U(i)}(:pl, Toy ..y Ty). (5.2)
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Equivalently, this means that foralli =1,...,n

d
Fil gy, x,) = Zxﬁsl(azl, Cey T)
1=0

where S; is a symmetric homogeneous polynomials in R[zy, ..., x,] of degree d — [ for all
[ =0,...,d. Suppose given in addition a partition A\ - n and consider the morphism of
polynomial algebras

P - R[:Cla <o 7‘%.71] — R[yh <o 73/1()\)]

F(Ih---,fﬁn) = F(ylv---,yhyz,---,yzy---JJZ(A%---JJZ(A))
M A2 N(x)
where y1, s, ...,y are new indeterminates. Since the polynomials F{1}, {2 pind

satisfy (5.2), they also satisfy (5.1) (but this is not equivalent as shown in Example 5.2.1)
and hence their divided differences F'Z, I C [n], are also polynomials. Moreover, it is easy
to check that for any subset {i\,...,i;} C [n] and any permutation o € &,

o (F{il ..... z‘k}) _ plo(i),mo(in)} (5.3)

Now, observe that if p,(z;) = pa(z;) then py(F{) = p\(F1}), so for any integer i € [I(\)]
we can define without ambiguity the homogeneous polynomial of degree d

F);{Z'}(ylay% SR 7@/1()\)) = P (F{j}(xla B 7xn))

where j € [n] is such that p,(z,) = y;. Moreover, these polynomials also satisfy (5.1) and
hence their divided differences are also polynomials; we will denote them by F (y1, ..., i),
where I C [I(\)]. Moreover, we have the following ‘lifting” property : Given I = {i;,...,i;} C
[n], define J = {j1,...,5x} C [[(\)] by the equality px(x;.) = y;, for all r € [k]. Then, if
|J| = |I| we have that

pAF (@1, wa)) = F (h1, - in)-

5.2.2 The decomposition formula

We are now ready to state the main result of this paper, namely a decomposition of the mul-
tivariate resultant of a &,,-equivariant system of homogeneous polynomials of the same
degree.

Theorem 4. Assume n > 2 and suppose given a &,,-equivariant system of homogeneous
polynomials F1'}, ... Fi"} ¢ Rlx, ... x,] of the same degree d > 1. Then, we have that

mx

Res (F,... Fi"l) = Ry x T Res (B(M, F{", . gt (07 plt2-1007)

AEn
I(N)<d
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is defined by

d
mo = nd™ ! — Z Ap B
k=1
where
Ak =Y mx, Bapi=epa(dd—1,d=2,....d—k+1)

AEn
I(N)=k

and where ¢, stands for the (k — 1)-th elementary symmetric polynomial in k variables.

Before giving the proof of this theorem which is postponed at the end of the chapter,
in Section 5.4, we make observations on some computational aspects of this theorem.
First, we emphasize that the above formula is universal, meaning that it holds in the ring
of coefficients of the polynomials system F{1} ... F{"} over Z and that it remains valid
under any specialization of these coefficients. For that purpose, we use the formalism
of the resultant as developed in [64] (see also [71, Chapter IX] and [22, Chapter 3]), in
particular the resultant is normalized by setting Res(z4, ..., z,) = 1. Besides that, we will
also use many computation rules and properties of the resultant in the proof of Theorem
4.

The number of resultant factors appearing in the decomposition formula is in relation with
the cardinality of the set of partitions of n. This quantity has been extensively studied and
we refer the interested reader to the classical book [68]. These resultant factors can be
computed separately, for instance by means of the Macaulay formula, but the situation
is even better : all these factors can be deduced from a very small number of resultant
computations since they are actually universal with respect to the integers A\;, Ay, ..., Ay
defining a partition, providing /()) is fixed. As a consequence, all the resultant factors
appearing in the decomposition formula given in Theorem 4 can be obtained as special-
izations of only min{n, d} resultant computations. The following example illustrates this
property.

Example 5.2.2. Consider the polynomials
F{i}(xl, ) = axd + brger (T, ., xn) Fcer(T, ., xn)? ddeg(ay, . 1y), i=1,... 0.

The partition A\ = (n) yields the factor

Res (Fj”) = a+nb+ n’c+ (Z) d

with multiplicity m, = 1. From Theorem 4 we know that the other factors come from the
partitions of length 2. They are of the form A = (m,n —m)withn —1>m >n—-m > 1.
The divided difference F{1%} is equal to a(x; + x5) + be; and we have

m n—m
pr(er) = mx + (n —m)we, pale) = (Q)ﬁ +m(n —m)r s + < 9 >I2,
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FO2 = ) (FU2) = (@) + 22) + bpaler) = alay + 22) + b(may + (n — m)xs).

Therefore, such a partition A = (m,n — m) yields the factor

Res (F{l} Fi2 ) = ab’nm+2 dm*ab—1/2 dmb’n*+1/2 dm*b*n—2 dmna®—4 cmna®

(m,n—m)’ = (m,n—m)
— 2dmabn + 1/2dn*a® + 2dm?*a® + a*bn — 1/2dna® + cn*a® + 4 em?a® — ab®m® + o®
(5.4)

which is computed as the determinant of a 3 x 3 Sylvester matrix. To summarize, if n = 2
(and d = 2) we get

Res(F F12) = Res (F({;)}> Res (F({llj), F({117’12)}> = (a4 2b + 4c + d) (a +b)* (a — d)

where Res (F({ﬂ), F&fﬁ) is obtained by specialization of (5.4). If n > 2 (and d = 2) then it

is easy to check that {123} = . Therefore, if n = 2k + 1, k being a positive integer, then

n—1 nl
Res(F, FEY) = (a)™ (a +nb+n’c+ (Z) d) H Res (F{l} Fi- )> it

(m,n—m)’ = (m;n—m
m=k+1

where the resultants in this formula are again given by (5.4) and

n—1 |
gl 4 n!
mo = n2 1=3 Z ml(n —m)!
m=k+1

(for Boy =1, Byy =3, Ay = 1and A, , = >0 2 oees ) f o = 2k with & > 1 then
Res(F, F#) = (a)™ (a +nb + nc+ (Z> d) Res (F(Eg{i), F({kll<2>}> T

n—1 n!

{1} {1,2} mI(n—m)!
H Res (F(m,n—m)’ F(m,n—m))

where the resultants in this formula are always given by (5.4) and

n—1

3 nl! n!
—ponl o123 L —
Mo =n 2 (k!)? m:Z’;H ml(n —m)!

Before closing this example, we emphasize that the resultants appearing in Theorem 4
are not always irreducible polynomials. For instance, in the case where n = 2k we have
that

Res (Filh, Firs)) = (a+ bk)*(a — dh). (5.5)

However, we notice that Res(Fil}) is obviously always irreducible. O
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From a geometric point of view, Theorem 4 shows that the solutions of the algebraic poly-
nomial system
{(F =o0,..., Fi™ =0} (5.6)

can be decomposed into several components that correspond to the algebraic systems
(FY =0, F"" ™ — 03, Ak n, () <d

Each component has multiplicity m, and it corresponds to a particular configuration of the
roots of the initial system, namely the roots whose coordinates can be grouped, up to
permutations, into /(\) blocks of identical value and of size A, ..., A\, respectively.

The component corresponding to the partition A = (1, ..., 1) is interesting for some appli-
cations as it corresponds to solutions of (5.6) whose coordinates are all distinct (e.g. [50]).
A usual trick for dealing with this component is to sum up all the divided differences of
the same order to get symmetric polynomials. More precisely, since the polynomials
Uy pz o Fin satisfy the property (5.3), for any integer k € [n] the polynomials

o F= > U= Y oF)=q| > F

IC[n], |I|=Ek IC[n], |I|=Ek IC[n], |I|=Ek IC[n], |I|=Ek

are symmetric (i.e. invariant under the action of G,,). As such, they can be rewritten by
using the elementary symmetric polynomials and the number of roots of the component
corresponding to A = (1,...,1) is hence reduced by a factor n!. In general, the above
property is no longer true if we consider F} instead of F'/, A # (1,1,...,1). Nevertheless,
it is possible to reformulate Theorem 4 by means of these sums of divided differences of
the same order.

Proposition 5.2.3. Take again the notation of Theorem 4. Let \ be a patrtition of n such
that [(\) < d and for all integer k < [I(\)] define the polynomial

a1
]:>\ = (Z(A)) Z F/\I
k) ICi(N), =k

(assuming that the coefficient ring contains the rational numbers). Then, we have that

Res (FA{1}7 FA{LQ}7 L FA{M ,,,,, l(A)—l}) F/\{I,Z ..... Z(A)}) — Res <]_.§1)7]_.§2)7 . ’J_L.iz(x))> .

Proof. First, we claim that for any subset I C [I()\)] such that |I| = {(\) — 1 then
Fl = FA{LQ ,,,,, -1} mod (ij ..... l(/\})> . (5.7)

This is a consequence of the technical Lemma 5.2.4 which is given after the proof of this
proposition. From (5.7) we deduce that

Z FL=1()\) F§1’2 ..... -1} mod <FA{1,2 ..... l()\})>.
ICU], T|= () -1
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In the same way, for any subset I C [I(\)] such that |I| = [(\) — 2, Lemma 5.2.4 shows
that
I _ p{1,2,..0(0)-2} I {1,2,..,1(A})
Fl = F} mod ({F}, 1 P ).

Using (5.7), this equality can be simplified to give
F{ _ FA{LQ ..... N-2} mod (FA{LQ ..... Z(A)—1}7F§1,2 ..... l()\})>'
We deduce that
1 (TN ~12000-2) (L2 (V) =1} {12, (A}
> H=())H mod (F| F ).
ICI(N)], [T)=1(A)—2
By applying iteratively this method, we obtain forall £ = 1,...,l(\) — 1 the equality
I LA 12,000 -k} (1.2, () —k+1} (1.2,.010\})
> H=()H mod (| o ).
ICHN), [T=1(\)—F

From these equalities, the invariance of the resultant under elementary transformations
yields the claimed result (proceed from the right to the left). O

Lemma 5.2.4. Using the notation of Section 5.2.1.1, let I and J be two subsets of [n| of
the same cardinality r with 1 < r < n — 1. Then, the polynomial P! — P’ belongs to the
ideal of polynomials generated by the (r + 1) divided differences, i.e.

Pl — Pl e (.. PX ke r)=ri1-

Proof. If |[INJ| =r—1then P! — P’ is a multiple of a divided difference PX with |K| = r+1
by definition of divided differences (by choosing the appropriate order for the elements of
I and J). Otherwise, r > 2, [INJ| <r —1and hence thereexist j € J\ITandie I\ J
(observe that ¢ # j necessarily). Now,

pl_ pJ — pl _ p\Mihuiiy | p(\Mihulsy _ pJ

where the term P’ — PUNMiDVUUY is a multiple of a divided difference PX with | K| = r+1 since
IIn((I\{i})u{i}))| =r— 1. So, to prove that P/ — P/ belongs to the ideal generated
by the (r -+ 1)" divided differences amounts to prove that PU\)i} — P/ belongs to this
ideal. But notice that |J N ((I\ {i})U{j})| = |I nJ|+ 1. Therefore, one can repeat this
operation to reach a cardinality of » — 1 and from there the conclusion follows. O

5.3 Discriminant of a homogeneous symmetric polynomial

The discriminant of a homogeneous polynomial is a rather complicated object which is
known to be irreducible as a polynomial in the coefficients of the input polynomial (see
for instance [13, §4] and [25, 54]). In this section, we will show that it decomposes if
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the homogeneous polynomial is assumed to be symmetric. We will actually provide a
decomposition formula (Theorem 5) that we will obtain as a particular case of our main
result (Theorem 4).

Fix a positive integer n > 2. For any integer p we will denote by e, (z1,...,z,) the p"
elementary symmetric polynomial in the variables x4, ..., z,. They satisfy the equality
> e = [+ ait)
p=0 =1

(observe that e¢y(x) = 1 and that e, (x) = 0 for all p > n). For any partiton A = (A\; > --- >
Ar) we also define the polynomial

ex(z) :==ey (x)en,(x) - - en, (z) € Z[xy, ..., xy).
Given a positive integer d, it is well known that the set
{ex(z) : A=(Aq,..., ) Fdsuchthatn >\ > X\ > - > A} (5.8)

is a basis (over Z) of the homogeneous symmetric polynomials of degree d in n variables.
In other words, any homogeneous symmetric polynomial of degree d with coefficients in
a commutative ring is obtained as specialization of the generic homogeneous symmetric
polynomial of degree d

F(zy,...,z) = Y _aea(r) € Zlex: A d][zy,. .., 2], (5.9)

We will denote by U its universal ring of coefficients Z[c, : A - d]. In addition, for all

i € {1,...,n}, we will denote the partial derivatives of I’ by
, oF
F{Z}(gjb RN ,:En) = 7 ($1, S ,xn) S U[l’l, ce >$n]d—1-

Finally, we recall that the discriminant of F', denoted A(F'), is defined by the equality
d“"mIA(F) =Res (F1U, F2 P eU (5.10)

where
(d—1)" (-1

d

It is an homogeneous polynomial of degree n(d — 1)"~! in U. The integer factor 4"
is important to ensure that the discriminant A(F') yields the expected smoothness crite-
rion under any specialization (especially in coefficient rings having nonzero characteristic),
namely : Let S be an algebraically closed field and g be a nonzero homogeneous polyno-
mialin S|z, ..., z,], then A(g) = 0if and only if the hypersurface defined by the polynomial
g in the projective space P! is singular. For a detailed study of the discriminant and its
numerous properties, mostly inherited from the ones of the resultant, we refer the reader
to [13, 25, 54] and the references therein.

a(n,d) := eZ.
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Lemma 5.3.1. The partial derivatives F{1}, F{2} . F{"} of the symmetric polynomial F
form a &,,-equivariant system of homogeneous polynomials of degree d — 1.

Proof. Since F' is a polynomial in the elementary symmetric polynomials, the chain rule
formula for the derivation of composed functions shows that there exist min{d, n} homo-

geneous symmetric polynomials Si(z1,...,x,) such thatforalli =1,...,n
‘ OF min{d,n} de
iy _ _ k
F oy > 8xi5k(x1,...,xn). (5.11)

Moreover, for any pair of integers i, j we have

j—1

Oe; -
axji = ;(—1) TR (5.12)
Therefore, we deduce that o (F{) = F{°@} for any o € &,,, as claimed. O

As a consequence of this lemma, Theorem 4 can be applied in order to decompose the
resultant of the polynomials F{1}, Fi2} . F{"} and hence, by (5.10), to decompose the
discriminant of the symmetric polynomial F'. We take again the notation of Theorem 4.

Theorem 5. Assume thatn > 2 and d > 2. With the above notation, we have that

da(n,d)A(F> — Ry X H Res <F§1}7F§1’2}, . >FA{1’2 ,,,,, l()\)—l}’F)~\{l,2 ,,,,, l()\)}> A

AFn
I(N)<d

d—1
mo = n(d — 1)n—1 — Z An,de—l,k
k=1

where
An,k = Z my, Bd—l,k: = ek_l(d — 1, d— 2, c. ,d — ]C),

AFn
I(N)=k

Proof. All these formulas are obtained by specialization of the formulas given in Theorem
4 with the difference that the polynomials F{#, i = 1,... n are of degree d — 1 whereas
they are of degree d as in Theorem 4. ]

We emphasize that the formula given in this theorem is independent of the choice of basis

that is used to represent F', although we have chosen the basis (5.8) for illustrations. We
also mention that the formula given in Proposition 5.2.3 also applies here (this is actually
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the point of view used in [81]). Below, we give two examples corresponding to low de-
gree polynomials, namely the cases d = 2 and d = 3. In these two cases the number of
variables n is large compared to d and the formulas given in Theorem 5 are hence com-
putationally very interesting since a resultant computation in n variables is replaced by
several resultant computations in at most d variables.

Casen >d =2 The generic homogeneous polynomial of degree 2 can be written as
F = C2)€2 + 6(171)6%.

Its derivatives are

Oey Oey

liy — C(2 )3_ + 2¢1,1) 61a 0(2)(61 — 1) + 2ca e
1

and hence we deduce that
Res (F({21)}> = (n — 1)cg) + 2ncq,y-

Observe that this polynomial is not irreducible over Z[c(»), ¢(1.1)] if n is odd since it is divisible
by 2. Itis also not hard to check that m;) = 1 and my = n— 1 here Finally, since a(n,2) = 0
if n is even and a(n,2) = 1 if n is odd, we get

n—1 PR
—ciyt ((n=1)e) + 2ncayy)  if nis even,
A(F) = {C @

?2_) (nT_IC@) + nC(m)) if n is odd .

Casen >d =3 Consider the generic homogeneous polynomial of degree 3
F = c@iyes + cppeer + 0(1,1,1)6?.

The formula given in Theorem 5 shows that

277,_(_1)71

TTAW) = dgRes (1)) H Res (F{L,,). Fi Qk}m)m(n_k’k)

where all the factors can be described explicitly. To begin with, from (5.11) and (5.12) we
getthatforalli=1,...,n
F{i} = 0(3) (62 — X6 + x: ) + C(g 1) (62 —+ 61(61 — l’,)) -+ 36(1,171)6%.

It follows immediately that

n—1 n
Res (F(Ell)}) — ( 5 )0(3) +3 <2> C(2,1) —+ 37120(1,1,1).
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Now, let (n — k, k) be a partition of length 2 of n. A straightforward computation shows that
for any pair of distinct integers ¢, j we have

FUIY = ¢ig) (2 + 15 — e1) — capyer

and we deduce, by means of a single (Sylvester) resultant computation that

n—1 n
Res (F({nlik:,k)’ F(Sﬁik)) = c(3) <( 5 )0(3) +3 <2) e + 3n20(1,1,1))

1
— §k(n — k) ((n —2) cf’g) + (240(171,1) + 3nc(271)) 033) + (3n — 6) 0%271)0(3) + ncz()’m)) )

The multiplicity m,_ ) are equal to the binomial (}) for all k = 1,...,|%| except if n is

even and & = % in which case mz ») = 5 (). Finally, it remains to determine the integer
2

mo. We have

5]
me = n2" "t — M) — 3 Z my=n2""1—-1- 3Zm(n—k,k)-
A-n k=1
10)=2
But since
5] 1o
2 _ = = n__ = n—1 —
k=1 k=1
we finally deduce that
mo = (n—3)2" 1 +2.
To illustrate this general formula, we check the two particular cases n = 3 and n = 4. If
n = 3, we obtain
3

A(F) = ¢3)” () + 9 +27can) (—een’es — cen’ + caines?)

where
Res (Fél)}) = (¢ +9cen +27Tcay), me =1

and

{12}
F2

1} ;
Res (F 0 Fal)

2.1) > =3 (—cen’eE — cen’ +caince?) s meny = 3.

If n = 4 we get

9
A(F) = —c' (e +2¢@) (6eey) +16cai + @) X

4
(4cainee’ —3cen’ee — 2¢en’)

(5.13)

where
Res (Féff) =3 (6¢c@e1+16ca11) + @), ma =1,
Res (Fiih) FiY) = 8 (4ennnew’ = 3een’en — 2¢en?) s mey =4
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and
3
Res (F(g{;), F(g{g}) = — (@) +2¢0n)” Ma2) =3 (5.14)

For the Clebsch surface whose canonical equation is given by
h(z1, T2, T3, 04) = 25 + 25 + 25 + 25 — (11 + 29 + 23 + 24)* = 3e3 — 3eqe; = 0,

we recover that 4/3 defines a smooth cubic in every characteristic except 5 (see [84,
§5.4]). Indeed, (5.13) shows that

A(h/3) = Ales — ege1) = —(—1)°(=6 + 1)(=3 + 2)* = 5.

Remark 5.3.2. Contrary to what was expected in [81], the resultant factors appearing in
Theorem 5 are not always irreducible (see e.g. (5.14)). However, in all the experiments we
noted that these resultant factors were always powers of irreducible polynomials (ground
ring assumed to be a field), but we do not known if this is true in general. As an illustration,
we notice that the resultant (5.5) appearing in Example 5.2.2 contains two irreducible and
distinct factors, but it becomes a power of a single irreducible polynomial (over a field)
when specialized to get the discriminant formula in the case n > d = 3. Indeed, comparing
the notation in these two examples we get d = —b = c¢(3) + c(2,1).

5.4 Proof of the Main Theorem

We take again the notation of Section 5.2. We begin by splitting the resultant of the F{i}’s
into several factors by means of their divided differences. This process can be divided
into steps where we increase iteratively the order of the divided differences. Thus, in the
first step we make use of the first order divided differences and write

Res (F, P& . Fi) =
+ Res (F{l}, (21 — @) FIY2 (1) — ag) FIV3Y 0 (2 — xn)F{l’"}) . (5.15)

The divided differences F{7} are of degree d — 1. If d — 1 = 0 then they are all equal to
the same constant (see Section 5.2.1.1) and it is straightforward to check that we get the
claimed formula in this case, that is to say

Res (F( F  p) = (P02 Res (Fjjf) = (PO T R L),

If d — 1 > 0, then (5.15) shows that the resultant of the F{}’s splits into 2"~ factors by
using the multiplicativity property of the resultant : for each polynomial (z; — z;) {3}, j =
2,...,n, there is a choice between (z; — z;) and the divided difference F{!7}. Thus, these
factors are in bijection with the subsets of [n] which contain 1. If I, = {1,45,43,...,ip_41} C
[n] is such a subset, then the corresponding factor is simply

+Res (F{l}, pltad pliad i} g gy — a1 — Tin pir)
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where {ji1,...,j5x—1} = [n] \ [;. Moreover, by the specialization property of the resultant
this factor is equal to

+Res (Ffl}, FO2 s ,Fjl”“}) (5.16)

where we set F'" .= p; (F{13}), p; being a specialization map defined by

pr, kg, . o x,] — k[x, .. xg
l’j,jE[l = I
zj,r=1,... k=1 — x4.

Roughly speaking, this amounts to put all the variables z;, j € I, in the “same box” and
to renumber the other variables from 2 to k.

Now, one can proceed to the second step by introducing the second order divided differ-
ences. For that purpose, we start from the factor (5.16) obtained at the end of the previous
step. If £ < 2 the procedure stops. Otherwise, if £ > 2 then we can proceed exactly as in
the first step, since

(29 — Ij)Ffl’Q’j} =M FY =3k,

we get

Res (P, F{19, FW, R —

+ Res (F{l}, Fit2h (g — xg)F{l’z’g}, (xg — x4)F{1’2’4}, ooy (g — xk)F{l’Q’k}) )
So, we are exactly in the same setting as in the previous step and hence we split this
factor similarly. As a result, the factors we obtain are in bijection with subsets I, of [n] that
contain 2 but not 1. After this second step is completed, then one can continue to the third
step, and so on. This splitting process stops for a given factor if either it involves divided

differences of distinct orders or either the order of some divided differences is higher than
the degree d.

In summary, the above process shows that the resultant Res (F{}, F{% ... F{"}) splits

into factors that are in bijection with ordered collections of subsets (11, ..., I;) that satisfy
the following three conditions :

* 1<k<min{d,n}and 0 # I; C [n| forall j € [k],
* LI L]I.- 111k = [n] (disjoint union, so this is a partition of [n]),

* 1 =min(l;) < min(ly) < --- < min(ly).

Definition 5.4.1. A collection of subsets (11, ..., I;) satisfying to the three above condi-
tions will be called an admissible partition (of [n]).
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Given an admissible partition (11, ..., I;), we define the specialization map

p([l 77777 I) Zk[l'l,...,.%‘n} — k[xl,...,xk]
and the polynomials F({Ill2 ..... j’:)} = pny,. ) (F2-00) r =1, k, where we set
i1 :=1=min(l}) <iy:=min(ly) < -+ < ij :=min(I).

Then, the factor of the resultant of the F{’}’s corresponding to the admissible partition
(I1,...,I) is given by

L {1} (1,2} {1,2,...k}
R(Il 7777 Iy) - — Res (F(Il ..... 1)’ F(Il ..... Ip) - F(I1 ..... Iy) > :
Therefore, we proved that
Res (FU PP Pty = & (PO T Ry, (5.17)
(It,...I3)

where the product runs over all admissible partitions of [n] and . is an integer. Moreover,
> 0ifand only if n > d.

Now, we define an equivalence relation ~ on the set of admissible partitions of [n]. Given
two admissible partitions (1y,...,Iy) and (J, ..., Jp), we set

k = k' and

Lo Iy) ~(Jy,.. ) &
(I k) ~ (1 W) {ggeeksuchthatull=|Jg(z)|f0"a“l€Uf]~

It is straightforward to check that this binary relation is reflexive, symmetric and transi-

tive so that it defines an equivalence relation. We denote by [(1, ..., I})] its equivalence
classes. Consider the admissible partitions (L4, ..., L) such that
ll = |L1’ 2 lg = ‘L2| 2 lk = |Lk‘ and (518)

Jj—1 Jj—1 J
Lj = {1+le,2+2lz,72ll} fora”j € [k?]
=1 =1 i=1

Obviously, there is exactly one such admissible partition in each equivalent class of ~.
Moreover, these admissible partitions are in bijection with the partitions A - n of length &
by setting A := (l1,05,...,l;) F n. As a consequence, we deduce that there is a bijection
between the equivalence classes of ~ and the partitions A - n of length & and we write

N = [(I,. .. I = [(Ly, ..., Ly)].

Lemma 5.4.2. Let \ be a partition of n, then the cardinality of the equivalence class [\] is
my.
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Proof. Let X\ be a partition of n and consider the equivalent class [\]. The multinomial
coefficient (2.1) counts the different ways of filling £ = (\) boxes Jy, ..., J;, with \; elements
in the box J;. These choices take into account the order between the boxes, but not inside
the boxes. These boxes J; can obviously be identified with subsets of [n]. Moreover, there
exists a unique permutation ¢ € &, such that

1L =min(J,qy) < min(Jy2)) < ---min(J,u)

and hence such that the collection of subsets (J,(1), Jo(2), - - -, Jox)) IS @an admissible par-
tition. Therefore, any choice for filling the boxes Ji, ..., J, can be associated to a factor
in the decomposition. Conversely, such a factor is associated to an admissible partition
(I1,...,Ix), but there are possibly several choices, i.e. permutations in &, that give a way
of filling the boxes Ji, ..., Jy: itis possible to permute boxes that have the same cardinal-
ity. Therefore, we conclude that the cardinality of the equivalent class represented by a
partition \ - n is exactly m,. ]

The following result shows that admissible partitions that are equivalents give the same
factor, up to sign, in the splitting process.

Proposition 5.4.3. Let \ be a partition of n. Then, for any admissible partition (I, ..., I;)
such that [\ = [(I1, ..., I})],

.....

Proof. Let (I3, ..., I;) be an admissible partition and set
i1 :=1=min(l1) < iy :=min(ly) < -+ < iy := min(I).

Its corresponding factor in the splitting process is nothing but the resultant, up to sign, of
the following list of n polynomials in the n variables x4, ..., z,:

F{1}7 F{lh}v AR Fibize ik}v {xil - mr}reh\{l} U {xlk - xT}TEIk\{ik} ’ (5.19)

Now, let (Jy, Jo, ..., Ji) be another admissible partition such that [(1y, ..., )] = [(J1, Jo, . . ., Ji)]
and set
J1:=1=min(Jy) < jo :=min(Jy) < --- < ji := min(Jg).

The corresponding factor of (.J, Js, ..., Ji) can be described similarly as the resultant, up
to sign, of the polynomials

py pliazt o bz} {z;, — xr}re]l\{l} e {Ty, — xT}T‘GJk\{jk} . (5.20)

First, observe that it is sufficient to prove that R;, . ;) = £R,.., 7,) by assuming that
\I,)| = |Ji| forall I € [k] where o is an elementary transposition (a permutation which
exchanges two successive elements and keeps all the others fixed) in &,. This is because
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S, is generated by the elementary transpositions and because of the transitivity of ~. So,
let s € [k — 1] and assume that

\Is| = |Jsq1l, [Ls11| = |Js| and || = |Jy| forall I € [k] \ {s,s + 1}.
Let us choose a permutation 7 € G,, such that

T([l) = J; and T(il) =7 forall [ € [k],
T(Is> == Js+1 and T(is) = js+1,
T(IS+1) = J, and T(i5+1) = Js.

By the property (5.3), the application of 7 on the list of polynomials (5.19) returns the
following list of polynomials

{1} {Lj?} {Lj?v'“aj —1,J +1} {Lj?v"'vj —1,Js»J +1} {1’j2 7777 Jk}

{zj — 2} reJi\{1} ’ {xjs }rejs,l\{js,l} ’ {xjsﬂ o x"}rer+1\{js+1} ’
{z;, — xr}TGJS\{jS} I T AV RGN CRA )
By the invariance, up to sign, of the resultant under permutations of polynomials and
variables, we get that the resultant of the list of polynomials (5.19), i.e. R(;, .. 1,), is equal

to the resultant of the list of polynomials (5.21) up to sign. Now, by definition of divided
differences we have that

{Lj?v"'vj'*lvj } — {17j27"'7j‘717j'+1} . . {1»j2:~-~7j'717j :j‘+1}
F s sf — F s s + (37]5 _ $]S+]_>F s ERVE]

so that the resultant of the polynomials (5.21) is equal, up to sign, to the resultant of the
Jy)» by invariance of the resultant under the above elemen-

,,,,,

Finally, to conclude the proof, let (L, ..., L) be the particular representative of the class
(Al = [(11,...,I)] as defined in (5.18). Then, it is clear by the definitions that p(z, .. 1,) = pa

and that
— Res (Fjl}’ ij}, L F§1,2 ..... l(A)*l}’F);{l,Q ..... l(/\)}) .

.....

]

The comparison of (5.17), Lemma 5.4.2 and Proposition 5.4.3 shows that if d > n then
Res (F{l}, L F{n}) _ iH Res (FA{I}7F§1’2}7 L FA{M ..... Z(A)—l}’Fj\[lz ,,,,, l()\)})m)\ (5.22)
AFn

and if n > d then

Res (FUU, ... Fi") =
& (Pt TT Res (B0, (0, 12070, pli2 (00 (5.23)

AFn
I(\N)<d
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To determine the integer i, we compare the degrees with respect to the coefficients of the
F1iY’s. The resultant on the left side is homogeneous of degree d"~! with respect to the
coefficients of each polynomial F{%}, so it is homogeneous of degree nd"~! with respect to
the coefficients of all the polynomials F{}, i = 1,...,n. Given a partition A - n, I(\) < d,
the polynomial F{">*7} 1 < j < I()) is of degree d — j + 1. Therefore, the resultant
associated to this partition \ is homogeneous with respect to the coefficients of the F{}’s
of degree

>

1)

d(d—1)--(d—1(\) +1)
d—j+1

= 6[()\)_1(d,d —1,... ,d — l(}\) -+ 1)

j=1

Finally, since F{12--4+1} js homogeneous of degree one in the coefficient of the F{}’s, we
deduce that
p=nd" ' — Z my.en-1(d,d—=1,...,d=1(A) + 1),

that is to say

d
,u:nd”’l—z Z my.ep_1(d,d—1,....,d—k+1).

k=1 A-n
I\)=k

From here we see immediately that p is equal to the integer m, defined in the statement
of Theorem 4.

To conclude the proof of Theorem 4, it remains to determine the signs that occur in the
formulas (5.22) and (5.23). To this end, we examine the specialization of them, when
FU = 24,4 =1,...,n. First, the resultant of the F{}’s is equal to 1 (normalization of the
resultant). Now, given any partition A + n, it is straightforward to check that Fjl} = z{.
Then applying iteratively the defining property of the divided differences from j = 1 to
j =1()\), we get that

P20 = 24 mod (24, ., a5-1), j=1,...,1(\).
Now, using the multiplicativity property of the resultant and its invariance under elementary
transformations, we deduce that all the resultants associated to a partition )\ specialize to
1. Similarly we observe that F{}-+¢+1} also specializes to 1 when n > d, and this concludes
the proof of Theorem 4.
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6. MIXED DISCRIMINANTS

Polynomial algebra offers a standard approach to handle several problems in geometric
modeling. A key tool is the discriminant of a univariate polynomial, or of a well-constrained
system of polynomial equations, which expresses the existence of a multiple root. We
describe discriminants in a general context, and focus on exploiting the sparseness of
polynomials via the theory of Newton polytopes and sparse (or toric) elimination. We
concentrate on bivariate polynomials and establish an original formula that relates the
discriminant of two bivariate Laurent polynomials with fixed support, with the sparse re-
sultant of these polynomials and their toric Jacobian. This allows us to obtain a new proof
for the bidegree of the discriminant as well as to establish multipicativity formulas arising
when one polynomial can be factored.

6.1 Introduction

Polynomial algebra offers a standard and powerful approach to handle several problems
in geometric modeling. In particular, the study and solution of systems of polynomial
equations has been a major topic. Discriminants provide a key tool when examining well-
constrained systems, including the case of one univariate polynomial. Their theoretical
study is a thriving and fruitful domain today, but they are also very useful in a variety of
applications.

The best studied discriminant is probably known since high school, where one studies the
discriminant of a quadratic polynomial f(z) = ax?® + bz + ¢ = 0 (a # 0). The polynomial f
has a double root if and only if its discriminant A, = b? — 4ac is equal to zero. Equivalently,
this can be defined as the condition for f(x) and its derivative f'(x) to have a common
root:

Jz : f(r)=ar®’ +br+c=f(2) =2ax+b=0 < Ay =0. (6.1)
One can similarly consider the discriminant of a univariate polynomial of any degree. If we

wish to calculate the discriminant A5(f) of a polynomial f of degree five in one variable,
we consider the condition that both f and its derivative vanish:

r) = ax® + bzt + cx® + da* + ex + g = 0,

f
f'(x) = baz* + 4bx® + 3cx® + 2dx + e = 0.

In this case, elimination theory reduces the computation of A5 to the computation ofa 9 x 9
Sylvester determinant, which equals a A5(f). If we develop this determinant, we find out
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that the number monomials in the discriminant increases rapidly with the input degree:

A5 = —2050a2g?bedc + 356abed*c?g — 80b3ed?cq + 18dc3b g

e — T46agdcb®e? + 144ab’e*c — 6ab’e3d? — 192a%be*d — 4d?ac
3e2 + 144d%a%ce® — 4d3b3e? — 4c3e3b? — 80abeddc® + 18b3e?

dc + 18d3ache? + d?>c?b?e? — 2Tb*e* — 128a%e*c? + 16acte® — 27
a’d*e? + 256a3e® + 3125ag* + 160a%gbec + 560a?gdc?e? + 1020
a’gbd?e? + 160ag?b’ed + 560ag’d*ch? + 1020ag*b*c?e — 192
blecg® + 24ab’ed?g + 24abe*ccg + 144b*e%dg — 6b3e*c?g + 14
4dc*b3g? — 630dac3bg?® — 630d3a’ceg — 72d*acbg — T2dacte

g — 4d3c*b?g — 1600ag3ch® — 2500a3g3be — 50a%g*b%e? — 3750a°
g3dc + 2000a%g3db? + 2000a®g*ce? + 825a%g2d*c® + 2250a%g3b
c? + 2250a3g%ed? — 900a?g*bd® — 900a?g*c*e — 36agb®e® — 1600
algedd + 16d3acq — 128d*b* g% + 16d*b3g — 27¢*b%¢? + 108ac®
g% + 108a’d’g + 256b° .

In fact, if we compute the resultant of f and = f’ by means of the 10 x 10 Sylvester deter-
minant, we find the more symmetric output: a g A5(f). This formula is very well known for
univariate discriminants [54], and we generalize it in Theorem 6.3.3.

One univariate polynomial is the smallest well-constrained system. We are concerned
with multivariate systems of sparse polynomials, in other words, polynomials with fixed
support, or set of nonzero terms. Sparse (or toric) elimination theory concerns the study
of resultants and discriminants associated with toric varieties. This theory has its origin in
the work of Gel'fand, Kapranov and Zelevinsky on multivariate hypergeometric functions.
Discriminants arise as singularities of such functions [53].

Gel’fand, Kapranov and Zelevinsky [54] established a general definition of sparse discrim-
inant, which gives as special case the following definition of (sparse) mixed discriminant
(see Section 6.2 for the relation with the discriminant of the associated Cayley matrix
and with the notion of mixed discriminant in [18]). In case n = 2, the mixed discrimi-
nant detects tangencies between families of curves with fixed supports. In general, the
mixed discriminant A4, a,(f1,-.., fn) of n polynomials in »n variables with fixed supports
Ay, ..., A, C Z"is the irreducible polynomial (with integer coprime coefficients, defined up
to sign) in the coefficients of the f; which vanishes whenever the system f; =--- = f, =0
has a multiple root (that is, a root which is not simple) with non-zero coordinates, in case
this discriminantal variety is a hypersurface (and equal to the constant 1 otherwise). The
zero locus of the mixed discriminant is the variety of ill-posed systems [87]. We shall work
with the polynomial defining the discriminant cycle (see Section 6.2) which is defined as

the power Afﬁfi """"""

W(Ar,. o Ay =27 ZA + -+ ZA,), (6.2)

which stands for the index of lattice ZA, +--- + ZA,, in Z". In general, this index equals 1
and so both concepts coincide.

Discriminants have many applications. Besides the classical application in the realm of
differential equations to describe singularities, discriminants occur for instance in the de-
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scription of the topology of real algebraic plane curves [56], in solving systems of poly-
nomial inequalities and zero-dimensional systems [48], in determining the number of real
roots of square systems of sparse polynomials [31], in studying the stability of numerical
solving [26], in the computation of the Voronoi diagram of curved objects [44], or in the
determination of cusp points of parallel manipulators [77].

Computing (mixed) discriminants is a (difficult) elimination problem. In principle, they can
be computed with Grobner bases, but this is very inefficient in general since these poly-
nomials have a rich combinatorial structure [54]. Ad-hoc computations via complexes
(i.e., via tailored homological algebra) are also possible, but they also turn out to be com-
plicated. The tropical approach to compute discriminants was initiated in [30] and the
tropicalization of mixed planar discriminants was described in [32]. Recently, in [38], the
authors focus on computing the discriminant of a multivariate polynomial via interpolation,
based on [37, 82]; the latter essentially offers an algorithm for predicting the discriminant’s
Newton polytope, hence its nonzero terms. This yields a new output-sensitive algorithm
which, however, remains to be juxtaposed in practice to earlier approaches.

We mainly work in the case n = 2, where the results are more transparent and the basic
ideas are already present, but all our results and methods can be generalized to any num-
ber of variables. This will be addressed in a subsequent paper [27]. Consider for instance
a system of two polynomials in two variables and assume that, the first polynomial factors
as fi = fi - f{'. Then, the discriminant also factors and we thus obtain a multiplicativity
formula for it, which we make precise in Corollary 6.4.1. This significantly simplifies the dis-
criminant’s computation and generalizes the formula in [12] for the classical homogeneous
case. This multiplicativity formula is a consequence of our main result (Theorem 6.3.3 in
dimension 2, see also Theorem 6.3.4 in any dimension) relating the mixed discriminant
and the resultant of the given polynomials and their toric Jacobian (see Section 6.3 for pre-
cise definitions and statements). As another consequence of Theorem 6.3.3, we reprove,
in Corollary 6.3.6, the bidegree formula for planar mixed discriminants in [18].

The rest of this chapter is organized as follows. The next section overviews relevant
existing work and definitions. In Section 6.3 we present our main results relating the mixed
discriminant with the sparse resultant of the two polynomials and their toric Jacobian. In
Section 6.4 we deduce the general multiplicativity formula for the mixed discriminant when
one polynomial factors.

6.2 Previous work and notation

In this section we give a general description of discriminants and some definitions and
notations that we are going to use in the following sections.

Given a set A C R", let Q = conv(A) denote the convex hull of A. We say that A is a
lattice set or configuration if it is contained in Z"™, whereas a polytope with integer vertices is
called a lattice polytope. We denote by Vol(-) the volume of a lattice polytope, normalized
with respect to the lattice Z", so that a primitive simplex has normalized volume equal to 1.
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Normalized volume is obtained by multiplying Euclidean volume by n!.

Given a non-zero Laurent polynomial
f = Z Cazaa
a

the finite subset A of Z™ of those exponents « for which ¢, # 0 is called the support of f.
The Newton polytope N (f) of f is the lattice polytope defined as the convex hull of A.

A (finite) set A is said to be full, if it consists of all the lattice points in its convex hull.
In [18], A is called dense in this case, but we prefer to reserve the word dense to refer to
the classical homogeneous case. A subset F' C A is called a face of A, denoted F' < A,
if F' is the intersection of A with a face of the polytope conv(A).

As usual Q; + @), denotes the Minkowski sum of sets ); and ), in R". The mixed volume
MV (Qy,...,Q,) of n convex polytopes Q; in R™ is the multilinear function with respect to
Minkowski sum that generalizes the notion of volume in the sense that MV (Q,...,Q) =
Vol(@), when all Q); equal a fixed convex polytope Q.

The following key result is due to Bernstein and Kouchnirenko. The mixed volume of the
Newton polytopes of n Laurent polynomials fi(x),..., f,(x) in n variables is an integer
that bounds the number of isolated common solutions of f,(z) = 0,..., f,(z) = 0 in the
algebraic torus (K*)", over an algebraically closed field K containing the coefficients. If
the coefficients of the polynomials are generic, then the common solutions are isolated
and their number equals the mixed volume. This bound generalized Bézout’s classical
bound to the sparse case: for homogeneous polynomials the mixed volume and Bézout’s
bound coincide.

Mixed volume can be defined in terms of Minkowski sum volumes as follows.

MVi(@ie @) = Y- 3 —vol(YQ)

k=1 IC{1,..n},|I|=k
This implies, for n = 2:

2MV(Q1,Q2) = Vol(Q1 + Q2) — Vol(Q1) — Vol(Q).

Definition 6.2.1. A family of finite lattice configurations A, ..., A, in Z™ is called essential
if the affine dimension of the lattice ZA, +- - - +Z A, equals k — 1, and for all proper subsets
I C {1,...,k} it holds that the affine dimension of the lattice generated by {A;,i € I} is
greater or equal than its cardinality |I|.

Definition/Theorem 1. [54, 89] Fix a family of n+1 finite lattice configurations A, ..., A,

which contains a unique essential subfamily {A;,i € I}. Given Laurent polynomials

fi, ..., far1innvariables with respective supports A, ..., A, 1, the resultantRes,  a,.(fi,.- ., fas1)
is the irreducible polynomial with coprime integer coefficients (defined up to sign) in the
coefficients of f1,..., f.+1, Which vanishes whenever f1, ..., f,.1 have a common root in

the torus (C*)™. In fact, in this case, the resultant only depends on the coefficients of f;

with i € .
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If there exist more than one essential subfamilies, then the (closure of the) variety of solv-
able systems is not a hypersurface and in this case we set:

ReSA1 ----- An+l(f1’ s 7fn+1) =L

In what follows, we consider n (finite) lattice configurations A4, ..., A, in Z™ and we denote
by Q4,...,Q, their respective convex hulls. Let f;,..., f, be Laurent polynomials with
support Ay, ..., A, respectively:

fi(z) = Z Ciax®, i=1...,n.
aEA;

In [18] the mixed discriminantal variety, is defined as closure of the locus of coefficients
¢i.o. for which the associated system f, = --- = f,, = 0 has a non-degenerate multiple root
x € (K*)". This means that x is an isolated root and the n gradient vectors

(G o)

are linearly dependent, but any n — 1 of them are linearly independent.

Definition 6.2.2. If the mixed discriminantal variety is a hypersurface, the mixed discrim-

77777

.....

Ay, ., isequaltoi(Ay,..., A,) times the mixed discriminant variety, and thus its equa-
tion equals Ay, . 4, raised to this integer (defined in (6.2)).
By [18, Theorem 2.1], when the family A, ..., A, is non defective, the mixed discriminant
Ay, .4, coincides with the A-discriminant defined in [54], where A is the Cayley matrix

1 0 ... O

o 1 ... 0

A=\ ... ... .. ..

0 0 ... 1

Al Ay .. A,
This matrix has 2n rows and m = Y, |A;| columns, so 0 = (0,...,0)and 1 = (1,...,1)
denote row vectors of appropriate lengths. We introduce n new variables y1,...,y, in
order to encode the system f; = --- = f,, = 0 in one polynomial with support in A, via the

Cayley trick: ¢(x,y) = y1f1(z) + - + ynfu(x). Note that i(A;, ... A,) = [Z*", ZA].

In what follows when we refer to resultants or discriminants we will refer to the equations
of the corresponding cycles, but we will omit the tildes in our notation. More explicitly, we
will follow the convention in the article [23] by D’Andrea and Sombra. In general, both def-
initions coincide, but this convention allows us to present cleaner formulas. For instance,
when the family A,,..., A, is essential, our notion of resultant equals the resultant in
[54, 89] raised to the index i(Ay,...,A,.1). In most examples these two lattices coin-
cide, and so our resultant cycle equals the resultant variety and the associated resultant
polynomial is irreducible.

89 A. Karasoulou



Algebraic combinatorics and resultant methods for polynomial system solving

Remark 6.2.3. Assume A; consists of a single point o and that {1} is the only essential
subfamily of a given family A, ..., A,;:. Let fi(z) = cx®. Then, for any choice of Laurent
polynomials fs, ..., f,+1 With supports A,, ..., A,.1, it holds that (cf. [23, Proposition 2.2])

ReS A, Ay (fis. oo [o) = MV A2odns), (6.3)

With this convention, the following multiplicativity formula holds:

Theorem 6.2.4. [23, 80] Let A}, A, Ay, ..., A,.1 be finite subsets of " with A, = A} + Al.
Let f,,..., f.r1 be polynomials with supports contained in Ay, ..., A, and assume that
f1 = fi1f]l where f| has support A and f' has support Al. Then

ResAl ----- An+1(f17"'7fn+1) = ResA’l 77777 An+1(f{7'~->fn+1) ’ ReSA'l' ,,,,, An+1< f""vfn-i-l)'

Cattani, Cueto, Dickenstein, Di Rocco and Sturmfels in [18] proved that the degree of
the mixed discriminant A is a piecewise linear function in the Plicker coordinates of a
mixed Grassmanian. An explicit degree formula for plane curves is also presented in [18,
Corollary 3.15]. In case A;, A, consist of all the lattice points in their convex hulls, they
are two dimensional and with the same normal fan, then the bidegree of A4, 4, satisfies
the following: bidegree of A 4, 4, in the coefficients of f; equals:

— Vol(Q1 + Q2) — area(Qy) — perimeter(Q;),

where i € {1,2}, 7 # j. where Q; = conv(4;), i = 1,2, and Q; + Q- is their Minkowski
sum. The area is normalized, so that a primitive triangle has area 1 and the perimeter of
Q; is the cardinality of Q; N Z2. We will recover the general formula for this degree and
present it in Corollary 6.3.6.

Busé and Jouanolou consider in [12] the following equivalent definition of the mixed dis-
criminant, in case where fi, ..., f, are dense homogeneous polynomials in (xy, ..., z,) of
degrees dy, ..., d, respectively, that is, their respective supports A; = d;o are all the lattice
points in the d;-th dilate of the unit simplex ¢ in R™. It is the non-zero polynomial in the
coefficients of f1, ..., f, which equals

Resdla ..... dna,&ia(fla s 7fn7 JZ)

(6.4)

Resdla ..... dna,a(fla ey fna xz) ’
forall: € {1,...,n}, where J; is the maximal minor of the Jacobian matrix associated to
fi,..., fn Obtained by deleting the i-th. We give a more symmetric and general formula in

Corollary 6.3.5 below.

The multiplicativity property of the discriminant in the case of dense homogeneous poly-
nomials was already known to Sylvester [90] and generalized by Busé and Jouanolou in
[12], where they proved that when in particular A; = d;0 = (d} +d{)o and f; is equal to the
product of two polynomials f; - f{" with respective degrees d/, d, the following factorization
holds:

Adlo' ..... dn0'<f17"'7fn) :Ad’lo ..... dna(f{w-'afn>'Ad’l’a ..... dna< {/7"'>fn)

(6.5)
: Resd’lcr,dllla ,,,,, dno(f{a {/7 ceey fn)Q'
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Itis straightforward to see in general from the definition, thatin case where A 4,
OorApr . a,(ffy--- fn) =00rResy v . a,(f1, 15, fa) = 0then,

AA’1+A’1' ..... An<f{ {/7f27"'7fn> = 0.

polytopes of the discriminants A s 4, .4, (f1, fo, -, fu) @Nd Aur a, a4, (f1s f2, .-+, fu) Plus

..........

two times the Newton polytope of the resultant Resa, a7 4,.....4, (f1, f1; fo; -+, fu). SO, @
first guess would be that the factorization into the three factors in (6.5) above holds for
general supports. We will see in Corollary 6.4.1 that indeed other factors may occur,

which we describe explicitly.

This behavior already occurs in the univariate case:

Example 6.2.5. Let A} = {0,41,...,0m,d1}, A] = {0,71,...,71,d2} be the support sets of
f1=ao+a;,x™ + -+ a;, 2™ + agx®, f = by + bj,x7" + - - + bj, a7 + bg,x™ respectively.
Then

A(fL) = A1) - A(f) - R(fL H)? - E,
where E = aj "m0 bl "0 qf T b2 with mg = min{iy, ji} and my == min{d; —
im,ds — 7 }. On the other hand, in the full case i; = j; = 1,4,, = dy — 1,5, = dy — 1, thus
E =1 because its exponents are equal to zero.

6.3 A general formula

The aim of this section is to present a formula which relates the mixed discriminant with
the resultant of the given polynomials and their toric Jacobian, whose definition we recall.

Definition 6.3.1. Let fi(z1,...,2,),..., fu(z1,...,2,) be n Laurent polynomials in n vari-
ables. The associated toric Jacobian Jf equals x; - - -z, times the determinant of the
Jacobian matrix of f, or equivalently, the determinant of the matrix:

LOh o Oh
161‘1 ”(%cn
O Ofn
10:.171 " 0x,,

Note that the Newton polytope of JJT is contained in the sum of the Newton polytopes of
fiyeos fn

As we remarked before, we will mainly deal in this chapter with the case n = 2. Also,
to avoid excessive notations and make the main results cleaner, we assume below that
Ai, Ay are two finite lattice configurations whose convex hulls satisfy

dim(@Q,) = dim(Qs) = 2.
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Let f1, f> be polynomials with respective supports A, As:

fl(x> = Z Ci,al'aa 1= 17 27

a€A;

where = = (z1,z3). We denote by X the set of primitive inner normals n € (Z?)* of the
edges of A; + A,. We call A} the face of A; where the inner product with 7 is minimized.
We call this minumum value v;. We also denote by f" the subsum of terms in f; with
exponents in this face
il (z) = Z CiatY 1=1,2
a€A]

which is n-homogeneous of degree »;. Up to multiplying f; by a monomial (that is, after
translation of A;) we can assume without loss of generality that ;' 4 0. Now, A is either a
vertex of A; (but not of both A;, A, since two vertices do not give a Minkowski sum edge),
or its convex hull is an edge of A; (with inner normal 7), which we denote by ¢!. Note that

if the face of A; + A, associated to 7 is a vertex, both polynomials f;” are monomials and
their resultant locus has codimension two.

We denote by 1;(n) (i = 1,2) the integer defined by the following difference:
wi(n) = min{(n,m),m € A; — A7} — v (6.6)

and by
() = min{u1(n), pa(n)}, (6.7)

the minimum of these two integers. Note that by our assumption that dim(Q;) = 2, we
have that u(n) > 1.

Without loss of generality, we can translate the support sets A7, A2 to the origin and con-
sider the line L" containing them. The residue (cycle) Resn 41(f{, f7) is considered as
before, with respect to the lattice L7 N Z2.

Remark 6.3.2. Asin Remark 6.2.3, if f" is a monomial, the resultant equals the coefficient
of f{ raised to the normalized length ¢(eJ) of the edge e: of A, (that is, the number of integer
points in the edge, minus 1). If n is an inner normal of edges A7 and A3, then the resultant
equals the irreducible resultant raised to the index of ZA} + Z A% in L" N Z2. In particular,
the exponent 1(n) = 1 if at least one of the configurations is full.

The following is our main result.

Theorem 6.3.3. Let f1, f» be generic Laurent polynomials with respective supports Ay, As.
Then,

Res A, ap a4, (f1: fo, Jf) = Aayay(f1, f2) - E,
where the factor E equals the finite product:

E= H Resn Az (f7, f)en.

nex
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Proof. Let X be the projective toric variety associated to A; + A,. This compact variety
consists of an open dense set Ty isomorphic to the torus (C*)? plus one toric divisor D,
for each n € . The Laurent polynomials f1, fs, JJ%F define sections L1, Ly, L; of globally
generated line bundles on X. The resultant Res 4, 4, 4,+4,(f1, fa, JfT) vanishes if and only
if Ly, Lo, L; have a common zero on X, which could be at Ty or at any of the D,,.

There is an intersection point at Tx if and only if there is a common zero of f;, f; and
J{ in the torus (C*). In this case, the discriminant A4, a,(f1, f2) would vanish. It follows
that A4, 4,(f1, f2) divides ResAl,ALAﬁAQ(fl,fg,J]%F). (the indices [Z* : ZA, + ZA,| and
[Z2 : ZA, + ZA; + Z(A; + Ay)] are equal).

If instead there is a common zero at some D,, this translates into the fact that f/, f
and ((];{)77 = J}Q (with obvious definition) have a common solution. But as [ are 7-
homogeneous, they satisfy the weighted Euler equalities:

ofn ofn
AL ) J R ) (6.8)
8$1 8$2

from which we deduce that 7}, lies in the ideal I(f/, f,) and so, the three polynomials will
vanish exactly when there is a nontrivial common zero of f’ and fJ. This implies that all
facet resultants Res 47 41 (fY, fy) divide Res 4, a, 4,44, (f1, f2, ] ).

Now, we wish to see that the resultant Res 4» 41 (fY, f;) raised to the power 1(n) occurs as
a factor. The following argument would be better written in terms of the multihomogeneous
polynomials in the Cox coordinates of X which represent L, L,, L; [19]. Fix a primitive
inner normal direction n € ¥ of A; + A,, let ¢t be a new variable and define the following
polynomials

Fi(t,z) = Z ci7at<’7’°‘>’”?$“, 1=1,2, (6.9)

aEA;
so that
E(l,l‘) :fi(x)a E(O,JZ) :fzn(x)’ 1=1,2,

and we can write
@) = FY(t,x) — t“00Gs(t,x), i=1,2, (6.10)

7

where the polynomials G; are defined by these equalities. The polynomials F, F», JL
define the sections L, Lo, L;. For each ¢, we deduce from the bilinearity of the determi-
nant, that there exists a polynomial H (¢, z) such that the toric Jacobian can be written as
JE = Jh +t""WH(t,x). But, as we remarked, J7, lies in the ideal I(f7, f}), and using the
equalities (6.10), we can write J. = H,(t,z) + t* Hy(t, z), with H, € I(F,, F). Note that
if for instance 7, # 0, then the power of x; in each monomial of F; can be obtained from
the power of ¢ and the power of z,, that is, we could use ¢t and z, as “variables” instead.
We will denote by Res™ the resultant defined over X [19]. Therefore,

ResAl,Az,A1+A2 (f1> Ja, J?) = Res§17A27A1+A2 (Fb Es, t#(U)HQ)_
Now, it follows from Theorem 6.2.4 that

Resil,Ag,Al-i-Ag (Fy, By, t) = Res 7 47 (f7, fymen
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is afactor of Res 4, 4, 4,44, (f1, f2, J] ). Indeed, no positive power of ¢ divides H, for generic
coefficients. Considering all possible n € 3 we get the desired factorization. O

Theorem 6.3.3 and the proof will be extended to the general n-variate setting in a forth-
coming paper [27]. We only state here the following general version without proof. Recall
that a lattice polytope P of dimension n in R” is said to be smooth if at each every vertex
there are n concurrent facets and their primitive inner normal directions form a basis of
Z". In particular, integer dilates of the unit simplex or the unit (hyper)cube are smooth.

Theorem 6.3.4. Let P C R"™ be a smooth lattice polytope of dimension n. Let A; =
(;P)NZ" i=1,...,n,dy,...,d, € Z=o, @nd f, ..., f, polynomials with these supports,
respectively. Then, we have the following factorization

ReSAl ----- An,A1+--‘+An(f1,‘--7fn7Jf) - AAl 77777 An(fh‘"af”) 'E7

where the factor E equals the finite product:

Note that all the exponents in £ equal 1 and all the lattice indices equal 1.

When the given lattice configurations A; are the lattice points d;o of the d;-th dilate of the
standard simplex ¢ in R™, (that is, in the homogeneous case studied in [12]), formula (6.4)
gives for any n in our notation:

Rescha ..... dno',ﬁo'(fh SR fn7 Jz) =
Aduf ----- dna(fla S fn) ’ Res(dlﬂ)ei ,,,,, (dna)ei( 161" s f??)?

where ey, . . ., e, are the canonical basis vectors (or e = —e; — - - - — ¢, if we consider the
corresponding dehomogenized polynomials, by setting =y = 1). Note that Theorem 6.3.4
gives the following more symmetric formula:

Corollary 6.3.5. With the previous notation, it holds:

It is straightforward to deduce from this expression the degree of the homogeneous mixed
discriminant, obtained independently in [6, 12, 78]. Similar formulas can be obtained, for
instance, in the multihomogeneous case.

We recall the following definition from [18]. If v is a vertex of A;, we define its mixed
multiplicity as

mmA1,A2(U) = MV(Qla Q2) - MV(C’H Qj)7 {Zvj} = {172}7 (611)
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where C; = conv(A; — {v}).

Let >’ C X be the set of inner normals of A; + A, that cut out, or define, edges ¢ in both
Q1, Q2. The factorization formula in Theorem 6.3.3 can be written as follows, and allows
us to recover the bidegree formulas for planar mixed discriminants in [18].

Corollary 6.3.6. Let A;, A, be two lattice configurations of dimension 2 in the plane, and
let f1, fo be polynomials with these respective supports. Then, the resultant of f,, f, and
their toric Jacobian, namely Res 4, a, a,+4,(f1, fo, J}F), factors as follows:

Ay, (fi, f2) - [T ™" T Resay (i f) . (6.12)

v vertex of Ay or As nex’

The bidegree (01, d>) of the mixed discriminant A 4, 4,(f1, f2) in the coefficients of f, and
fo, respectively, is then given by the following:

Vol(Q;) +2- MV(Q1,Q2) — Y (e} > mmaa,(v), (6.13)

nesy v vertex of (A;)
where i € {1,2}, i # j.
Proof. To prove equality (6.12), we need to show by Theorem 6.3.3 that the factor
E = H ReSA*l',Ag(f{]a f%?)u(n)
nex
equals the product

[T ™" [] Resayag(fl, f2y

v vertex of A; or As nex’

When n € ¥, i.e. nis a common inner normal to edges of both @;, we get the same factor
on both terms, since that our quantity 1(n) coincides with the index min{u(e;(n), A1), u(e2(n), As)},
in the notation of [18].

Assume then that 7 is only an inner normal to ;. So, A7 is a vertex v, f{ = cz’ is a
monomial (with coefficient ¢) and ./ is a polynomial whose support equals the edge e of
A, orthogonal to 7. In this case, Res 4 41 (f1, f3) = ") by Remark 6.2.3.

For such a vertex v, denote by £(v) the set of those 1’ ¢ ¥’ for which v + ¢ is an edge
of @1 + Q2. Note that it follows from the proof of [18, Prop.3.13] (cf in particular Figure 1
there), that there exist non negative integers /(1) such that

Indeed, u(n') = 1/ (1').

To compute the bidegree, we use the multilinearity of the mixed volume with respect to
Minkowski sum. Observe that the toric Jacobian has bidegree (1, 1) in the coefficients

95 A. Karasoulou



Algebraic combinatorics and resultant methods for polynomial system solving

of f1, f2, from which we get that the bidegree of the resultant Res, 4,.4,+4,(f1, f2, J}) is
equal to
(2MV (A1, Ag) +Vol(Q2), 2MV (A, Ay) + Vol(Q1)). (6.14)

Substracting the degree of the other factors and taking into account that the bidegree
of the resultant Res 4» 41 (f7, fy) equals ({(e3), ((e])), we deduce the formula (6.13), as
desired. 0

6.4 The multiplicativity of the mixed discriminant

This section studies the factorization of the discriminant when one of the polynomials
factors. We make the hypothesis that fi, /', f» have fixed support sets, and A}, A/, A, C
Z2. So f; = f{ - f{ has support in the Minkowski sum A, := A} + A”; in fact, its support is
generically equal to A;. We will denote by 1/(n) (resp. 1”(n)) the integer defined in (6.7),
with A, replaced by A’ (resp. AY).

Corollary 6.4.1. Assume A\, A and A, are full planar configurations of dimension 2. Let
f1, 1, fo be generic polynom/als with these supports and let f, = f{ - f{'. Then,

Ay (i f2) = Dyr g (1 f2) - D yr 4, (F15 o) -Res oy (1 f15 f2) - B,

where E equals the following product:

HReS(A'I)n,Ag((f{)n,f;)“,(n)w(n)'ReS(Ag)n,Ag((fl) s f) mwt), (6.15)

ney
Proof. By Theorem 6.3.3, we get that

Ray a5,41 44, (f1, fo, TF)
H RA’7 A”(fl ) f2 )u(n) 7

nex

AA17A2(f1;f2> = (6.16)

and similarly for A 4, 4,(f1, f2) and Ayr 4,(f7', f2). Let us write the numerator of (6.16) as
follows:

T
RA’ +A7, A2, AL+ AT +A2 (f{ {/, f2, Jf{f{’,fg)a
where JTf,, = f1J}% frp T f”JT . Let us apply Theorem 6.2.4 to re-write it as follows:
R / JT R " JT _
A’l,Ag,A’1+A’1’+A2(f17 f27 f{f{’7f2) A’l’,Ag,A’1+A’1’+A2(f1 ) f27 f{f{/,fQ) -

T T
= Ry sy ay+as(F1s for 11 Tpr ) By ao aiayas (f1s oo f1d 3 1,

because the resultant of {hy, hy + ghy,...} equals the resultant of {hy, hs, ...}, for any
choice of polynomials &y, hs, g (with suitable supports). We employ again Theorem 6.2.4
to finalize the numerator as follows:

Ry g 0, (F1s o Tfy 1) - Rayagayns (1 fo, T g,) - R ALAT RO
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For the denominator of (6.16), we use again Theorem 6.2.4 to write:

[T Ragrag (17 507 TT R sy (77 1) =

nex’ nex!
LI Bayriazm ag (£ £ - E,
nex

because the products

IT Bapan(A" g0 = T Ragnag(F" )"0 =1,

nET\Y! nEX\Z

since f{", fJ (resp. f'", f;}) are both monomials. To conclude the proof, simply assemble
the above equations. ]

As a consequence, we have deg,, 4, A(fi, f2) =
= degy; 4, A(f1, f2) + degu 4, A( 15 f2) +2- degu; v a, R(f1, f1, f2) — deg(E).

When all the configurations are full and with the same normal fan, all the exponents () =
w'(n) = u"(n) = 1. Therefore, £ = 1 and no extra factor occurs.

We define i (n), 1] (n) as in (6.6). Indeed, we now fix  and will simply write i, i, p11, p1o-
It happens that only one of the factors associated to n can occur in E with non zero coef-
ficient. More explicitly, we have the following corollary, whose proof is straightforward.

Corollary 6.4.2. With the notations of Corollary 6.4.1, for any n € X it holds that:

!

o If uy = pf, then ' = 1" = pu and there is no factor in E “coming from n”.
 If y}y # 1, assume wiog that 11, = 1y < ). There are three subcases:

— If uy < uq, again there is no factor in E “coming from n”.

— If = py < py < py, then the resultant Res a0 41((f1)", f) does not occur,
but Res 4yn 41((f1)", f5) has nonzero exponent (this resultant could just be the
coefficient of a vertex raised to the mixed multiplicity).

= Ifuy = pf < plf < po, the situation is just the opposite than in the previous case.

6.5 Conclusion and future work

The intent of this book chapter was to present our main results relating the mixed discrim-
inant with the sparse resultant of two bivariate Laurent polynomials with fixed support and
their toric Jacobian. On our way, we deduced a general multiplicativity formula for the
mixed discriminant when one polynomial factors as f = f’- f”. This formula occurred as
a consequence of our main result, Theorem 6.3.3, and generalized known formulas in the
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homogeneous case to the sparse setting. Furthermore, we obtained a new proof of the
bidegree formula for planar mixed discriminants, which appeared in [18].

The generalization of our formulas to any number of variables will allow us to extend our
applications and to develop effective computational techniques for sparse discriminants
based on well tuned software for the computation of resultants.
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7. ON THE SPACE OF MINKOWSKI SUMMANDS OF A CONVEX
POLYTOPE

We present an algorithm for computing all Minkowski Decompositions (MinkDecomp) of
a given convex, integral d-dimensional polytope, using the cone of combinatorially equiv-
alent polytopes. An implementation is given in sage.

7.1 Introduction

Let A € Z™*? be a matrix whose row vectors a; € Z? positively span R?. For b € R™ the
set

P,={r €R?| Az < b}

is a polytope. The set of all non-empty polytopes P, arising this way can be parameterized
by their right-hand side vectors b. Let us denote the set of such right hand side vectors b

by

U(A)={beR™| B, #0}. (7.1)
In this work, we present an algorithm solving the following problem:

Problem 5. Minkowski Summands. Given A ¢ Z™*¢ and b € R™, such that Az < bis
the H-representation of a convex integral polytope P,, compute all integral MinkDecomp
of B,.

In this work, we particularly focus on the integral decomposition of polytopes. The integral
decomposition of polytopes has applications in various areas of mathematics such as
integer and mixed integer programming [62], polynomial factorization [52] or implicitization
[42]. Since it may happen that an integral polytope has a rational but not an integral
decomposition, such a distinction does make sense. Although, qualitatively, a dilation
resolves this problem, in many applications, e.g., factorization of polynomials, such a step
is not allowed.

Previous work on MinkDecomp algorithms mainly focuses in low dimension [43, 42, 52].
The problem of computing a Minkowski summand in general dimension is reduced to the
feasibility of a linear program [66], thus deciding if a polytope is decomposable in order to
test polynomial irreducibility. In [35, 62] is explored the cone of combinatorially equivalent
polytopes and its computational aspects. Some classical work on polytope decomposition
is presented in [74].
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7.2 Computing the Space of Minkowski Summands

A system of inequalities Ax < b is feasible if it has a solution. Feasibility is characterized
by Farkas’ lemma.

Lemma 7.2.1 (Farkas 1894). The system of inequalities Ax < b is feasible if and only if
y'b >0 foreachy > 0 with ATy = 0.

The dual, U*(A) = {y e R™ : y"b > 0 Vb € U(A)}, in view of Lemma 7.2.1 becomes
U(A)={y e R": ATy =0and y > 0}. (7.2)

Itis immediate from Equation (7.2) that U*(A) is the intersection of ker( A ") with the positive
orthant R of R™. Therefore, U*(A) is a cone and its primal set U(A) is a cone as well
and both contain the origin.

Throughout we will use the following example.

Example Consider the matrix A € Z'°%3 and the vector b € Z!°

(7.3)

I
(.
cCorRrrRrOoOOR OO~
|

H R OO OO Oo R+~ O
—
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| I |
N
— O = ONOWWKR K

—H O RO RF OO

defining the polytope in Figure 7.1.

Z
z

z
R . T y L
X y x/ X -y

Figure 7.1: The polytope defined by System (7.3) and its 2 Minkowski summands.

bs +bg =0 by +bs+bg =0 by +2bs+big=0
The inequalities defining the cone U(A) are: by +b7 > 0 by +bs+big=0 by+bs+by>0
by+bs+bg>0 by+bs+b; >0 by+2b5+0bg=>0

Switching from the H-representation to its V-representation, the cone U (A) is generated
by 9 rays and 3 lines in Z!°.
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The normal cone of a face F of a polytope P in R? is the set
N(F;P)={veR|v'ax=h(Pwv)forallz € F}.
The dimension of the normal cone of a k-dimensional face is (d— k). The normal fan N (P)

of P, which is the collection of the normal cones of all faces of P, is a complete fan in R<.

The support function of a polytope P in R, h(P, ; ), is defined over all u € R? as h(P,u) =
max{u'z : z € P}. In geometric terms, the evaluation of the support function at v € R?
implies that the hyperplane H, : v = h(P,u) contains P in one of its closed halfspaces
and H, N P # (). We call every such H, an active or supporting hyperplane of P.

Definition 7.2.2. Two polytopes P, Q in R? are strongly combinatorially equivalent if, for
all v € R?

dim{y € P|v'y = h(P,v)} =

=dim{y € Q| v'y = h(Q,v)}.

If polytopes P, ) have the same defining hyperplanes, as in our setup, their normal fans are
related by inclusion, i.e., one fan is a subfan of the other. If, in addition, P, ) are strongly
combinatorially equivalent, Definition 7.2.2 implies N'(P) = N (Q). We can therefore say
that two polytopes are strongly combinatorially equivalent if and only if they have the same
normal fan.

Let us give some definitions related to MinkDecomp. Polytopes P;, P, in R? are homothetic
if P, = pP, + v for some v € R¢ and p > 0.

Definition 7.2.3. A polytope P in R is called (homothetically) decomposable if two poly-
topes P, and P, exist with P = P, + P,, where P, in not homothetic to P for i € {1,2}.
Otherwise P is (homothetically) indecomposable.

A polytope P, is a summand of a polytope P (denoted as P, < P) if there exists a scalar
p > 0 and a polytope P, such that P = pP, + P5.

In view of the definition above, trivial polytopes, i.e., points, are indecomposable.

For b € U(A), we define the support vector n, of the polytope P, as

My = (h(Pb, al), h(Pb, CLQ), ey h(Pb, ad)) .

We note that n, € Z™ is the componentwise-least right hand side for which P, = P,,. Let
us now define the set

U(A), :={n, | veU(A) suchthat P, < P,}. (7.4)

In [62, 74, 75], the authors show that U (A), is a rational polyhedral subcone of U (A)
whose structure and extreme rays convey important information on decomposability.
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Theorem 7.2.4. [74],[75] The set U(A), := {n, : v € U(A) such that P, < P,} is a rational
polyhedral subcone of U(A) whose extreme rays correspond to indecomposable poly-
topes and its interior consists of all ¥’ for which P, is strongly combinatorially equivalent
to P,.

Since U(A), is a subcone of the homogeneous (i.e., defined by linear halfspaces) cone
U(A), we wish to express U(A), as a set of linear inequalities of type a"v > 0 where
a,v € R™. These inequalities should be imposed from the feasibility of Az < v but,
more importantly, they should incorporate the fact that strong combinatorial equivalence
is preserved over all faces as well.

Since each face F' of P, can be viewed as a polytope, we can express it as a set {x €
R?: A,z < b.} where A, € Z*4, b, € Z* and A € N. In this context, we can define
U(Ay) and find its subcone U(A),, containing all those y € Z* for which the polytope
{x € R?: A, x < y} is combinatorially equivalent to . However, without reference to the
original polytope P,, the computation of U(A),, does not keep track of the restrictions
imposed on the elements of U(A),. This indicates that F' should be expressed using
equalities and inequalities from the original system Ax < b.

Example (Cont’d) We will apply the procedure described above on a face of our exam-
ple. Let us pick the facet F' defined by [1,0,1]" [z, y, z] = b;. Then the system Apz < b for
the facet ' is

0 1 1 bo
1 0 1 by
1 0 0 by
0 1 0 bs
0 0 -1 T by
0 0 1 y | < | bs (7.5)
0 -1 0 z be
0 -1 1 by
-1 0 0 bs
-1 0 1 bo
| -1 0 -1 | —b ]
For the polyhedron defined by System (7.5), we obtain the following H-representation of
U (AF):
o 0 1 0o 0 0 0 0 1 0 O 0 ~
00100 00O0O0O0O0 1 52[0 , and by mapping the b;’s back to the correspond-
0 1 0 0 1 0 0O O 1 0 O 0

ing b;’s of the input system (note that b = (by, ..., by, —b;)) we obtain the following two
constraints: by + bg > 0 and b; + by + bg > 0.

The idea in Algorithm 4 is to repeat the above procedure for every face of the input poly-
tope so that none of them “loses support”. Note that visiting each face of P, is essential.
If, for example, in the polytope of Figure 7.1 the algorithm does not visit the top facet,
then some ¥’ in the interior of U (A), corresponds to the square pyramid. This happens
because no restriction prevents the four top vertices to behave as one. This, however,
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is not acceptable since the square pyramid is not strongly combinatorially equivalent to
P,. Also, starting with U (A) is necessary, since it determines the orientation of the outer
normals of B,. If in our example we started the algorithm with U (A) = 0, then we would
get the reverse square pyramid as a summand of the polytope, which is not true.

Using the knowledge of the structure of the cone of combinatorially equivalent polytopes,
we can compute all indecomposable Minkowski summands of a given polytope. It is how-
ever essential, once we have computed the rays of U (A),, to read out those which produce
non-trivial indecomposable polytopes. This is the content of Proposition 7.2.5.

We say that Ax < b, A € Z™*? is an irredundant description of P, = {z : Az < b}, if
the removal of any of the inequalities of the linear system, results in a different polytope
(or polyhedron). Notice that this is stronger than requiring b to be the support vector 7, of
P,. The irredundant description of a full dimensional polytope P, is unique and each of its
inequalities supports P, along a facet. Thus, if Ax < b is an irredundant description of a
d-polytope with m facets then A ¢ Z™*<.

Below we show that, if the input is an irredundant description of P, then it is only the rays
of U(A), that account for the (in)decomposability of F,.

Proposition 7.2.5. Assume P, = {x : Az < b}, A € R™*? js a d-polytope with m facets.
Then, the generating rays b, ...,b. of U (A), correspond to nontrivial indecomposable
polytopes, while the generating lines +c,, ... ,+cq of U (A), correspond to points.

Combining Proposition 7.2.5 and Theorem 7.2.4, we deduce that each MinkDecomp of P,
into non-trivial indecomposable polytopes is a sum:

Po=MNbBy 4+ NP, +T (7.6)
where \y,.... A\, =2 0and T = iy P., + -+ + paley, 11, - .., ta € R, is a translation.
Lemma 7.2.6. For each polytope P. = {x € R? : Az < ¢}, A € R™4, 0 # ¢ € R?, such

that Az < cis feasible,

1. if Ax < —c is feasible then P, is a point

2. if Ax < —c is not feasible then P, is a non-trivial polytope or P, is a point whose
description Ax < ¢ contains a non-active inequality (¢ # n.).

Proof. Since Az < c is a polytope, feasibility of Az < —c implies the existence of a point
beyond all faces of P.. This cannot happen unless P. is a point. Arguing as above, we see
that point 2 is true when P. is nontrivial. If, however, P. is a point, the feasibility of both
Ax < +c fails only if the description Az < ¢ contains a hyperplane that does not support
P.. O

Proof of Proposition 7.2.5. If a polytope P,, corresponds to an extreme ray of U(A),, then

Az < b; is feasible whereas Az < —b; is not. Since, by definition, the cone U(A), con-
tains polytopes all whose inequalities are active, Lemma 7.2.6.2 rules out the case where
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dim(F,,) = 0. Thus, P,, is a non-trivial indecomposable summand of B,. If, on the other
hand, a polytope P., corresponds to an extreme line of U(A),, then both Az < ¢; and
Az < —c¢; are feasible. In this case, Lemma 7.2.6.1 implies that P., is a point. ]

If we only want to decide whether P, is indecomposable, Proposition 7.2.5 is simplified as
follows.

Corollary 7.2.7. Let P, = {x : Az < b}, A € Z™*? be a d-polytope with m facets. Then,
P, is indecomposable if and only if cone U(A), has a single generating ray.

Example (Cont’d) We consider the intersection I = U(A) n; F; of all cones correspong-
ing to faces F; of the polytope. We compute the V-representation of U(A), and get its
rays; I is a 7-dimensional cone, with rays:

b; Ax <b; vertex set:
+(1,1,0,0,—1,1,0,1,0,1) O-dim {(0,0,%+1)}
+(1,1,0,0,—1,1,0,1,0,1) 0-dim {(%1,0,0)}

)
) ( )
+(1,0,0,1,0,0,—1,—1,0,0) 0-dim {(0,+1,0)}
(0,0,0,0,0,0,1,1,0,0) 1-dim  {(0,0,0), (0, —1,0)}
(0,0,0,0,0,0,0,0,1,1) 1-dim  {(0,0,0), (—1,0,0)}
(1,1,0,0,0,1,0,1,0,1) 1-dim  {(0,0,0), (0,0, 1)}
(0,0,0,0,0,1,2,2,2,2) 2-dim  {(0,0,0), (—2,0,0),

(07 _27 0)7 (_27 _27 0)7 }
(-1,-1,1)}

The rays +b,, +b,, +b3 correspond to points. The next three rays correspond to line seg-
ments and the last ray corresponds to a square pyramid, which are exactly the Minkowski
summands of the polytope defined by System (7.3).

In order to find integer indecomposable summands, the rays of U (A), may not suffice
since they only convey information about the combinatorial type of a polytope.

To resolve this issue, we find an appropriate integer polytope corresponding to each P, in
Equation (7.6). More precisely, we find an integer polytope F;,, combinatorially equivalent
to P, such that for all 0 < A < 1 and all v € R? the polytope APy + v is not integer.

The first step is to dilate/shrink P,. enough, so that we get the “smallest possible” integer
polytope corresponding to b;. This can be achieved in the following way: First ensure that
one of the vertices of P, is the origin, by translating the polytope if needed. Now consider

the vertices v; = (‘;j—ji, o Zﬂ—_’j) € Q% 1< j < s, of P, where each ZJ—: is in reduced form.
J J
Then, define:
ged(vy, ..., vs) :==gcd{a;, : 1 < j <s,1 <k <d},
lem(vy, ... vs) :==lem{bj, : 1 < j < 5,1 <k < d}

Itis not hard to see that P}, := {z : Az < X'b;} where X' = X(R,,)) := % is an integer

polytope with the additional property that for any 0 < A < 1 the polytope AP is not.
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The second and final step is to find a generating set of integer translations. Rather than
repeating the above procedure for the trivial polytopes F., in Equation (7.6), we show that
the columns ¢, . .., ¢; of A form a set of integer translation generators in U (A),.

Lemma 7.2.8. Let P, = {z : Az < b}, A € Z™*4 be a d-polytope with m facets. For
each 1 < i < d set¢; := Ae; where e, ..., eq is the standard basis of R¢. The polytope
{z : Az < &} is the unique point e;.

Proof. Since the rows of A positively span R?, the system Az < 0 has a unique solution.

Thus, the same holds for Az < Ae;, with unique solution e;. O
We therefore use the vectors ¢,,...,¢4 € U(A), as generators of the integer translations
in R9.

Summarizing, we have the following algorithm:

Algorithm 4: MinkowskiSummands(A, b)

H < {z € R|ax < b}

R <+ rays of ker (AT) NR7

U(A)« {z eR™|r'z >0forr € R}

U (A),«U (4)

for k< 0...dim(P) — 1do

for F' face with dim(F') = k do

I« {iy,... i} C[m]suchthat I C H,,
a;

Ap+ | —a; | forieTandje[m]\I
a;

R < rays of ker (A[) N R}

U(Ap) + {BeRm” | 7Tb > 0forre R}

Substitute using {b1, b, ..., bare} = {biys —birs -y biyy —bipsbigeys s biy
Compute H-rep of U(Ax) wrt (by,...,bn)
L U(A)y «— U(A)y NU(Ap)
R < rays of U(A),
Summands=()
for r; in R do
Ensure the origin is a vertex of P,
Compute the vertices (%, ) of P
lcm(vy,..., Vs)
A gcd(vi ..... vs)
Summands <« N'r;
return Summands
The above algorithm returns a finite set b,,...,b, € R™ which, together with ¢,.. ., ¢,

produces all MinkDecomp of the input polytope F,. Thus, each way to write b = > . \;b; +
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>_; 1;¢; yields a decomposition of P, as in Equation (7.6). If we want to find integral de-
compositions of B, then the choices for the above \;, ;1; should be integers. This allows
only a finite number of decompositions.
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8. APPROXIMATING MULTIDIMENSIONAL SUBSET SUM AND THE
MINKOWSKI DECOMPOSITION OF POLYGONS

We consider the approximation of two NP-hard problems: Minkowski Decomposition (MinkDe-
comp) of lattice polygons in the plane and the closely related problem of Multidimensional
Subset Sum (kD-SS) in arbitrary dimension. In £D-SS, a multiset S of k-dimensional vec-
tors is given, along with a target vector ¢, and one must decide whether there exists a
subset of S that sums up to ¢. We prove, through a gap-preserving reduction from Set
Cover that, for general dimension &, the corresponding optimization problem kD-SS-opt
is not in APX, although the classic 1D-SS-opt has a PTAS. Our approach relates k£ D-SS
with the well studied Closest Vector Problem. On the positive side, we present a O(n?/¢?)
approximation algorithm for 2D-SS-opt, where n is the cardinality of the multiset and ¢ > 0
bounds the additive error in terms of some property of the input. We state two variations
of this algorithm, which are more suitable for implementation. Employing a reduction of
the optimization version of MinkDecomp to 2D-SS-opt we approximate the former: For an
input polygon Q and parameter ¢ > 0, we compute summand polygons A and B, where
)’ = A+ B is such that some geometric function differs on @ and Q' by O(e D), where D
is the diameter of ), or the Hausdorff distance between ) and @’ is also in O(e D). We
conclude with experimental results based on our implementations.

8.1 Introduction

This paper considers the fundamental combinatorial problem of Subset Sum, in the context
of two and higher dimensions. We relate this problem to the decomposition of convex
polygons and polytopes to Minkowski summands. This is motivated by a key concept in
the study of multivariate polynomial systems, namely the Newton polytope of a polynomial.

Every polynomial is related to its Newton polytope, and a theorem by Ostrowski [79] states
that, if the Newton polytope of a polynomial does not have a Minkowski decomposition,
then the polynomial is irreducible. Based on that, Gao [51] devised an irreducibility test for
a polynomial, by checking whether its Newton polytope is decomposable. In this paper, we
consider the problem of decomposition of integral polygons in the plane, by reducing this
problem to a two-dimensional version of the Subset Sum. An approximate solution to the
latter also provides a solution to the first. The Subset Sum problem is well studied from a
theoretical perspective, but also for applications, e.g. in cryptosystems. The approximation
approach on Subset Sum is mostly interested in the theoretical aspects of the problem or
at least we are unaware of any practical use. The 2D-Subset Sum (generally, kD-Subset
Sum) problem is defined below, and our motivation comes mainly from (approximate)
factoring and irreducibility testing.

Let us start with some definitions. A polygon @ is called an (integral) /attice polygon, when
all its vertices are points with integer coordinates.

Definition 8.1.1. The Minkowski sum of two sets of vectors A and B in Euclidean space
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is defined by adding each vector in A to each vector in B, namely: A+ B = {a+b|a €
A b e B}.

Problem 6. Minkowski Decomposition (MinkDecomp). Given a lattice convex polygon
Q, decide if it is decomposable, that is, if there are nontrivial lattice polygons A and B
such that A + B = @, where + denotes Minkowski addition. Polygons A and B are called
summands.

Problem 6 is proven NP-complete by Gao and Lauder [52] and can be reduced to a two
dimensional Subset Sum problem as defined in Problem 8. For the reduction see Sec-
tion 8.4. The approximation version of MinkDecomp can be defined as follows.

Problem 7. MinkDecomp-..-approx.

Input: A lattice polygon @), a parameter 0 < ¢ < 1 and a function p.

Output: Lattice polygons A, B such that0 < u(A+B)—pu(Q) < e-¢(D), where p expresses
a geometric property of a polygon, D is the diameter of ), and ¢ a polynomial. We call
such an output an ¢ - ¢(D)-solution.

Function p(-) is specialized as follows: Euclidean volume vol(-), polygon perimeter per(-),
number of interior lattice points i(-) or, by abuse of notation, we may consider the Hausdorff
distance dy between @ and A + B denoted by dy(Q, A + B) instead of u(A + B) — u(Q).
The problem is straightforward for ¢ > 1/2 by using an enclosing rectangle.

Problem 8. kD-Subset Sum (kD-SS).

Input: A multiset of vectors S = {v; | 1 < i < n} C ZF, for k > 1, and a target vector
t € ZF.

Output: YES, if there exists a subset 5" C S such that Zwes, v; = t, and NO otherwise.

We use a multiset to allow for multiple occurrence of the same vector. This is a gener-
alization of the classic 1D-SS problem, and as such, it is also NP-complete. Here is the
approximation version:

Problem 9. £ D-SS-opt.

Input: A multiset S = {v; | 1 <i < n} C Z*, fork > 1, and a target t € Z*.

Output: Subset S’ C S whose corresponding vector sum ¢t = > v;, v; € S’, minimizes
dist(t,t').

We consider the Euclidean distance [, throughout the paper, except where noted other-
wise. Our algorithms could be generalized to any distance norm [,,, 1 < p < oo, due to the
equivalence of any two norms on a finite-dimensional vector space. For more details see
[17, Thm 8.22].

Definition 8.1.2. A PTAS (Polynomial Time Approximation Scheme) is an algorithm, which
receives as input an instance of an optimization problem and a parameter ¢ > 0 and, in
polynomial time in input size n (but with arbitrary dependence on ¢), produces a solution
which is within a factor 1+ ¢ of being optimal for minimization problems or within 1 — ¢ of the
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optimal for maximization problems. A PTAS can be specialized in two ways. An EPTAS
(Efficient PTAS) has time complexity polynomial in n but independent of ¢, and an FPTAS
(Fully PTAS) has time complexity polynomial in both n» and e.

APX is the set of NP optimization problems that allow polynomial-time approximation algo-
rithms with approximation ratio bounded by a constant. This class contains every problem
with a PTAS.

1D-SS is not strongly NP-complete and can be solved exactly in pseudopolynomial time:
given a multiset S of n positive integers and a target integer ¢ > 0, this problem asks
whether there exists a subset S’ of S summing up to exactly ¢. This is solved in O(nt) by
standard methods, see [21]; in fact these methods shall inspire our algorithms below. The
current record bound has been recently improved to O(\/ﬁt) [67], where the soft big-Oh
notation O shows that we have ignored polylogarithmic factors. In [11], they present a
simple randomized algorithm running in O(n + t), which is likely to be near-optimal. This
yields improvements upon the best known polynomial-space algorithms from time O(n3t)
and space O(n?) to time O(nt) and space O(nlogt), assuming the Extended Riemann
Hypothesis. Unconditionally, they obtain time O(nt'**) and space O(nt*) for any constant
p > 0 All of these results concern randomized algorithms.

Let P, be the set of all possible vector sums that can be produced by summing up i vectors
among the vectors of S. Then, P, C Z* is the set of all possible vector sums. Generalizing
the idea of 1D-SS, kD-SS is solved in O(n|M,|*), where M, = max P, is the farthest
reachable point as a sum of input vectors. Moreover, 1 D-SS-opt has an FPTAS, see [63].
A related problem is the Multidimensional Knapsack. Firstly, it was proved in [72], that this
problem does not have an FPTAS. Later, in [70], it was shown that it does not have an
EPTAS, while Knapsack has an FPTAS, see [95, 96]. The optimization version of 1D-SS
is a special case of Knapsack and both are defined as maximization problems. In two or
higher dimensions, it makes more sense to define k£ D-SS as a minimization problem, since
a vector sum with maximum length may be far from the target vector. In fact, in dimension
two or higher, the problem is not related to Multidimensional Knapsack but rather to CVP.

In the Closest Vector Problem (CVP), we are given a set of basis vectors B = {by,...,b,},
where b; € Z*, and a target vector ¢ € Z*, and we have to compute the closest vector to ¢
in the lattice £(B) generated by B, where

L(B) = {Z asb; | a; € 7}

CVP is known to be in APX, and it is known that it cannot be approximated within a factor
of 209" with ¢ = (log(logn))¢, for ¢ < 1/2 [3, 34].

MinkDecomp has received a fair share of attention. One application is in the factorization
of bivariate polynomials through their Newton polygons: Consider a bivariate polynomial
f € Klx,y]. To each monomial z'y/ appearing in f with a nonzero coefficient, we asso-
ciate point (7, j) in the Euclidean plane. The Newton polygon of f is the convex hull of all
these points. As noticed by Ostrowski in 1921, if a polynomial factors, then its Newton
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polygon has a Minkowski decomposition. An algorithm for polynomial irreducibility testing
using MinkDecomp is presented in [66], motivated by previous similar work in [51]. They
present a criterion for MinkDecomp that reduces the decision problem to a linear program-
ming question. In [36] they compute all possible Minkowski summands and not those in
a particular Minkowski decomposition. The integer decomposition of polytopes has appli-
cations in various areas of mathematics such as integer and mixed integer programming
[61].

Extending some results of [43, sec.4,5], we propose a polynomial-time algorithm that
solves MinkDecomp approximately using a solver for 2D-SS-opt. A preliminary version of
most of these results can be found in [40] and in [41].

8.2 £kD-SS-optis notin APX

This section establishes that £ D-SS-opt is not in APX, for general dimension k. For this,
we shall adapt the approach used to prove that CVP is not in APX, see [3].

Proposition 8.2.1. [5, Lem.4.1] For every ¢ > 1 there is a polynomial time reduction that,
given an instance ¢ of SAT, produces an instance of Set Cover {U, (S, ...,Sn)} where U
is the input set of integers and S,, . . ., S,, are subsets of U, and integer K with the following
property: If ¢ is satisfiable, there is an exact cover of size K, otherwise all set covers have
size more than cK.

Given a CNF formula ¢ we invoke Proposition 8.2.1 and get an instance of the Set Cover
problem. This is a gap introducing reduction; because if ¢ is satisfiable then the instance
of Set Cover has a solution of size exactly K and if ¢ is not satisfiable every solution has
size at least cK for a constant c. From this instance of Set Cover we create an instance
for k D-SS-opt that preserves the gap. Now, if ¢ is satisfiable, the closest vector to a given
target ¢ has distance exactly K. If ¢ is not satisfiable, the closest vector in target ¢ has
distance at least cK.

We reduce kD-SS-opt to Set Cover for norm [, but this can easily be generalized to any
l,, where p is a positive integer. We say that a cover is exact if the sets in the cover are
pairwise disjoint.

Theorem 8.2.2. Given an instance U, (54, ...,S,), K of the Set Cover problem where U
is the set of elements, S; C U and K € Z, we create an instance {vy,...,v,;t} of kD-
SS-opt. If the instance of the Set Cover has an exact cover of size K, then the minimum
distance of a possible vector sum from t is smaller than K, otherwise it is larger than cK.

Proof. Let v; € Z"™, where |U| = n. We will create such a vector v; for every set S,,
1 <i<m. Let L = cK. Then the first n coordinates of each vector v; have their j-th
coordinate (j < n) equal to L if the corresponding j-th element belongs to set S;, or 0
otherwise. The remaining m coordinates have 1 in the (n + i)-th coordinate and zeros
everywhere else:

v;=(L-xs,,0,...,1,...0) = (L xs,,€i),
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where xg, is the characteristic function of the set S;. The target vector ¢ has in the first n
coordinates L and the last m coordinates are zeros, t = (L, ..., L,0,....,0).

Now, let the instance of Set-Cover have an exact cover of size K. We will prove that the
minimum distance of every v € P, from target ¢ is less than K. Without loss of generality,
let the solution be {S,...,Sk}. Foreach S;, 1 < i < K, sum the corresponding vectors
v; and let this sum be ¢ € Z"t™:

¢=> v=(L...,L1...,10,...,0).
—— —— ——

=1 n K m—K

The first n coordinates must sumupto (L, L ..., L), because if one of the coordinates was
0, the solution would not be a cover and if one of them was greater than L, then some
element is covered more than once and the solution would not be exact. Note that each
of the first n coordinates is either O or greater than L. The key point is that in the last m
coordinates we will have exactly K units and everything else 0. The distance of this vector
¢ fromtis
| —t+ ¢l =(0,...,0,1,...,10,...,0)|, = K
n K m—K
Thus, there is a point in P, that its distance from ¢ is at most K.

Let us consider the other direction, where the Set Cover instance has a solution set which
contains a vector whose distance from ¢ is larger than ¢k = L. We will show that the
closest vector to ¢t has distance at least L from ¢. This solution must have at least cK = L
sets. As before, | — ¢ + (|| > L (this time the cover need not be exact).

Towards a contradiction, suppose there exists a vector ¢ such that || — ¢ + £[|; < L. If the
corresponding sets do not form a cover of S, then one of the first n coordinates of ¢ is 0
and this alone is enough for || — ¢ +£||; > L. If the sets form a cover that is not exact, then
in at least one of the first n coordinates of ¢ will be greater than L (for the element that
is covered more than once) and will force || — ¢t + £||; to be greater than L. Finally, if the
sets form an exact cover, the first n coordinates of || — ¢ + £||; will be 0. For the distance
to be less than L, in the last m coordinates there must be less than L units implying that
the sets in the cover are less than L contradicting our hypothesis.

In all cases, there cannot exist a vector whose distance from ¢ is less than cK. O
Theorem 8.2.3. k£ D-SS-opt is not in APX unless P=NP.

Proof. Let ¢ be a given formula as an instance of SAT. Use Proposition 8.2.1 to get an
instance of Set Cover and then the reduction from Theorem 8.2.2 to get an instance of
kD-SS-opt. Suppose there exists an algorithm A for k D-SS-opt that is in APX. A returns a
vector ¢’ such that ||t —#'||; < (1+€)OPT, where OPT = ||t—t*||; and t* is the closest vector
in P,. From Theorem 8.2.2, if ¢ is satisfiable then OPT < K, and if ¢ is not satisfiable,
then OPT > cK.

We must run algorithm A4 with a suitable parameter ¢ so we can distinguish if the optimum
solution t* is within distance K or not. When ¢ is satisfiable we would want (1 + ¢)K <
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cK = e<c—1. Setd < c¢—1, call Awith parameter ¢ = ¢ and let ¢’ be the returned
vector. In the case where ¢ is satisfiable and OPT < K we have

It —t']1 < (14+€)OPT < cK

Of course if ¢ is not satisfiable for any ¢ we have that ||t —t'||; > ¢K. Thus, ||t —#'||; < ¢cK
if and only if ¢ is satisfiable. Since ¢ is a constant and A is in APX, we can decide SAT in
polynomial time. O

Although there can be no algorithm that returns a constant factor approximation with multi-
plicative error for general dimension k, we will present algorithms that approximate the so-
lution with additive error, in the plane. Specifically, the returned vector ¢’ is an (OPT'+¢eM,,)
solution, where M,, = max P, is the largest possible vector sum.

8.3 Approximation algorithms for 2)-SS-opt

This section presents and analyzes three algorithms for 2D-SS-opt with additive error.
The first is meant to introduce our algorithmic tools. The next two are implemented since
they are more efficient in practice. The last one, the hybrid algorithm, combines ideas
from the first two, namely annulus-slice and the grid-based algorithm. Whenever we refer
to distance, it is the Euclidean distance.

8.3.1 The annulus-slice algorithm

The idea of this algorithm is to create all possible vector sums, step by step. At each
step, if two vector sums are close to each other, one is deleted. The algorithm is given in
Algorithm 5, Algorithm 6. Let us start with some notation.

* Input: the multiset S = {v; | 1 < i < n} for v; € Z* and a parameter 0 < ¢ < 1 that
bounds the Euclidean distance between the optimal and the returned solution.

P; is the set of all possible vectors that can be produced by adding the first i vectors
from S. P, is the set of all possible vector sums.

* B, =L, 1U[w+v; | w e L;_4] is the list created at the beginning of every step and
that is about to get trimmed.

» L; =trim(E;, §) is the trimmed list and § = ¢/2n, 0 < J < 1. Notice that L;, E; C Z>.
At the beginning of the i-th step we create the list £, = L, ; U [w + v; | w € L;_41]. Notice
that addition is over Z2. After a point is found we calculate its length, sort £; based on the

lengths and call trim (E;, ¢/2n). For each vector u € E; with length |u| and angle 6(u) from
the z-axis, check all the vectors v’ € E; that have length that satisfy the condition:

Jul < Ju'] < (1+0) ul. (8.1)
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a)

Figure 8.1: a) A single cell for the dashed vector v. All vectors in the cell will be deleted.
The distances are shown and the furthest point is in distance ad|v|. b) After the trim a
few cells remain. Every vector in the cells will be deleted and "represented” by one of the
black vectors shown. Notice that the size of each cell depends on the vector that creates
it: the shorter the vector the smaller the cell.

If they also satisfy the condition:

O(u) — 6 < O(u) < O(u) + 6, (8.2)

remove u’ from E;. The remaining trimmed list is the list L;. The two conditions ensure
that dist(u',u) < adlu|, where 1 < o < 2 is a constant. Indeed as seen in Figure 8.1 a),
we use the cosine rule for the angle 6(u) — 6(v’) which is at most § to get the desired.

Every vector that is deleted from E; is not very far away from a vector in L;:
Vu € B, Jw € Ly - u=w+ 1y, |re| < adlw| (8.3)

hence,

w| < Ju| < (14 6)|w|. See Figure 8.1.

Since all vectors have integer coordinates, any vector v € E; suchthat |[u| < 1/ad < v/2n/e
implies that ad|u| < 1. Thus, the area around u does not contain any other other lattice
points except u.

Lemma 8.3.1. Using the above notation, call function L; =trim(E;, ), with parameter
0 = ¢/2n and let M; = max{|u| : u € E;}, the vector in E; with the largest length. It holds
that |L;| = O(n®¢72) for1 <i < n.

Proof. Every vector in E; has length between (1+4§)" and (1+6)". These are circles with
center (0,0) and radius (1+4), (1+4)?, ..., (1+4)" for some r. We call every two successive
circles from an annulus a zone. We must cover all u € P,,, and r is the minimum such that
(1+9)" > M,, where M, is the vector in E,, with the largest length. Solving (1+6)" > M,
for r, we get r > log, s M,,. We know that log(1 + ¢) < ¢ for 6 > —1. Therefore

log M, log M,
rz > )
log(1 + ¢) )
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Thus r = O(nln M, /¢). Therefore, there are O(nlog M, /¢) = O(n?/¢) many zones that
can be created. Every zone is divided into cells. Each cell is taken in such a way that it
covers 20 R of the inner circle of the zone, where R is the radius of this circle (Figure 8.1a).
Thus, every zone between the circles with radius R and (1 + §)R has at most 2rR/0R =
4mn/e cells.

Since a list L; has at most an entry for every cell created in every zone, its size can be at
most (n?/¢) - (4mn/e) = O(n®c2). O

Function trim uses time |E;| to consider all vectors and, in the worst case, we have to
check each vector in E; against all others, thus leading to time O(|E;|?) = O(|L;|?). Al-
gorithm 6 takes time n - T'(trim) = O(n|L,|?) and overall, from Theorem 8.3.1, requires
time O(n°¢*log” M,,). The algorithm stores at each step list L;, so space consumption is
O(n*e%log M,,).

Theorem 8.3.2. For § = ¢/2n, the running time of Algorithm 6 is in O(n°¢*log® M,,), and
the space required is in O(n*c %log M,,).

Algorithm 5: trim
input : £ CZ%0<6<1
output: a trimmed list L C Z?

sort(F)
for v, € F do
1=1
while |Uk+i| < (1 + 5)|U}€’ do
L if 9(0k+i) -0 < 0(”1@) < H(UkJri) + 6 then

|_remove v; from E
1=1+1
return E

Algorithm 6: annulus-slice

input : SCZ? 0<e<1

output: all approximation points L,, C Z?
Lo=0

forv, € S do

L Ei=Li 1 U[Li 1+ [vi]]

L; = trim (E;, ¢/2n)
return L,

Let us now establish correctness of the algorithm.

Lemma 8.3.3. For a multiset S = {v; | 0 < i < n} where v; € Z*, every possible vector
sum v € P, can be approximated by a vector w such that

Yo € P,,3w € Ly, 3r, €Z%:v=w+ 1y, 10| <néM,,
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Proof. The proof is by induction. The base step, it is easy to see that if we only have one
element the theorem holds. The induction hypothesis

Vo€ P, q,3w € Ly 1,3ry,:v=w+7ry, |re] <(n—1)0M,_;.

Now suppose v € P, \ P,_; because, if v € P,_;, the theorem holds straight from the
induction hypothesis. We write vas v = z +v,, z € P,_1, and the induction hypothesis
holds for z, thus

dpe L, q,3r,:z2=p+ry || <(n—1)0M,_. (8.4)

Since p € L,,_; this means that p + v, € E, and L,, = trim (E,). From the guarantee of
function trim we know that

dg€ Ly, :p+uv,=q+r,y |1y <0lgl| (8.5)

From (8.4), (8.5) we obtain v = 2+ v, = p+ v, +r, = ¢+ r, + r,. This proves that for
v € P,, there exists a vector ¢ € L,, that approximates it; but how close are they? We will
bound the length |r, + r,|. From (8.4) we get

7] < (n—1)dmax{L,_1} < (n—1)6M,,

and from (8.5) we get
ryl <6lgl, ¢ € Ly, = |ry| <M,

Thus,
|Tq + TP’ < |Tq’ + ’Tp| < (n - 1>6Mn + 5M'n, < néMTL

]

Setting 6 = ¢/2n, we ensure that every possible vector sum will be approximated by a
vector in L,, at most eM,, far (Figure 8.2). Implementing and testing the algorithm, much
better bounds are obtained, see Section 8.5.

8.3.2 Grid-based algorithm

In this subsection we describe a O(n?/¢e?) approximation grid-based algorithm for 2D-SS.
The input is a multiset S = {v; | 1 <i < n}, v; € Z*. We define the list E; = L, U [w +v; |
w € L; 4] and, at step ¢, we trim it via Algorithm 5, using parameter ¢ to obtain trimmed
list L, = trim (F;,8) C Z%. Let P; be now the set of all possible vector sums defined by
any subset of the first i vectors of S.

It turns out that the same approximation ratio ¢)/,, can be achieved by a faster algorithm
that subdivides the plane into a grid, where vector M,, € F; has maximum length. Instead
of creating different annulus-slice cells, we define a regular orthogonal grid [—M,,, M,,] x
[—M,, M,], where each square cell has edge of length d = eM,,/2n.
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For each v(z,y) € E;, the trimmed list L, stores the vector with its coordinates rounded to
an integer multiple of d:

W(oy) € vy € Lz = g =[]

and
eM, €M,
<

Von T on

and the maximum value reaches when v and w are in the diagonal of the cell.

The whole grid has size 2M,, and since d = ¢M,,/2n the grid has O((M,,/d)?) = O((n/e€)?)
cells. In the worst case we will have a vector in every cell and this means that the time to
traverse the lists E; at each step is O(n%c~?). Since we have n lists the total running time
of the new algorithm is O(n?¢~2) and the space requirements are O(n?e2).

dist(v,w) < v2d =

Also, every u € P, is the sum of at most n vectors from S. In the worst case, every time
we call trim, we represent a vector u € E; by another one that has distance form u at most
d. In that case we lost at most nd = eM,, /2:

Yo € P,3w € L, : dist(v,w) < eM,,.

Thus, for every given target vector ¢ the algorithm will return an approximation solution
that is nd = eM,, far from being optimum. See Figure 8.2.

Theorem 8.3.4. The grid-based algorithm runs in time O(n?c~2), requires space O(n*c?)
and returns a solution t' such that dist(t,t') < OPT + eM,,.

In the 2D case there is a factor of /2 that we omit from our approximation. This happens
because the maximum distance inside a cell is not d but v/2d. In general dimension &, the
minimum distance is vkd and this affects the algorithm in higher dimensions. However,
using a general principle to turn pseudopolynomial dynamic programming algorithms into
approximation algorithms, see [95, 96], the algorithm generalizes to higher dimensions.

8.3.3 Hybrid algorithm

In this subsection we describe an algorithm that is a combination of annulus-slice and the
grid-based algorithm, and is expected to perform better in practice.

The grid-based algorithm reduces the length of a vector by at most d. This reduction does
not depend on the length of the vectors. On the other hand, it is fast, because it does
not have to check any other vectors; for every vector it sees it rounds it on the spot, thus
having linear time in the size of the lists. We can make a version of a circular grid, where
each cell does not have a constant side length. For small vectors we create smaller cells
and, as the length increases, so does the cell side. This way we can provide a better
experimental approximation ratio. At step ¢, we have the list £; and we trim it with a factor
5. We will consider the polar coordinates of the vectors. For a vector v(¢,r) let ¢ = 0(v)

A. Karasoulou 116



Algebraic combinatorics and resultant methods for polynomial system solving

evEP,
telL,

Figure 8.2: For every t the returned vector ¢’ is in distance at most ¢M,, + OPT, where
OPT is the optimum distance.

be the angle with the x axis and r = |v| its Euclidean length. Let v be a vector in E; and,
to get the list L;, we will replace v by v/ = (¢',r’). First round its angle to a multiple of
d: ¢ = |¢/0]. Next, we round its length. The idea is to round in such a way that shorter
vectors are approximated better than the longer ones. We construct an array A with all the
acceptable rounded lengths. The entries of A are the lengths [1, (1+4), ..., (1+4§)¢] for the
minimum i, such that (1 + §)* > M,,. Solving this inequality we get that i = O(nlog M, /¢),
and this is the size of A.

Now, for a vector v we just make a binary search in A for |v| that returns the zone such
that (1 +6)* < |v] < (1 + 6)* ! and v = bin_search(A,|v|) = (1 + §)k. The plane is
divided in O(5) = O(n/e) angles and O(nlog M, /¢) different lengths. Each E; has size
O(n?¢?log M,,). We have saved a quadratic factor, but incurred log | £;| for binary search.
The whole algorithm runs in

2log M,
O(n|Ei|log | Ei]) = O(ne 1og M, log "—2—")
€

and guarantees the same approximation error, since Vv € E;, 3w € Li : dist(v,w) < €|w|
as before. Lastly, the binary search may be avoided by using a method to round the
lengths in O(1) time, thus avoiding the log | E;| factor. Therefore we arrive at the following
lemma:

Lemma 8.3.5. With the above notation, the hybrid approximation algorithm runs in time
O(n*¢?log M,,).

We expect the algorithm to offer better approximations in practice.
8.4 Approximating Minkowski Decomposition using 2D-SS-opt

In this section, we describe an algorithm for approximating MinkDecomp. We also state
the connection between the Problem 7 and the proposed algorithm in Theorem 8.4.3,
where we describe the solution that the algorithm provides for the MinkDecomp-j.-approx.
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The algorithm takes an input polygon @), transforms it to an instance {5, ¢} of 2D-SS-opt
and calls the algorithm for the latter. Then the output is converted to an approximate
solution to MinkDecomp. We remark that the algorithms for 2D-SS-opt return an array of
several possible solutions. So the trivial ones can be ruled out.

Let @ be the input to MinkDecomp: @ = {v; | 0 < i < n} for v; € Z?, such that Y ( v; =
(0,0). First, we create the multiset s(Q)) of vectors by subtracting successive vertices of
@ (in clockwise order): s(Q) = {vo — v1,v1 — vs, ..., v, — v }. Each vectorin s(Q) is called
an edge vector and s(Q) is called the edge sequence of Q:

Algorithm 7: approx-MinkDecomp
input :polygon Q,0<e<1
output: polygon Q’

S = primitive_edge_sequence(Q)

/lget the edge sequence for the two summands
s(A) = approx-2D-SS (S,(0,0))

s(B) =S\A

A=get-points(s(A))

B=get-points(s(B))

return Q=A +B

Definition 8.4.1. Let v = (a,b) € Z* be a vector and d = gcd(a,b) € N. The primitive
vector of vise = (a/d,b/d).

For every edge vector (z,y) € s(Q) we calculate its primitive vector e = (x/d,y/d). For

each vector in s(Q), we compute the scalars dy, . . . , d|jog, 4/2)+1 as follows:
| llog d/2]
d=2,i=0,...[log,d/2] and djieg,dj2i1 =d— Y d;.
1=0

Thus, 2}582 d/2)+1 d; = d. We include in S the vectors d;e and repeat the procedure for all
vectors v € s(Q),

S ={(x/d,y/d)2" | i=0,...,|log,d/2],|log,d/2] + 1, d = gcd(x,y) : (x,y) € s(Q)}.

The sum of all vectors in S'is also (0, 0). Using this construction, the number of the primitive
vectors included are about log d for every v € s(QQ) keeping the size of S polynomial with
respect to the number of edges of .

As an example take an edge with endpoints (0,0) and (100, 0) and the associated vector
isv = (100,0). Thend =100 and e = (1,0). Instead of including the vector (1,0) 100 times
we include in s(Q) the vectors: (1,0),(2,0), (4,0),(8,0), (16,0),(32,0) and (37,0). Multiset
S corresponds to a unique polygon up to translation determined by v,. This is a standard
procedure, as in [43, 52].
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Figure 8.3: Two examples for two polygons (). Their summands are shown and the red
vector v is the new vector added to fill the gap. At the end, the new polygon @’ is Minkowski
Sum of the two summands.

Summarizing, the size of S'is in O(nlogd). If we employ the grid algorithm for 2D-SS-opt,
Algorithm 7 has time complexity O(n? log® De~2), where D = max,c,() d, and it returns
the multiset of vectors s, and s, = S\ s,.

The weakness in this approach is that the algorithm returns a sequence of vectors that
sums up to a vector close to (0,0) but possibly not (0,0). Hence the corresponding edge
sequence does not form a closed polygon. To overcome this, we include in s, the vector
v, defined so that when added to the last point it yields the first one. If the vectors in s,
sum up to point (z,y), by including vector v = (—x, —y) the edge sequence s, U {v} sums
up to (0,0). If we order the vectors by their angles, they form a closed, convex polygon
denoted by A’. We do the same for the sequence s,. The vector used is —v = (z,y)
and this sequence (ordered) also forms a closed, convex polygon, denoted by B’. Let
s(A") = s, U{v}, s(B') = s, U {v} be the edge sequences, and consider Minkowski Sum
Q" = A+ B’. We now measure the difference between )’ and (). Let D denote the
diameter of @, which is the maximum distance between two vertices of Q.

Lemma 8.4.2. Let () be the input polygon of diameter D, and Q' be the polygon computed
above. Let vol(-) stand for Euclidean volume, per(-) for polygon perimeter, i() for the

number of interior lattice points, and let dy(-,-) denote the Hausdorff distance between
two polygons. We deduce that:

1. vol(Q) < vol(Q') < vol(Q) + eD?,
2. per(Q) < per(Q') < per(Q) + 2¢D,
3. i(Q) < Q) < Q) + D,

4. dy(Q,Q') < ¢/2D.
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Proof. We observe that

s(Q) =s(A)YUs(B') =s,UspU{v}U{—v} =
s(Q) = s(Q)U{v}U{-v}.

This equals adding to @ a single segment s of length |s| = |v] and @' = @ + s. The
length of vector v we add to close the gap, is the key factor to bound polygon ). From
the guarantees of the 2D-SS-opt solution, we know that s, (respectively, s,) sum up to a
vector with length at most emax{L, }. This is vector v and thus |v| < emax{L,}. Since
max{L,} < D, we get |s| = |v| < eD.

It follows that:

1. per(Q) = 3 cqq) V], it follows per(Q') = per(Q) + 2|v| < per(Q) + 2¢D.
2. vol(Q') < vol(Q) + sD < vol(Q) + eD?.

3. By Pick’s theorem, vol(Q) = i(Q) + b(Q)/2 — 1 = i(Q) = vol(Q) — b(Q)/2 + 1.
Note that b(Q) = > y,cqq) dv, Where v = (z,y) € s(Q) and d, = gcd(z,y), as is
Definition 8.4.1. Now, i(Q’) = i(Q)+i(sD), since sD is the maximum volume added,
andi(sD) < sD —b(sD)/2+ 1< sD —1<eD? Thus, i(Q") < i(Q) + eD?

4. If we translate @ by s/2 units in the direction of v, then dy(Q,Q") = s/2 =
dH(Qa Q/> < ED/2

O

Therefore Theorem 8.4.2 solves Problem 7. A hard case is illustrated in Figure 8.4, where
the added vector is (almost) perpendicular to D maximizing the extra volume and number
of interior lattice points. Theorem 8.4.2 leads to the following conclusion:

Theorem 8.4.3. The proposed algorithm provides a 2e¢ D-solution for MinkDecomp-per-
approx, an e D*-solution for MinkDecomp-vol-approx and MinkDecomp-latt_p-approx, and
an ¢/2D-solution for MinkDecomp-d i -approx.

8.5 Implementation and experimental results

This section discusses the implementation of Algorithm 6 and Algorithm 7, both developed
in Python3. The code can be accessed on Github ' and is roughly 750 lines long.

To test Algorithm 6 we created vectors v; at random with |v;| < 5000. For Algorithm 7 we
create random points and take their convex hull to form input polygon @. All tests were
executed on an Intel Core i5-2320 @ 3.00 GHz with 8Gb RAM, 64-bit Ubuntu GNU/Linux.

'https://github.com/tzovas/Approximation-Subset-Sum-and-Minkowski-Decomposition
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Figure 8.4: A worst case example where the vector v is (almost) perpendicular to the
diameter D maximizing the extra volume added. Moreover, D and v have no lattice points
thus the interior points added are also maximum (D is not vertical).

| #vertices #examples || vol(Q)/vol(Q') per(Q)-per(Q) Hausdorff € time(sec) |

3-10 51 0.93 18.55 3.32 0.18 4.1
11-16 45 0.977 3.43 1.81 0.33 126.4
17-25 54 0.994 1.12 1.25 0.38 377.5

Table 8.1: Results for MinkDecomp-u-approx: input polygon @, output @' (per(Q) > 1000).
We measure volume, perimeter and Hausdorff distance and present their mean values.

Results for Algorithm 6 are shown in Figure 8.5 and for Algorithm 7 in Table 8.1. It is clear
in Figure 8.5 that our results stay below the expected time and behave analogously. In
Table 8.1 the results obtained are much better than the proven bounds and in most cases
volume and perimeter are almost the same and the polygons differ slightly.
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9. EXTENSIONS AND OPEN PROBLEMS

Several intriguing open questions emerge by the study of this thesis.

From the computational algebra and combinatorics point of view one direction is to gen-
eralize the result of Chapter 5 to multi-symmetric polynomials or other types of symmetry.
The case of non-homogeneous polynomials can also be studied. The other direction is
the generalization of our formulas in Chapter 6 to any number of variables. This will allow
us to extend our applications and to develop effective computational techniques for sparse
discriminants based on well tuned software for the computation of resultants.

From the Computational Geometry, Optimization and Algebraic Algorithms point of view
there are some related problem to Chapters 7 and 8. The first one is given A € Z™*¢ and
b € Z™, such that Ax < bis the H-representation of a convex (integral) polytope P,, define
and compute approximate (integral) summands. The second one would be to employ
these methods in algebraic problems like approximate polynomial factoring or irreducibility
testing. Given a polynomial f, defined on its Newton polygon (), we use MimkDecomp
to find an approximation decomposition )’ = A’ + B’. Using the irreducibility test in [85],
we either find a bivariate factorization or that f is irreducible. In the latter case, we use
approximate polynomial factorization [65]. All monomials of fj, lie in the support of fy,
therefore the corresponding coefficients are constrained by those of f;. So, we need
to determine whether there exist valid coefficients for the monomials that correspond to
lattice points in Q' \ Q.
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