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Introduction générale

L’objet de ce manuscrit est de présenter une synthèse de mes travaux de recherche effectués au
cours de la période qui a suivi ma thèse consacrée à la modélisation mathématique de phénomènes
électromagnétiques dans des matériaux à fort contraste et qui a été soutenue en septembre 2009
à l’Université de Rennes 1 [121]. Au cours de ma thèse, je me suis intéressé principalement au
phénomène de l’effet de peau, qui a été analysé finement à l’aide d’une méthode asymptotique
et de la simulation numérique [23, 22, 41]. Lors de cette période et lors de mon post-doctorat
effectué au sein de l’équipe MC2 (INRIA Bordeaux Sud-Ouest), je me suis aussi intéressé à
des problèmes de couches minces. Il s’agissait notamment de déterminer des modèles asymp-
totiques pour la propagation du champ électromagnétique à travers une membrane de cellule
biologique [55]. Depuis la fin de ma thèse, mes travaux de recherche s’inscrivent essentiellement
dans trois thématiques de recherche : la modélisation de phénomènes de propagation d’ondes
dans des milieux très contrastés ; l’analyse et le traitement numérique de singularités de coins
et d’arêtes dans des problèmes elliptiques, pour des applications en électromagnétisme et en
élasticité ; le développement de méthodes numériques pour des équations aux dérivées partielles
et des équations intégrales.

Depuis mon recrutement à l’Université de Pau et des Pays de l’Adour en septembre 2010, je
travaille au sein de l’équipe-projet Magique-3D (INRIA Bordeaux Sud-Ouest) sur des problèmes
de perturbations singulières (problèmes de couche limite, de couche mince, avec petit défaut)
dans le but de modéliser des phénomènes de propagation d’ondes acoustiques, élastiques ou
électromagnétiques dans des milieux complexes. Dans la plupart des problèmes qui ont été
abordés, il s’agissait de décrire un phénomène au moyen d’un développement asymptotique multi-
échelle puis de développer et d’implémenter des modèles numériques réduits dans des codes
d’éléments finis (tels que, par exemple, ceux basés sur des méthodes de Galerkin discontinues
pour les applications géophysiques) afin de pouvoir étudier leurs propriétés. Ces travaux sont
présentés dans une première partie qui s’articule autour de deux chapitres. Le premier chapitre
porte sur des problèmes de couches minces qui ont été traités dans le cadre du projet HPC-
GA (High Performance Computing for Geophysical Applications). Il s’agit principalement de
problèmes de couplages d’ondes acoustiques et élastiques. Le second chapitre porte sur des
problèmes de transmission en électromagnétisme à travers des interfaces minces dont la con-
ductivité est très élevée. De tels problèmes ont été abordés dans le cadre de la thèse d’A. Er-
dozain [60] que j’ai co-dirigée avec Hélène Barucq et David Pardo (UPV-EHU, Bilbao) ainsi que
dans le cadre du projet PHC Procope INRIA - TU Berlin. Ce chapitre est complété par une an-
nexe (Annexe A) qui présente comparativement toute une famille de modèles de couches minces
pour des problèmes de transmission en électromagnétisme. Il s’agit d’une étude qui a été initiée
au cours de mon post-doctorat et qui a été motivée notamment par des applications bio-médicales
(projet ANR-10-IDEX-03-02). Les travaux présentés dans cette première partie ont fait l’objet de
plusieurs publications [123, 48, 27, 56, 125] et de rapports de recherche [28, 11]. Enfin, je me
suis intéressé à un problème de couche limite pour un écoulement fluide dans un milieu poreux
en présence d’un fort contraste de viscosités [7]. Ce travail, qui est le fruit d’une collaboration
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2 INTRODUCTION

ponctuelle avec Philippe Angot et Gilles Carbou, est présenté de façon synthétique en annexe
(Annexe B).

La présence de singularités géométriques aux interfaces, en particulier dans les problèmes
mentionnés précédemment, peut complexifier largement l’analyse des phénomènes physiques
sous-jacents comparativement au cas d’une interface régulière, notamment lorsqu’il s’agit de les
décrire au moyen de développements asymptotiques. Au cours de ces dernières années, je me
suis intéressé à l’analyse de problèmes elliptiques en présence de singularités de coins et d’arêtes,
principalement pour des applications en électromagnétisme et en élasticité. Nous avons ainsi
soulevé des problèmes de courant de Foucault, notamment avec Laurent Krähenbühl (Labora-
toire Ampère, EC Lyon), ainsi que des problèmes de fissures en élasticité avec Zohar Yosibash
(Université de Beer-Sheva) et qui ont été traités dans le cadre de la thèse de S. Shannon. D’une
façon générale, l’analyse de ce type de problème repose sur la détermination d’un développement
asymptotique (de type Kondrat’ev) de la solution au voisinage d’une singularité géométrique.
Ce type de développement qui généralise le développement de Taylor dans le cas régulier, peut
s’effectuer au moyen de l’analyse de Mellin qui permet de déterminer les exposants de singu-
larités ainsi que la nature des fonctions singulières associées (aussi appelées les singularités).
Les coefficients de singularités associés à ces singularités ne peuvent être déterminés bien sou-
vent que d’une façon approchée. Leur extraction peut s’effectuer parfois au moyen de méthodes
numériques obtenues en adaptant des méthodes ”exactes” valables dans le cas d’une géométrie
régulière. C’est ainsi qu’est née par exemple la méthode de la fonction quasi-duale. Dans ce cadre,
plusieurs travaux sont présentés de façon synthétique dans une seconde partie qui s’articule au-
tour de deux chapitres, chacun concernant une des applications mentionnées précédemment. Le
chapitre 3 porte principalement sur la détermination des asymptotiques de coins de la solution
d’un problème de courant de Foucault bi-dimensionnel (construction des fonctions singulières et
extraction des coefficients de singularités) ainsi que sur la question d’un développement asympto-
tique de la solution de ce problème par rapport au petit paramètre d’épaisseur de peau. Ce travail
permet notamment d’en déduire une modification locale de la condition de Leontovich près d’un
coin. Dans le chapitre 4, on s’intéresse à la détermination des singularités et des coefficients de
singularités au voisinage d’une arête (et en particulier près d’une fissure), droite ou courbe, pour
le problème modèle du Laplacien en 3D. Les travaux présentés dans cette seconde partie ont fait
l’objet de plusieurs publications [40, 141, 21, 140, 90].

La plupart des problèmes que j’ai pu aborder au cours de ces dernières années ont suscité le
développement de méthodes numériques. C’est le cas notamment des problèmes mentionnés au
paragraphe précédent avec la méthode de la fonction singulière quasi-duale. Je me suis également
intéressé à des méthodes spectrales et polynomiales pour des équations intégrales singulières,
dans le cadre d’une collaboration spontanée [65] avec Leandro Farina et Paul Martin ainsi que
dans le cadre du stage (Master Thesis) de M. Rondiney (UFRGS, Porto Alegre) [63]. Ces travaux
sont présentés de façon synthétique en Annexe C. Enfin, je me suis intéressé au développement de
méthodes d’éléments finis, en particulier à une méthode de type Galerkin discontinue combinée
avec une méthode d’upscaling, dans le cadre du Projet de Fin d’Etude de T. Chaumont-Frélet
(INSA Rouen) [12]. Dans un cadre un peu plus applicatif, nous nous sommes intéressés avec
Patrick Dular à des méthodes éléments finis par sous-problèmes. Ces méthodes permettent no-
tamment de corriger successivement des erreurs dues à des modèles (par exemple, en magnéto-
dynamique) de conducteur parfait ou d’impédance, en particulier près de coins ou d’arêtes, pour
une gamme large de fréquences et de conductivités [52, 50, 51].



General introduction

The aim of this manuscript is to summarise my research activities during the period after my PhD
thesis that I have defended in September 2009 and which was devoted to the mathematical model-
ing of electromagnetic phenomena in high-contrast media [121]. The main problem of my thesis
concerned the skin effect which has been analyzed with an asymptotic method and the numerical
simulation [23, 22, 41]. During my PhD thesis, and then during my postdoctoral year at IN-
RIA Bordeaux Sud-Ouest in the team MC2, I have been working also on thin-layer transmission
problems in order to determine approximate models for the propagation of electromagnetic waves
across the membrane of a biological cell [55]. Since my PhD thesis, I mainly work around three
research area : the mathematical modeling of wave propagation phenomena in complex media ;
the analysis and the numerical treatment of corner and edge singularities in elliptic systems, with
several applications in electromagnetism and in elasticity ; the development of numerical methods
for PDEs and integral equations.

Since I have been recruited at the University of Pau (September 2010) as Maı̂tre de Conférences,
I have been working in the team Magique 3D (INRIA Bordeaux Sud-Ouest) on singular perturba-
tion problems (boundary layer or thin-layer problems; problem with small defects) arising in the
context of acoustic, elastic or electromagnetic wave propagation phenomena [123, 56, 48, 27, 125,
28, 11]. In general, we aim at describing a phenomenon with an asymptotic method based on a
multi-scale expansion, and at implementing reduced models in Finite Element codes (for example,
those based on Discontinuous Galerkin Methods, for geophysical applications) in order to study
their properties. These works are presented in a first part which is divided into two chapters. The
first chapter is devoted to thin-layer transmission problems in acoustic and elastic media. These
problems have been addressed in the frame of the HPC GA project (High Performance Com-
puting for Geophysical Applications) [123, 48, 27]. The second chapter concerns transmission
problems of electromagnetic waves across thin layers with high conductivities. These problems
have been addressed in the frame of the PhD thesis of A. Erdozain [60] that I co-advised with
Hélène Barucq and David Pardo (UPV-EHU, Bilbao), and in the frame of the Procope project
(TU Berlin - INRIA) [125]. The first part is complemented with an appendix (Appendix A)
which presents a review on the accuracy of different approximations of the electromagnetic field
for thin-layer transmission problems. This study has been carried out in the frame of the Invest-
ments for the future Programme IdEx Bordeaux CPU (ANR-10-IDEX-03-02) [56]. I have been
working also on a boundary layer problem arising in a context of fluid flow modeling in porous
media, in collaboration with Philippe Angot and Gilles Carbou [7]. This work is summarised in
Appendix B.

Corner and edge singularities on interfaces may increase the level of complexity in the anal-
ysis of elliptic problems (such as those presented for example in the previous paragraph) in com-
parison with smooth interfaces. Since a few years I have been working on the analysis and on
the numerical treatment of corner and edge singularities in elliptic systems for several applica-
tions in electromagnetism [40, 21, 90] and in elasticity [141, 140]. In electromagnetism, eddy
current problems with a corner singularity on an interface (dielectric/conductor) have been ad-
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4 INTRODUCTION

dressed with Laurent Krähenbühl (Laboratoire Ampère, EC Lyon). In elasticity, crack problems
have been addressed with Zohar Yosibash (Beer-Sheva University) in the frame of the PhD thesis
of S. Shannon. Roughly speaking, the analysis of such a problem relies on the determination of
a Kondrat’ev expansion which is a series of asymptotics defined in a vicinity of a (corner/edge)
singularity. This expansion generalizes the Taylor one which holds in smooth domains. The no-
tion of asymptotics involve two ingredients which are the singular coefficients and the singular
functions (also called the singularities). The singularities are associated with singular exponents
and may be determined with the Mellin analysis. The singular coefficients may be extracted with
numerical methods, for example with the quasi dual function method (QDFM) which requires the
knowledge of dual singularities. Several works related to these problems are presented in a second
part which is divided into two chapters. Chapter 3 is mainly devoted to the determination of corner
asymptotics of the magnetic potential in the eddy-current model. The first terms of a multi-scale
expansion of the magnetic potential are also introduced to tackle the magneto-harmonic problem
as the skin depth goes to zero. As an application, a modified (Leontovich) impedance boundary
condition close to a corner singularity has been proposed. Chapter 4 is devoted to the notion
of edge asymptotics for the Laplace operator. We mainly focus on the extraction of edge flux
intensity factors (EFIFs) associated with the integer eigenvalues for the Laplace operator over a
3-D domain with a straight crack. The dual singularities are determined and the QDFM has been
extended for the extraction of these EFIFs.

I have been working also on the development of numerical methods for PDEs and integral
equations. In [12], a method which combines operator-based upscaling with a discontinuous
Galerkin method for the Laplace problem has been developed in the frame of an internship (T.
Chaumont-Frélet, INSA Rouen). In [65, 63], spectral methods and polynomial solutions have
been developed for singular integral equations (SIEs). Two-dimensional hypersingular integral
equations have been considered with Leandro Farina and Paul Martin [65] and Cauchy type
SIEs have been considered in the frame of a Master thesis (M. Rondiney, UFRGS Porto Ale-
gre) [63]. These works are presented briefly in Appendix C. Finally, finite element subproblem
methods (FE-SPM) have been developed with Patrick Dular, to correct the inaccuracies proper to
impedance boundary condition models, in particular near edges and corners of conductors, for a
large range of conductivities and frequencies. FE-SPMs allow to split for example eddy current
analysis into subproblems of lower complexity regarding computational aspects and meshing.
Local corrections, supported by fine local meshes, can be obtained from each approximate model
to the other, allowing efficient extensions of their domains of validity [52, 50, 51].



Part I

Asymptotic models for acoustic, elastic
and electromagnetic media
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INTRODUCTION 7

The numerical simulation is extensively used in many domains : geophysical applications,
biomedical applications, electronic devices, non-destructive testing... However many difficulties
are inherent to complex media featuring high contrast of physical parameters (e.g. electrical con-
ductivities, magnetic permeabilities, viscosities) and thin inclusions. This is why the numerical
simulation may represent a main challenge, for example for large-scale geophysics phenomena
such as an earthquake as well as for small-scale electromagnetic phenomena in biological cells
and in electronic devices.

To reproduce real physical phenomena with the simulation, the coupling of elastic and acous-
tic waves equations is essential. The propagation of seismic waves in the Earth’s subsurface can
thus be taken into account together with the propagation of acoustic waves in a part of an ocean.
However, when the medium consists of land areas surrounded by fluid zones whose thickness
is much smaller than the characteristic wavelength, this raises the difficulty of applying a finite
element method (FEM) on a mesh that combines fine cells in the fluid zone and much larger cells
outside this zone. The numerical modeling is simplified if the model in the fluid region is re-
placed by an approximate boundary condition. This idea has motived several works [123, 48, 27]
that we have carried out in the frame of the HPC GA project (High Performance Computing for
Geophysical Applications).

The electromagnetic modeling of biological cells has become extremely important since sev-
eral years in the biomedical research area. When the cell is exposed to an electric field, the local
field near the membrane may overcome physiological values. Then, complex phenomenon may
occur in the cell membrane and some outer molecules might be internalized inside the cell [146].
These process hold great promises in oncology and gene therapy. This is the reason why several
works deal with numerical modeling of the cell and with numerical computations of the mem-
brane voltage (e.g. [111, 137]). The main difficulties of the calculation of the local electric field
lie in the thinness of the membrane and in the high contrast between the electromagnetic prop-
erties of the cytoplasm and the membrane. More precisely, the membrane conductivity is much
lower than the cytoplasm conductivity, which provides particular behavior of the electromagnetic
field at low frequencies, for which the conduction currents predominate.

The numerical simulation of electronic devices with highly conductive thin sheets is also
challenging, especially if standard methods like the FEM shall be applied. As the sheets have
to be solved by the mesh in thickness direction, the number of cells in the mesh increases with
decreasing sheet thickness. In addition for higher frequencies, the fields decay rapidly inside the
sheets and can be only resolved by increasing the number of cells even more. The numerical
modeling is much simplified if the thin conducting sheets are replaced by transmission conditions
on an interface, which is usually its mid-surface. Using the so called impedance transmission
conditions, which relate the electric and magnetic fields on both sides of the interface, meshes
with much larger cells can be used.

The concept of impedance boundary conditions (also called approximate, effective or equiv-
alent conditions) is rather classical in the modeling of wave propagation phenomena. These con-
ditions are usually introduced to reduce the computational domain. The main idea consists in
replacing a reference model inside a part of the domain (for instance a thin layer of dielectric or a
highly absorbing material [131, 97, 94, 139, 8]) by an approximate boundary condition. This idea
is pertinent when the effective condition can be readily handled for numerical computations, for
instance when this condition is local. In the 1990’s Engquist–Nédélec [59], Abboud–Ammari [1],
Bendali–Lemrabet [14], Ammari–Nédélec [4], and Lafitte [93] derived equivalent conditions for
acoustic and electromagnetic scattering problems to approximate an obstacle coated by a thin
layer of dielectric (absorbing) material inside the domain of propagation.

In these last few years I have been working on singular perturbation problems arising in the
context of wave propagation phenomena [123, 48, 27, 55, 56, 125, 28]. In these problems we



8 INTRODUCTION

aimed at designing reduced models. All these works are concerned essentially with numerical
and theoretical objectives. Our approach is commonly based on multi-scale expansions. Stability
and convergence results have been proved and numerical models have been developed in order to
be easily implemented in Finite Element codes (Garc6more, Hou10ni, Montjoie) [48, 27, 55, 56,
125, 28].

In [123, 48] asymptotic models have been derived for the propagation of elastic and acoustic
waves in a region which contains a thin layer of fluid. Due to the thinness of the layer with
respect to the wavelength, this problem is well suited for the design of equivalent conditions.
This approach leads to solve only elastic equations. Equivalent conditions are derived rigorously
up to the fourth order for the elastic displacement. The construction of equivalent conditions is
based on a multi-scale expansion in power series of the thickness of the layer for the solution
of the transmission problem. In [27] equivalent absorbing boundary conditions EABCs have
been proposed to model the propagation of waves in semi-infinite bi-layered acoustic media.
Our motivation was to restrict the computational domain in the simulation of seismic waves that
propagate from the earth and are transmitted to the stratified heterogeneous media composed by
ocean and atmosphere. These EABCs are adapted to Hagstrom-Warburton ABCs and appear as
first and second order of approximation with respect to a small parameter which corresponds to the
thinness of a layer. Computational tests illustrate the accuracy of the first approximate model with
respect to the small parameter. Finally, approximate models have been derived for the solution
of the Helmholtz equation set in a domain which represents the Sun and its atmosphere [28].
This problem involves a large parameter α which corresponds to the exponential decay rate of a
radial density. Equivalent conditions are obtained up to the fourth order of approximation with
respect to the parameter α−1. It leads to solve only equations set in a domain representing the
Sun. These conditions have been implemented and numerical results illustrate the good accuracy
of the asymptotic models for realistic values close to those observed for the Sun.

In [55, 56, 125], impedance transmission conditions for thin-layer and boundary-layer prob-
lems are proposed for the time-harmonic Maxwell equations. The main motivation of the works
in Refs. [55, 56] concerns the computation of electromagnetic field in biological cells. A review
on the accuracy of asymptotic models for the scattering problem of electromagnetic waves in
domains with thin layer has been presented in [56]. These models appear as first order approxi-
mations of the electromagnetic field. The main difficulty to compute the local electric field lies in
the thinness of the membrane and in the high contrast between the electrical conductivities of the
cytoplasm and of the membrane, which provides a specific behavior of the electromagnetic field
at low frequencies. The advantages and the drawbacks of several approximations together with
numerical validations and simulations are presented in [56]. In [125], impedance conditions of
order 1 and 2 for thin and highly conducting sheets for the time-harmonic Maxwell’s equation are
proposed. These conditions are derived asymptotically for vanishing sheet thickness ε where the
skin depth is kept proportional to ε. The condition of order 1 turns out to be the perfect electric
conductor boundary condition. The conditions of order 2 appear as generalised Poincaré-Steklov
maps between tangential components of the magnetic field and the electric field, and they are of
Wentzell type involving second order surface differential operators. Numerical results with finite
elements of higher order validate the asymptotic convergence for ε→ 0 and the robustness of the
equivalent transmission condition of order 2. These studies have been carried out in the frame of
the Investments for the future Programme IdEx Bordeaux CPU (ANR-10-IDEX-03-02) [56] and
in the frame of the Procope project [125].

The outline of this part proceeds as follows. In Chapter 1, an asymptotic method is developed
for the propagation of acoustic and elastic and waves in complex media with thin inclusions. In
Chapter 2, this method is developed for the propagation of electromagnetic waves in complex
media featuring high contrasts and thin layers. This chapter is complemented with an appendix
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which concerns a review on the accuracy of different approximations of the electromagnetic field
for thin-layer transmission problems, Appendix A.



10 INTRODUCTION



Chapter 1

Asymptotic models for thin-layer
problems in acoustic and elastic media

1.1 Introduction

Elasto-acoustic coupling problems are rather classical in the mathematical modeling of wave
propagation phenomena, in particular in harmonic domain. The well-posedness and the theoreti-
cal analysis of the direct problem has been studied in [83, 99, 10, 53] and in the monography [36,
§5.4.e]. Various other works have been devoted to the numerical solution of the problem, using for
instance BEM/FEM type method, where Boundary Element Method (BEM) are used to discretize
the fluid and Finite Element Method (FEM) to discretize the solid [30, 68, 67, 114, 101, 136];
plane waves based methods, as in [58, 80] or Discontinuous Galerkin Methods [9]. The tran-
sient problem is mostly studied for geophysical applications such as numerical simulation of
earthquakes and many works have been devoted to the numerical discretization of fluid-structure
problems using Finite Difference methods [129], Spectral Element Methods [86] or Discontinu-
ous Galerkin Methods allowing for non-conforming meshes [84]. Finally, we refer to [109, 2, 62]
for the study of inverse problems of shape reconstruction of solid body immersed in a fluid and
we refer to the monography [3] for mathematical methods in elasticity imaging.

In [123, 48] one considers that the medium consists of land areas surrounded by fluid zones
whose thickness is much smaller than the characteristic wavelength. To avoid numerical instabil-
ities, an asymptotic method has been developed in order to approximate the fluid portion by an
equivalent condition (EC). This boundary condition is then coupled with the elastic wave equation
and a FEM can be applied to solve the resulting boundary value problem. We present elements of
derivation together with mathematical justifications for ECs up to the fourth order approximations
with respect to the small parameter ε (the thickness of the fluid layer). These ECs are satisfied
by the elastic displacement u and are of “u ·n–to–T(u)” nature for elasto-acoustics since a local
operator links the normal traces of u and the stress vector T(u). Stability and convergence results
for these ECs have been proven by removing a discret set of resonant frequencies. The numer-
ical pertinence of these ECs have been shown for the two-dimensional problem [47]. Second
order ECs have also been developed when the thickness of the layer depends on the tangential
variables [48].

In [27] equivalent boundary conditions have also been proposed in order to model the propa-
gation of waves in acoustic media. Our motivation was to restrict the computational domain in the
simulation of seismic waves that are propagated from the earth and transmitted to the stratified
heterogeneous media composed by ocean and atmosphere. These new conditions approximate
Hagstrom-Warburton conditions [75, 74] and appear as first and second order of approximation
with respect to a small parameter ε which corresponds to the thinness of a layer. Computational

11
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tests illustrate the accuracy of the first approximate model with respect to this parameter.
In this chapter we restrict ourselves to present the conditions that have been developed in [123,

48]. The outline of this chapter proceeds as follows. The mathematical model and equivalent
conditions are presented in Section 1.2. Then numerical results are presented in Section 1.3 to
illustrate the convergence results.

1.2 The mathematical model. Main results

In this section, the elasto-acoustic problem is introduced. A formal derivation of the equivalent
conditions (ECs) is presented. Then ECs are proposed and stability and convergence results are
stated.

1.2.1 The model problem

Our interest lies in an elasto-acoustic wave propagation problem in time-harmonic regime set in
a domain with a thin layer. We consider the fluid-solid transmission problem

∆pε + κ2pε = 0 in Ωε
f

∇ ·σ(uε) + ω2ρuε = f in Ωs

∂npε = ρfω
2uε ·n on Γ

T(uε) = −pεn on Γ .

(1.1)

These equations are complemented with a Dirichlet or a Robin boundary condition on Γε

Either pε = 0 (Dirichlet case), or ∂npε − iκpε = 0 (Robin case),

where n denotes the outer normal vector. Problem (1.1) is set in a smooth bounded simply con-
nected domain Ωε in R3 made of a solid, elastic object occupying a smooth connected subdomain
Ωs entirely immersed in a fluid region occupying the subdomain Ωε

f . The domain Ωε
f is a thin

layer of uniform thickness ε, see Figure 1.1.

Ωs

Ωε
f

ε

Γε

n

Γ

Figure 1.1: A cross-section of the domain Ωε and its subdomains Ωs and Ωε
f

In (1.1), we denote by uε the elastic displacement and by pε the acoustic pressure. The time-
harmonic wave field with angular frequency ω 6= 0 is characterized by using the Helmholtz equa-
tion for the pressure pε, and by using an anisotropic linear elasticity system for the displacement
uε. These equations contain several physical constants: κ = ω/c is the acoustic wave number,
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c is the speed of the sound, ρ is the density of the solid, and ρf is the density of the fluid. In the
linear elastic equation, ∇ · denotes the divergence operator for tensors, σ(u) is the stress tensor
given by Hooke’s law

σ(u) = C ε(u) .

Here ε(u) = 1
2(∇u+∇uT ) is the strain tensor where∇ denotes the gradient operator for tensors,

and C = C(x) is the elasticity tensor. The traction operator T is a surface differential operator
defined on Γ as

T(u) = σ(u)n .

In this work the issue of Equivalent Conditions (ECs) is addressed for the elastic displacement
uε as ε → 0. This question is linked with the issue of uniform estimates for the couple (uε, pε)
which solves Problem (1.1) as ε → 0 since it is a main ingredient in the validation of ECs. To
answer these questions, we make several assumptions on the data and on the regularity of the
surface Γ.

1.2.2 Framework

We work under usual assumptions (regularity, symmetry and positiveness) on the elasticity tensor
C. Some resonant frequencies may appear in the solid domain. However we can prove uniform
estimates for the field (uε, pε) as ε → 0 and we can validate ECs for uε under the following
spectral assumptions on limit problems set in the solid part Ωs

Assumption 1.1 (Dirichlet case) The angular frequency ω is not an eigenfrequency of the prob-
lem {

∇ ·σ(u) + ω2ρu = 0 in Ωs

T(u) = 0 on Γ .

Assumption 1.2 (Robin case) The angular frequency ω is not an eigenfrequency of the problem{
∇ ·σ(u) + ω2ρu = 0 in Ωs

T(u) = 0 and u ·n = 0 on Γ .
(1.2)

Jones eigenmodes (1.2) exist for axisymmetric bodies Ωs and for a discrete set of frequencies
ω [83, 99] but do not exist for generic domains, [76]. Our whole analysis is valid under the
assumption that the surfaces Γ and Γε are smooth, and f is a smooth ε-independent data. In this
framework, we prove in [123, 48] that it is possible to replace the domain Ωε

f by ECs and set on
Γ.

1.2.3 Formal derivation of equivalent conditions

In this section, a formal derivation of equivalent conditions (ECs) is presented in two steps. All
the details and formal calculi are presented in [123, Sec. 4] (Dirichlet case) and in [48, Sec. 5]
(Fourier case).
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First step : a multiscale expansion

A multiscale expansion in power series of the small parameter ε is derived for the solution (uε, pε)
of Problem (1.1) :

uε(x) = u0(x) + εu1(x) + ε2u2(x) + · · · in Ωs ,

pε(x) = p0(x; ε) + εp1(x; ε) + ε2p2(x; ε) + · · · in Ωε
f ,

with pj(x; ε) = pj(yα,
y3

ε
) .

Here x ∈ R3 are the cartesian coordinates and (yα, y3) is a “normal coordinate system” [22, 122]
to the surface Γ = ∂Ωs on the manifold Ωε

f : yα (α ∈ {1, 2}) is a tangential coordinate on Γ
and y3 ∈ (0, ε) is the distance to the surface Γ. The term pj is a “profile” defined on Γ × (0, 1).
The first terms (pj ,uj) are obtained for j = 0, 1, 2, 3 in [123, Sec. 4.2] (Dirichlet case) and for
j = 0, 1, 2 in [48, Sec. 5.2] (Robin case).

Second step : construction of equivalent conditions

The second step consists to identify a simpler problem satisfied by the truncated expansion

uk,ε := u0 + εu1 + ε2u2 + · · ·+ εkuk

up to a residual term in O(εk+1). The simpler problem which satisfies an EC on Γ writes{
∇ ·σ(ukε) + ω2ρukε = f in Ωs

T(ukε) + Bk,ε(u
k
ε ·n)n = 0 on Γ .

(1.3)

Here Bk,ε is a differential operator acting on functions defined on Γ which depends on ε. The
boundary condition in (1.3) is called an equivalent condition of order k + 1. Hence we obtain
a hierarchy of boundary conditions in (1.3), each one gives a model with a different order of
accuracy in ε.

1.2.4 Statement of equivalent conditions (Dirichlet case)

When the set of equations (1.1) is complemented with a Dirichlet boundary condition on Γε, the
first order equivalent conditions are

Order 1

T(u0) = 0 on Γ

Order 2

T(u1
ε)− εω2ρfu

1
ε ·nn = 0 on Γ

Order 3

T(u2
ε)− εω2ρf (1− εH(yα))u2

ε ·nn = 0 on Γ
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Order 4

T(u3
ε)− εω2ρf

(
1− εH(yα) +

ε2

3

[
∆Γ + κ2I + 4H2(yα)−K(yα)

])
(u3
ε ·n)n = 0 on Γ

HereH and K denote the mean curvature and the Gaussian curvature of the surface Γ and ∆Γ is
the Laplace-Beltrami operator along Γ. We refer to [123, Sec. 4.3] for the construction of these
ECs.

1.2.5 Statement of equivalent conditions (Robin case)

When the set of equations (1.1) is complemented with a Robin boundary condition on Γε, the first
order equivalent conditions are

Order 1

T(u0)− iωcρfu0 ·nn = 0 on Γ

Order 2

T(u1
ε)− iωcρf (I + εP1(D)) (u1

ε ·n)n = 0 on Γ

Order 3

T(u2
ε)− iωcρf

(
I + εP1(D) + ε2P2(D)

)
(u2
ε ·n)n = 0 on Γ

Here P1(D) and P2(D) are surface differential operators which are defined respectively as

P1(D) = −2H I + iκ−1∆Γ

P2(D) = −2iκH I +
(
(4H2 −K) I−∆Γ

)
+ (iκ)−1 [2H∆Γ − divΓ(HI−R)∇Γ) + ∆Γ(2H)] + (iκ)−2∆2

Γ ,

whereR is an intrinsic symmetric linear operator defined on the tangent plane TxΓ(Γ) to Γ at the
point xΓ ∈ Γ which characterizes the curvature of Γ at the point xΓ. The construction of these
conditions is detailed in [48, Sec. 5.3].

1.2.6 Stability and convergence results for equivalent conditions

The validation of equivalent conditions (ECs) consist in proving uniform estimates for uε − ukε ,
where ukε is the solution of the approximate model (1.3), and uε satisfies the problem (1.1). In the
Dirichlet case, the functional setting for ukε is described by the Hilbert space Vk = H1(Ωs) when
k ∈ {0, 1, 2}, and Vk = {u ∈ H1(Ωs) | u ·n|Γ ∈ H1(Γ)} when k = 3. We refer the reader
to [48, Sec. 2.5] for the Robin case.

Theorem 1.3 Under Assumption 1.1, for all k ∈ {0, 1, 2, 3} there exists constants εk, Ck > 0
such that for all ε ∈ (0, εk), the problem (1.3) with data f ∈ L2(Ωs) has a unique solution
ukε ∈ Vk which satisfies uniform estimates

‖uε − ukε‖1,Ωs 6 Ckε
k+1 . (1.4)
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Since it is nontrivial to work straightforwardly with the difference uε − ukε , we use the truncated
series uk,ε introduced in Sec. 1.2.3 as intermediate quantities. Hence, the error analysis is split
into two steps which are detailed in [123] :

1. We prove uniform estimates for the difference uε − uk,ε [123, Th. 4.2],

2. We prove uniform estimates for the difference uk,ε − ukε [123, Sec. 5.2].

The first step relies on uniform estimates for the solution uε to Problem (1.1) which are stated
in Sec. 1.2.7. We prove that Problem (1.3) is well-posed and its solution satisfies uniform esti-
mates in H1 norm, see [123, Th. 4.3]. Then we can deduce the second step stated above.

1.2.7 Uniform estimates

In the framework above ε-uniform a priori estimates have been proven for the solution to Problem
(1.1).

Theorem 1.4 Under Assumption 1.1, there exists constants ε0, C > 0 such that for all ε ∈
(0, ε0), the problem (1.1) has a unique solution (uε, pε) ∈ {(u, p) ∈ H1(Ωs) × H1(Ωε

f ) | γ0p =
0 on Γε } which satisfies

‖pε‖1,Ωεf + ‖uε‖1,Ωs 6 C‖f‖0,Ωs . (1.5)

This result has been proven in [123, Sec. 3] (for more general right-hand sides). The proof is
based on a compactness argument and a formulation of the problem set in a fixed domain. This
formulation is obtained through a scaling along the thickness of the layer. As an application of
uniform estimates (1.5), we can prove estimates for the remainders uε − uk,ε.

1.3 Numerical simulations

In the numerical experiments, the scattering problem of an acoustic plane wave from an aluminum
disk embedded in water has been considered. The computational domain for the domain Ωs is a
disk with a radius R = 0.01 m. The source term is an incident wave with support on Γ defined as
pi(x) = exp(iωx ·d) with d = (1, 0). The angular frequency is ω = 1.5 × 106 Hz. The Navier
equation is solved in the domain Ωs :

µ∆u + (λ+ µ)∇ div u + ω2ρu = 0 ,

where λ and µ are the Lamé coefficients : µ ' 26.32× 109 and λ ' 51.08× 109. The speed of
the sound is c = 1500 m.s−1 and the density of water is ρf = 1000 kg.m−3, while the density of
the solid is ρf = 2700 kg.m−3, [80].

The ECs have been implemented in several codes. For the FE computations, we use an Interior
Penalty Discontinuous Galerkin Method (IPDGM) and P3-finite elements (Lagrange) which are
available in the Finite Element code Hou10ni. The mesh of the computational domain contains
140000 triangles.

1.3.1 Dirichlet case

We compute the L2-errors Errk(ε) := ‖uε−ukε‖0,Ωs between the analytical solution uε to Problem
(1.1) and FE solutions ukε with curved elements which is associated with an EC of order 1, 2, or 3
in the Dirichlet case. We also compute the L2-errors between the analytical solution to Problem
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Figure 1.2: L2-errors Errk with respect to ε for k = 0, 1, 2 (Dirichlet external b.c.). Comparison
between analytical solutions and numerical (DG Finite Elements) solutions with curved elements

(1.1) and the analytical solution associated with an EC. These errors are plotted on Figure 1.2.
We observe that the numerical convergence rate coincides with the theory since the L2 error is of
order εk+1 : Errk(ε) = O(εk+1) for k = 0, 1, 2.

1.3.2 Robin case

We compute the L2-errors between the analytical solution to Problem (1.1) and FE solutions
(with straight or curved elements) u0

ε (which is associated with an EC of order 1) in the Robin
case. We also compute the L2-errors between the analytical solution of the exact problem (1.1)
and each analytical solution associated with an EC of order 1, or 2. We observe that the numerical
convergence rate coincides with the theory since the L2 error satisfies Errk(ε) = O(εk+1) for
k = 0, 1, See Figure 1.3.
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numerical solutions and analytical solutions
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1.4 Conclusion and perspectives

New boundary conditions have been proposed to approximate a thin layer of water with a Dirichlet
or Robin boundary condition on top of it. The new asymptotic model has been derived up to the
fourth order thanks to a two scale asymptotic expansion. The stability of the new condition and
the convergence of the asymptotic model have been proven. The equivalent condition has been
designed in order to be easily implemented in Finite Element codes, in particular in those based on
Discontinuous Galerkin methods. Thus, the next of this work will be the performance analysis of
the equivalent condition on numerical simulations. The next issue to tackle is the case where the
layer of fluid, which usually models the ocean, is coupled with the atmosphere. In such a case, a
first solution consists in replacing the ocean by an equivalent boundary condition (EC). However,
since the atmosphere can be considered as infinite, it is usually modeled thanks to a high order
absorbing boundary condition (ABC). Hence, a very promising perspective of this work is the
construction of EC in the case where a high order ABC is imposed on top of the water. A simpler
problem has been investigated in [27] for the propagation of acoustic waves in semi-infinite bi-
layered media and equivalent ABCs have been derived. Finally, the extension of the proposed EC
to transient problems is far from trivial (See e.g. [16] for thin-layer problems in elastodynamics)
and should be the object of a future work.



Chapter 2

Impedance conditions for highly
conductive thin sheet for the
time-harmonic Maxwell equations

2.1 Introduction

Already in 1902 Levi-Civita introduced impedance transmission conditions [98] (see also [13,
138]) for Maxwell’s equations. He postulated that the electric field is continuous over the interface
whereas the magnetic field has a discontinuity, which is proportional to the sheet thickness and
conductivity. As variation of the conditions by Levi-Civita the so called shielding element [113]
has been introduced. In an alternative way the so called thin layer boundary condition [147, 91,
105, 81, 69] are derived taking into account the boundary layer behaviour of the solution. In this
way, the thin layer boundary conditions exhibit jumps in both the electric and magnetic field and
involve sheet thickness and conductivity as arguments of hyperbolic functions.

Impedance transmission conditions (ITCs) fit naturally with finite element methods [127, 130,
15, 82] as well as boundary integral formulations [85, 107, 134], where for the latter only the
interface has to be discretized. ITCs with drastically reduced error levels can systematically been
derived by an asymptotic analysis of the Maxwell’s equations with thin conducting sheets where
the sheet thickness ε tends to zero. For example, for the eddy current model in 2D the family
ITC-2-N [133], in which the conductivity is scaled like 1/ε2 and N corresponds to the order,
where the convergence of the modelling error outside the sheet is like εN+1 in their respective
asymptotic regime. This convergence is not always robust in terms of the conductivity [132].
However, it turns out that the ITC-2-0 and ITC-2-1 conditions are robust and can be used from
very low to very high frequencies.

Since most electromagnetic devices necessitate the modeling in three dimensions, ITCs have
been derived for the full time-harmonic Maxwell’s equations in 3D and their numerical properties
have been investigated in [125]. To obtain robust transmission conditions as the ITC-2-1 in two
dimensions we choose the asymptotic regime in which the conductivity is scaled like 1/ε2. We
consider the general case of curved thin sheets where all the material constants may take different
values inside and on the two sides of the sheet. With this investigation we provide transmission
conditions which apply for high frequencies where electromagnetic wave propagation cannot be
neglected as well as for the magneto-quasistatic eddy current model.

In this chapter we restrict ourselves to presenting ITCs for highly conductive sheets [125].
A brief review on the accuracy of different approximations of the electromagnetic field for time-
harmonic thin-layer transmission problems is also presented in Appendix A [56, 55]. Section 2.2

19
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presents the model with a formulation in terms of the electric field and a formal derivation of
impedance conditions based on an asymptotic expansion in the thickness parameter ε. Then,
in Section 2.3 as main results the equivalent model of order 1, which satisfies perfect electric
conductor boundary conditions, and the equivalent model of order 2 are given. The equivalent
model of order 2 involves as a transmission condition a generalized Poincaré-Steklov map with a
second order surface differential operator. A mixed variational formulation including as additional
unknowns the mean and jump of the tangential magnetic field components on the interface is
introduced. The properties of the equivalent models have been investigated numerically for two
examples. These studies include the convergence of the modeling error and the robustness with
respect to the sheet conductivity, Section 2.4.

2.2 The mathematical model and equivalent models with transmis-
sion conditions

In this section we aim at giving a guideline on the derivation of impedance conditions. Let us first
present the mathematical model.

2.2.1 Time-harmonic Maxwell equations

We denote by Ω ⊂ R3 the domain of interest, which is composed of three subdomains (see Figure
2.1) as

Ω = Ωε
− ∪ Ωε

o ∪ Ωε
+

corresponding to different linear materials. The subdomain Ωε
o is a thin layer of constant thick-

ness ε surrounding the subdomain Ωε
−. The boundary of the subdomain Ωε

− is the smooth surface
denoted by Γε− while Γε+ is the boundary of the subdomain Ωε

− ∪ Ωε
o. The mid-surface of the

thin layer Ωε
o is denoted by Γ. In all that follows, unless specified, all the considered domains are

smooth domains in R3.

Ωε
+

Ωε
−

Ωε
o

ε

Γε+

n

Γε−

Figure 2.1: A cross-section of the domain Ω and the subdomains Ωε
−, Ωε

o, Ωε
+.
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The electromagnetic properties in Ω are given by the piecewise-constant and strictly positive
functions µε, εε, and σε corresponding to the respective magnetic permeability, electric permit-
tivity, and conductivity of the possibly different materials in the three subdomains :

µε =


µ−, in Ωε

−,

µo, in Ωε
o,

µ+, in Ωε
+,

εε =


ε−, in Ωε

−,

εo, in Ωε
o,

ε+, in Ωε
+,

σε =


σ−, in Ωε

−,

σεo = ε−2σ̃, in Ωε
o,

σ+, in Ωε
+.

We consider ε as a parameter, on which µε and εε depend through the definition of the subdo-
mains, where in σε in addition we assume an explicit dependence of the layer conductivity σεo
on ε. With this correlation the thinner is the layer, the larger is the conductivity in the layer.
The dependence like ε−2 corresponds for ε → 0 to asymptotically constant ratio of skin depth
dskin =

√
2/(ωµoσεo) and thickness ε, i.e. , they behave the same for ε→ 0.

Let ω > 0 be the angular frequency. Let us denote by j a smooth time-harmonic current
source which support does not meet the layer Ωε

o. Maxwell’s equations link the electric field Eε

and the magnetic field Hε, through Faraday’s and Ampère’s laws in Ω :

curlEε − iωµεHε = 0 and curlHε + (iωεε − σε)Eε = j in Ω .

This problem is complemented with a Silver-Müller boundary condition set on ∂Ω.

2.2.2 Electric field formulation for the time-harmonic Maxwell equations

Maxwell’s system of first order partial differential equations can be reduced to the following
second-order equation for the electric field

curl curlEε − (κε)2Eε = iωµj, in Ωε
− ∪ Ωε

o ∪ Ωε
+ , (2.1a)

with the continuity conditions for the Dirichlet and Neumann traces (cf. [79, Sec. 3]) across Γε±

Eε± × n = Eεo × n, on Γε± , (2.1b)
1

µ±
curlEε± × n =

1

µo
curlEεo × n, on Γε± , (2.1c)

and with the boundary conditions

curlEε+ × n− iκ+ n× Eε+ × n = 0 on ∂Ω . (2.1d)

Here we denote by κε the piecewise-constant function (complex wave number) given by

(κε)2(x) = ω2µε(x)

(
εε(x) + i

σε(x)

ω

)
, Im(κε(x)) ≥ 0 ,

and Eε†, † = −, o,+ are the restrictions of Eε to the respective subdomain Ωε
†.

2.2.3 Guideline on the derivation of impedance conditions

We give a guideline on the derivation of generalized impedance transmission conditions for the
electric field, which is based on an asymptotic expansion in the thickness parameter ε [125,
Sec. 5]. We will then propose two equivalent models E0 in Sec. 2.3.1 and E1

ε in Sec. 2.3.2, both for
the electric field. The first model E0 is of order 1 , i.e. , it satisfies at least formally Eε−E0 = O(ε)
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and the second model E1
ε is of order 2, i.e. it satisfies at least formally Eε − E1

ε = O(ε2). These
models are defined in ε-independent domains Ω−, Ω+, where Ω− denotes the domain Ωε

− in the
limit ε→ 0 and Ω+ the domain Ωε

+ for ε→ 0, i.e. Ω+ = Ω \ Ω− (see Figure 2.2).

Ω+

Ω−

Γ

n

Figure 2.2: A cross-section of the domain Ω and the subdomains Ω−, Ω+.

To define asymptotic models it is convenient to introduce the electromagnetic properties of
the “background” problem by simple extension of the values of µε, εε and σε outside the sheet in
the extended domains Ω− and Ω+:

µ =

{
µ−, in Ω−,

µ+, in Ω+,
ε =

{
ε−, in Ω−,

ε+, in Ω+,
σ =

{
σ−, in Ω−,

σ+, in Ω+.

Similarly, we define a complex wave number κ as κ = κ± in Ω±. In the following we present a
formal derivation of impedance conditions in two steps.

First step : a multiscale expansion. The first step consists in deriving a multiscale expansion
for the solution Eε to Problem (2.1) : it possesses an asymptotic expansion in power series of the
small parameter ε

Eε(x) ≈ E0(x) + εE1(x) + ε2E2(x) + · · · for a.e. x ∈ Ωε
− ∪ Ωε

+ , (2.2a)

Eε(x) ≈ E0

(
yα,

h

ε

)
+ εE1

(
yα,

h

ε

)
+ · · · for a.e. x ∈ Ωε

o . (2.2b)

Here, x ∈ R3 are the cartesian coordinates, (yα, h) is a local normal coordinate system to the
surface Γ in the thin layer Ωε

o : yα, α = 1, 2 are tangential coordinates on Γ and h ∈ (− ε
2 ,

ε
2)

is the distance to Γ. The term Ej is a “profile” defined on Γ × (−1
2 ,

1
2). Note, that the intrinsic

domain of the “far field terms” Ej is Ω− ∪Ω+. The first asymptotics (Ej ,Ej) are derived step by
step in [125, Sec. 5].

The derivation is based on an expansion of the differential operators inside the thin layer Ωε
o

in terms of ε, a Taylor expansion of Ej |Γε± around the mid-surface Γ and a collection of terms of
same powers of ε in the governing PDE inside and outside the sheet, the continuity conditions for
the Dirichlet and Neumann traces on Γε± and the boundary conditions. Since, moreover, the terms
Ej of the expansion inside the sheet can be explicitly expressed in terms of Ei, i = 0, . . . , j − 1
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we obtain formally

curl curlE±j − κ
2E±j = iωµj δ0j , in Ω± , (2.3a)

curlE+
j × n− iκ+ n× E+

j × n = 0 , on ∂Ω , (2.3b)

for the restrictions E±j of Ej to Ω±, with Dirichlet boundary conditions on Γ:

E±j × n =

j∑
i=0

G±i

( {
1
µ(curlEj−i)T

}
Γ[

1
µ(curlEj−i)T

]
Γ

)
. (2.3c)

Here G±i are differential operators on Γ where G±0 = 0. For any vector field v on Γ we denote by
vT = n × (v × n) the vector field of its tangent components and [vT]Γ (resp. {vT}Γ) denote the
jump (resp. the mean value) of vT across Γ ([vT]Γ = vT|Γ+ − vT|Γ−).

Second step : impedance transmission conditions and equivalent models. The second step
consists in identifying a simpler problem satisfied by an approximation Ekε of the truncated ex-
pansion E0(x) + εE1(x) + ε2E2(x) + · · · + εkEk(x) up to a residual term in O(εk+1). For this
the equations in (2.3) for i = 0, . . . , k are multiplied with εi and added up, and terms in O(εk+1)
are neglected. In this way we obtain the simpler problem as

curl curlEkε − κ2Ekε = iωµj , in Ω− ∪ Ω+ , (2.4a)

curlEkε × n− iκ+ n× Ekε × n = 0 , on ∂Ω , (2.4b)

with the following transmission conditions on Γ:

( [
Ekε × n

]
Γ{

Ekε × n
}

Γ

)
= Gk,ε

( {
1
µ(curlEkε)T

}
Γ

[( 1
µ curlEkε)T]Γ

)
, (2.4c)

where Gk,ε =
∑k

i=0 ε
i([Gi]Γ, {Gi}Γ)> is the truncation of the weigthed sum of operators G±i

where the jump or mean value is taken respectively. With this derivation it holds at least formally
Eε−Ekε = O(εk+1). Hence, we say that Ekε is an equivalent (or approximate) model of order k+1.

2.3 Equivalent models up to order 2

In this section we present the approximate models of order 1 (Sec. 2.3.1) and 2 (Sec. 2.3.2). Then
we introduce a mixed variational formulation for the second order model (Sec. 2.3.3).

2.3.1 Equivalent model of order 1

The equivalent model of order 1 is given by the limit solution E0 of (2.1) when ε→ 0. The limit
solution satisfies the perfect electric conductor (PEC) boundary condition on Γ and can be defined
independently in the two subdomains Ω−,Ω+. Hence, E−0 = E0|Ω− satisfies

curl curlE−0 − κ
2
−E
−
0 = iωµ−j− , in Ω−, (2.5a)

E−0 × n = 0 , on Γ, (2.5b)
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whereas E+
0 = E0|Ω+ is given by

curl curlE+
0 − κ

2
+E

+
0 = iωµ+j+ , in Ω+, (2.6a)

E+
0 × n = 0 , on Γ, (2.6b)

curlE+
0 × n− iκ+ n× E+

0 × n = 0 , on ∂Ω. (2.6c)

2.3.2 Equivalent model of order 2

We define a second order approximate solution E1
ε , which shall be much more accurate approx-

imation of Eε than the limit solution E0 when ε → 0. The equations defining E1
ε outside the

mid-surface Γ remain the same, i.e. , it solves

curl curlE1
ε − κ2E1

ε = iωµj , in Ω− ∪ Ω+ , (2.7a)

curlE1
ε × n− iκ+ n× E1

ε × n = 0 , on ∂Ω, (2.7b)

and at the mid-surface Γ the transmission conditions

( [
E1
ε × n

]
Γ{

E1
ε × n

}
Γ

)
= ε

(
L1 L3

L3 L2

)
{

1
µ(curlE1

ε)T

}
Γ[

( 1
µ curlE1

ε)T

]
Γ

 (2.7c)

are posed. Here, Li are differential operators given by

Li = Ai curlΓ curlΓ−BiI , i = 1, 2, 3,

in which Ai, Bi are constants defined by

A1 = −ω−2
{

(ε+ i
σ

ω
)−1
}

Γ
, B1 = 2

µo
γ

tanh (
γ

2
)− {µ}Γ ,

A2 =
A1

4
, B2 =

µo
2γ

coth (
γ

2
)−
{µ}Γ

4
,

A3 = −1

4
ω−2

[
(ε+ i

σ

ω
)−1
]

Γ
, B3 = −1

4
[µ]Γ ,

(2.8)

and γ = exp (3iπ
4 )
√
ωµoσ̃.

2.3.3 Mixed variational formulation

The transmission condition (2.7c) is in its general form of Wentzel type when regarded as a
Poincaré-Steklov map HT–to–E× n and tends to the PEC boundary condition for ε→ 0. There-
fore, we use the mixed variational formulation with additional unknowns λε and µε defined as

λε =

{
1

µ
(curlE1

ε)T

}
Γ

and µε =

[
1

µ
(curlE1

ε)T

]
Γ

,

in which the Poincaré-Steklov map (2.7c) is incorporated in weak sense. This formulation is also
known as saddle point problem with penalty term [18, § 4, pp. 138ff]. In this formulation we
search for E1

ε in the Hilbert space

V =
{
E ∈ H(curl,Ω±), E× n ∈ L2

t (∂Ω)
}
, (2.9)
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and for λε and µε in the Hilbert space W = TH(curlΓ,Γ). Hence, we obtain the mixed varia-
tional formulation : Find (E1

ε,λε,µε) ∈ V×W×W such that for all (U, ξ1, ξ2) ∈ V×W×W

∫
Ω+∪Ω−

1

µ
curlE1

ε · curlU− κ2

µ
E1
ε ·U dx− i

κ+

µ+

∫
∂Ω

E1
ε × n ·U× ndS

−
∫

Γ

(
n× λε
n× µε

)
·
([

UT

]{
UT

}) dS = iω

∫
Ω
j ·Udx ,

(2.10a)

and∫
Γ

([
n× E1

ε

]{
n× E1

ε

}) · (ξ1

ξ2

)
+ ε A

(
curlΓ λε

curlΓµε

)
·

(
curlΓ ξ1

curlΓ ξ2

)
− ε B

(
λε

µε

)
·

(
ξ1

ξ2

)
dS = 0 .

(2.10b)

Here, A and B are matrices given by

A =

(
A1 A3

A3 A2

)
and B =

(
B1 B3

B3 B2

)
where the constants Ai, Bi are defined in (2.8).

2.4 Numerical investigation of the equivalent model properties

This section illustrates the different equivalent models for both the diffraction and shielding prob-
lem of an incoming plane wave by a spherical thin conducting layer (Sec. 2.4.1) and the shielding
problem of a Gaussian current source by a flat layer (Sec. 2.4.2). Numerical convergence rates
show the order of accuracy for each equivalent model. Section 2.4.3 presents numerical results
for the robustness of each equivalent model with respect to the parameter σ̃.

2.4.1 Configuration of a spherical layer

The reference model has been tested for a spherical layer whose mid-surface has radius 1, the
computational domain is the ball of radius 1.5. The following parameters are chosen

ε+ = 1, µ+ = 1, σ+ = 0, (2.11a)

ε− = 2, µ− = 1.5, σ− = 0.5, (2.11b)

εo = 3.5, µo = 2.0, σ̃ = 0.5. (2.11c)

They are chosen such that all the coefficients Ai and Bi are different from 0. The source is here
an incident plane wave, Einc = exp(−iω x3) e1, i.e., there is no current source, and Silver-Müller
radiation condition applies to the scattered field Ek,sc

ε = Ekε − Einc.
Nédélec’s elements of the first kind on hexahedral curved elements are used to compute the

approximate solution. We have used sixth order elements on a fine enough mesh such that the
discretisation error is negligible over the modelling errors. On the mid-surface of the sheet the
impedance conditions of order 1 (which are the PEC boundary conditions (2.5b) and (2.6b)) or
order 2 (see (2.7c)) are applied, where we use edge elements for the auxiliary variables λε and
µε on the interface Γ (the finite element space for auxiliary variables is the tangential trace of the
3-D finite element space used for the electrical field).
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Figure 2.3: Relative L2 errors of the solutions E0, E1
ε of the equivalent models of order 1 and 2

versus the thickness ε (lower frequency ω = π
5 ).

We have performed the numerical experiments for two frequencies, a lower frequency ω = π
5

and a higher frequency ω = π. The relative L2 errors (computed in Ωext, the domain Ω excluding
the spherical crown 0.9 < r < 1.1) of the equivalent models of order 1 and order 2 are shown
in Fig. 2.3 for the lower frequency as a function of the thickness parameter ε. The model of
order 1 with PEC boundary condition, see (2.5)-(2.6), shows in the numerical experiments only
a convergence as O(ε) (see dashed line in Fig. 2.3) as expected by the asymptotic expansion.
When the model of order 2, see (2.7), is used for the lower frequency we observe the expected
second-order convergence (see solid line in Fig. 2.3). For the larger frequency ω = π we have
observed for the investigated thicknesses ε a local convergence approximately as O(ε2.5) for the
model of order 2 (pre-asymptotic behaviour) [125].

2.4.2 Configuration of a flat layer

In this simulation, the computational domain is the cube [−5, 5]3, and the conducting sheet is
centered at z = 0. The material parameters are the same as for the spherical layer, see (2.11),
where ε+, µ+, σ+ apply for z > 0 and ε−, µ−, σ− for z < 0. The pulsation is given as ω = 2π

5 .
Here, we use a current source j which is a Gaussian centered at (0, 0, 2.5) and truncated at a
distance of 1.5 from the center, and which is, hence, null in the thin layer. Periodic boundary
conditions are applied on lateral surfaces and the Silver-Müller condition is applied on surfaces
z = ±5. In [125] we observe that the equivalent model E1

ε converges towards the exact solution
even as O(ε3) as observed for flat sheets in 2-D (see [132]).

2.4.3 Robustness of the equivalent models versus the parameter σ̃

Since dskin = ε
√

2/(ωµoσ̃), the parameter σ̃ corresponds to the skin-depth-to-thickness ratio
of the sheet dskin/ε for fixed frequency. In Fig. 2.4, we observe numerically that the model of
order 2 is robust in σ̃ (since an error reduction for any small or large value of σ̃ can be observed)
whereas the model of order 1 is not robust in σ̃.
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Figure 2.4: Relative L2 error of the solutions E0 and E1
ε of the equivalent models of order 1 and

order 2 versus the parameter σ̃ (in abscissa) for ε = 0.01 and ε = 0.02.

2.5 Perspectives

Impedance transmission conditions (ITCs) have been developed for thin and highly conductive
sheets for the time-harmonic Maxwell equations. These ITCs have been derived up to the sec-
ond order. It is worth noting that we can not apply the second order transmission conditions
when neglecting the displacement currents and when the conductivities vanish outside the sheet.
Hence, a next of this work is to extend these conditions to the 3D eddy current problem [124]. A
very promising perspective of this work is to integrate all these conditions in boundary element
methods.

All these models are available for ”non-magnetic” materials when the relative permeability
µr = µ−/µ+ (between two media) is soft. The next issues to tackle are the Maxwell equations
and the eddy current problem in magnetic media where the contrast of permeabilities µr is high.
As a preliminary work the problem for the magnetic potential in the bi-dimensional eddy current
model is currently investigated [126].

In the framework of the PhD thesis of Justine Labat, which is advised by S. Tordeux, we
consider a three dimensional scattering problem of electromagnetic waves by small obstacles in
the time-harmonic regime. When the size of an obstacle is significantly small with respect to
the incident wavelength, we propose to replace the reference model with a reduced model using
the method of matched asymptotic expansions. This method consists in deriving a multi-scale
expansion for the far-field and for the near-field.
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Numerical treatment of corner and
edge singularities for elliptic systems
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The numerical treatment of corner and edge singularities in elliptic systems is of great interest
in the electrical engineering and mechanical engineering fields. The knowledge of asymptotics
(which involve singularity functions and their corresponding singular coefficients) is important
from the engineering point of view as they may affect for example the path stability of slightly
curved or kinked cracks [38, 96], and play an important role in determining the size and shape of
a crack tip plastic zone [95, 128].

Accurate knowledge of eddy currents is of great interest for the design of many electromag-
netic devices such as used in electrothermics. Taking advantage of the fast decrease of the elec-
tromagnetic field inside a conductor, impedance conditions are usually considered to reduce the
computational domain. Impedance boundary conditions were first proposed by Leontovich [97]
and by Rytov [131] in the 1940’s and then extended by Senior and Volakis [139]. These conditions
can be derived up to the required precision for any conductor with a smooth surface : we refer
to Haddar et al. [73] for the mathematical justification of conditions of order 1, 2 and 3. How-
ever such conditions are not valid near corners. Few authors have proposed heuristic impedance
modifications close to the corners [45, 155], but these modifications are neither satisfactory nor
proved. In particular in [155], the modified impedance appears to blow up near the corner, which
does not seem valid for non-magnetic materials with a finite conductivity as presented in [21].

I have been working for the last years on elliptic problems with corner and edge singulari-
ties [90, 21, 40, 140, 141]. In several works we aimed at determining an asymptotic expansion
of the solution in the vicinity of a singularity [40, 140, 141]. When a small parameter is also
involved in such a problem, multi-scale analysis has been used to derive asymptotic expansions
with corner profiles as this parameter tends to zero [21, 90].

In [40, 21], eddy current problems are addressed in a bidimensional setting where the conduct-
ing medium embedded in a dielectric medium is non-magnetic and has a corner singularity. For
any fixed skin depth we show that the flux density is bounded near the corner, unlike the perfect
conducting case. Then as the skin depth goes to zero, the first terms of a multiscale expansion of
the magnetic potential have been introduced to tackle the magneto-harmonic problem [21]. The
heuristics of the method are given and the derivation of the impedance condition is considered.
Numerical computations illustrate the obtained accuracy. In [40], we aim at describing the mag-
netic potential in the vicinity of the corner singularity, considering the conductivity σ, as well
as the angular frequency κ, as given parameters. We emphasize that these considerations will
be helpful in understanding the behavior of the impedance condition near corner singularities.
The asymptotic expansion of the magnetic potential as the distance to the corner goes to zero has
been provided [40]. Such asymptotics involve two main ingredients : the singular functions, also
called singularities, which belong to the kernel of the considered operator ; the singular coeffi-
cients, whose calculation requires the knowledge of dual singular functions. A method for the
calculation of the singular functions near the corner is introduced and two methods to extract the
singular coefficients are provided : the method of moments and the quasi-dual function method
(QDFM).

The precise description of an object containing rounded corners leads to consider meshes with
a large number of nodes in the corner neighborhood when the finite element method (FEM) is
straightforwardly applied. Dealing with such meshes makes the computation time- and resource-
consuming. Moreover, these computations have to be repeated if the curvature radius of the
rounded corner is modified. In order to avoid this computational cost, the rounded corners are
usually replaced by sharp corners. The obtained computational results are then globally accurate
but locally inaccurate in the neighborhood of the corners. In order to remedy this drawback,
we have developed numerical techniques to compute electrostatic fields in devices with rounded
corners in 2D situations [90]. An asymptotic expansion leads to solve two problems : one on
the device where rounded corners are replaced by sharp corners and the other on an unbounded
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domain representing the shape of the rounded corner after an appropriate rescaling. A generic
self-similar solution enables to estimate the electric field close to the corner by post-processing
for several values of the curvature radius. Some numerical tests have assessed the relevance of the
proposed approach. It has been also shown that forgotten techniques, as conformal maps, enable,
in some cases, to build exactly the generic solution and in every case, to approximate it. They can
be coupled with more computationally intensive numerical methods as the FEM, by providing
speed and accuracy.

The computation of the elliptical edge (e.g. as a sharp V-notch or a crack front) asymptotics
to the elasticity system is of major engineering importance because most surface cracks are semi-
elliptical. However an explicit asymptotic solution to this system in a three-dimensional domain
close to an elliptical edge is still unavailable. Towards its derivation we have first derived an
asymptotic solution of the Laplace equation in the vicinity of an elliptical singular edge in a
three-dimensional domain [140]. We have shown that the solution in the vicinity of an elliptical
edge is composed of three series (as for the circular edge case), but the specific feature with
eigenfunctions being functions of two coordinates. The dual singular solution is also provided
to be used in a future study to extract the edge flux intensity functions (EFIFs) by the quasi-dual
function method (QDFM).

The singular solution to the linear elasticity system in the vicinity of a straight or curved edge
can be represented by a series of eigenpairs, shadows and their associated singular coefficients,
the edge stress intensity functions (ESIFs) [37, 153]. The QDFM has been successfully applied
for the extraction of ESIFs associated with the non-integer eigenvalues from finite element (FE)
solutions, but it does not apply to ESIFs associated with the integer eigenvalues [37]. This is why
we have addressed the issue of computing the EFIFs associated with the integer eigenvalues by
the QDFM [141]. The specific non-standard feature of this problem lies in the structure of the dual
singularities associated with the integer eigenvalues : contrary to the non-integer eigenvalues these
dual singularities involve logarithmic terms. These singularities have been used with the QDFM
to extract EFIFs from p-version finite element solutions and numerical examples are provided.

The outline of this part proceeds as follows. In Chapter 3, corner asymptotics of the magnetic
potential in the eddy-current model are presented. As the skin depth goes to zero, the first terms of
a multi-scale expansion of the magnetic potential are introduced to tackle the magneto-harmonic
problem. As an application, a modified impedance boundary condition close to a corner singu-
larity is proposed. In Chapter 4, we concentrate on the extraction of EFIFs associated with the
integer eigenvalues for the Laplace operator over a 3-D domain with a straight crack. The dual
singularities are determined and the QDFM is applied to extract EFIFs.



Chapter 3

Corner asymptotics of the magnetic
potential in the eddy-current model

3.1 Introduction

In [40, 21], the magnetic potential has been considered in a non-magnetic domain composed of
a conducting material Ω− with one corner surrounded by a dielectric material Ω+. The operator
acting on the magnetic potential is not homogeneous and has a discontinuous piecewise constant
coefficient in front of its zeroth order part:

−∆ + iκµ0σ1Ω− .

Though pertaining to the wide class of elliptic boundary value problems or transmission problems
in conical domains, see for instance the papers [87, 88] and the monographs [72, 39, 115, 89], this
problem has specific features which make the derivation of the asymptotics not obvious—namely
the fact that singularities are generated by a non-principal term. Despite its great interest for the
applications, this problem has not yet been explicitly analyzed.

Another disturbing factor is the nature of the limit problem when the product κµ0σ tends to
infinity (large frequency/high conductivity limit). This limit is simply the homogeneous Dirichlet
problem for the Laplace operator set in the dielectric medium Ω+, whose corner singularities are
well known [87, 72]. In particular, when the conductor Ω− has a convex corner, its surrounding
domain Ω+ has a non-convex corner, thus the Dirichlet problem has non C1 singularities, in
opposition to the problem for any finite κµ0σ. This apparent paradox can be solved by a delicate
multi-scale analysis, whose heuristics are exposed in [21]. Roughly speaking, there exists profiles
in R2 which have the singular behavior of the operator −∆ + 2i1Ω− near the corner, and which
connect at infinity with the singular functions of the Dirichlet problem in Ω+, as described by
equation (13) in [21]. This is why the knowledge of the singularities of−∆ + iκµ0σ1Ω− at given
κ and σ is a milestone in the full multi-scale analysis.

Besides the mere description of singular functions, the computation of singular coefficients
is considered in [40]. Various works concern the extraction of singular coefficients associated
with the solution to an elliptic problem set in a domain with a corner singularity, see [106, 42] for
theoretical formulas, and [110, 144, 37] for more practical methods. In [40], we choose to extend
the quasi-dual function method initiated in [37] to the case of resonances, which was discarded in
the latter reference.

33
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(a) Domain for the eddy-current problem.
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θ = 0

θ = ω/2

θ = −ω/2

(b) Infinite sectors S+ and S− in R2.

Figure 3.1: Geometries of the considered problems.

Corner asymptotics

The magnetic vector potential A satisfies the following problem (see Fig. 3.1) :
−∆A+ = µ0J in Ω+,

−∆A− +
2i

δ2
A− = 0 in Ω−,

A+ = 0 on Γ,

[A]Σ = 0, on Σ,

[∂nA]Σ = 0, on Σ.
(3.1)

Here, δ =
√

2/(κµ0σ). There exists a unique solution A in H1
0 (Ω) to problem (3.1) and A

belongs to H
5
2
−ε(Ω) for any ε > 0. In particular, the magnetic potential A belongs to C1(Ω).

However, in general,A does not belong to C2(Ω), butA possesses a corner asymptotic expansion
as the distance r to c goes to zero.

In contrast with problems involving only homogeneous operators, problem (3.1) involves the
lower order term 2i/δ2 in Ω−. As a consequence the singularities are not homogeneous functions,
but infinite sums of quasi-homogeneous terms of the general form [87]

rλ+` lognrΦ(θ), λ ∈ C, ` ∈ N, n ∈ N

in polar coordinates (r, θ) centered at c. In the present situation, the leading exponents λ can be
made precise: they are determined by the principal part of the operator at c, which is nothing
but the Laplacian −∆ at the interior point c. Thus, the leading exponents are integers k ∈
N corresponding to leading singularities in the form of harmonic polynomials, written in polar
coordinates as

1 and rk cos(kθ−pπ/2), k ∈ N \ {0}, p ∈ {0, 1} . (3.2)

This is why A can be expanded close to the corner as

A(r, θ) ∼
r→0

Λ0,0S0,0(r, θ) +
∑
k≥1

∑
p∈{0,1}

Λk,pSk,p(r, θ), (3.3)

where the terms Sk,p are the so-called primal singular functions, which belong to the formal
kernel of the considered operator in R2, and the numbers Λk,p are the singular coefficients.
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Therefore, the derivation of the singular functions Sk,p and the determination of the singular
coefficients Λk,p are key points in understanding the behavior of the magnetic potential in the
vicinity of the corner. This was the double aim of the work in Ref. [40], where a constructive
procedure is provided to determine the singular functions Sk,p as well as two different methods
to compute the singular coefficients Λk,p. Generally speaking, the singular functions are sums of
the kernel functions of the Laplacian plus shadow terms. Since the leading part of the operator
is the Laplacian in the whole plane R2, its singular functions are the harmonic polynomials (3.2)
and we show that for any (k, p) ∈ N× {0, 1}, the singular function Sk,p writes as formal series

Sk,p(r, θ) = rk
∑
j≥0

(iζ2)j r2j
j∑

n=0

lognrΦk,p
j,n(θ), (3.4)

where the angular functions Φk,p
j,n are C1 functions of θ globally in R/(2πZ) (and piecewise ana-

lytic) and for the sake of normalization the positive parameter ζ is introduced as ζ2 = 1/(2δ2).
In Section 3.2, the problem satisfied by the singular functions Sk,p in the whole plane R2 split

into two infinite sectors S± (cf. Figure 3.1(b)) is provided. In order to determine the coefficients
Λk,p, the method of moments and the method of quasi-dual singular functions have been general-
ized, after [37, 142]. Contrary to the case when ζ = 0, these methods are approximate methods.
Estimates for their convergence are presented. In Section 3.3, numerical simulations by finite
elements methods illustrate the method of quasi-dual functions and the local expansion (3.3). In
the concluding Section 3.4, heuristics of a multi-scale expansion as κµ0σ tends to infinity and a
modified impedance boundary condition close to a corner are exposed [21].

3.2 Construction of singularities. Extraction of singular coefficients

Let ω ∈ (0, 2π) be the opening of the conductor part Ω− near its corner. We define the origin of
the angular variable, so that θ = 0 cuts the conductor part by half (see Figure 3.1(b)). Let S+ and
S− be the two infinite sectors of R2 defined as

S− =
{

(x, y) = (r cos θ, r sin θ) ∈ R2 : r > 0, θ ∈ (−ω/2, ω/2)
}
, S+ := R2 \ S− .

We denote by G the common boundary of S− and S+. Finally, introduce the unit circle T =
R/(2πZ) and set

T− = (−ω/2, ω/2) and T+ = T \ T− .

Thus, the configuration (Ω−,Ω+) coincides with the configuration (S−,S+) inside a ball B(c, R)
for a sufficiently small R.

The positive parameter ζ being chosen, we denote by Lζ the operator defined on R2 by

Lζ(u) =

{
−∆u, in S+,

−∆u+ 4iζ2u, in S−,
(3.5)

acting on functions u such that ∂qθu−|G = ∂qθu+|G for q = 0, 1. The singularities of problem
(3.1) are these of the model operator Lζ , with continuous Dirichlet and Neumann traces across
G.

As described above, the asymptotics of A near the corner involve the singularities of Lζ

which, by convention, are formal solutions U to the equation Lζ(U) = 0. It is therefore crucial to
make explicit these singularities.

Note that the operator Lζ is the sum of its leading part L0 which is the Laplacian −∆ in
R2, and of its secondary part 4iζ2L1 where L1 is the restriction to S−. According to the general
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principles of Kondratev’s paper [87], the singularities U of Lζ = L0 + 4iζ2L1 can be described
as formal sums

U =
∑
j

(iζ2)juj , (3.6)

where each term uj is derived through an inductive process by solving recursively

L0u0 = 0, L0u1 = −4L1u0, . . . , L0uj = −4L1uj−1, (3.7)

in spaces of quasi-homogeneous functions Sλ defined for λ ∈ C by

Sλ = Span
{
rλ logqrΦ(θ), q ∈ N, Φ ∈ C1(T), Φ± ∈ C∞(T±)

}
. (3.8)

The numbers λ are essentially determined by the leading equation L0u0 = 0, whose solutions
are harmonic functions in R2 \ {c}. The first term u0 is the leading part of the singularity while
the next terms uj , for j ≥ 1, are called the shadows.

The existence of the terms uj relies on the following result [40].

Lemma 3.1 For λ ∈ C, let Sλ be defined by (3.8) and let Tλ be defined as

Tλ = Span
{
rλ logqrΨ(θ), q ∈ N, Ψ ∈ L2(T), Ψ± ∈ C∞(T±)

}
. (3.9)

For an element g of Sλ or Tλ, the degree deg g of g is its degree as polynomial of log r.
Let λ ∈ C and f ∈ Tλ−2. Then, there exists u ∈ Sλ such that L0u = f. Moreover

(i) If λ 6∈ Z, deg u = deg f,

(ii) If λ ∈ Z \ {0}, deg u ≤ deg f + 1,

(iii) If λ = 0, deg u ≤ deg f + 2.

At this point, we distinguish the primal singular functions, which belong to H1 in any
bounded neighborhood B of c, from the dual singular functions, which do not belong to H1

in such a neighborhood. The primal singular functions S appear in the expansion as r → 0 of the
solutions to problem (3.1), while the dual singular functions K are needed for the determination
of the coefficients Λ involved in the asymptotics.

3.2.1 Principles of the construction of the primal singularities

The primal singular functions start with (quasi-homogeneous) terms u0 ∈ H1(B) satisfying
∆u0 = 0. Therefore, u0 is a homogeneous harmonic polynomial. We are looking for a basis
for primal singular functions, so we choose u0 = sk,p0 where

sk,p0 (r, θ) =

{
1, if k = 0 and p = 0,

rk cos(kθ−pπ/2), if k ≥ 1 and p = 0, 1.
(3.10)

Each sk,p0 belongs to Sk and is the leading part of the singular function Sk,p defined by

Sk,p(r, θ) =
∑
j≥0

(iζ2)jsk,pj (r, θ). (3.11)
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For j ≥ 1, the terms sk,pj in the previous series are the shadow terms of order j. According to the

sequence of problems (3.7), the function sk,pj is searched in Sk+2j as a particular solution to the
following problem: {

∆sk,p+
j = 0, in S+ ,

∆sk,p−j = 4sk,p−j−1 , in S− .
(3.12)

We deduce from Lemma 3.1 that, for any j ≥ 1, there exists sk,pj ∈ Sk+2j satisfying (3.12).

Moreover deg sk,pj ≤ j. This is why A can be expanded close to the corner as (3.3) and the
singular functions Sk,p writes as formal series (3.4).

3.2.2 Principles of the construction of the dual singularities

We start with the dual singularities of the Laplace operator

kk,p(r, θ) =


− 1

2π
log r, if k = 0, p = 0,

1

2kπ
r−k cos(kθ−pπ/2), if k ≥ 1, p = 0, 1.

(3.13)

Setting kk,p0 = kk,p, the dual singularities of Lζ are given by series

Kk,p(r, θ) =
∑
j≥0

(iζ2)jkk,pj (r, θ), (3.14)

where, for j ≥ 1, the shadow terms kk,pj are solutions in S−k+2j to{
∆kk,p+

j = 0, in S+ ,

∆kk,p−j = 4kk,p−j−1 , in S− .
(3.15)

We deduce from Lemma 3.1 that, for any j ≥ 1, there exists kk,pj ∈ S−k+2j satisfying (3.15).

Moreover, if j is odd, or if j is even and 2j < k, then deg kk,pj ≤ j. Otherwise (i.e. if j is even

and 2j ≥ k) then deg kk,pj ≤ j + 1. This is why the singular function Kk,p writes as formal series

Kk,p(r, θ) =


r−k

∑
j≥0

(iζ2)j r2j
j∑

n=0

lognrΨk,p
j,n(θ)

r−k
( ∑

0≤j<k/2

(iζ2)j r2j
j∑

n=0

lognrΨk,p
j,n(θ) +

∑
j≥k/2

(iζ2)j r2j
j+1∑
n=0

lognrΨk,p
j,n(θ)

)
when k is odd or even, respectively.

3.2.3 The method of moments

To extract the singular coefficients with the method of moments, we introduce the symmetric
bilinear formMR defined for R > 0 by

MR(K,A) := R−1

∫
r=R

KA R dθ. (3.16)

When ζ = 0 we can extract the scalar product of A versus 1 to compute Λ0,0 and versus kk,p to
compute Λk,p when k ≥ 1 [40].
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Proposition 3.2 Let A be the solution to the Laplace equation with a smooth right-hand side F
with support outside the ball B(c, R). Then

MR(1,A) = 2πΛ0,0, and MR(kk,p,A) =
1

2k
Λk,p, for k ≥ 1, p = 0, 1. (3.17)

A naive approach to extract the coefficients consists in following the heuristics of the case when
ζ = 0, cf. (3.16)-(3.17): compute MR(1/(2π),A) in order to extract the coefficient Λ0,0 and
MR(2kkk,p,A) for the coefficient Λk,p of expansion (3.3). This method makes possible a quite
rough approximation of the first coefficients only, as described in [40]. This method can be useful
if a low order of accuracy of the first 3 coefficients is sufficient. For a systematic computation of
all the coefficients, the method of quasi-dual functions is more accurate.

3.2.4 The method of quasi-dual functions

When ζ 6= 0, and in contrast to the case ζ = 0, we do not use exact dual functions satisfying
LζK = 0 inside the anti-symmetric bilinear form JR defined over a circle of radius R > 0 by

JR(K,A) :=

∫
r=R

(K∂rA−A∂rK) Rdθ. (3.18)

Instead we use the quasi-dual functions Kk,pm , which are the truncated series of (3.14):

Kk,pm (r, θ) :=
m∑
j=0

(iζ2)jkk,pj (r, θ). (3.19)

Here, m is a nonnegative integer, which is the order of the quasi-dual function. By construction

LζK
k,p
m = 4iζ2(iζ2)mkk,pm 1S− , (3.20)

which is not zero, but smaller and smaller as r → 0 when m is increased. The extraction of
coefficients Λk,p in expansion (3.3) is performed through the evaluation of quantities

JR(Kk,pm ,A), k = 0, 1, 2, . . .

and corresponding p ∈ {0, 1}, for suitable values of m ∈ {0, 1, . . .}. The quasi-dual function
method (QDFM) was introduced in [37] for straight edges and developed in [142] for circular
edges and homogeneous operators with constant coefficients. The expansions considered there
do not contain any logarithmic terms. This theory was revisited in our framework where, on the
contrary, we have an accumulation of logarithmic terms. The main result follows.

Theorem 3.3 Let A be the solution to problem (3.1), under the assumptions of the introduction.
Let k ∈ N and p ∈ {0, 1} (p = 0 if k = 0). Letm such that 2m+2 > k. For the extraction quan-
tity JR(Kk,pm ,A) defined through (3.18) and (3.19), there exist coefficients J k,p;k′,p′ independent
of R and A such that

JR(Kk,pm ,A) =
R→0

Λk,p +

[k/2]∑
`=1

J k,p ; k−2`,pΛk−2`,p +O(R−kR2m+2
0 logR) , (3.21)

where R0 = ζR (1 +
√
| logR|). If p = 1, the remainder is improved to O(R1−kR2m+2

0 logR).
The extra term logR disappears if k is odd.

Finally, a formalism using complex variables z± along the lines of [34] has been introduced
in [40] to simplify the analytic calculations of the primal singular functions Sk,p and the dual
singular functions Kk,p, required by the quasi-dual function method.
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3.3 Numerical simulations

In order to illustrate the QDFM to compute the coefficients of expansion (3.3), we consider prob-
lem (3.1) (with J = 0 and A = |θ|

2π on Γ). Since the source term is even with respect to θ, the
solution A is θ-even. As a consequence, only the terms with indices p = 0 are involved in the
Kondratev-type expansion (3.3). The computational domain Ω is a disk of radius 50mm. We
consider a conducting sector for ω = π/4 (other values have been tested and the conclusions
are similar). We particularly focus on the behavior of the solution in the vicinity of the corner
c. Parameter ζ is equal to 1/(5

√
2)mm−1, which corresponds to a physical skin depth of 5mm.

The solution is computed by the finite element method, using P2 finite elements available in the
library GetDP and a mesh with 64192 triangles.

First, we consider the computation of Λ0,0 by the use of formula (3.21) for the case m = 0
and m = 1. The value of A computed at the corner c is defined as the reference value for Λ0,0;
note that it is already a numerically approximated value. This reference value is compared to
JR(K0,0

m ,A) for m = 0 and m = 1, a quantity which provides an approximate value of Λ0,0 by
the method described in subsection 3.2.4. Note that the convergence rate as a function of R is
related to the first neglected terms. The results are shown in Figure 3.2 and are consistent with
the theoretical convergence rate (remind R0 = ζR (1 +

√
| logR|)). Note that concerning m = 1

and the smallest values of R, we can presume that the discretization accuracy is attained: This
should explain the behavior for the smallest values of R in Figure 3.2.
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0 log(R)

Figure 3.2: Accuracy for the computation of Λ0,0 as a function of R.
Quantity err0,0

m (R) is the relative error |JR(K0,0
m ,A)−A(c)|/|A(c)|.

Second, we consider the computation of the coefficients Λ1,0. The reference values are taken
from the computation of JR for the small value Rs = 5 · 10−5m of R. Results for JR(K1,0

m ,A),
m = 0, 1 are shown in Figure 3.3; they are also consistent with the expected theoretical behaviors.
We also consider the computation of the coefficient Λ2,0 in [40].

In Figure 3.4, we perform a qualitative description of the isovalues of A close to the corner
comparing the finite element solution and expansion (3.3) restricted to the terms which behave as
rk for k = 0, 1, 2 and r2 log r, i.e.

JRs(K
0,0
1 ,A)(1 + iζ2s0,0

1 ) + JRs(K
1,0
1 ,A)s1,0

0 +
(
JRs(K

2,0
1 ,A)− J 2,0;0,0JRs(K

0,0
1 ,A)

)
s2,0

0 .
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Figure 3.3: Accuracy for the computation of Λ1,0 as a function of R.
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m (R) stands for the relative error |JR(K1,0
m ,A)− JRs(K

1,0
1 ,A)|/|JRs(K

1,0
1 ,A)|.
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Figure 3.4: Comparison of the finite element solution and of the local expansion.



3.4. LARGE FREQUENCY OR HIGH CONDUCTIVITY REGIMES 41

3.4 Large frequency or high conductivity regimes

An asymptotic method has been developed in [21] to tackle the magneto-harmonic problem (3.1)
as δ → 0. For a regular interface Σ the potential A0 solution to

−∆A+
0 = µ0J in Ω+,

A+
0 = 0 on Σ,

A+
0 = 0 on Γ,

A−0 = 0, in Ω−, (3.22)

intuitively approximates Aδ (3.1) in the dielectric medium and it can be proved that the “power
norm” [135] of the error Aδ − A0 is of order δ [23]. Yet this accuracy is no more valid near a
corner singularity since the jth-order shadow function sk,pj of sk,p0 in the Kondrat’ev expansion
(3.3) behaves like rk+2j logj r as r goes to zero, therefore ∇Aδ is bounded whereas ∇A0 blows
up at the corner. Hereafter the heuristics of a method to obtain the order δ by adding a correction
in the neighborhood of the corner are presented with numerical experiments [21].

Heuristics of a multi-scale expansion

Let first note that similarly to the regular case, A0 defined by (3.22) is the solution to the limit
problem of (3.1) as δ goes to zero, at least far from the corner. Hence the first term of the
expansion should start by A0. Since the respective behaviors of Aδ and A0 are different at the
corner for any non-zero δ, it is natural to truncateA0 by a cut-off function ϕwhich is zero close to
the corner and 1 far from it. We intuit that ϕ( · /δ)A0 is a good approximation and the following
results show this. Let rδ0 = Aδ − ϕ( · /δ)A0, it satisfies:

−∆rδ0 = [∆;ϕ (./δ)]A+
0 , in Ω+, rδ0|Γ = 0, on Γ, (3.23a)

−∆rδ0 +
2i

δ2
rδ0 = 0, in Ω−, (3.23b)[

rδ0

]
Σ

= 0,
[
∂nr

δ
0

]
Σ

= −∂n
(
ϕ(./δ)A+

0

)
, on Σ, (3.23c)

where for any pair of functions (ν, u), [∆; ν]u = ∆(νu)− ν∆u. Solving exactly (3.23) provides
no benefits compared with the computation of (3.1), but we will take advantage of the knowledge
of A+

0 near the corner:

A+
0 'r→0

a1r
α sin(α(θ − ω)), where α =

π

2π − ω
. (3.24)

Insert (3.24) into such (3.23) and perform the rescaling X = x/δ (R = r/δ). Let δ go to zero (Γ
is thus “sent” to the infinite) to make appear the “profile” term Vα that is independent of A0 and
δ and satisfies in R2

−∆XVα = [∆X ;ϕ] (Rα sin(α(θ − ω))), in S+, (3.25a)

−∆XVα + 2iVα = 0, in S−, (3.25b)

[Vα]G = 0,

[
1

R
∂θVα

]
G

= αϕRα−1, (3.25c)

Vα →|X|→+∞ 0. (3.25d)

Observe that near the corner, a1δ
αVα(./δ) does not correct exactly (3.23c), however according to

(3.24), it corrects its leading term, the other terms being neglected. Hence Aδ writes

Aδ = ϕ
( ·
δ

)
A0 + (1− ϕ)a1δ

αVα

( ·
δ

)
+ rδα. (3.26)
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Numerical results and modified impedance conditions

The errors |rδ0| and |rδα| are plotted respectively in Fig. 3.5(a) and 3.5(b). The terms Aδ, a1, A0

and Vα are computed by using the finite element method. On both figures, the same color scale
is used except the white area around the corner in Fig. 3.5(a) where the error is higher (between
0.04 and 0.14). Fig. 3.5(b) shows the profile correction (3.25): the highest error lies now in the
regular part of the interface Σ, for which the correction is known [23].

(a) |rδ0|. (b) |rδα|.

Figure 3.5: Modulus of the errors between the solution and the two first orders of (3.26) for
δ = 0.025.

Assume that a1 6= 0and denote by Zs = (1 + i)/(σδ) the regular surface impedance. Accord-
ing to the expansion (3.26), the surface impedance Zδ close to the corner can be approximated
by:

Zδ = Zs
1 + i

δ

Aδ
∂nAδ

'
r→0

Zs(1 + i)
Vα( · /δ)

(∂nVα)( · /δ)
, (3.27)

therefore for any σ and f such that δ is small enough, the function Zδ(δ · )/|Zs| behaves close
to zero as

√
2iVα/(∂nVα). These similar behaviors are shown in Fig. 3.6 where the “impedance”

from the profile function is compared to the real impedance for two values of δ, where f and σ
are different.

The modified impedance boundary condition (3.27) has been used in [52] where a finite el-
ement subproblem method (FE-SPM) has been developed to correct the inaccuracies proper to
impedance condition models, in particular near edges and corners of conductors, for a large range
of conductivities and frequencies. The FE-SPM allows to split eddy current analysis into sub-
problems of lower complexity regarding computational aspects and meshing. Local corrections,
supported by fine local meshes, can be obtained from each approximate model to the other, al-
lowing efficient extensions of their domains of validity.

3.5 Conclusion and perspectives

We have provided corner asymptotics of the magnetic potential for the eddy current problem in a
bidimensional domain. Such expansions involve two ingredients: The calculation of both primal
and dual singularities, and the computation of the singular coefficients. Primal and dual singu-
larities of the non-homogeneous operator −∆ + iκµ0σ1Ω− in R2 are derived as infinite series,
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Figure 3.6: Behavior of Zδ/|Zs| vs r/δ. The domain characteristic length L is here 0.1m, then
δ/L is between 2 and 4.6% for the considered situations.

whose coefficients are obtained recursively. To compute the singular coefficients, we first tried to
apply the method of moments, straightforwardly derived from the case of the Laplace operator.
This method is limited since it makes possible to obtain only the first singular coefficients of the
corner asymptotics and at a low order of accuracy, therefore we adapted the method of quasi-dual
functions introduced in [37] to our specific problem. Numerical simulations of section 3.3 corrob-
orate the theoretical order of accuracy obtained in the previous sections, illustrating the accuracy
of the asymptotics.

Forthcoming work will deal with the high conducting case, (ı.e. the case σ goes to infinity),
for which two small parameters appear: the distance to the corner and the skin depth

√
2/(κµ0σ).

Preliminary results of the formal derivation of the magnetic potential have been obtained in [21],
which have to be rigorously justified and extended. The theoretical proof of the existence and
uniqueness of the profile Vα as well as the justification that the remainder rδα in (3.26) is of order
δ will be presented in a future work.
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Chapter 4

Edge asymptotics for the Laplace
equation

4.1 Introduction

Asymptotic solutions of the elasticity system or the Laplace equation in the vicinity of singular
points over two dimensional domains have been investigated for over half a century. For the
Laplace equation these are described by an infinite series of the eigenpairs (αk, φk(ϕ)) and their
coefficients named flux intensity factors Ak (FIFs) as follows:

τ(ρ, ϕ) =
∑
k

Akρ
αkφk(ϕ). (4.1)

In three-dimensional domains such as polyhedra, both vertex and edge singularities exist [39,
151]. For straight edges an explicit representation of the singular solutions along the edge was
provided in [77, 37, 118, 153]. It is given by two infinite series containing the 2-D series and
another series of the derivative of the FIFs Ak which are functions along the straight singular
edge (see Fig. 4.1) as follows:

τ(ρ, ϕ, z) =
∑
k

∞∑
`=0,2,4,6···

∂`zAk(z)ρ
αk+`φk,`(ϕ). (4.2)

It was shown in [154] that for three-dimensional domains with a circular singular edges, the
solution of the Laplace equation is given by three series:

τ(ρ, ϕ, θ) =
∑
k

∞∑
`=0,2,4,6···

∂`θAk(θ)ρ
αk
( ρ
R

)` ∞∑
i=0

( ρ
R

)i
φk,`,i(ϕ), (4.3)

where θ is the angle surround the circular edge, ρ is the normal distance from the circular edge
and R is the radius of the circular edge, Ak(θ) are the Edge Flux Intensity Functions (EFIFs), αk
are the 2-D eigenvalues and φk,`,i(ϕ) are the 2-D eigenfunctions and their shadow functions. This
expansion contains the 3-D straight edge series and another series associated to the curvature of
the singular edge.

The computation of the elliptical edge asymptotics to the elasticity system is of major engi-
neering importance because most surface cracks are semi-elliptical. Towards its derivation we
have first considered the Laplace equation in [140] and we have shown that as for the circular

45
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Figure 4.1: A 3-D domain containing a straight singular edge at (x, y) = (0, 0).

edge case, the solution in the vicinity of an elliptical edge is composed of three series,

τ =
∑
k

∞∑
`=0

∂`γAk(γ)ραk
(
ρ q(γ)

a g(γ)

)` ∞∑
i=0

(
ρ sinh (2β0)

a g(γ)

)i
φk,`,i(ϕ, γ) . (4.4)

Here the eigenfunctions φk,`,i are functions of the coordinate ϕ and of the coordinate γ along the
elliptical edge; a, β0 > 0 are given parameters for an ellipse, functions q and g are defined as
q(γ) = cosh(2β0) − cos(2γ) and g(γ) =

√
q3(γ)/2. Specific examples for an elliptical crack

with homogeneous Dirichlet or Neumann BCs on the crack faces are provided in [140]. Since the
dual singularities are required to extract the edge flux intensity function (EFIFs) using the QDFM,
the first terms of the dual solution have also been derived.

The EFIFs and the edge stress intensity functions (ESIFs) may be computed using the dual
eigenpairs by an extraction method named the quasi-dual function method (QDFM) (See [37,
118]). The QDFM has been successfully applied for the extraction of EFIFs and ESIFs associated
with the non-integer eigenvalues from finite element (FE) solutions [37]. Other methods for
extracting EFIFs are available (see e.g. [31, 117]), however these methods do not apply to integer
eigenvalues either. Integer eigenvalues exist, for example for crack problems with homogeneous
Dirichlet or Neumann boundary conditions on the crack faces [34]. In [141] the QDFM has
been applied for the extraction of the EFIFs Ak(z) in (4.2) which are associated with the integer
eigenvalues for the Laplace operator over a 3-D domain with a straight crack. We have first
determined dual singularities which are associated with the negative integer eigenvalues. Contrary
to the primal singularities [35], these dual singularities involve logarithmic terms. We implement
the presented methods and provide numerical examples using the p-version of the FE method.

In this chapter, we focus on the issue of EFIFs associated with the integer eigenvalues for the
Laplace operator over a 3-D domain with a straight crack. The dual singularities are determined
and the QDFM is adapted for the extraction of these EFIFs.

4.2 Dual singularities for a straight 3-D crack front

The solution to the Laplace equation in the vicinity of a straight singular edge with homogeneous
Dirichlet or Neumann BCs on the crack faces is given by (4.2). The negative eigenvalues and the
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corresponding eigenfunctions form the “dual solution” that we define by K(ρ, ϕ, z) :

K(ρ, ϕ, z) =
∑
k

∞∑
`=0,2,4,6···

∂`zBk(z)ρ
αk+`ψk,`(ρ, ϕ) (4.5)

Here the dual eigenvalues are negative for both Dirichlet BCs or Neumann BCs : αk = −k/2,
k = 1, 2, 3, · · · and α0 = 0 in the case of Neumann BCs.

The dual eigenfunctions ψk,` associated with the negative non-integer eigenvalues (i.e. αk =
−k/2, k = 1, 3, · · · ) and their shadows are independent of ρ. These functions can be computed
by solving recursively the ODEs

α2
kψk,0(ϕ) + ψ′′k,0(ϕ) = 0, ϕ ∈ (−π, π), (4.6)

(αk + `)2ψk,`(ϕ) + ψ′′k,`(ϕ) + ψk,`−2(ϕ) = 0, ϕ ∈ (−π, π), ` ∈ 2N \ {0} (4.7)

with Dirichlet or Neumann BCs.
In this section, we emphasize the problem of computing dual shadows associated with integer

eigenvalues (i.e. αk = −k/2, k = 0, 2, 4, · · · ). Let K(αj) be the part of the dual solution (4.5)
associated with the eigenvalue αj ∈ Z−, so that

K =
∑
j

K(αj) and K(αj)(ρ, ϕ, z) =
∞∑

`=0,2,4,6···
∂`zBj(z)ρ

αj+`ψj,`(ρ, ϕ) (4.8)

Following the construction of dual singularities introduced in [40], the dual singularities K(αj)

contain logarithmic terms in ρ

K(αj)(ρ, ϕ, z) =

∞∑
`=0,2,4,6···

∂`zBj(z)ρ
αj+`

(
ψj,`(ϕ) + log ρ ψ̃j,`(ϕ)

)
(4.9)

We provide recursive ODEs for the determination of the polar parts ψj,` and ψ̃j,`

(αj + `)2 ψ̃j,` + ψ̃′′j,` + ψ̃j,`−2 = 0 (4.10)

(αj + `)2 ψj,` + ψ′′j,` + 2 (αj + `) ψ̃j,` + ψj,`−2 = 0 (4.11)

for all ` ≥ 0 (with the convention ψ̃j,−2 = ψj,−2 = 0). As an application the dual singularities
K(−1) and K(0) have been derived [141] : for homogeneous Dirichlet BCs on the crack faces, we
obtain

K(−1) = ρ−1

{
B2(z) sinϕ−B′′2 (z)ρ2 log ρ

sinϕ

2
(4.12)

+B
(4)
2 (z)ρ4

(
− 3

64
+ log ρ

1

16

)
sinϕ

+B
(6)
2 (z)ρ6

(
7

2304
− log ρ

1

384

)
sinϕ+ · · ·

}
For homogeneous Neumann BCs on the crack faces, we obtain

K(0) = −
{
B0(z) log ρ+B′′0 (z)ρ2 1

4
(1− log ρ) (4.13)

+B
(4)
0 (z)ρ4

(
− 3

128
+ log ρ

1

64

)
+B

(6)
0 (z)ρ6

(
11

13824
− log ρ

1

2304

)
+ · · ·

}
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and

K(−1) = ρ−1
{
B2(z) cosϕ−B′′2 (z)ρ2 log ρ

cosϕ

2
+B

(4)
2 (z)ρ4

(
− 3

64
+ log ρ

1

16

)
cosϕ

+B
(6)
2 (z)ρ6

(
7

2304
− log ρ

1

384

)
cosϕ+ · · ·

}

4.3 Extraction of EFIFs associated with integer eigenvalues

To compute the EFIFs we apply the QDFM [37]. A path integralQρ
[
τ,K

(αj)
n

]
over a cylindrical

surface with a radius ρ surrounding the straight singular edge is considered:

Qρ
[
τ,K

(αj)
n

]
=

∫
z

∫ π

−π

(
∂ρτK

(αj)
n − τ∂ρK

(αj)
n

)
ρdϕdz . (4.14)

Here, K(αj)
n is composed of the dual eigenfunction and its first n shadow functions.

Since the EFIFs Ak(z) are unknown, we approximate it (and also Bj(z)) by a family of
orthogonal polynomials in the range [−1, 1]. For this purpose we use the Jacobi polynomials as
follows (see [118]) :

A
{p,m}
k (z) =

p∑
i=0

akiJ
{i,m}(z) (4.15)

B
{`,m}
j (z) =

1

2π

2`+ 2m+ 1

22m+1

(2m+ `)!`!

((`+m)!)2

(
1− z2

)m
J{`,m}(z) (4.16)

where J{`,m}(z) is a Jacobi polynomial of order m and a polynomial degree `. Since n is finite,
the integral Qρ

[
τ,K

(αj)
n

]
is surface-dependent. For the computation of the coefficients aj` in

(4.15) we used the Qρ0

[
τ,K

(αj)
n

]
integral with a remainder of:

Qρ
[
τ,K

(αj)
n

[
B
{`,m}
j (z)

]]
= aj` +O

(
ραs−αj+n+2(1 + | log ρ|)

)
(4.17)

where αs is the smallest positive eigenvalue. For a crack with homogeneous Dirichlet BCs the
smallest positive eigenvalues is α1 = 1/2, and for a crack with homogeneous Neumann BCs the
smallest positive eigenvalues is α0 = 0.

4.3.1 Computation of integer EFIFs with the QDFM : analytical examples

In [141] we extract the integer EFIFs for a straight crack with homogeneous Dirichlet and Neu-
mann BCs. We use Jacobi polynomials of order m = 4 and polynomial degree p = 8 to approxi-
mate the EFIF Ak(z) with (4.15) and to approximate Bj(z) with (4.16).

To extract A2(z) for Dirichlet BCs we compute Qρ
[
τ,K

(−1)
n

[
B
{`,4}
2 (z)

]]
by using (4.14)

and (4.12) with an explicit representation of the solution τ in (4.2), chosen up to order ρ6, for
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z ∈ [−1, 1], ` = 0, 1 and different values of n.

Qρ
[
τ,K

(−1)
0

[
B
{0,4}
2 (z)

]]
= a20 −

33

4
ρ2a22 −

91

11
ρ2a24 + · · ·

Qρ
[
τ,K

(−1)
0

[
B
{1,4}
2 (z)

]]
= a21 −

273

20
ρ2a23 −

189

13
ρ2a25 + · · ·

Qρ
[
τ,K

(−1)
2

[
B
{0,4}
2 (z)

]]
= a20 −

1365

32
ρ4a24 +

1365

8
ρ4 log ρ a24 + · · ·

Qρ
[
τ,K

(−1)
2

[
B
{1,4}
2 (z)

]]
= a21 −

3213

32
ρ4a25 +

3213

8
ρ4 log ρ a25 + · · ·

Qρ
[
τ,K

(−1)
4

[
B
{0,4}
2 (z)

]]
= a20 +

266475

128
ρ6a26 −

72675

32
ρ6 log ρ a26 + · · ·

Qρ
[
τ,K

(−1)
4

[
B
{1,4}
2 (z)

]]
= a21 +

820743

128
ρ6a27 −

223839

32
ρ6 log ρ a27 + · · ·

To extractA0(z) (Neumann BCs) we useK(0) in (4.13) and we computeQρ
[
τ,K

(0)
n

[
B
{`,4}
2 (z)

]]
by using (4.14) with an explicit representation of the solution τ in (4.2), for z ∈ [−1, 1], ` = 0, 1
and for different values of n = 0, 2, 4.

Qρ
[
τ,K

(0)
0

[
B
{0,4}
0 (z)

]]
= a00 −

33

4
ρ2a02 +

33

2
ρ2 log ρ a02 + · · ·

Qρ
[
τ,K

(0)
0

[
B
{1,4}
0 (z)

]]
= a01 −

273

20
ρ2a03 +

273

10
ρ2 log ρ a03 + · · ·

Qρ
[
τ,K

(0)
2

[
B
{0,4}
0 (z)

]]
= a00 +

6825

32
ρ4a04 −

1365

8
ρ4 log ρ a04 + · · ·

Qρ
[
τ,K

(0)
2

[
B
{1,4}
0 (z)

]]
= a01 +

16065

32
ρ4a05 −

3213

8
ρ4 log ρ a05 + · · ·

Qρ
[
τ,K

(0)
4

[
B
{0,4}
0 (z)

]]
= a00 −

121125

64
ρ6a06 +

72675

64
ρ6 log ρ a06 + · · ·

Qρ
[
τ,K

(0)
4

[
B
{1,4}
0 (z)

]]
= a01 −

373065

64
ρ6a07 +

223839

64
ρ6 log ρ a07 + · · ·

4.3.2 Extracting A0 and A2 from p-FE solutions by the QDFM

Consider a finite elements model of a cracked cylinder with a radius 0.5 and a height 2 (z ∈
[−1, 1]), as shown in Fig 4.2. On the crack faces of the FE model we prescribe homogeneous
Dirichlet BCs. On the cylindrical outer surface the following Dirichlet BC is prescribed:

τ =
1

2

[(
1 + z + z2 + z3 + z4

)
sinϕ− 1

8

(
2 + 6z + 12z2

)(1

2

)2

sinϕ+
1

8

(
1

2

)4

sinϕ

]

On the cylinder’s basis z = −1 the Dirichlet BC is:

τ = ρ

(
sinϕ− ρ2 sinϕ+

1

8
ρ4 sinϕ

)
and on the cylinder’s basis z = 1 the Dirichlet BC is:

τ = ρ

(
5 sinϕ− 5

2
ρ2 sinϕ+

1

8
ρ4 sinϕ

)
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Figure 4.2: A cracked cylinder.
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Figure 4.3: A2(z) for different values of n and the exact function - homogeneous Dirichlet BCs.

These boundary conditions result in A2(z) = 1 + z + z2 + z3 + z4 and Ak = 0 for k 6= 2 so that
the solution is:

τ = ρ

[(
1 + z + z2 + z3 + z4

)
sinϕ− 1

8

(
2 + 6z + 12z2

)
ρ2 sinϕ .+

1

8
ρ4 sinϕ

]

The integral Qρ
[
τFE ,K

αj
n

[
B
{m,`}
j (z)

]]
was computed at ρ = 0.1 with Jacobi polynomials of

order m = 6 and ` = 0 · · · 20 for different values of n. The solution τFE was extracted from the
p-FE solution with 4387 DOF at p = 8 having an relative error in energy norm of 0.1%. Figures
4.3-4.4 show the extracted AFE2 (z) for different values of n and the relative error in the extracted
AFE2 (z) in percentage. As expected, the error in the extracted EFIFs decreases as the number of
the shadow functions n that construct the quasi-dual function K increases.

In [141] we extract alsoA0(z) andA2(z) from p-FE solutions by the QDFM when prescribing
homogeneous Neumann BCs on the crack faces. We observed that the error in EFIFs decreases
as the number of the shadow functions increases.
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Figure 4.4: Relative error in the extracted A2(z) in percentage - homogeneous Dirichlet BCs.

4.4 Conclusion and perspectives

The dual singularities of the Laplace equation has been presented in the vicinity of a straight
crack [141]. The dual integer eigenfunctions and their shadow functions contain logarithmic
terms. The QDFM has been extended for extracting the EFIFs in the vicinity of a straight singular
edge for the EFIFs that depend on the integer eigenvalues. The formulation and performance of
the method is demonstrated on the simplified Laplace equation. Although the QDFM is a mildly-
surface-dependent integral, we demonstrated that by using a proper quasi-dual function K(αj)

n

and proper extraction functions Bj(z), one may extract the functional representation of the EFIFs
Ak(z) accurately and efficiently.

Because, in general, only a FE approximation of the solution is available, the QDFM in con-
junction with p-FE methods provide highly accurate EFIFs. These were obtained as a function
along the straight edge. Another major advantage is the possibility to use the FE solution on a
cylindrical surface at a distance from the singular edge, thus it is not necessary to have a refined
mesh in the vicinity of the singularity (which is a complicated and tedious task in 3-D domains).
The presented methods may be extended to the elasticity system and to circular singular edges
following the same methodology presented herein.

We provided also the machinery to develop an asymptotic solution for the Laplace equation
in the vicinity of an elliptical crack or a sharp V-notch in a three dimensional domain [140].
These machinery and solution for the Laplace equation serve as a cornerstone for the asymptotic
solution for the elasticity system, and the next of this work is to obtain an asymptotic solution to
the elasticity system in the vicinity of an elliptical and semi-elliptic crack.
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Appendix A

Thin-layer models for transmission
problems in electromagnetism

A.1 Introduction

In this appendix one presents a review on the accuracy of different approximations of the electro-
magnetic field for time-harmonic thin-layer transmission problems. The simplified configuration
is mainly motivated by the computation of the electromagnetic field in biological cells. In [55]
we derived a multi-scale expansion in power series of a small parameter ε (which represents the
relative size of a cell membrane) for the electromagnetic field at mid-frequency. We inferred ap-
propriate transmission conditions ”at first order” on the boundary of the cytoplasm satisfied by the
first two terms of the expansion E0 + εE1. We proved uniform estimates (in energy norm) with
respect to ε for the error between the exact solution Eε and the approximate solution E0 +εE1 [55,
Th. 2.9]. We validated the asymptotic expansion up to the first two terms, proving estimates for
the remainder of the expansion defined as Eε− (E0 + εE1) [55, Th. 6.3]. We provided numerical
simulations that validate approximate models.

Since the expansion [55, Eq. (5.1)] is no longer valid in the low-frequency regime, we derived
a resistive model adapted to this frequency range, [54, 56]. We derived a GITC (Generalized
Impedance Transmission Condition) model of order 2 (A.7). Delourme et al. derived a second
order asymptotic model [46, Eqs. (1)-(5)] for the electrical field in a domain with a periodic
oscillating thin (and straight) layer. We have made explicit the model of Delourme et al. in
the case of an homogeneous thin layer. It corresponds to the GITC model (A.7) for a specific
choice of parameters α = β = 1

2 . A new unified formulation, which involves the coefficients
Aβ , Bβ , Cβ , and Dβ in (A.8) was introduced in order to write the different models in the same
framework [56]. This simplifies the comparison between the models and we make the link with
the work in Ref. [32]. We show the numerical accuracy of the different asymptotic models for the
diffraction problem of a penetrable sphere surrounded by a conducting thin layer. Then, we apply
the different models to the case of a spherical biological cell: the membrane is then very resistive.
We observe a mid-frequency regime (for which GITCs provide a second order approximation)
when the currents of displacement are prominent and we observe a low-frequency regime (for
which only a first order approximation is observed for GITCs), when the ohmic currents are
dominant. We discuss advantages and drawbacks for all these models.

A.2 The mathematical model

We introduce the framework and the exact model that will be approximated in the next sections.

55
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A.2.1 Time-harmonic Maxwell equation in single cell

Biological cells consist of a cytoplasm surrounded by a thin resistive layer. We denote by O the
domain of interest which is composed of the outer cell medium and the cell. Let us denote by Oc

the cell cytoplasm, and by Oεm the cell membrane surrounding Oc, whose thickness is constant
and denoted by ε. Assuming, without loss of generality, that the domain Oc is independent of ε,
the extracellular domain is then ε–dependent. We denote it by Oεe , in a such way that (see Figure
A.1) :

O = Oc ∪ Oεm ∪ Oεe .
The boundary of the cytoplasm is the smooth surface denoted by Γ while Γε is the cell boundary,
i.e. Γε is the boundary of Oc ∪ Oεm.

Oc

ε

Γε

Γ
Oεm

Oεe

(µc, σc, εc)

(µe, σe, εe)

Figure A.1: A cross-section of the domain O and its subdomains Oc, Oεm, Oe

The electromagnetic properties of O are given by the following piecewise-constant functions
µ, ε, and σ corresponding to the respective magnetic permeability, electrical permittivity, and
conductivity of O:

µ =


µc, in Oc,

µm, in Oεm,
µe, in Oεe ,

ε =


εc, in Oc,

εm, in Oεm,
εe, in Oεe ,

σ =


σc, in Oc,

σm, in Oεm,
σe, in Oεe ,

.

Let us denote by J the time-harmonic current source and let ω be the frequency. For the sake of
simplicity, we assume that J is smooth , supported in Oεe and that it vanishes in a neighborhood
of the cell membrane. Maxwell’s equations link the electric field E and the magnetic field H,
through Faraday’s and Ampère’s laws in O :

curlEε − iωµHε = 0 and curlHε + (iωε− σ)Eε = J in O .

We complement this problem with a Silver-Müller boundary condition set on ∂O. Denoting by κ
the complex wave number given by

∀x ∈ O, κ2(x) = ω2µ(x)

(
ε(x) + i

σ(x)

ω

)
, Im(κ(x)) > 0,
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Maxwell’s system of first order partial differential equations can be reduced to the following
second-order equation

curl curlEε − κ2Eε = iωµJ in Oc ∪ Oεm ∪ Oεe , (A.1a)

with the following transmission conditions across Γ and Γε

Eεe × n|Γε = Eεm × n|Γε ,
1

µe
curlEεe × n|Γε =

1

µm
curlEεm × n|Γε , (A.1b)

Eεc × n|Γ = Eεm × n|Γ,
1

µc
curlEεc × n|Γ =

1

µm
curlEεm × n|Γ, (A.1c)

where Eεe, Eεm, Eεc denote the respective restrictions of Eε to the domains Oεe , Oεm and Oc. The
boundary condition is given as

curlEε × n− iκe n× Eε × n = 0 on ∂O. (A.1d)

A.2.2 The mid-frequency case

Two first orders of the asymptotic expansion

The first term E0 of the expansion satisfies the problem without the layer:

curl curlE0 − κ2
eE

0 = iωµeJ , in Oe, (A.2a)

curl curlE0 − κ2
cE

0 = 0 , in Oc, (A.2b)

with the transmission conditions:[
E0 × n

]
Γ

= 0,
1

µe
curlE0 × n|Γ+ =

1

µc
curlE0 × n|Γ− , (A.2c)

and the Silver-Müller condition

curlE0 × n− iκe n× E0 × n = 0 on ∂O. (A.2d)

E1 satisfies

curl curlE1 − κ2E1 = 0 , in Oc ∪ Oe, (A.3a)

curlE1 × n− iκe n× E1 × n = 0 on ∂O, (A.3b)

with the following transmission conditions on Γ

n× E1|Γ+ × n = n× E1|Γ− × n + T(E0) , (A.3c)
1

µe

(
curlE1 × n

)
|Γ+ =

1

µc

(
curlE1 × n

)
|Γ− + S(E0) . (A.3d)

Here T and S are surface operators defined on Γ:

T(E) =

(
µm

κ2
m

− µe

κ2
e

)
n× curlΓ curlΓ(

1

µc
curlE)T|Γ− + (µm − µe)

1

µc
(curlE× n) |Γ− ,

(A.4)

S(E) = −
(
κ2

m

µm
− κ2

e

µe

)
(n× E× n) |Γ+ +

(
1

µm
− 1

µe

)
curlΓ curlΓ (n× E× n) |Γ+ , (A.5)

and curlΓ is the tangential rotational operator and curlΓ is the surface rotational operator.
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A.2.3 The low-frequency case

For low frequencies, the ratio |κm/κe|2 is of order ε. It is convenient to introduce the complex
κ̃m such as

κ2
m = εκ̃2

m,

where κ̃m is such that its imaginary and real parts have the same sign as these of κm. We derived
an asymptotic expansion [54]

Eε ≈ E0, in Oc ∪ Oe

Eε ≈ ε−1E−1
m

(
xT,

x3

ε

)
+ E0

m

(
xT,

x3

ε

)
, for almost any (xT, x3) ∈ Γ× (0, ε) .

Unlike the mid-frequency case, this expansion starts at the order ε−1 in the thin layer. It
has been found that at low frequency, the membrane influence appears at the zeroth order term,
meaning that the membrane influence should not be neglected, namely the limit field E0 satisfies
the problem

curl curlE0 − κ2
eE

0 = iωµeJ, in Oe, (A.6a)

curl curlE0 − κ2
cE

0 = 0, in Oc, (A.6b)

curlE0 × n− iκen× E0 × n = 0, on ∂O, (A.6c)

with the following transmission conditions set on Γ

1

µe
curlE0|Γ+ × n =

1

µc
curlE0|Γ− × n, (A.6d)

[
n× E0

]
Γ

= −µm

κ̃2
m

curlΓ curlΓ

(
1

µc
curlE0|Γ−

)
T

. (A.6e)

A.2.4 GITC and Chun models

In the above sections A.2.2–A.2.3, we have chosen to write the condition on the boundary Γ of
the inner domainOc but this is an arbitrary convention. Sometimes it might be interesting to place
the fictitious surface on which the transmission conditions hold between the boundary of the inner
domain and the surface Γε. Actually, for any β ∈ [0, 1] we can define the family of surfaces that
are parallel to Γ by

Γβ = {xT + βεn(xT), xT ∈ Γ} .

In addition, in the definition of S and T, the surface Γ− is involved but here again it is a
convention, and a weighted average between Γ+ and Γ− could have been chosen. In order to
study numerically the influence of such conventions on the convergence rate, for any α ∈ [0, 1],
and for any vector field v defined in a neighborhood of Γβ , let 〈v|Γβ 〉α be defined by

〈v|Γβ 〉α = α v|Γ+
2β

+ (1− α) v|Γ− .
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GITC model

Setting Oβe = {x ∈ Oe | dist(x,Γ) > 2βε} the field Eε[1] which approximates Eε (at the order 2)
is obtained by solving the problem :

curl curlEε[1] − κ
2
eE

ε
[1] = iωµeJ , in Oβe , (A.7a)

curl curlEε[1] − κ
2
cE

ε
[1] = 0 , in Oc, (A.7b)

curlEε[1] × n− iκe n× Eε[1] × n = 0 on ∂O, (A.7c)

with the following transmission conditions, called generalized impedance transmission conditions
(GITC) of order 2:[

n× Eε[1]

]
β

= ε
(
−Aβ curlΓβ curlΓβ λ + Bβλ

)
(A.7d)[

n

µ
× curlEε[1]

]
β

= ε

(
−Cβ curlΓβ curlΓβ

〈
(Eε[1])T

〉
1−α

+ Dβ

〈
(Eε[1])T

〉
1−α

)
, (A.7e)

(here [v]β := v|Γ2β
− v|Γ) with the additional unknown λ defined as

λ =

〈
1

µ
(curlEε[1]|Γβ )T

〉
α

,

and where constants Aβ, Bβ, Cβ, Dβ are defined in (A.8)

Aβ =
µm

κ2
m

− βµc

κ2
c

− (1− β)
µe

κ2
e

, Bβ = µm − βµc − (1− β)µe, (A.8a)

Cβ =
1

µm
− β

µc
− 1− β

µe
, Dβ =

κ2
m

µm
− βκ

2
c

µc
− (1− β)

κ2
e

µe
. (A.8b)

Link with the low-frequency case : Resistive model

From low to mid frequency, the GITC (A.7) provides an approximation of Eε. The order of ap-
proximation should be O(ε) at low frequency (i.e. for |κm/κe|2 = O(ε) ) and O(ε2) at mid
frequency, where |κm/κe| ∼ 1. Note that in this case, (A.6) also falls into the above frame-
work (A.7) by changing Aβ , Bβ , Cβ and Dβ into

ARβ =
1

ε

µm

κ̃2
m

, BR
β = CRβ = DR

β = 0.

Chun model

Chun et al. have derived in [32] transmission conditions when the two boundaries Γ,Γε are not
reduced to a single boundary. In this approach, the membrane is not meshed, and transmission
conditions are set between Γ and Γε. When curvature terms are removed, the second/third order
transmission conditions obtained are similar to the GITC

n× Eε[1]|Γε − n× Eε[1]|Γ = ε (−A curlΓ curlΓ λ + Bλ) (A.9a)

n

µe
× curlEε[1]|Γε −

n

µc
× curlEε[1]|Γ = ε

(
−C curlΓ curlΓ

〈
(Eε[1])T

〉
1−α

+ D
〈

(Eε[1])T

〉
1−α

) (A.9b)
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(the unknown λ is defined now as λ =
〈

1
µ(curlEε[1]|Γ)T

〉
α

) where the constants are given by

A =
µm

κ2
m

, B = µm, C =
1

µm
, D =

κ2
m

µm
. (A.10a)

Fourth/fifth order transmission conditions are also derived in Chun et al., involving higher-order
operator. We have chosen to not consider these higher-order transmission in order to keep a
comparison with only second/third order conditions.

A.3 Numerical Simulations

A.3.1 Numerical method and models

Weak formulations are discretized with five order curved hexahedral edge elements of the first
kind [33]. The geometry is meshed with hexahedral elements. The following models are com-
pared :

• Symmetric model (Problem (A.7) with β = 0.5) : this is the model obtained by Delourme
et al. [46]. In this model, the membrane is replaced by the boundary Γ1/2, which is the
median boundary between Γ and Γε.

• GITC model (Problem (A.7) with β = 0) : this model is similar to the previous one, but
the membrane is replaced by the boundary Γ instead of Γ1/2.

• Resistive model (Problem (A.6)) : this model is similar to a GITC model where coefficients
Aβ, Bβ, Cβ, Dβ are simplified, assuming that the frequency is small.

• E0 + εE1 model (solving problems (A.2) and (A.3)) : this is the model proposed in [55],
where E0 is computed, then E1 is computed with a right-hand-side depending on E0. Once
E0 and E1 computed, the approximated solution is given as E0 + εE1.

• Chun model (using conditions (A.9) with α = 0.5) : this is the model obtained by Chun
et al. [32]. In this model, the membrane is not meshed, and the two boundaries Γ, Γε are
distinct.

Note that, as it can be seen, all the models are giving similar transmissions conditions (only ex-
pression of coefficientsAβ, Bβ, Cβ, Dβ differ with respect to each position of the membrane): all
these models can be seen as different way to derive the asymptotic expansion of the electromag-
netic field solution to (A.1).

A.3.2 Validation

The models are validated for the scattering of a sphere with the following parameters

εm = 3.5, µm = 2.0, σm = 0.05
εc = 2.0, µc = 1.5, σc = 0.02
εe = 1.0, µe = 1.0, σe = 0.0

An objective was to see if choosing α = 0 or α = 1 is better than α = 0.5. The source is imposed
via a Silver-Müller condition (J = 0). As it can be observed in Fig. A.2, the choice α = 0.5
gives more accurate results than the other tested values of α for this model case. The GITC model
and symmetric model both provide a convergence in O(ε2), the symmetric model being more
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accurate than GITC for this case. Chun’s model provides a convergence in O(ε3), and is the most
accurate. Expected rates of convergence are numerically observed on this simple case, therefore
these models are correctly implemented. We think that the symmetric model is more accurate
than GITC model, because when

εe = εc, µe = µc, σe = σc,

the symmetric model provides a convergence in O(ε3). Since chosen values are not that far from
satisfying those equalities, the symmetric model is more accurate.

Figure A.2: Relative L2 error versus thickness ε for the symmetric model and GITC for different
values of α

A.3.3 Electric parameters of biological cell

In this section, α will be taken equal to 0.5 since this value gave the best results in the validation
case. We study here the case of a biological cell, assumed to be a sphere whose radius is equal to
10 µm with the following parameters

εm = 10.0, µm = 1.0, σm = 5.0e− 7
εc = 80.0, µc = 1.0, σc = 1.0
εe = 80.0, µe = 1.0, σe = 0.5

These parameters are close to the real parameters measured in biological cells. µ is identically
equal to 1, as a result Bβ and Cβ are equal to 0 for all models except Chun’s model. The con-
ductivity of the membrane σm is small compared to σe, σc. This fact also induces two regimes: a
low-frequency regime where

ω2εm + iσmω is much smaller than ω2εe + iσeω

and a high-frequency regime where these quantities are approximatively of the same order. The
source is here a Gaussian distribution. The outer boundary is a sphere of radius 20 µm. The
radius of the membrane is taken equal to 10 µm, the thickness of the membrane is taken equal to
0.01µm.
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To illustrate the difference between the two regimes (low-frequency and high-frequency), the
exact solution is displayed along the axis Oz for two frequencies : 10 Mhz, 100 Mhz in Figure
A.3. For a frequency equal to 100 Mhz, the solution is almost continuous, whereas for a fre-
quency equal to 10 Mhz, the solution presents an important discontinuity through the membrane.
This illustration shows that there are two asymptotic regimes with respect to ε, a high-frequency
regime, which is the continuous solution (the term E0 (A.2) is dominant), and a low-frequency
regime, which is computed by the resistive model (A.6). This last asymptotic is indeed discon-
tinuous throughout the interface Γ. The symmetric model provides a solution that fits perfectly to
the exact solution.

In Figure A.4, the different models are compared versus the frequency and the following
regimes are observed:

• High-frequency regime (frequency above 1012Hz) : the L2 error increases with the fre-
quency because the wavelength decreases whereas the membrane thickness is constant.
The error obtained with the E0 + εE1 model and the resistive model are close, the resis-
tive model being less accurate. The error obtained with the GITC model, symmetric and
Chun’s model is similar, the two last models being more accurate. The symmetric and
Chun’s model give the same error, because the error is here dominated by the numerical
error (due to the discretization) and not by the model error.

• Mid-frequency regime (frequency between 108Hz and 1012Hz) : the L2 error of all the
models, except the E0 + εE1 model, is dominated by the numerical error. As a result, all
the models are giving the same relative L2 error, approximately 2 · 10−4. This level can
be decreased if the mesh is refined. In this regime, the E0 + εE1 model gives an error
which increases with the frequency, the error goes beyond 100 %. This behaviour can be
seen as a locking phenomenon for the E0 + εE1 model, since the constant of convergence
is worsening when the frequency is decreasing, whereas the other models seem robust for
small frequencies. In this regime, there is no particular advantage to use a model over
another one (except the E0 + εE1 model of course).

• Low-frequency regime (frequency below 108Hz) : the L2 error of all the models increases
when the frequency decreases. This phenomenon stems from the fact that the numerical
method is not robust for small frequencies. The finite element matrix also tends to a singular
matrix. The numerical method is rather appropriate for mid-frequency cases than for low-
frequency cases. It can be observed that Chun’s model is more sensitive to this problem
than other models.

In Figure A.5, the models are compared versus the thickness for a high-frequency case (f =
5 · 1012Hz. For this case, the symmetric model, Chun’s model, E0 + εE1 and GITC seem to
produce a convergence in O(ε2), whereas the resistive model converges in O(ε). The model
E0 + εE1 is also clearly less accurate than GITC.

A.4 Conclusion and perspectives

To avoid the meshing of the thin membrane, five approximations of the electromagnetic field have
been used, we have detailed the drawbacks and advantages of each model:

• Symmetric model (Problem (A.7) with β = 0.5). This model is accurate for all frequen-
cies. However, the position of the median interface Γ1/2 must be known, the position of
this interface depends on ε, therefore a different mesh is needed for each value of ε.
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• GITC model (Problem (A.7) with β = 0). This model is accurate for all frequencies, but
less accurate than symmetric model or Chun’s model. If the boundary of the cytoplasm Γ
is known, the transmission conditions are directly posed on this interface. There is no need
to construct the boundary Γε, therefore the same mesh can be used for different values of ε.

• Resistive model (Problem (A.6) (β = 0)). This model is accurate for the low-frequency
case, but is inaccurate for high frequency. This model is the most simple to consider since
Bβ = Cβ = Dβ = 0.

• E0 + εE1 model (solving problems (A.2) and (A.3)). This model provides a poor accuracy,
with a locking phenomenon for the low-frequency case. In our opinion, this model should
be avoided. However, it may be interesting if one wants to study the influence of the
membrane thickness on the electric field by changing the value of ε for mid-frequencies.
Actually, the coefficients E0 and E1 do not depend on ε and they have to be computed only
once: the change of ε appearing in the sum Eε1 = E0 + εE1, whereas for other models, a
change in the value of ε makes it necessary to compute the electric field again.

• Chun model (using conditions (A.9) with α = 0.5). This model is accurate for all frequen-
cies. A first drawback is the necessity to mesh two distinct boundaries Γ and Γε. This last
boundary depends on ε, therefore a different mesh is needed for each value of ε. Another
drawback over other models is that the finite element matrix is non-symmetric (except for
planar interfaces) due to the two separated boundaries.

The coefficients A,B,C,D in Chun’s model are always positive contrary to other models
for which the positivity depends on the coefficients ε, µ in the cytoplasm and the exterior. As a
result, Chun’s model is stable in the time-domain (as proved in [32]) whereas other models are
generally not stable. In [46], a proposed solution to ensure positive coefficients for the symmetric
model consists of separating the interface into two distinct boundaries with a distance equal to αε,
and the coefficients are consequently modified and become positive for α large enough, giving
stable transmission conditions in time-domain. In our opinion, time-domain simulations should
prefer Chun’s model, since it is always stable and accurate as well. Thus, a comparison of these
approximations in time-domain should be the object of a future work.
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Figure A.3: Exact solution for the biological cell for a frequency equal to 10 and 100 Mhz, and
solution obtained with the symmetric model. Real part of Ex.

Figure A.4: Relative L2 error of the different models versus the frequency (in Hz).
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Figure A.5: Relative L2 error of the different models versus the thickness (in µm). Frequency
equal to 5 THz.
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Appendix B

Asymptotic study for Stokes-Brinkman
model with jump embedded
transmission conditions

B.1 Introduction

In [7] we address the problem of fluid flow modeling in complex media which combine porous
regions and fluid regions with free flow. This issue holds for instance in the study of aquifer media
made up of a porous media containing cracks and conduits (see [29]) and also the passive control
of the flow around an obstacle covered by a porous thin layer (see [20]).

In this work the free flow satisfies the linear Stokes equation. In the porous media, one
considers two models, the Brinkman and the Darcy models. There are several interface conditions
in the literature. In the case of the Stokes-Brinkman coupling, the simpler interface condition is
the continuity of the velocity and the normal stress. More accurate models are given by Ochoa-
Tapia & Whitaker transmission conditions, by Beavers & Joseph conditions or Beaver, Joseph
& Saffman conditions (see [29]). In this work, we deal with the more general jump embedded
transmission conditions described in [6]. This condition links the jumps and the averages of both
the velocity and the shear stress on the interface. A small parameter appears in this system, in
particular the equivalent viscosity in the porous part is small, so that when this parameter tends to
zero, we expect that the flow in the porous part will be described by the Darcy law. Our interest
lies in the asymptotic study justifying the obtention of the limit model. In particular we describe
the boundary layer due to the jump conditions appearing in the porous medium.

B.2 The mathematical model

Let us describe the Stokes-Brinkman model with jump embedded transmission conditions. The
problem is set in the domain Ω ⊂ R3 made of a fluid region Ω+ and a porous subdomain Ω−.
We assume that the domains Ω− and Ω+ are Lipschitz and bounded, and that Ω− ⊂ Ω− ⊂ Ω.
We denote Σ = ∂Ω− so that we have Ω = Ω− ∪ Σ ∪ Ω+ (see Figure B.2). We denote by n
the outward unit normal at ∂Ω−. On the fluid region Ω+, the velocity v+

ε and the pressure p+
ε

satisfy the Stokes equations. In the porous region Ω−, the velocity v−ε and the pressure p−ε satisfy
a Brinkman model. We couple these models by transmission conditions at the common interface
Σ which link the jumps of the velocity and the normal stress vector with the averages of these
quantities on Σ.

We denote by σ+(v+
ε , p

+
ε ) (resp. σ−(v−ε , p

−
ε )) the stress tensor in the fluid (resp. in the

67
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Ω−
Ω+

Σ

Γ
n

Figure 1 – The domain Ω and the subdomains Ω−, Ω+

porous) medium :

σ+(v+
ε , p

+
ε ) = 2µd(v+

ε )− p+
ε I, σ−(v−ε , p

−
ε ) = 2εd(v−ε )− p−ε I,

with

• d(v) =
1

2

(
∇v +∇⊥v

)
, that is (d(v))ij =

1

2

(
dvjxi + dvixj

)
,

• µ is the viscosity of the fluid and ε is the effective viscosity in the porous medium.

The problem writes

−∇ ·σ−(v−ε , p
−
ε ) + κv−ε = g− in Ω−

−∇ ·σ+(v+
ε , p

+
ε ) = g+ in Ω+

∇ · v−ε = 0 in Ω−

∇ · v+
ε = 0 in Ω+

σ+(v+
ε , p

+
ε ) ·n = σ−(v−ε , p

−
ε ) ·n +M{vε}+ l on Σ

{σ(vε, pε) ·n} = S(v+
ε − v−ε ) + h on Σ

vε = 0 on Γ

(B.1)

where κ > 0 is fixed positive constant and :

• The matrixM is zero on n⊥ and satisfiesMξ = β(ξ ·n)n with β > 0.

• The matrix S satisfies S|n⊥ = αI|n⊥ and S(n) =
1

ε
n:

S(ξ) =
1

ε
(n · ξ)n + α(ξ − (n · ξ)n), with α > 0 .

Note that using the divergence free conditions, we can replace the first equations in (B.1) by

−ε∆v−ε +∇p−ε + κv−ε = g− in Ω−

−µ∆v+
ε +∇p+

ε = g+ in Ω+
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B.3 Statement of the main results

B.3.1 Uniform estimates

Let us describe the associated variational formulation which is used to prove existence of weak
solutions for (B.1). We introduce a weak formulation of the problem (B.1) for v = (v+, v−) in
the space

V = {u ∈ L2(Ω) | u± := u|Ω± ∈ H1(Ω±) div u± = 0 in Ω±, u+ = 0 on Γ} ,

endowed with the piecewise H1 norm. Such a variational formulation writes : Find v = (v−, v+) ∈
V such that

∀u ∈ V, aε(v, u) = b(u), (B.2)

where

aε(v, u) := 2ε

∫
Ω−

d(v−) : d(u−) dx +

∫
Ω−

κv− · u− dx + 2µ

∫
Ω+

d(v+) : d(u+) dx

+ < β{v ·n} , {u ·n} >−1/2,Σ + < α[vτ ] , [uτ ] >−1/2,Σ +ε−1 < [v ·n] , [u ·n] >−1/2,Σ ,

with < ,>−1/2,Σ being a duality pairing between H−1/2(Σ)3 and H1/2(Σ)3, [v] = v+ − v−

denoting the jump of v across Σ, and

b(u) =

∫
Ω
g · udx+ < h , [u] >−1/2,Σ + < l , {u} >−1/2,Σ ,

compare with [5, Th 1.1], [6, Th 2.1]. The duality pairing < ,>−1/2,Σ between H−1/2(Σ)3 and
H1/2(Σ)3 coincides with the duality pairing in L2(Σ)3.

For ε > 0, one proves the existence and uniqueness of weak solution for (B.1) and we obtain
uniform estimates of the solutions with respect to the parameter ε, [7].

Theorem B.1 Let g± ∈ L2(Ω±)3 and h, l ∈ H−
1
2 (Σ)3. Then, the problem (B.2) has a unique

solution v = vε ∈ V for all ε > 0. Moreover, for ε > 0 small enough, the following uniform
estimate holds :

ε‖d(v−)‖20,Ω− +
κ

4
‖v−‖20,Ω− +

µC2

3
‖v+‖21,Ω+

+
1

4ε
‖[v ·n]‖20,Σ +

α

4
‖[v]‖20,Σ +

β

4
‖{v ·n}‖20,Σ

6 c
(
‖g‖20,Ω + ‖h‖2− 1

2
,Σ

+ ‖l‖2− 1
2
,Σ

)
, (B.3)

with a constant c = c(µ, κ, α, β).

B.3.2 A Wentzel-Kramers-Brillouin expansion

The asymptotic limit of the Stokes-Brinkman model towards the Stokes-Darcy one with Beavers-
Joseph interface conditions is studied in [6, 29] in the case of a flat interface when the viscosity
µ̃ in the porous region is very small µ̃ = ε � 1 and when the jump of the normal velocities
is penalized. We address in this work the problem of the convergence of the model (B.1) when
the parameter ε tends to zero and in the case of a smooth interface Σ. When ε tends to zero,
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we formally converge to the following Stokes Darcy problem with Beavers & Joseph interface
conditions



∇p−0 + κv−0 = g− in Ω−

−∇ ·σ(v+
0 , p

+
0 ) = g+ in Ω+

∇ · v−0 = 0 in Ω−

∇ · v+
0 = 0 in Ω+

σ(v+
0 , p

+
0 ) ·n = −p−0 n +

β

2

(
(v+

0 + v−0 ) ·n
)
n + l on Σ

(v+
0 − v−0 ) ·n = 0 on Σ

v+
0 = 0 on Γ .

(B.4)

This problem is incompatible with the limit (as ε tends to zero) of the tangential part of the
interface condition {σ(vε, pε) ·n} = S(v+

ε − v−ε ) + h on Σ so that it appears a boundary layer
inside the porous medium. We describe this boundary layer by an asymptotic expansion at any
order with a WKB method. We exhibit series expansions in powers of

√
ε for the flow vε, and the

pressure pε which are solutions of the transmission problem. In the fluid part,

v+
ε (x) ≈

∑
j>0

ε
j
2 v+

j (x) , p+
ε (x) ≈

∑
j>0

ε
j
2 p+

j (x) . (B.5)

In the porous part, we denote by d : Ω− → R+ the euclidean distance to Σ, d(x) = dist(x,Σ).
We describe the velocity and the pressure on the following way:

v−ε (x) ≈
∑
j>0

ε
j
2 v−j (x,

d(x)√
ε

) , with v−j (x, z) = v−j (x) + ṽ−j (x, z) , (B.6)

p−ε (x) ≈
∑
j>0

ε
j
2 p−j (x,

d(x)√
ε

) , with p−j (x, z) = p−j (x) + pj(x, z) . (B.7)

The terms ṽ−j and pj are boundary layer terms and defined on Σ×R+. They are required to tend
to 0 (such as their derivatives) when z→∞.

This expansion is justified rigorously by proving error estimates, [7, Th 7.1] :

Theorem B.2 Let k ≥ 5. We assume that the data in (B.1) satisfy hypothesis

g− ∈ Hk(Ω−), g+ ∈ Hk−1(Ω+), l ∈ Hk− 1
2 (Σ) and h ∈ Hk− 1

2 (Σ).

We fix k = k− 2. Let v+
j , v−j , ṽ−j , p+

j , p−j and pj ,j ∈ {0, . . . , k− 1} given by [7, Prop. 5.2].We
define (r±k,ε, q

±
k,ε) by removing to the solution (vε, pε) of (B.1) the truncated expansion up to the
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order ε
k
2 :

r+k,ε(x) = v+
ε (x)−

k∑
j=0

ε
j
2 v+

j (x) , (B.8)

r−k,ε(x) = v−ε (x)−
k∑
j=0

ε
j
2

(
v−j (x) + vj(x,

d(x)√
ε

)

)
, (B.9)

q+
k,ε(x) = p+

ε (x)−
k∑
j=0

ε
j
2 p+
j (x) , (B.10)

q−k,ε(x) = p−ε (x)−
k∑
j=0

ε
j
2

(
p−j (x) + pj(x,

d(x)√
ε

)

)
. (B.11)

We have the following estimate :

ε‖∇r−k,ε‖
2
0,Ω− +

κ

4
‖r−k,ε‖

2
0,Ω− +

µC2

3
‖r+k,ε‖

2
1,Ω+

6 Cε
k−2

2 .

An immediate corollary of our asymptotic expansion is the following convergence theorem:

Theorem B.3 We assume that the data in (B.1) satisfy:

g− ∈ H5(Ω−), g+ ∈ H4(Ω+), l ∈ H
9
2 (Σ) and h ∈ H

9
2 (Σ).

Then, the solution vε for (B.1) given by Theorem B.1 satisfies:

v+
ε (x) = v+

0 (x) + r+ε (x) for x ∈ Ω+

v−ε (x) = v−0 (x) + ṽ−0 (x, d(x)√
ε

) + r−ε (x) for x ∈ Ω−

where

• v0 is the solution of (B.4),

• ṽ−0 is a boundary layer term of the form ṽ−0 (x, z) = w0(x) exp(−
√
κz),

• d(x) is the euclidean distance to Σ,

• rε is a remainder terms.

This remainder term satisfies the following estimate:

ε‖d(r−ε )‖20,Ω− +
κ

4
‖r−ε ‖20,Ω− +

µC2

3
‖r+ε ‖21,Ω+

6 Cε
1
2 .

The concept of WKB expansion is rather classical in the modeling of problems arising in
fluid mechanics. For instance in [26, 24, 25] the authors derive WKB expansions with boundary
layer terms or thin layer asymptotics to describe penalization methods in the context of viscous
incompressible flow.

One difficulty to validate the WKB expansion lies in the proof of existence and regularity
results for one part of the asymptotics which appear in this expansion at any order and which
solve Darcy-Stokes problems with non-standard transmission conditions [7, Prop 6.4].
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Proposition B.4 Let k ≥ 1. We assume that g+ ∈ Hk−1(Ω+), g− ∈ Hk(Ω−), and l ∈
Hk− 1

2 (Σ). Then the solution of the problem (B.12)

κv− +∇p− = g− in Ω−

∇ · v− = 0 in Ω−

−∇ ·σ+(v+, p+) = g+ in Ω+

∇ · v+ = 0 in Ω+

σ+(v+,p+) ·n = l − p−n + β
2 ((v+ + v−) ·n)n on Σ

(v+ − v−) ·n = 0 on Σ

v+ = 0 on Γ

(B.12)

satisfies v+ ∈ Hk+1(Ω+), v− ∈ Hk(Ω−), p+ ∈ Hk(Ω+) and p− ∈ Hk+1(Ω−).

It is possible to tackle these problems by carefully introducing a Dirichlet–to–Neumann operator
which lead us to prove well-posedness results and elliptic regularity results simply for the Stokes
operator with mixed boundary conditions.

B.4 Perspectives

A next issue to tackle is the case where the inertial forces are not neglected which leads to solve
Navier-Stokes equations in the fluid region. A preliminary work has to be concerned with the
modeling of non-linear interface conditions between the fluid and porous regions.



Appendix C

Spectral methods and polynomial
solutions for singular integral equations

C.1 Introduction

Two-dimensional boundary-value problems involving a Neumann-type boundary condition on a
thin plate or crack can often be reduced to one-dimensional hypersingular integral equations.
Examples are potential flow past a rigid plate, acoustic scattering by a hard strip, water-wave
interaction with thin impermeable barriers [119], and stress fields around cracks [103]; for many
additional references, see [108] and [104, §6.7.1]. Collocation methods and Galerkin methods
have been used by many authors to solve these equations, and they are known to be very effective.
Convergence results are also available; see, for example, [70, 61] and [71, §7.9].

In [65], some of these results are generalized to two-dimensional hypersingular integral equa-
tions. Thus, rather than integrating over a finite interval, we now integrate over a circular disc.
Such equations arise, for example, in the scattering of acoustic waves by a hard disc. We develop
a spectral method, using Fourier expansions in the azimuthal direction and Jacobi polynomials in
the radial direction. The method is proved to be convergent. Then, Tranter’s method is discussed.
This method was devised in the 1950s to solve certain pairs of dual integral equations. It is shown
that this method is also convergent because it leads to the same algebraic system as the spectral
method. Both methods have been used in the literature to generate numerical results for a variety
of physical problems involving discs. For the spectral method, see [92, 64, 157, 66] and [17,
§5.2]. For Tranter’s method, see [156, 43, 143] and [49, p. 251]. We illustrate the convergence
of the spectral method with numerical results for an axisymmetric problem. In order to have a
concrete example, we have given a study of acoustic scattering by a thin sound-hard screen.

Several works deal with the airfoil equation over an interval and its generalizations, see
e.g. [112, 149, 150, 152]. In its original form, this equation can be written as

1

π

∫ 1

−1

f(t)

x− t
dt = g(x) , x ∈ (−1, 1) , (C.1)

and it models the flow over an infinitely thin airfoil without viscosity and in the bidimensional
case [19]. Here f is the local circulation density and it can be shown to be equal to the difference
in induced velocity over the upper and lower side of the airfoil. The right-hand side g is given
by the product of 2π, the onset velocity and the slope of airfoil which in case of a flat plate is
nothing but the product of 2π, the onset velocity and the angle of incidence. The case when
g is an odd function includes for instance an airfoil with zero angle of incidence and parabolic
camber distribution. Applications in elasticity and surface wave scattering are also described by
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this equation [100].
In [63], we consider the airfoil equation over close disjoint intervals (C.17). Approximate

solutions are derived. Quasi-polynomial solutions for the approximate models are found. As an
application, a spectral method is developed to solve a generalized airfoil equation set on close
disjoint intervals.

C.2 Hypersingular integral equations over a disc

Let x and y be Cartesian coordinates. Let r and θ be polar coordinates, so that x = r cos θ and
y = r sin θ. The unit disc is

D = {(r, θ) : 0 ≤ r < 1, −π < θ ≤ π}.

Then, we consider the following hypersingular integral equation

1

4π
×
∫
D

w(ρ)

R3
u(ρ, ϕ) dA+

∫
D
K(ρ, ϕ; r, θ)u(ρ, ϕ)w(ρ) dA = f(r, θ), (C.2)

for (r, θ) ∈ D, where dA = ρ dρ dϕ. Here, u is to be found, f is known, K(ρ, ϕ; r, θ) is a known
weakly-singular kernel, and,

w(ρ) =
√

1− ρ2. (C.3)

Also, R is the distance between two points, (r, θ) and (ρ, ϕ), on the disc,

R =
√
r2 + ρ2 − 2rρ cos (θ − ϕ).

C.2.1 The spectral method

We look for approximate solutions of (C.2), uN ∈ VN where the space VN is defined as

VN = span{Ψnσ
m , m = 0, 1, . . . , N1, n = 0, 1, . . . , N2, σ = e, o},

and N is the dimension of VN . Here, we define functions Ψnσ
m over the unit disc D by

Ψnσ
m (r, θ) = Anm

Φn
m(r)

w(r)
Eσn(θ). (C.4)

In the radial direction, we expand using orthogonal polynomials :

Φn
m(ρ) = cmρ

nw(ρ)P (n,1/2)
m (1− 2ρ2), with cm =

m!

Γ(m+ 3
2)
. (C.5)

Here P (α,β)
n is a Jacobi polynomial [116, §18.3]. In the azimuthal direction, we expand using

orthogonal functions Eσm(θ) as follows: Ee
0 = 1, Eo

0 = 0, Ee
m(θ) =

√
2 cosmθ, Eo

m(θ) =√
2 sinmθ, m = 0, 1, 2, . . .

Then uN can be expressed as a linear combination of functions Ψnσ
m . For brevity, we write

uN =

N∑
m,n,σ

anσm Ψnσ
m ≡

N1∑
m=0

N2∑
n=0

∑
σ=e,o

anσm Ψnσ
m . (C.6)
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Figure C.1: The coefficients a15
m for the case f(r) = r,Q(r) = J4(2r) (solid line) and for f = J0,

Q(r) = J2(4r) (dashed line).

Then, the spectral method for solving (C.2) consists of solving equation (C.7)

Ckl akνl +
N∑

m,n,σ

〈KΨnσ
m ,Ψkν

l 〉anσm = 〈f,Ψkν
l 〉,

l = 0, 1, . . . , N1,
k = 0, 1, . . . , N2,

ν = e, o,
(C.7)

where Cnm = −1/(cmcn). We show that this method converges in mean [65].

C.2.2 A numerical example

The spectral method can be readily implemented. For a specific example, we apply it to a simple
but non-trivial axisymmetric problem, with a symmetric separable kernel. Thus

K(ρ, ϕ; r, θ) = Q(ρ)Q(r) and f(r, θ) = f0(r)

for some functions Q and f0. Then, there is just one non-trivial system to solve,

C0
l a

N
l + (2π)2A0

l

N∑
m=0

I0
mlA

0
ma

N
m = 〈f,Ψ0e

l 〉, l = 0, 1, . . . , N, (C.8)

where N = N1 and we have written aNm ≡ a0e
m to emphasize the dependence on N .

An analytical solution and convergence results are given for the case of Q = J0 and f = J0,
in [65]. We solved numerically (C.8) for different choices of f (the right-hand side) and Q (the
function determining the kernel K), it is seen that each sequence (aNm)m (for N = 5, 10, 30)
decays to zero very rapidly and the stability and fast convergence of the spectral method are
apparent. The same characteristics are observed for other choices of f and Q. For instance, for
f(r) = Q(r) = J0(4r). In Figure C.1, we can see, graphically, the decay of a15

m for other cases
involving Bessel functions.

C.2.3 Connection with Tranter’s method

Boundary value problems that lead to the hypersingular integral equation (C.2) can often be
treated by reduction to a pair of dual integral equations for an auxiliary function B. These equa-
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tions have the form

1

4π2

∫∫
κ(1 + h(κ))B e−i(ξx+ηy) dξ dη = g(x, y), (x, y) ∈ D, (C.9)∫∫

B e−i(ξx+ηy) dξ dη = 0, (x, y) ∈ D′, (C.10)

where D is the unit disc in the xy-plane and D′ is the rest of that plane. The double integrals
are over the whole ξη-plane, κ =

√
ξ2 + η2 and h(κ) is a given function satisfying h(κ)→ 0 as

κ→∞.
Expand B and g in Fourier series,

B(ξ, η) = 2π
∑
n,σ

inBσ
n(κ)Eσn(β), g(x, y) =

∑
n,σ

gσn(r)Eσn(θ),

where we have introduced polar coordinates, defined by

x = r cos θ, y = r sin θ, ξ = κ cosβ, η = κ sinβ. (C.11)

The result is ∫ ∞
0

Bσ
n(κ)Jn(κr)(1 + h(κ))κ2 dκ = gσn(r), 0 ≤ r < 1, (C.12)∫ ∞

0
Bσ
n(κ)Jn(κr)κ dκ = 0, r > 1, (C.13)

with separate pairs of dual integral equations for each pair, n and σ. In connection with Tranter’s
method [148], write

Bσ
n(κ) = κ−3/2

∞∑
m=0

αnσm Jn+2m+µ(κ), (C.14)

we find that the coefficients αnσm solve the system

αnσl
2n+ 4l + 3

+
2

π

∞∑
m=0

αnσm

∫ ∞
0

h(κ)jn+2m+1(κ)jn+2l+1(κ) dκ =
1√
2

∫ 1

0
Φn
l (r)gσn(r) dr.

We have shown that the spectral method lead to the same system when the kernel K(ρ, ϕ; r, θ) is
an even function of ϕ− θ. We deduce that truncated forms of Tranter’s method are convergent.

C.2.4 An example: acoustic scattering by a hard screen

Consider a flat, sound-hard screen, Ω, in the plane z = 0. There is an incident field, uin, and the
problem is to compute the scattered field, u. Thus, we seek a bounded solution of (∇2+k2)u = 0,
satisfying the Sommerfeld radiation condition at infinity and the boundary condition

∂u

∂z
= gin on both sides of Ω, (C.15)

where gin(x, y) = −∂uin/∂z evaluated at z = 0. It can be shown that the solution must be an
odd function of z, so the problem can be reduced to one in the half-space z > 0.

Let
v(x, y) = u(x, y, 0+)− u(x, y, 0−);
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this gives the discontinuity in u across the plane z = 0. Using Fourier transforms we derive the
hypersingular integral equation

1

4π
×
∫

Ω

v

R3
dA′ +

∫
Ω
K(x− x′, y − y′)v(x′, y′) dA′ = gin(x, y), (x, y) ∈ Ω

where

K(x− x′, y − y′) =
1

4π

∫ ∞
0

κ(κ− γ)J0(κR) dκ, γ = (κ2 − k2)1/2. (C.16)

C.3 The airfoil equation on near disjoint intervals

In [63], we consider the airfoil equation with a Cauchy type of singularity and set in close disjoint
intervals (C.17); that is, in two intervals with a small aperture of size 2ε > 0 :

1

π

∫ −ε
−1

fε(t)

x− t
dt+

1

π

∫ 1

ε

fε(t)

x− t
dt = −ψ(x) , x ∈ Gε = (−1,−ε) ∪ (ε, 1) . (C.17)

We assume that ψ is Hölder continuous on Gε. Tricomi [149] derived analytical solutions for
the airfoil equation set in two disjoint intervals. Dutta and Banerjea [57] presented this solution
in a slightly different form and have used it to deduce a solution of the associated hypersingular
integral equation.

C.3.1 Approximate models and polynomial solutions

The limit of fε as ε tends to zero has been identified. Under a condition of domination the null-
circulation solution of the airfoil equation (C.17) satisfies the pointwise convergence result when
ε→ 0 :

fε(x) −→ f0(x) for all x ∈ Gε . (C.18)

Here, the function f0 is defined as

f0(x) =
1

πx
√

1− x2
Ψ0(x) for all x ∈ G0 = (−1, 1) \ {0} , (C.19)

and Ψ0 is defined as a Cauchy type singular integral

Ψ0(x) =

∫ 1

−1

√
1− t2
x− t

tψ(t) dt . (C.20)

The formal limit f0 and the solution of the airfoil equation (C.1) (with g = −ψ) are compared :

f(x) = f0(x) +
1

x

1

π

∫ 1

−1

√
1− t2

1− x2
ψ(t) dt for all x ∈ G0 . (C.21)

Hence, f coincides with f0 when ψ is an odd function or for an infinite set of Chebyshev polyno-
mials (see e.g. [102]). Then the first two terms of an expansion in power series of ε are obtained
for particular analytical solutions fε when ψ = Tn is a Chebyshev polynomial of the first kind :

fε ≈ f0 + ε2f2 when ε→ 0 , (C.22)

and convergence results in weighted Sobolev spaces are proved. We illustrate numerically con-
vergence results of fε towards f0 in O(ε2), Figure C.2.
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Polynomial solutions for the Cauchy type singular integral (C.19) are found

1

πx
√

1− x2

∫ 1

−1

√
1− t2
x− t

tψ(t) dt = f0(x) for all x ∈ (−1, 1) \ {0} . (C.23)

Setting (Un are Chebyshev polynomials of the second kinds)

ψ(x) = x−1Un(x) (C.24)

for all x ∈ (−1, 1) (and x 6= 0 when n is even) in (C.23), there holds

f0(x) =
1

x
√

1− x2
Tn+1(x). (C.25)

C.3.2 A spectral method for a generalized airfoil equation in close disjoint inter-
vals

Given the results represented above a spectral method for the generalized equation in close disjoint
intervals is proposed

1

π

∫
Gε

{
1

x− t
+K(x, t)

}
fε(t) w(t)dt = h(x) , x ∈ Gε, (C.26)

where K is a known regular kernel and w(t) = 1
t
√

1−t2 . Expand the solution fε as

fε =
N∑
n=0

anTn+1. (C.27)

Substituting in (C.26) and using polynomial solutions

N∑
n=0

an[−x−1Un(x) +KTn+1(x)] = ψ(x), (C.28)

where K is the integral operator given by

Kg(x) =
1

π

∫
Gε

K(x, t)g(t) w(t)dt.

Equation (C.28) can be solved by a Galerkin or collocation method.
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C.4 Conclusion and perspectives

We have shown that two apparently different numerical methods are convergent. The first is a
spectral method for solving two-dimensional hypersingular integral equations over a disc. The
unknown function is expanded in a tensor-product manner, with trigonometric functions of the
angular variable and orthogonal polynomials in the radial variable. The Hilbert-space arguments
used by Golberg are generalized and a convergence theorem is proved by using tensor-product
techniques. Our results are proved in weighted L2 spaces. It may be possible to obtain results
in other spaces, but we have not pursued this. For some results in this direction, see [120].
There is also work by Stephan and his collaborators on Galerkin boundary element methods for
hypersingular integral equations over open flat domains; see, for example, [78].

The second method, Tranter’s method, is older and arises when the underlying boundary value
problem is reduced to dual integral equations instead of a hypersingular integral equation. In this
method, a different unknown function is expanded in a series of Bessel functions of various orders
(a Neumann series). Although the two methods appear to be unrelated, they are not: they both
lead to the same linear algebraic system.

The observed convergence accords with our theoretical analysis. It would be useful to estimate
the rate of convergence, but we have not done that yet. Extensions to systems of integral equations
may also be feasible; certainly, there are relevant numerical results in the literature obtained using
variants of the spectral method [92, 17] and of Tranter’s method [44, 43, 143, 145]. Again,
numerical convergence has been observed but the algorithms have not been analysed.
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Summary

We develop asymptotic methods to solve problems arising in the context of acoustic, elastic or
electromagnetic wave propagation phenomena and which involve small parameters (boundary
layer problems, thin-layer problems, problems with small defects). Such phenomena are eventu-
ally described with multi-scale expansions and asymptotic models. Reduced models have been
implemented in Finite Element codes in order to analyse numerically their properties. Several
works are presented in a first part which is divided into two chapters. The first chapter is de-
voted to thin-layer transmission problems in acoustic and elastic media. This work enters into
the scope of the HPC GA project (High Performance Computing for Geophysics Applications).
The second chapter concerns transmission problems of electromagnetic waves across thin layers
with high conductivities. This part is complemented with an asymptotic study on the accuracy of
different approximations of the electromagnetic field for thin-layer transmission problems, Ap-
pendix A. In the context of fluid flow modeling in complex media combining porous and fluid
regions with free flow and a high contrast of viscosities, we develop a WKB expansion to solve a
singular perturbation problem, Appendix B.

Corner and edge singularities on interfaces may increase the level of difficulty in the analysis
of elliptic problems in comparison with smooth interfaces. We develop asymptotic technics to
determine corner and edge asymptotics in elliptic systems for several applications in electromag-
netism and in elasticity. Eddy current problems have been addressed in the presence of a corner
singularity on an interface (dielectric/conductor) and crack problems have been addressed in the
context of elasticity. The asymptotic analysis of such a problem relies on the determination of
a (Kondrat’ev type) singular expansion which is a series of asymptotics defined in a vicinity of
a corner or edge singularity. This expansion generalizes the Taylor one which holds in smooth
domains. The notion of asymptotics involve two ingredients which are the singular coefficients
and the singular functions (also called the singularities). The singularities are associated with
singular exponents and may be determined with the Mellin analysis. The singular coefficients
may be extracted with numerical methods such as the quasi dual function method (QDFM) which
requires the knowledge of dual singularities. Several works related to these problems are pre-
sented in a second part which is divided into two chapters. Chapter 3 is mainly devoted to the
determination of corner asymptotics of the magnetic potential in the eddy-current model. The
first terms of a multi-scale expansion of the magnetic potential are also introduced to tackle the
magneto-harmonic problem as the skin depth goes to zero. As an application, a modified (Leon-
tovich) impedance boundary condition close to a corner singularity has been proposed. Chapter 4
is devoted to the notion of edge asymptotics for the Laplace operator. We make the focus on the
extraction of edge flux intensity factors (EFIFs) associated with the integer eigenvalues for the
Laplace operator over a 3-D domain with a straight crack. The dual singularities are determined
and the QDFM has been extended for the extraction of EFIFs.

Finally, spectral methods and polynomial solutions have been developed to solve hypersingu-
lar integral equations over a disc and the airfoil equation (with a Cauchy type of singularity) over
close disjoint intervals, Appendix C.
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[54] M. Duruflé, V. Péron, and C. Poignard. Thin Layer Models for Electromagnetism. In
Waves 2011: The 10th International Conference on Mathematical and Numerical Aspects
of Waves, pages 687–690, Vancouver, Canada, July 2011.
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