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Chapter 1

Introduction

1.1 Context

Server virtualization enables on-demand allocation of computational resources (e.g. CPU
and RAM) according to the pay-as-you-go model, a business model where users (referred
to as tenants) are charged only for as much as they have used. One of the main cloud
models that has gained significant attention over the past few years is the Infrastructure as
a Service model where compute, storage, and network resources are provided to tenants
in the form of wvirtual machines (VMs) and virtual networks. Organizations outsource
part of their information systems to virtual infrastructures (composed of VMs and virtual
networks) hosted on the physical infrastructure of the cloud provider. The terms that
regulate the resource allocation are declared in a contract signed by the tenants and
the cloud provider, the Service Level Agreement (SLA) [4]. Few of the main benefits of
the laaS cloud include: flexibility in resource allocation, illusion of unlimited capacity of
computational and network resources and automated administration of complex virtualized
information systems.

Although shifting to the cloud might provide significant cost and efficiency gains, secu-
rity continues to remain one of the main concerns in the adoption of the cloud model [5].
Multi-tenancy, one of the key characteristics of a cloud infrastructure, creates the possi-
bility of legitimate VMs being colocated with malicious, attacker-controlled VMs. Con-
sequently, attacks towards cloud infrastructures may originate from inside as well as the
outside of the cloud environment [6]. A successful attack could allow attackers to gain
access and manipulate cloud-hosted data including legitimate user’s account credentials
or even gain complete control of the cloud infrastructure and turn it into a malicious
entity [7]. Although traditional security techniques such as traffic filtering or traffic in-
spection can provide a certain level of protection against attackers, they are not enough
to tackle sophisticated threats that target virtual infrastructures. In order to provide a
security solution for cloud environments, an automated self-contained security architecture
that integrates heterogeneous security and monitoring tools is required.

1.2 Motivation

In a typical IaaS cloud environment, the provider is responsible for the management and
maintenance of the physical infrastructure while tenants are only responsible for managing
their own virtualized information system. Tenants can make decisions regarding VM life-
cycle and deploy different types of applications on their provisioned VMs. Since deployed
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12 CHAPTER 1. INTRODUCTION

applications may have access to sensitive information or perform critical operations, ten-
ants are concerned with the security monitoring of their virtualized infrastructure. These
concerns can be expressed in the form of monitoring requirements against specific types of
threats. Security monitoring solutions for cloud environments are typically managed by
the cloud provider and are composed of heterogeneous tools for which manual configura-
tion is required. In order to provide successful detection results, monitoring solutions need
to take into account the profile of tenant-deployed applications as well as specific tenant
security requirements.

A cloud environment exhibits a very dynamic behavior with changes that occur at
different levels of the cloud infrastructure. Unfortunately, these changes affect the ability
of a cloud security monitoring framework to successfully detect attacks and preserve the
integrity of the cloud infrastructure [§]. Existing cloud security monitoring solutions fail to
address changes and take necessary decisions regarding the reconfiguration of the security
devices. As a result, new entry points for malicious attackers are created which may lead
to a compromise of the whole cloud infrastructure. To our knowledge, there still does
not exist a security monitoring framework that is able to adapt its components based on
different changes that occur in a cloud environment.

The goal of this thesis is to design and implement a self-adaptable security monitoring
framework that is able to react to dynamic events that occur in a cloud infrastructure and
adapt its components in order to guarantee that an adequate level of security monitoring
for tenant’s virtual infrastructures is achieved.

1.3 Objectives

After presenting the context and motivation for this thesis we now define a set of objectives
for a self-adaptable security monitoring framework.

1.3.1 Self-Adaptation

A self-adaptable security monitoring framework should be able to adapt its components
based on different types of dynamic events that occur in a cloud infrastructure. The
framework should perceive these events as sources of adaptation and take subsequent
actions that affect its components. The adaptation process may alter the configuration of
existing monitoring devices or instantiate new ones. The framework may decide to alter
the computational resources available to a monitoring device (or a subset of monitoring
devices) in order to maintain an adequate level of monitoring. Adaptation of the amount of
computational resources should also be performed in order to free under-utilized resources.
The framework should make adaptation decisions in order to guarantee that a balanced
trade-off between security, performance and cost is maintained at any given moment.
Adaptation actions can affect different components and the framework should be able to
perform these actions in parallel.

1.3.2 Tenant-Driven Customization

Tenant requirements regarding specific monitoring cases should be taken into account from
a self-adaptable security monitoring framework. The framework should be able to guaran-
tee that adequate monitoring for specific tenant-requested types of threats will be provided.
The monitoring request could refer to a tenant’s whole virtual infrastructure or to a spe-
cific subset of VMs. The framework should provide the requested type of monitoring until
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the tenant requests otherwise or the subset of VMs that the monitoring type is applied
to no longer exists. Furthermore, the framework should take into account tenant-defined
(through specific SLAs) thresholds that refer to the quality of the monitoring service or
to the performance of specific types of monitoring devices.

1.3.3 Security and Correctness

Deploying a self-adaptable security monitoring framework should not add new vulnera-
bilities in the monitored virtual infrastructure or in the provider’s infrastructure. The
adaptation process and the input sources required should not create new entry points for
an attacker. Furthermore, a self-adaptable security monitoring framework should be able
to guarantee that an adequate level of monitoring is maintained throughout the adaptation
process. The adaptation process should not intervene with the ability of the framework
to correctly detect threats.

1.3.4 Cost Minimization

Deploying a self-adaptable security monitoring framework should not significantly impact
the trade-off between security and cost for both tenants and the provider. On the ten-
ant’s side a self-adaptable security monitoring framework should not significantly impact
performance of the applications that are hosted in the virtual infrastructure regardless of
the application profile (compute- or network-intensive). On the provider’s side, the abil-
ity to generate profit by leasing it’s computational resources should not be significantly
affected by the framework. Deploying such a framework should not impose a significant
penalty in normal cloud operations (e.g. VM migration, creation, etc). Furthermore, the
amount of computational resources dedicated to the self-adaptable framework’s compo-
nents should reflect an agreement between tenants and the provider for the distribution
of computational resources.

1.4 Contributions

In order to achieve the objectives presented in the previous section, we design a self-
adaptable security monitoring that is able to address limitations in existing monitoring
frameworks and tackle dynamic events that occur in a cloud infrastructure. In this thesis
we detail how we designed, implemented, and evaluated our contributions: a generic self-
adaptable security monitoring framework and two instantiations with intrusion detection
systems and firewalls.

1.4.1 A Self-Adaptable Security Monitoring Framework

Our first contribution is the design of a self-adaptable security monitoring framework that
is able to alter the configuration of its components and adapt the amount of computational
resources available to them depending on the type of dynamic event that occurs in a cloud
infrastructure. Our framework achieves self-adaptation and tenant-driven customization
while providing an adequate level of security monitoring through the adaptation process.

1.4.2 SAIDS

Our second contribution constitutes the first instantiation of our framework focusing on
network-based intrusion detection systems (NIDS). NIDSs are key components of a security
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monitoring infrastructure. SAIDS achieves the core framework’s objectives while providing
a scalable solution for serving parallel adaptation requests. Our solution is able to scale
depending on the load of monitored traffic and the size of the virtual infrastructure. SAIDS
maintains an adequate level of detection while minimizing the cost in terms of resource
consumption and deployed application performance.

1.4.3 AL-SAFE

Our third contribution constitutes the second instantiation of our framework focusing on
application-level firewalls. AL-SAFE uses virtual machine introspection in order to create
a secure application-level firewall that operates outside the monitored VM but retains
inside-the-VM visibility. The firewall’s enforced rulesets are adapted based on dynamic
events that occur in a virtual infrastructure. AL-SAFE offers a balanced trade-off between
security, performance and cost.

1.5 Thesis Outline

This thesis is organized as follows:

Chapter[greviews the state of the art while making important observations in the area
of cloud computing security focusing on both industrial and academic solutions. We start
by providing the context in which the contributions of this thesis were developed while
describing fundamental concepts of autonomic and cloud computing. Security threats for
traditional information systems as well as information systems outsourced in cloud infras-
tructures are presented. We then present the notion of traditional security monitoring
along with key components and their functionality. Finally, security monitoring solutions
for cloud environments are presented focusing on two different types of components, in-
trusion detection systems and firewalls.

Chapter [3 presents the design of our self-adaptable security monitoring framework
that is the core of this thesis. The objectives that this framework needs to address are
discussed in detail. Fundamental components and their interaction are presented in detail
along with a first high-level overview of the adaptation process. This chapter concludes
with important implementation aspects of two generic components of our framework.

Chapter[f] presents the first instantiation of our security monitoring framework which
addresses network-based intrusion detection systems. This chapter details how the objec-
tives set at the beginning are translated in design principles for a self-adaptable network-
based IDS. This first instantiation, named SAIDS, is able to adapt the configuration of
a network-based IDS upon the occurrence of different types of dynamic events in the
cloud infrastructure. After presenting SAIDS design and main components we describe
the adaptation process and how our design choices do not add new security vulnerabilities
to the cloud engine. Finally, we evaluate SAIDS performance, scalability and correctness
in experimental scenarios that resemble production environments.

Chapter [5] presents the second instantiation of the security monitoring framework,
which focuses on a different type of security component, the firewall. This chapter maps
the objectives of the security monitoring framework in the area of application-level fire-
walls proposing a new design for addressing inherent security vulnerabilities of this type
of security device. This second instantiation, named AL-SAFE, brings self-adaptation to
firewalls. We present in detail the adaptation process for addressing dynamic events and
justify the correctness of our design choices. Finally, this chapter concludes with an ex-
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perimental evaluation of our prototype that explores the trade-off between performance,
cost and security both from the provider and the tenant’s perspectives.

Chapter[f] concludes this thesis with a final analysis of the contributions presented and
the objectives that were set in the beginning. We demonstrate how our framework’s design
and the two subsequent instantiations satisfy the objectives presented in this chapter. We
then present perspectives to improve performance aspects of our two prototypes, SAIDS
and AL-SAFE, along with ideas to expand this work organised in short, mid and long
terms goals.
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Chapter 2

State of the Art

In this thesis we propose a design for a self-adaptable security monitoring framework for
TaaS cloud environments. In order to provide the necessary background for our work, we
present the state of the art around several concepts that are involved in our design. We
first present the basic notions around autonomic computing along with its main charac-
teristics. Second we give a definition of a cloud environment and an detailed description of
dynamic events that occur in a cloud infrastructure. Third we discuss server and network
virtualization. Furthermore we provide a description of security threats against traditional
information systems and cloud environments. Concepts around security monitoring and
security monitoring solutions tailored for cloud environments follow.

2.1 Autonomic Computing

This section presents a brief introduction to autonomic computing. We start with a short
historical background while we introduce the basic self-management properties of every
autonomous system. Finally, we describe the role of the adaptation manager, a core
component that is responsible for the enforcement and realisation of the self-management
properties.

2.1.1 What is Autonomic Computing?

The notion of autonomic computing was first introduced by IBM in 2001 [9] in order to
describe a system that is able to manage itself based on a set of high-level objectives
defined by administrators. Autonomic computing comes as an answer to the increasing
complexity of today’s large scale distributed systems. As a result the ability of a sys-
tem’s administrator to deploy, configure and maintain such systems is affected. The term
autonomic computing carries a biological connotation as it is inspired from the human
nervous system and its ability to autonomously control and adapt the human body to its
environment without requiring any conscious effort. For example, our nervous system au-
tomatically regulates our body temperature and heartbeat rate. Likewise, an autonomic
system is able to maintain and adjust it’s components to external conditions.

2.1.2 Characteristics

According to [9] the corner stone of each autonomic system is self-management. The
system is able to seamlessly monitor its own use and upgrade its components when it
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deems necessary requiring no human intervention. The authors identify four main aspects
of self-management.

2.1.2.1 Self-configuration

An autonomic system is able to configure its components automatically in accordance
with a set of high-level objectives that specify the desired outcome. Seamless integration
of new components demands that the system adapts to their presence, similarly to how
the human body adapts to the creation of new cells. When a new component is introduced
two steps are necessary:

1. Acquiring the necessary knowledge for the system’s composition and configuration.

2. Registering itself with the system so that other components can take advantage of
its capabilities and modify their behavior accordingly.

2.1.2.2 Self-optimization

One of the main obstacles when deploying complex middleware (e.g. database systems) is
the plethora of tunable performance parameters. To this end, self-optimization refers to
the ability of the system to continuously monitor and configure its parameters, learn from
past experience and take decisions in order to achieve certain high-level objectives.

2.1.2.3 Self-healing

Dealing with components failure in large-scale computer systems often requires devoting a
substantial amount of time in debugging and identifying the root cause of a failure. Self-
healing refers to the ability of the system to detect, diagnose and repair problems that arise
due to software or hardware failures. In the most straightforward example, an autonomous
system could detect a failure due to a software bug, download an appropriate patch and
then apply it. Another example consists of pro-active measures against externally-caused
failures (a redundant power generator in the event of a power outage).

2.1.2.4 Self-protection

Although dedicated technologies that guarantee secure data transfer and network commu-
nication (e.g. firewalls, intrusion detection systems) exist, maintenance and configuration
of such devices continue to be a demanding error-prone task. Self-protection refers to
the ability of the system to defend itself against malicious activities that include external
attacks or internal failures.

2.1.3 The Role of the Manager

In every autonomic system the Autonomic Managers (AMs) are software elements respon-
sible for the enforcement of the previously described properties. AMs are responsible for
managing hardware or software components that are known as Managed Resources (MRs).
An AM can be embedded in a MR or run externally. An AM is able to collect the details it
needs from the system, analyze them in order to determine if a change is required, create
a sequence of actions (plan) that details the necessary changes and finally, apply those
actions. This sequence of automated actions is known as the MAPE [I0] control loop. A
control loop has four distinct components that continuously share information:
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o Monitor function: collects, aggregates and filters all information collected from an
MR. This information may refer to topology, metrics or configuration properties that
can either vary continuously through time or be static.

e Analyse function: provides the ability to learn about the environment and determines
whether a change is necessary, for example when a policy is being violated.

e Plan function: details steps that are required in order to achieve goals and objectives
according to defined policies. Once the appropriate plan is generated it is passed to
the execute function.

e FEzxecute function: schedules and performs the necessary changes to the system.

A representation of the MAPE loop is shown in Figure

Analyze Plan
|

Monitor Knowledge Execute

\ /

Managed Resource

Figure 2.1 — The MAPE control loop

2.2 Cloud Computing

This section briefly introduces the basic notions behind cloud computing, a computing
paradigm that extends the ideas of autonomic computing and pairs them with a business
model that allows users to provision resources depending on their demands. First the
main principles behind cloud computing are outlined. A description of the cloud main
characteristics and the available service models follows.

2.2.1 What is Cloud Computing?

Cloud computing emerged as the new paradigm which shifts the location of a comput-
ing infrastructure to the network, aiming to reduce hardware and software management
costs [11].

The entity that provides users with on-demand resources is known as service provider.
Many definitions have emerged over the years, however until today no standard definitions
exist. In this thesis we rely on the NIST definition presented in [12]:

Definition 1 Cloud computing is a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing resources (e.g. networks,
servers, storage, applications, and services) that can be rapidly provisioned and released
with minimal management effort or service provider interaction.

In order to regulate the terms of providing access to cloud resources, the concept of Service
Level Agreement between the provider and the customers was introduced [4]. In the
context of cloud computing customers are referred to as tenants.
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Definition 2 A Service Level Agreement (SLA) is a contract that specifies the
service guarantees expected by the tenants, the payment to the provider, and potential
penalties when the guarantees are not met.

2.2.2 Characteristics

According to [12] the main characteristics of cloud computing are: broad network ac-
cess, on demand self-service, resource pooling, elasticity and measured service.

e Broad network access: Cloud services are usually available through the Internet or
a local area network and thus can be accessed from any device with access to the
network (e.g. smartphones, tablets, laptops, etc).

e On-demand self-service: Tenants can provision resources automatically without the
need for a personal negotiation of the terms with the cloud provider. Providers offer
dedicated APIs in order to serve this purpose.

e Resource pooling: Computing resources can serve multiple tenants simultaneously
with different physical and virtual demands adopting a multi-tenant model. In this
model, tenants are oblivious about the exact location in which the provisioned re-
sources are located.

e FElasticity: Tenants can automatically provision or release new resources depending
on computational demand. Theoretically, the resources that a tenant can provision
are unlimited.

e Measured service: Tenants and the provider can monitor and control resource usage
through dedicated mechanisms. The same mechanisms can be used by the tenants
in order to check whether the terms defined in the SLA are respected.

2.2.3 Service Models

According to [I3] the services that are available in cloud computing are categorized in
three models: Infrastructure as a Service (IaaS), Platform as a Service (PaaS)
and Software as a Service (SaaS). The contributions presented in this thesis were
developed on a cloud infrastructure using the IaaS service model.

2.2.3.1 IaaS

TaaS offers tenants the capability to provision virtual resources (e.g. processing in the form
of virtual machines, storage, networks) without worrying about the underlying physical
infrastructure. Although the IaaS cloud model essentially offers the provisioning of a
node-based infrastructure, the authors in [14] define two different layers of abstraction
in the IaaS cloud model: Hardware as a Service (HWaaS) and Operating System as a
Service (OSaaS). In HWaaS the tenant is free to install arbitrary software, including
the OS, while he is responsible for managing the whole software stack. In HWaaS the
provider is only accountable for providing the hardware resources. In OSaaS the tenants
are offered a fully managed OS including the underlying hardware resources (essentially
the whole environment is perceived as a single compute node). Tenants can deploy their
application through the interplay of OS processes. The contributions presented in this
thesis target both HWaaS and OSaaS IaaS clouds. Known examples of TaaS HWaaS
public clouds include: Amazon Elastic Cloud (EC2) [15], Google Compute Engine [16]
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and OVH public cloud [I7]. VMware vCloud [I§] is a known example of IaaS HWaaS
private cloud. Furthermore, a number of open source cloud management systems have
been developed over the course of the last few years in order to enable the creation of
private clouds (described later in Section . Prominent examples in this category are:
Eucalyptus [19], Nimbus [20], OpenNebula [2I] and OpenStack [22].

2.2.3.2 PaaS

PaaS offers tenants the capability to deploy their own applications as long as they were
created using programming languages and libraries supported by the provider. This model
allows tenants to focus on application development instead of other time consuming tasks
such as managing, deploying and scaling their run-time environment, depending on compu-
tational load. Major Paa$S systems include Google App Engine [23], Microsoft Azure [24]
and Amazon Web Services [15] which are suitable for developing and deploying web ap-
plications.

2.2.3.3 SaaS

SaaS offers tenants the capability of using the provider’s cloud hosted applications through
dedicated APIs. The applications are managed and configured by the provider although
tenants might have access to limited user-related configuration settings. Prominent exam-
ples in this category include: Gmail [25], Google calendar [25] and iCloud [26].

2.2.3.4 Main IaaS Systems

A lot of work in the past was focused on designing and implementing [aaS cloud systems.
Tenants are provided with virtualized resources (in the form of Virtual Machines VMs
— or containers) and a management system that allows them to manage their resources
virtualization technologies like KVM [27], Xen [28] and VMware ESX/ESXi [29] are the
building blocks that facilitate server virtualization and efficient resource utilisation. Lately,
a trend towards containerization of IaaS cloud systems (e.g. Google Kubernetes [30]) has
been observed.

As stated in [31] the core of an IaaS cloud management system is the so called cloud-
0S. The cloud OS is responsible for managing the provisioning of the virtual resources
according to the need of the tenant services that are hosted in the cloud. As an example
of a cloud OS, we present OpenStack [32], a mainstream IaaS management system that
we used in order to develop our prototype.

OpenStack is an open source cloud management system that allows tenants to pro-
vision resources within specific limits set by the cloud administrator. Tenants can view,
create and manage their resources either by a dedicated web graphical interface (Hori-
zon) or through command line clients that interact with each one of OpenStack’s services.
OpenStack operates in a fully centralized manner with one node acting as a controller.
The controller accepts user VM life cycle commands and delegates them to a pool of
compute nodes. Upon receiving a command from the cloud controller, a compute node
enforces it by interacting with the hypervisor. The controller node hosts a plethora of
the main services delivered by OpenStack such as: Nova (manager of the VMs lifecycle),
Neutron (network connectivity manager), Glance (VM disk image manager) and Keystone
(mapping of tenants to services that they can access). Nova and Neutron are also installed
on each compute node in order to provide VM interconnectivity and enforce user decision
regarding VMs lifecycle. Compute nodes periodically report back to the cloud controller
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their available resources (processing, memory, storage) and the state of the deployed VMs
(e.g. mnetwork connectivity, lifecycle events). OpenStack offers a limited set of integra-
tion tools for other public APIs (namely Amazon EC2 and Google Compute Engine). A
representation of OpenStack’s modular architecture can be found in Figure
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Figure 2.2 — The OpenStack architecture

2.2.4 Deployment Models

There are four distinguishable cloud deployment models: Private, Public, Community
and Hybrid clouds.

e Private cloud: The cloud infrastructure is deployed on compute, storage and network
systems that belong to a single organization. A private cloud can be managed either
by the organization or a third party entity and its usage does not exceed the scope
of the organization.

e Public cloud: The cloud infrastructure is available for provisioning for everyone on
the Internet. It is typically owned and managed by a cloud provider that allows
customers (tenants) to request resources without having to deal with the burden of
managing them. As a result tenants are only charged for what they use, in accordance
with the pay-as-you-go model.

o Community cloud: The cloud infrastructure is dedicated to a specific community
or organizations that share a set of policies (i.e. security concerns, mission, and
compliance requirements). Community cloud comes as a solution for distributing
costs between different organizations in contrast to each organization maintaining
its own private cloud (e.g. scientists from different organizations that work on the
same project can use the same community cloud). In contrast to public clouds access
to community clouds is restricted only to members of the community or organization.
They can be managed by one or several organizations of the community. Community
clouds can be perceived as a specific category of private clouds.



2.2. CLOUD COMPUTING 23

e Hybrid cloud: The cloud infrastructure is a combination of two or more separate
cloud infrastructures (private, public or community) that remain individual entities.
The entities are bound together by a standardized agreement that allows data and
application sharing.

In this thesis we developed a prototype considering a private cloud although the pro-
posed framework can be integrated in both public and community clouds as well.

2.2.5 Dynamic Events in Iaas Clouds and Cloud Adaptation

Cloud environments are based on an elastic, highly scalable model that allows tenants to
provision resources (e.g. VMs) with unprecedented ease. Furthermore tenants can choose
to deploy different services inside their provisioned VMs and expose them to other users
through the Internet, generating network traffic towards and from the cloud infrastructure.
As a result, cloud environments become very dynamic, with frequent changes occuring at
different levels of the infrastructure. In this section we categorize the observed changes in
three categories: service-related, topology-related and traffic-related events.

2.2.5.1 Service-related Events

Service-related dynamic events include all changes in the applications deployed in the VMs
of a single tenant. These changes can refer to addition (i.e. installation) of a new applica-
tion or the removal of an existing one inside an already deployed VM. A reconfiguration of
an existing application resulting in additional features is also considered a service-related
dynamic event.

2.2.5.2 Topology-related Events

Topology-related events include all changes in the topology of a tenant’s virtual infras-
tructure. The three main commands in a VM life cycle that constitute topology related
dynamic events are: VM creation, VM deletion and VM migration (seamlessly moving a
VM between two physical nodes over local or wide area network). VM migration can be
interpreted as a combination of creation and deletion as when a VM is migrated between
two nodes a new copy of the VM is created in the destination node, while the old copy
of the VM is deleted from the source node. Public cloud providers offer the possibility
of auto-scaling to their tenants in order to automate management of their application’s
computational load. Scaling decisions generate topology-related changes either by adding
new virtual machines (scaling out) or by deleting existing ones when the application’s
load decreases (scaling in). Network reconfiguration events (e.g. changing a subnet’s ad-
dress range, moving VMs between different subnets or creating/deleting subnets) are also
considered topology-related changes.

2.2.5.3 Traffic-related Events

Often tenants deploy network-oriented applications in their cloud infrastructure. Depend-
ing on the load of the deployed applications, different levels of network traffic are generated
towards and from the virtual infrastructure. Any change in the tenant’s virtual infrastruc-
ture incoming or outgoing traffic load is considered a traffic-related dynamic event. Public
cloud providers offer load-balancing solutions in order to handle the dynamic network load
and evenly distribute it to available resources. Load balancing decisions can also lead to
topology-related changes when new VMs are started or shutdown.
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2.2.5.4 Summary

In this section, we described the three main categories of dynamic events that occur in a
cloud infrastructure. The security monitoring framework designed in this thesis addresses
the need for reconfiguration of monitoring devices in all three event categories. We now
continue with a description of virtualization technologies as the building block that enables
cloud-computing.

2.3 Virtualization

This section gives a brief overview of infrastructure virtualization. Infrastructure virtu-
alization can be decomposed in server virtualization and network virtualization. We first
present the main server virtualization components followed by the four dominant server
virtualization techniques. Finally, this section concludes with a description of network
virtualization.

The first ones to define the notion of server virtualization where Popek and Goldberg
in their paper ”Formal requirements for virtualizable third generation architectures” [33].
According to [33], virtualization is a mechanism permitting the creation of Virtual Ma-
chines which are essentially efficient, isolated duplicates of real machines.

2.3.1 Server Virtualization Components

In an IaaS infrastructure there are three main architectural layers: physical, hypervisor
and virtual machine. We briefly describe each one:

e Physical: The physical machine provides the computational resources that are di-
vided between virtual machines (VMs). Computational resources include CPUs,
memory and devices (e.g. disk, NIC).

e Hypervisor: Originally known as the Virtual Machine Monitor, this component is
responsible for mediating the sharing of physical resources (e.g. CPU, memory) be-
tween different co-located VMs that operate concurrently. The hypervisor is respon-
sible for ensuring isolation between different VMs providing a dedicated environment
for each one without impacting the others.

e Virtual Machine: A VM or guest is the workload running on top of the hypervisor.
The VM is responsible for executing user applications and virtual appliances. Each
VM is under the illusion that it is an autonomous unit with its own dedicated physical
resources. The VM is oblivious about the existence of multiple other consolidated
VMs on top of the hypervisor of the same physical machine.

The security monitoring framework designed in this thesis targets the virtual machine
layer. For extracting key information regarding the services hosted inside the monitored
VMs the hypervisor is leveraged.

2.3.2 Server Virtualization

There are different mechanisms that enable the creation of virtual machines each one pro-
viding different features. Here we detail the four main ones: emulation, full virtualization,
paravirtualization and OS-level virtualization. The contributions presented in this thesis
apply to full virtualization and paravirtualization.
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2.3.2.1 Machine-Level Virtualization

2.3.2.1.1 Emulation Emulation is the first proposed technique to allow the system to
run a software that mimics a specific set of physical resources. This mechanism was used
to enable the usage of console video games on personal desktop machines. In emulation,
the assembly code of the guest is translated into host instructions, a technique known as
binary translation. A dedicated component, the emulator is responsible for performing
the translation and providing isolation between different guests. There are two different
translation techniques: static and dynamic. Static binary translation requires translating
all of the guest code into host code without executing it. Dynamic binary translation on the
other hand offers at runtime emulation where emulators fetch, decode and execute guest
instructions in a loop. The main advantage of dynamic binary translation is that since
the translation is happening on the fly, it can deal with self-modifying code. Although the
performance cost is evident, emulation is very flexible as any hardware can be emulated
for a guest’s OS. Popular emulators include Bochs [34] and Qemu [35], which support a
wide number of guest architectures (x86, x86_64, MIPS, ARM, SPARC).

2.3.2.1.2 Full Virtualization Full system-wide virtualization delivers a virtual ma-
chine with dedicated virtual devices, virtual processors and virtual memory. In full vir-
tualization the hypervisor is responsible for providing isolation between VMs as well as
multiplexing on the hardware resources. This technique enables running VMs on top of
physical hosts without the need to perform any alterations on the VM or the host OS
kernel. In [33] the authors formalize the full-virtualization challenge as defining a virtual
machine monitor satisfying the following properties:

e Equivalence: The VM should be indistinguishable from the underlying hardware.
e Resource control: The VM should be in complete control of any virtualized resources.

e Efficiency: Most VM instructions should be executed directly on the underlying CPU
without involving the hypervisor.

The two methods that make full virtualization possible are: binary translation and
hardware acceleration. We discuss both of them.

Binary translation: This technique uses the native OS I/O device support while
offering close to native CPU performance by executing as many CPU instructions as pos-
sible on bare hardware [36]. When installed, a driver is loaded in the host OS kernel in
order to allow it’s user space component to gain access to the physical hardware when
required. The same driver is responsible for improving network performance for the vir-
tualized guest.Non-virtualized instructions are detected using binary translation and are
replaced with new instructions that have the desired effect on the virtualized hardware.
The main argument behind virtualization through binary translation is that no modifi-
cations of either the guest or the host OS are required. Unfortunately, a non-negligible
performance penalty is applied due to the need of performing binary translation and em-
ulation of privileged CPU instructions. Full virtualization with binary translation can be
interpreted as a hybrid technique between emulation and virtualization. In contrast to em-
ulation where each CPU instruction is emulated, full virtualization with binary translation
allows for some CPU instructions to run directly on the hosts CPU. The most popular fully
virtualized solutions using binary translation are: Qemu [35], VirtualBox [37], VMware
Fusion and Workstation [38] [39].
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Hardware acceleration: In order to cope with the performance overhead intro-
duced by binary translation and enable virtualization of physical hardware, Intel (resp.
AMD) came up with the VT-x technology [40] (resp. AMD-V). With VT-x a new root
mode of operation is allowed in the CPU. Two new transitions are enabled: from the VMM
to a guest a root to non-root transition (called VMEntry) and from the guest to VMM
a non-root to root transition (called VMExit). Intel uses a new data structure to store
and manage information regarding when these transitions should be triggered, the virtual
machine control structure (VMCS). Typically a VMExit occurs when the VM attempts
to run a subset of privileged instructions. The VMCS data structure stores all necessary
information (instruction name, exit reason). This information is later used by the VMM
for executing the privileged instruction. The most popular solutions using hardware as-
sisted virtualization are: KVM [27], VMware ESXi [29], Microsoft Hyper-V [41] and Xen
Hardware Virtual Machine [42].

2.3.2.1.3 Paravirtualization In contrast to full virtualization which advocates for
no modifications in the guest OS, paravirtualization requires the guest OS kernel to be
modified in order to replace non-virtualized instructions with hAypercalls that communi-
cate directly with the hypervisor. The hypervisor is responsible for exporting hypercall
interfaces for other sensitive kernel operations such as memory management and inter-
rupt handling. Xen Project [28] has been the most prominent paravirualization solution.
In Xen the processor and memory are virtualised using a modified Linux kernel. The
modified kernel is actually an administrative VM (called dom0) responsible for providing
isolation between VMs, handling network, I/O and memory management for the guest
VMs (domU). Dom0 is also in control of the guest VMs lifecycle and bares the responsi-
bility for executing privileged instructions on behalf of the guest OS. The later is done by
issuing hypercalls. Dom0 traps the latter and executes them either by translating them
to native hardware instructions or using emulation. Xen operates based on a split driver
model where the actual device drivers, called backend drivers, are located inside Dom0
and each DomU implements an emulated device, called frontend driver. Every time a
DomU issues a call to a driver the emulated part transfers the call to the actual driver in
Dom0 — hence the two drivers complementary operate as one. Although Xen is a promising
solution for near native performance, its application is limited to open source OSes like
Linux or proprietary solutions which offer a customized Xen-compatible version.

2.3.2.1.4 Hypervisor Practices Emulation, full virtualization and paravirtualiza-
tion can be combined. Typically, devices are fully emulated (for maintaining the use of
legacy drivers) or paravirtulized (for efficient multiplexing access on these devices from
different VMs) while the CPU is fully virtualized. Modern hypervisors that adopt this
technique are: KVM [27], Xen [28] and VMware Workstation [39].

2.3.2.2 OS-level Virtualization

Another solution, known as lightweight or OS-level virtualization [43], allows the OS kernel
to perform virtualization at the system call interface, and create isolated environments that
share the same kernel. These flexible, user-oriented isolated environments are known as
containers. Containers have their own resources (e.g. file system, network connectivity,
firewall, users, applications) that are managed by the shared OS kernel (responsible for
providing isolation). Since they all share the same kernel the performance overhead is
minimal to none. Furthermore, a container can be migrated in the same way as a VM.
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Unfortunately, the main issue behind OS-level virtualization is that all containers in a
single physical machine are limited to the kernel of the host OS. This limits the number of
OSes to only the ones supported by the host’s kernel. LXC [44] and Docker [45] are some
of the most prominent solutions in this category.

2.3.3 Network Virtualization and Network Management in IaaS Clouds

Network virtualization is one of the key aspects in an IaaS cloud environment. Assigning
IP addresses to VMs, communication between VMs that belong to the same or different
tenants and finally communication between VMs and the outside world are some of the
issues that need to be addressed from the network virtualization component of the IaaS
cloud management system. In this section we first present the mechanisms that materialize
network virtualization and we continue with a discussion about network management in
[aaS clouds focusing on OpenStack.

2.3.3.1 Network Virtualization

There are different solutions that enable network virtualization. Multi-protocol Label
Switching [46] uses a ”label” appended to a packet in order to transport data instead
of using addresses. MPLS allows switches and other network devices to route packets
based on a simplified label (as opposed to a long IP address). Hard VLANs allow a single
physical network to be broken to multiple segments. By grouping hosts that are likely to
communicate with each other to the same VLAN, one can reduce the amount of traffic that
needs to be routed. Flat networking relies on the ethernet adapter of each compute node
(which is configured as a bridge) in order to communicate with other hosts. With VLAN
tagging each packet belonging to a specific VLAN is assigned the same VLAN ID while
with GRE encapsulation traffic is encapsulated with a unique tunnel ID per network (the
tunnel ID is used in order to differentiate between networks). VLAN tagging and GRE
encapsulation both require a virtual switch in order to perform the tagging (respectively
encapsulation) while flat networking does not require a virtual switch.

However these solutions lack a single unifying abstraction that can be leveraged to
configure the network in a global manner. A solution to this empedement that pro-
vides dynamic centrally-controlled network management is software defined networking
(SDN) [47]. In this section we mainly focus on SDN.

Software defined networking [47] emerged as a paradigm in an effort to break the
vertical integration of the control and the data plane in a network. It separates a network’s
control logic from the underlying physical routers and switches which are now simple
forwarding devices. The control logic is implemented in a centralized controller allowing
for a more simplified policy enforcement and network reconfiguration. Although SDNs are
logically centralized, the need for a scalable, reliable solution that guarantees adequate
performance does not allow for a physically centralized approach. The separation between
the control and the data plane is feasible by creating a strictly defined programmable
interface (API) between the switches and the SDN controller. The most notable example
of such API is OpenFlow [48]. In each OpenFlow switch flow tables of packet-handling
rules are stored. Each rule matches a subset of the traffic and performs certain actions
(dropping, forwarding, modifying) on the matched subset. The rules are installed on the
switches by the controller and depending on their content a switch can behave like a router,
switch, firewall or in general a middlebox. A switch can communicate with the controller
through a secure channel using the OpenFlow protocol which defines the set of messages
that can be exchanged between these two entities. Traffic handling rules can be installed
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on the switches either proactively or reactively, when a packet arrives. A representation
of the SDN architecture can be found in Figurd2.3]
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Figure 2.3 — The SDN architecture

Although OpenFlow is the most widely accepted and deployed API for SDNs there
are several other solutions such as ForCES [49] and POF [50]. The controller provides a
programmatic interface to the network that can be used to execute management tasks as
well as offer new functionalities. It essentially enables the SDN model to be applied on a
wide range of hardware devices (e.g. wireless, wired). A wide range of available controllers
exist such as Nox [51], OpenDaylight [52] and Floodlight [53].

Making network virtualization a consolidated technology requires multiple logical net-
works to be able to share the same OpenFlow networking infrastructure. FlowVisor [54]
was one of the early solutions towards that direction. It enables slicing a data plane based
on off-the-shelf OpenFlow compatible switches, making the coexistence of multiple net-
works possible. The authors propose five slicing dimensions: bandwidth, topology, traffic,
forwarding tables and device CPU. Each slice can have its own controller allowing multiple
controllers to inhabit the same physical infrastructure. Each controller can only operate
on its own slice and gets its own flow tables in the switches.

FlowN [55] offers a solution analogous to container virtualization (i.e. a lightweight
virtualization approach). In contrast with FlowVisor [54], it deploys a unique shared
controller platform that can be used to manage multiple domains in a cloud environment.
A single shared controller platform enables management of different network domains. It
offers complete control over a virtual network to each tenant and it allows them to develop
any application on top of the shared controller.

Network virtualization platform (NVP) from VMware (as part of the NSX [56] prod-
uct) provides the necessary abstractions for the creation of independent networks (each
one with different service model and topology). No knowledge about the underlying net-
work topology or state of the forwarding devices is required as tenants simply provide
their desired network configuration (e.g. addressing architecture). NVP is responsible
for translating tenant requirements to low-level instruction sets that are later on installed
on the forwarding devices. A cluster of SDN controllers is used in order to modify the
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flow tables on the switches. NVP was designed to address challenges in large-scale multi-
tenant environments that are not supported by the previously described solutions (e.g.
migrating an information system to the cloud without the need of modifying the network
configuration). A similar solution is SDN VE [57] from IBM based on OpenDaylight.

2.3.3.2 Network Management in Iaas Clouds

Network virtualization delivers compute-related options (create, delete) to network man-
agement. Network objects (networks, subnets, ports, routers, etc) can be created, deleted
and reconfigured programmatically without the need of reconfiguring the underlying hard-
ware infrastructure. The underlying hardware infrastructure is treated as a pool of trans-
port resources that can be consumed on demand. Tenants can create private networks
(i.e. tenant networks) and choose their own IP address scheme, which can overlap with
IP addresses chosen by other tenants. Depending on the type of the tenant network (flat,
VLAN, GRE) different communication capabilities are offered to the instances attached
to these networks.

The networking component of an IaaS cloud management system is responsible for
mapping tenant-defined network concepts to existing physical networks in a data cen-
ter. Essentially the network component performs the following functionalities: assign IP
addresses to VMs, facilitating communication between VMs that belong to the same or
different tenants and finally providing VMs with outside-world connectivity.

In OpenStack, Neutron is responsible for managing different tenant networks and offer-
ing a full set of networking services (routing, switching, load-balancing, etc) to provisioned
VMs. Neutron is composed of agents (e.g. DHCP agent, L3 routing agent, etc) that pro-
vide different types of networking services to provisioned VMs. Neutron creates three
different networks in a standard cloud deployment:

1. Management network: used for communication between the OpenStack components.
This network is only reached from within the datacenter.

2. Tenant networks: used for communication between VMs in the cloud. The config-
uration of these networks depends on the networking choices made by the different
tenants.

3. Ezxternal network: used to provide internet connectivity to VMs hosted in the cloud.

On each compute node a virtual bridge is created by a dedicated Neutron plugin (called
ML2 plugin) which is locally installed on each node. VMs are connected to networks
through virtual ports on the ML2-created bridge. The ML2 plugin is also responsible for
segregating network traffic between VMs on a per tenant basis. This can be achieved
either through VLAN tagging (all VMs that belong to the same network are assigned the
same tag) or GRE encapsulation.

2.4 Security Threats

In this section we detail some of the known attacks against information systems and cloud
environments.
2.4.1 Security Threats in Information Systems

Although one of the most common ways of executing cyber attacks is through the network
(i.e. either the Internet or a local area network), the attackers often target different areas
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in an information system. Here we list the most common threats depending on their target
level. Before presenting each threat category in detail, we present a high level overview
of the vulnerability classes that attackers can exploit. In general, missing validation of
inputs in an application can create an entry point for attacks (listed below). Furthermore,
lack of access control (i.e. through authentication mechanisms) can allow an attacker to
gain unauthorized privileged access.

2.4.1.1 Application Level

Application-level threats are abilities of an attacker to exploit vulnerabilities in the soft-
ware of one or more applications running in an information system.

One of the most common application-level attack is SQL injection [58] against Database
Management Systems (DBMS). An SQL injection attack occurs when a malicious entity
on the client side manages to insert an SQL query via input data to the application. This
is usually possible due to lacks of input validation. The impact of the injection may vary
depending on the skills and imagination of the attacker. Usually, through an SQL exploit
the attacker can gain access to sensitive data inside the database, modify them (insert or
delete or update) or even retrieve the contents of a file present in the system. He can also
shutdown the DBMS by issuing administrative commands and sometimes even execute
commands outside the DBMS.

Another type of an injection attack is cross-site scripting (XSS) [59] when the attacker
manages to insert malicious code in a trusted website. Cross-site scripting exploits the
absence of validation of user input. The malicious code could be in the form of a JavaScript
segment or any other code that the browser can execute. When a different user accesses
this website she will execute the script thinking that it comes from a trusted source, giving
the attacker access to cookies, session tokens or other sensitive information retrieved by
the browser on behalf of the infected website. In a more severe scenario the attacker might
even redirect the end user to web content under his control. An XSS attack can either
be stored (the malicious script permanently resides on the target server) or reflected (the
script is reflected off the web server — for example in an error message).

A buffer overflow [60] generally occurs when an application attempts to store data
in a buffer and the stored data exceeds the buffer’s limits. Buffer overflows are possible
because of badly validated input on the application’s side. Writing in an unauthorized
part of the memory might lead to corrupted data, application crashes or even malicious
code execution. Buffer overflows are often used as entry points for the attacker in order
to inject malicious code segment into the host’s memory and then execute it by jumping
to the right memory address. Another alternative for malicious code injection is format
string attacks [61]. Format String Attacks (FSA) are used in order to leak information
such as pointer addresses. After a successful FSA, normally a return oriented programming
exploit is used. Return oriented programming allows the attacker to use short sequences of
instructions that already exist in a target program in order to introduce arbitrary behavior.

2.4.1.2 Network Level

In the network-level threat category we describe attacks that target communications of
layer 3 and above in an information system.

Network-level impersonation occurs when an attacker masks his true identity or tries
to impersonate another computer in network communications. Operating systems use the
IP address of a packet to validate its source. An attacker can create an IP packet with
a header that contains a false sender’s address, a technique known as IP spoofing [62].
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This technique, combined with TCP protocol specifications (i.e. the sequence and ac-
knowledgement numbers included in a TCP header) can lead to session hijacking. The
attacker predicts the sequence number and creates a false session with the victim who in
turn thinks that he is communicating with the legitimate host.

Denial of Service (DoS) attacks aim at exhausting the computing and network resources
of an information system. The way these attacks operate is by sending a victim a stream
of packets that swamps its network or processing capacity, denying access to its normal
clients. One of the methods employed is SYN flooding [63], in which the attacker sends
client requests to the victim’s server. SYN flooding attacks target hosts that run TCP
server processes and exploit the state retention of the TCP protocol after a SYN packet has
been received. Their goal is to overload the server with half-established connections and
disturb normal operations. Both IP spoofing and SYN flooding are common techniques for
launching a denial of service attack and preventing users from accessing a network service.
In the event of a server being protected against SYN flood attacks, a denial of service can
still be possible if the server in question is too slow in serving flooding requests (the attacker
simply overloads the server). Finally, as the name indicates, a man-in-the-middle attack
refers to a state where the attacker is able to actively monitor, capture and control the
network packets exchanged between two communicating entities. Sophisticated versions
of man-in-the-middle attacks include attempts against TLS-based communications where
the attackers are able to falsely impersonate legitimate users [64].

Domain Name Servers (DNS) are essential parts of the network infrastructure that map
domain names to IP addresses redirecting requests to the appropriate location. Attackers
target DNS systems in their effort to redirect legitimate requests to malicious websites
under their control. One of the most common techniques to achieve that is DNS cache
poisoning. DNS cache poisoning exploits a vulnerability in the DNS protocol [65] in order
to replace legitimate resolution results with flawed ones that include the attacker’s website.

Depending on the type of services hosted in an information system attackers use dif-
ferent exploitation techniques. Identification of the type of hosted services is a necessary
preliminary step in most exploitation attempts. A common way for an attacker to identify
network services hosted in an information system or probe a specific server for open ports,
is port scanning [66]. The standard way to perform a port scan is to launch a process that
sends client requests to a range of ports in a particular server (vertical port scan) or to a
specific port on several hosts (horizontal port scan). Depending on the type of the request
there are different port scan categories at the TCP level. Application fingerprinting, where
an attacker looks for a reply that matches a particular vulnerable version of an application
is also a common technique used to identify the type of hosted service.

2.4.1.3 Operating System Level

All user applications in an information system rely on the integrity of the kernel and core
system utilities. Therefore, a possible compromise of any of these two parts can result
in a complete lack of trust in the system as a whole. One of the most common attacks
against a system’s kernel is a rootkit installation. Rootkits are pieces of software that allow
attackers to modify a host’s software, usually causing it to hide their presence from the
host’s legitimate administrators. A sophisticated rootkit is often able to alter the kernel’s
functionality so that no user applications that run in the infected system can be trusted
to produce accurate results (including rootkit detectors). Rootkits usually come with a
dedicated backdoor so the attacker can gain and maintain access to the compromised host.
Backdoors usually create secure SSH connections such that the communication between
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the attacker and the compromised machine cannot be analysed by Intrusion Detection
Systems or other network monitoring tools.

2.4.1.4 Summary

In this section we have described security threats targeting traditional information systems.
The described attacks could also target applications running inside virtual machines in an
outsourced infrastructure. We continue with a description of cloud specific security threats
and a classification based on their target.

2.4.2 Security Threats in Cloud Environments

In a cloud environment security concerns two different actors. First, tenants are concerned
with the security of their outsourced assets, especially if they are exposed to the Internet.
Second, the provider is also concerned about the security of the underlying infrastructure
especially when he has no insight regarding the hosted applications and their workload. In
this section we focus on security threats originating from corrupted tenants against other
legitimate tenants and their resources, threats against the provider’s infrastructure and
their origin as well as threats towards the provider’s API.

2.4.2.1 Threats against tenants and based on shared resources

One of the key elements of a cloud infrastructure is multi-tenancy (i.e. multiplexing virtual
machines that belong to different tenants on the same physical hardware). Although this
maximizes efficiency for the cloud provider’s resources, it also offers the possibility that
a tenant’s VM can be located in the same physical machine as a malicious VM. This in
turn engenders a new threat: breaking the resource isolation provided by the hypervisor
and the hardware and gaining access to unauthorized data or disturbing the operation of
legitimate VMs.

One of the most prominent attacks that illustrates this threat is the side channel attack
where an adversary with a colocated VM gains access to information belonging to other
VMs (e.g. passwords, cryptographic keys). In [67] the attackers used shared CPU caches
as side channels in order to extract sensitive infomation from a colocated VM.

Another technique that exploits VM colocation is DoS attacks against shared resources.
A malicious VM is excessively consuming shared computing resources (CPU time, memory,
I/0 bandwidth) disallowing legitimate VMs from completing their tasks.

2.4.2.2 Provider Infrastructure

In an TaaS cloud environment 2.2.3.7] each VM is under the illusion that it runs on its own
hardware (i.e. CPU, memory, NIC, storage). This illusion is created by the hypervisor,
which is responsible for allocating resources for each VM, handling sensitive instructions
issued by VMs and finally managing VM lifecycle In this section we discuss security
threats targeting the hypervisor, as a core component of the provider’s infrastructure.

An attacker targeting the hypervisor might be able to execute malware from different
runtime spaces inside the cloud infrastructure. Each runtime space comes with different
privileges. We list the runtime spaces in increasing order of privilege level (also the order
in difficulty to exploit).

e Guest VM User-Space: This runtime space is the easiest one to obtain especially
in an laaS environment. Although, attempts to run privileged instructions could
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lead to an exception, an attacker can run any type of exploit. In [68] the attacker
manages to break out from a guest by exploiting a missing check in the QEMU-KVM
user-space driver.

e Guest VM Kernel-Space: Since in an IaaS cloud environment tenants can run an OS
of their choice, an attacker can provision some VMs, run an already tampered OS
and use the malicious guest’s kernel to launch an attack to the hypervisor. In [69]
an attack to the hypervisor implements a malicious para-virtualized front-end driver
and exploits a vulnerability in the back-end driver.

e Hypervisor Host OS: One of the most desirable runtime spaces for an attacker is the
one of the host OS as the privileges granted are very high. For example, KVM as a
part of the Linux kernel, provides an entry point for attackers that have local user
access to the host machine, exploiting a flaw in KVM.

Customers in public clouds manage their resources through dedicated web control in-
terfaces. Moreover, cloud providers also manage the operation of the cloud system through
dedicated interfaces that are often accessible through the Internet. A successful attack on
a control interface could grant the attacker complete access to a victim’s account along
with all the data stored in it, or even worse to the whole cloud infrastructure when the
provider’s interface is compromised. In [70] attacks towards cloud management interfaces
are considered extremely high risk and in [71] the authors prove that the web interfaces of
two known public and private cloud systems (Amazon’s EC2 and Eucalyptus) are suscepti-
ble to signature wrapping attacks. In a signature wrapping attack, the attacker can modify
a message signed by a legitimate signature, and trick the web service into processing its
message as if it was legitimate.

2.4.3 Summary

In summary, traditional information systems as well as cloud environments face multiple
security threats originating from different privilege levels in the infrastructure. In an IaaS
cloud environment the attack surface is expanded with the addition of the hypervisor,
as the building block of a cloud infrastructure, as well as the web-exposed management
API. In order to successfully detect attacks a security monitoring framework is needed.
We continue our discussion with a detailed description of security monitoring frameworks
both for traditional information systems and cloud environments.

2.5 Security Monitoring

Information systems face continuous threats at different levels of their infrastructure. An
attacker can gain access to the system by exploiting a software vulnerability and thus be
able to modify both the OS kernel and critical system utilities. In order to detect such
activities, a security monitoring framework is necessary. A security monitoring framework
consists of the appropriate detection mechanisms required to diagnose when an information
system has been compromised and inform the administrator in the form of specialised
messages (called alerts).

2.5.1 What is Security Monitoring?
According to [72]:
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Definition 3 Security Monitoring is the collection, analysis, and escalation of indica-
tions and warnings to detect and respond to intrusions.

Due to the diverse nature of applications hosted in an information system, a security mon-
itoring framework requires multiple components that monitor different parts of the system
in order to maintain situational awareness of all hosted applications. Figure depicts an
information system with different security devices: firewalls, antiviruses, network-based

IDS.
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Figure 2.4 — Information system with different security devices contributing to security
monitoring

In the following sections we discuss some of the core components embedded in modern
security monitoring frameworks focusing primarily on Intrusion Detection Systems (IDS)
and Firewalls as the contributions presented in this thesis focus on these two components.

2.5.1.1 Main Components

Several tools are available for mitigating malware threats in an information system. We
list the most common ones along with their typical features.

e Antivirus: Most antivirus solutions provide capabilities such as scanning critical
system components (startup files, boot records), real-time scanning of files that are
downloaded, opened or executed, sandboxed dynamic monitoring of running appli-
cations and identifying common types of malware (viruses, worms, backdoors, etc).
Commercial solutions include Kaspersky Security Scan [73], AVG antivirus [74] and
Panda Protection [75].

e Router: Typically a router uses a set of traffic management rules that is known
as an access control list. Routers are normally deployed in front and at the core of
an information system’s firewall and perform some traffic mitigation such as ingress
and egress filtering. Commercial solutions include: Cisco ASR 1000 Series [76] and
Juniper MX Series [77].

e Access Control Systems: Normally access control systems are concerned with
regulating the users attempts to access specific resources in an information system.
Information systems apply access controls at different levels of their infrastructure
(e.g. an OS regulating access to files, or an authentication server described below).

e Virtual Private Network (VPN): VPN allows users to access an organization’s
private network remotely. It offers traffic encryption between two connection points



2.5. SECURITY MONITORING 35

through a variety of supported protocols (TLS [78], IPsec [79], DTLS [80]). Examples
of VPN service providers include: VPN Express[81] and VyPR VPN [82]

e Authentication Server: A server that is used to authenticate users or applications
through the network using a set of credentials (e.g. username and password). Au-
thentication servers support a variety of protocols. Notable example of this category
is the LDAP protocol [83] and Kerberos [84] protocol.

e Log Collectors: In order to facilitate the collection and analysis of events of inter-
est, log collectors are necessary for every information system. Depending on the level
of desired system-wide visibility, different time intervals for the collection of logs can
be defined. Due to high diversity between event sources (i.e. applications, system,
security devices) most software solutions are able to gather and unify information
from different sources and different formats. In a cloud environment log collection
is of critical importance as it allows tenants to gain insight into resources utiliza-
tion, application performance, security and operational health. Major public clouds
offer customisable logging services such as CloudWatch [85] and Log Analytics [86].
In traditional information systems a variety of log collection solutions exists (e.g.
rsyslog [87], LogStash [88]).

2.5.1.2 Intrusion Detection Systems

Intrusion detection systems are usually at the core of a security monitoring framework.
Their main purpose is to detect security breaches in an information system before they
inflict widespread damage. An IDS is composed of three main stages: data collection,
processing and reporting. The core detection feature is implemented in the processing
stage.

2.5.1.3 What is an IDS?
According to [89]:

Definition 4 Intrusion detection is the process of monitoring the events occurring in
a computer system or network and analyzing them for signs of possible incidents, which
are violations or imminent threats of violation of computer security policies, acceptable use
policies, or standard security practices.

Consequently, an Intrusion Detection System is software that automates the intrusion
detection process.

In the following section we describe the different types of IDSs according to their
detection technique and we follow with a classification based on the embedded technology.

2.5.1.4 Types of IDSs

Most of the IDS technologies are based on one of the two following detection tech-
niques [90], [91]. We describe each one along with observed advantages and pitfalls.

e Signature-based: Signature-based IDSs compare observed events against a list of
a priori known signatures in order to identify possible security breaches. A signa-
ture is generally a pattern that corresponds to a registered attack. Signature-based
detection is very effective at identifying known threats and is the simplest form of
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detection. A signature-based IDS compares the current unit of activity (e.g. net-
work packet, file content) to the list of signatures using string comparison. Unfortu-
nately, signature-based detection is largely ineffective when dealing with previously
unknown attacks, attacks that are composed by multiple events or attacks that use
evasion techniques [92]. Known examples of signature based IDSs include Snort [93],
Suricata [94] and Sagan [95].

Anomaly-based: Anomaly-based IDSs compare a profile of activity that has been
established as normal with observed events and attempt to identify significant de-
viations. Each deviation is considered an anomaly. A normal profile is created by
observing the monitored system for a period of time-called training period (e.g. for
a given network http activity composes 15% of the observed traffic) and can be
static (the profile remains unchanged) or dynamic (the profile is updated at spe-
cific time intervals). Depending on the methodology used to create the normal
profile anomaly-based IDSs are either statistical-, knowledge- or machine-learning-
based [92]. Statistical-based IDSs represent the behavior of the analysed system
from a random view point, while knowledge-based IDSs try to capture the system’s
behavior based on system data. Finally machine learning-based IDSs establish a
model that allows for pattern categorization.

One of the main advantages of an anomaly-based IDS is that it can be very effective
when dealing with previously unknown attacks. Unfortunately, anomaly-based IDSs
suffer from many false positives when benign activity, that deviates significantly from
the normal profile, is considered an anomaly. This phenomenon is amplified when the
monitored information system is very dynamic. Known examples of anomaly-based

IDSs include Bro [96], Stealthwatch [97] and Cisco NGIPS [9§].

According to [99] IDS technologies are divided in two categories depending on the type

of events that they monitor and the ways in which they are deployed:

e Network-based (NIDS): NIDSs monitor network traffic (i.e. packets) for a par-

ticular network or segments of a network and analyze network protocol activity or
packet payload in order to detect suspicious events or attacks. The most common
approach for deploying an NIDS is at a boundary between networks, in proximity
to border firewalls or other security devices. A specific category of NIDS is wireless
IDSs, which monitor only wireless network traffic and analyze wireless network pro-
tocols for identifying suspicious activity. In contrast to other NIDS which focus on
packet payload analysis, wireless NIDSs focus on anomalies in wireless protocols.

Host-based (HIDS): HIDSs monitor the events occurring in a single host for sus-
picious activity. An HIDS can monitor network traffic, system logs, application ac-
tivity, process list and file access in a particular host. HIDSs are typically deployed
on critical hosts that contain sensitive information.

We have described the main IDS categories based on the mechanism used for detection

and the way they are deployed. The work done in this thesis focuses on network-based
IDSs. We now discuss the second main security component that has been addressed in
this thesis: the firewall.

2.5.1.5 Firewalls

This section focuses on a different security component, the firewall.
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2.5.1.5.1 What is a Firewall? According to [100]:

Definition 5 A firewall is a collection of components, interposed between two networks,
that filters traffic between them according to some security policy.

Firewalls are devices that provide the most obvious mechanism for enforcing network
security policies. When deploying legacy applications and networks, firewalls are excellent
in providing a first-level barrier to potential intruders. The most common firewall con-
figuration comprises two packet filtering routers that create a restricted-access network
(called Demilitarized Zone or DMZ, see Figure .
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Figure 2.5 — A DMZ example

According to [I01] firewalls have three main goals:
1. Protect hosts inside the DMZ from outside attacks,

2. Allow traffic from the outside world to reach hosts inside the DMZ in order to provide
network services,

3. Enforce organizational security policies that might include restrictions that are not
strictly security related (e.g. access to specific websites).
2.5.1.5.2 Firewall Features We now discuss available firewall features and the ca-
pabilities of each one as in [102].

e Packet filtering: The most basic feature of a firewall is the filtering of packets.
When we refer to packet filtering we are not concerned with the payload of the
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network packets but with the information stored in their headers. The mechanism
of packet filtering is controlled by a set of directives which is known as ruleset. The
simplest form of a packet filtering device is a network router equipped with access
control lists.

Stateful inspection: This functionality essentially improves packet filtering by
maintaining a table of connections state and blocking packets that deviate from the
expected state according to a given protocol.

Application-level: In order to extend and improve stateful inspection, stateful
protocol analysis was created. With this mechanism a basic intrusion detection
engine is added in order to analyse protocols at the application layer. The IDS
engine compares observed traffic with vendor-created benign profiles and is able to
allow or deny access based on how an application is behaving over the network.

Application-proxy gateways: A firewall which acts as an application-proxy gate-
way contains a proxy agent that acts as an intermediary between different hosts
that want to communicate with each other. If the communication is allowed then
two separate connections are created (client-to-proxy and proxy-to-server) while the
proxy remains transparent to both hosts. Much like an application-level firewall the
proxy can inspect and filter the content of traffic.

Virtual private networking (VPN): A common requirement for firewalls is to
encrypt and decrypt network traffic between the protected network (DMZ) and the
outside world. This is done by adding a VPN functionality to the firewall. As with
other advanced firewall functionalities (besides simple header-based packet filtering)
a trade-off between the functionality and the cost in terms of computational re-
sources (CPU, memory) depending on the traffic volume and the type of requested
encryption, is introduced.

Network access control: Another functionality for modern firewalls is controlling
incoming connections based on the result of health checks performed on the computer
of a remote user. This requires an agent that is controlled by the firewall to be
installed in the user’s machine. This mechanism is typically used for authenticating
users before granting them access to the network.

Unified threat management: The combination of multiple features into a single
firewall is done with the purpose of merging multiple security objectives into a single
system. This usually involves offering malware detection and eradication, suspicious
probe identification and blocking along with traditional firewall capabilities. Unfor-
tunately, the system’s requirements in terms of memory and CPU are significantly
increased.

In this thesis, we address application-level firewalls and firewalls that provide stateful
traffic inspection capabilities.

2.5.2 Security Monitoring in Cloud Environments

After presenting different components of a security monitoring framework we zoom in secu-
rity monitoring frameworks tailored for cloud environments. As explained in Section [2.2.5]
cloud environments experience dynamic events in different levels of the infrastructure.
Naturally, the occurring events engender changes for the security monitoring framework
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that requires its components to be automatically adapted to the new state. For example,
when a VM is migrated from one compute node to another, the NIDS that is responsible
for monitoring the traffic on the destination compute node needs to be reconfigured in
order to monitor the traffic for specific attacks against the services hosted in the migrated
VM. Without reconfiguration, an attack could pass undetected, creating an entry point
for the attacker and allowing him to compromise the cloud-hosted information system.

In this section we discuss cloud security monitoring solutions targeting either to the
provider infrastructure and its most critical components (e.g. hypervisor, host OS kernel)
or to the tenant information system.

2.5.2.1 Provider Infrastructure Monitoring

This section presents security solutions that target the cloud provider’s infrastructure fo-
cusing on the hypervisor and host OS kernel. The frameworks described in both categories
could be considered as hypervisor or kernel IDS systems. The relationship between the
hypervisor and the host OS kernel is depicted in Figure In this picture the hypervisor
runs as a kernel module while the VMs run in user space. Their virtual address space is
mapped through the hypervisor to the host’s physical address space.
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Figure 2.6 — Hypervisor and host OS kernel

2.5.2.1.1 Hypervisor Integrity Checking Frameworks One of the trends in se-
curing the hypervisor involves reducing the Trusted Code Base (TCB) [103] in many of
the commercial hypervisors. Although, such a solution would limit the attack surface it
would not completely guarantee the integrity of all hypervisor components. To address
this challenge, the authors in [104] have created HyperCheck, a hardware assisted intr